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Abstract 

Biological membranes are cell-defining structural components that establish essential 

boundaries between inner compartments and their environment in all living organisms. Their 

composition, dynamics and functions are highly complex, not only depending on the lipids that 

form part of the membrane, but also on proteins that are integral or peripheral to them. The lipid 

bilayer and membrane proteins regulate fluxes between the separated compartments, as well as 

the activities of membrane associated enzymes. In addition, the activity and structure of proteins 

in the membrane environment depend on the interactions with lipids that form the membrane 

and/or with other membrane proteins.  

In the last years, the increase of computational power and the development of 

computational techniques aimed at investigating membrane systems has enabled the theoretical 

study of otherwise experimentally difficult targets. In this thesis, three relevant membrane-

related systems of Arabidopsis thaliana and Pseudomonas aeruginosa are studied at the atomic 

level with state-of-the-art computational methods. 

First, to help in the process of setting up membrane and membrane/protein systems for 

molecular dynamics simulations, PACKMOL-Memgen was developed. It consists of a Python 

workflow based on open-source programs, which enables to reduce the time dedicated to 

prepare complex membrane systems by automatically imposing ad hoc system dimensions. The 

program was used throughout this thesis, and has been included in the AmberTools suite of 

programs. Then, to unveil the structure of the transmembrane domain of the A. thaliana ETR1 

ethylene receptor, ab initio modeling with coevolution-derived protein residue-residue contacts 

was used. The obtained model was used to assemble a dimeric structure, which in molecular 

dynamics simulations showed the binding of ethylene in the proximity of included copper (I) 

ions, exemplifying the first step of the receptor inhibition. Next, the dimer-to-monomer 

dynamics of PlaF, a novel phospholipase A1 from P. aeruginosa, was studied. Free energy 

calculations suggest that in vivo the monomer tilts on the membrane surface facilitating catalytic 

access, while changes in the protein concentration and membrane dynamics could regulate its 

enzymatic activity. Lastly, the IRT1 inhibition by binding of A. thaliana’s EHB1 to the 

membrane surface was studied. Free diffusion of the protein showed a calcium-dependent 

binding perpendicular to the membrane surface and a subsequent tilting, suggesting a two-step 

binding process that results in the iron-uptake inhibition. 
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Zusammenfassung 

Biologische Membranen sind Zellbestandteile, die in allen lebenden Organismen die 

Zelle definieren und von ihrer Umgebung abgrenzen. Die Zusammensetzung, Dynamik und 

Funktion von Zellmembranen ist kompliziert und hängt nicht nur von den Lipiden ab, die die 

Membran bilden, sondern auch von integralen und peripheren Membranproteinen. Das 

Zusammenspiel von Lipiddoppelschicht und Membranproteinen, regulieren den Stoffaustausch 

zwischen den angrenzenden Kompartimenten sowie die Aktivitäten von membranassoziierten 

Enzymen. Darüber hinaus hängt die Aktivität und Struktur von Proteinen in der 

Membranumgebung von den Wechselwirkungen mit Membranlipiden und/oder mit anderen 

Membranproteinen ab. 

In den letzten Jahren haben die Zunahme der Rechenleistung und die Entwicklung neuer 

Techniken zur Simulation von Membransystemen die theoretische Erforschung experimentell 

schwierig zu untersuchender Targets ermöglicht. In dieser Arbeit werden drei relevante 

membranbezogene Systeme von Arabidopsis thaliana und Pseudomonas aeruginosa im 

atomaren Maßstab mit aktuelle Berechnungsmethoden untersucht. 

Zunächst wurde PACKMOL-Memgen entwickelt, um beim Aufbau von Membran- und 

Membran/Protein-Systemen für molekulardynamische Simulationen zu helfen. Es besteht aus 

einem Python-Workflow, der auf Open-Source-Programmen basiert ist. Dadurch kann die Zeit 

für die Vorbereitung von komplexer Membransysteme reduziert werden, indem automatisch 

Ad-hoc-Systemdimensionen festgelegt werden. Das Programm wurde im Rahmen dieser Arbeit 

verwendet und in die AmberTools-Programmsuite aufgenommen. Um die Struktur der 

Transmembrandomäne des Ethylenrezeptors von A. thaliana ETR1 aufzuklären, wurde eine 

Ab-initio-Modellierung anhand von durch Koevolution hergeleiteten Aminosäureinteraktionen 

durchgeführt. Das erhaltene Modell wurde zu einem Dimer zusammengesetzt, das in 

Molekulardynamik-Simulationen die Bindung von Ethylen in der Nähe komplexierter 

Kupfer (I)-Ionen zeigte. Dies veranschaulicht den ersten Schritt der Rezeptorinhibierung. 

Weiterhin wurde die Dimer-zu-Monomer-Dynamik von PlaF untersucht, einer neuen 

Phospholipase A1 von P. aeruginosa. Berechnungen der freien Energie legen nahe, dass das 

Monomer sich in vivo zur Membranoberfläche neigt, um den Zugang zum katalytischen 

Zentrum zu erleichtern, wobei Änderungen der Proteinkonzentration und der 

Membrandynamik die enzymatische Aktivität regulieren könnten. Abschließend wurde die 

IRT1-Inhibierung durch Bindung von EHB1 aus A. thaliana an die Membranoberfläche 

untersucht. Die freie Diffusion des Proteins zeigte eine calciumabhängige Bindung senkrecht 
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zur Membran und ein anschließendes Neigen zur Membranoberfläche, was auf einen 

zweistufigen Bindungsprozess hinweist, der zur Hemmung der Eisenaufnahme führ



Resumen 

Las membranas biológicas son componentes que definen a la célula y establecen los 

limites entres compartimientos intracelulares y sus alrededores en todos los organismos vivos. 

Su composición, dinámica y funciones son altamente complejas, y no dependen solamente de 

los lípidos que forman parte de la membrana como tal, sino que también de proteínas que 

forman parte integral o periférica a ellas. La membrana y las proteínas que la forman regulan 

flujos entre los compartimentos que separan, como también la actividad de enzimas asociadas 

a ella. Adicionalmente, las actividades y estructuras de proteínas en la membrana dependen de 

interacciones con lípidos que forman a la membrana y/o con otras proteínas de membrana. 

En los últimos años, el aumento en capacidad de cómputo y el desarrollo en técnicas 

computacionales dedicadas a la investigación de sistemas de membranas a permitido el estudio 

teorético de blancos que serían difíciles de otra manera. En esta tesis, tres sistemas relevantes 

asociados a membranas de Arabidopsis thaliana y Pseudomonas aeruginosa son estudiados a 

nivel atómico con métodos computacionales recientes. 

Primero, para ayudar en el proceso de preparación de sistemas de membrana y 

membrana/proteína para simulaciones de dinámica molecular, PACKMOL-Memgen fue 

desarrollado. Consiste en un programa basado en Python y programas de código abierto, 

permitiendo reducir el tiempo dedicado a preparar sistemas de membrana complejos 

imponiendo dimensiones ad hoc de forma automática. El programa fue utilizado a lo largo de 

esta tesis, y fue incluido en el paquete de programas AmberTools. Después, para revelar la 

estructura del dominio de transmembrana del receptor de etileno ETR1 de A. thaliana, 

modelado ab initio en conjunto con contactos residuo-residuo derivados de información 

coevolutiva fueron utilizados. El modelo obtenido fue utilizado para formar una estructura 

dimérica, la cual en simulaciones de dinámica molecular mostraron la unión de etileno en la 

proximidad de los incluidos iones de cobre (I), ejemplificando el primer paso para la inhibición 

del receptor. Posteriormente, la dinámica dímero-monómero de PlaF, una nueva fosfolipasa A1 

de P. aeruginosa, fue estudiada. Cálculos de energía libre sugieren que in vivo el monómero se 

inclina en la superficie de la membrana facilitando el acceso catalítico, mientras que cambios 

en la concentración y en la dinámica de la membrana pudieran controlar la actividad enzimática.  

Por último, la inhibición de IRT1 causada por la unión de EHB1 de A. thaliana a la 

superficie de la membrana fue estudiada. Libre difusión de la proteína mostró la unión 

perpendicular dependiente de calcio a la superficie de la membrana y su posterior inclinación, 
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sugiriendo un proceso de unión en dos pasos que resulta en la inhibición de la absorción de 

hierro.
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1 Introduction 

Biological membranes are the essential barrier between the cytosol and the extracellular 

environment, but also between the lumen of intracellular organelles and the cytosol itself. 

Despite their evident relevance in defining the boundaries of the cell, only in the last 40 years 

we have had insights into an approximated structure and composition of the membrane bilayer 

[1]. Due to their physicochemical characteristics, they restrict the passage of highly polar and 

charged molecules, allowing to generate membrane potentials essential for cell homeostasis and 

signaling. They not only protect the cellular components from the external environment, but 

also compartmentalize essential and sometimes toxic biological reactions [2].  

The composition of biological membranes is highly complex, dynamic and diverse, 

where small changes can have big implications in the cellular function [3]. The general structure 

of a cellular membrane is a bilayer of a mixture of different types of lipids, with their aliphatic 

tails generating a hydrophobic core, and their polar heads exposed to the water environment 

(Fig.1). Additional to the lipid components, there are different amounts of intercalated proteins, 

ranging from 18% in mass in myelin-insulated neurons, to 75% in the mitochondrial membrane 

and Gram-positive bacteria, with 50% being a representative number overall [4, 5]. Early on, it 

was noted that membrane proteins are radically different than their soluble counterparts [6]. 

While globular proteins have a hydrophobic moment that points towards the protein interior, 

membrane proteins have it pointing towards the protein surface [7]. 

Probably the most successful way to describe biological membranes is the fluid-mosaic 

model from Singer and Nicolson [8]. The model assumed a 2D homogeneous arrangement of 

lipids with integral or peripheral proteins attached to it, freely diffusing across the membrane 

following Brownian dynamics. This model has been recently updated to include more complex 

membrane structures and dynamics [9], like the formation of microdomains (e.g. lipid rafts), 

and interactions with the underlying cytoskeleton to form what has been described as “pickets 

and fences” [10], which limit the free diffusion of lipids and proteins (Fig.1). This highlights 

how the complexity with which membranes have been described has been increasing 

dramatically over the years: starting from a picture that represented membranes as rigid 

structures, and going to ever changing and evolving platforms, where interactions within the 
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membrane, between the membrane and membrane proteins, and between different membrane 

proteins are constantly being formed and disrupted. 

As the idea of biological membranes as highly dynamic environments gained traction, 

and the functional relevance of the membrane in cell physiology was evident, methods for 

molecular modeling and simulations that describe this systems have been developed [11]. These 

methods allow to describe membrane systems at the atomic level, which is difficult if not 

impossible to achieve experimentally for complex membrane systems. Systems that are 

complex and that show dynamic association and dissociation of membrane proteins with other 

proteins [12] or with the membrane [13] are exactly the ones that require more thorough 

investigation and are good targets for computer simulations [14]. To help in this, in Publication 

I, a workflow to prepare molecular simulations of membrane or membrane/protein systems was 

developed. This software resulted in an essential step for the following studies, and has been 

incorporated into the well-known AmberTools suite of programs [15]. 

In the present thesis, three independent membrane-associated molecular systems will be 

presented. All of them have in common a biological membrane as their organizational center 

for their functions, with static structural information available in literature, but lacking 

information regarding their structure or structural dynamics in a membrane environment. In 

Publication II, the first model for the transmembrane domain of the ETR1 ethylene receptor 

from Arabidopsis thaliana was obtained. For this, ab initio modeling together with residue-

  

Figure 1. Schematic representation of a eukaryotic membrane bilayer. Membrane bilayers are mainly composed 
by glycerophospholipids, in some cases by glycolipids, and, in eukaryotes, sterols and sphingolipids. The 
distribution of lipid types on each leaflet is not necessarily homogeneous, depending on the membrane location. 
Membrane proteins either are an integral part of it (in blue and purple) or attached to its periphery (in orange). The 
lateral organization of the lipids in the bilayer is also not homogeneous, and microdomains like lipid rafts are 
formed, where a higher concentration of sterols, sphingolipids and certain type of proteins (in purple) are to be 
found. In addition to that, certain proteins (in green) interact with the cytoskeleton of the cell, generating a mesh 
that supports the membrane, but also restricts the free diffusion of both proteins and lipids (picket and fence 
model). Adapted from Nicolson [9]. 
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residue contacts were used. The model was experimentally validated, and the copper:receptor 

stoichiometry determined. Molecular simulations showed for the first time the binding of 

ethylene to a putative ethylene-binding site. In Publication III, the dimer-to-monomer 

dynamics of the novel phospholipase A1 PlaF from Pseudomonas aeruginosa were studied, 

identifying through free energy calculations that the protein has a preferred monomeric state in 

vivo, but that it can dimerize upon changes in protein concentration and probably on membrane 

composition. Finally, in Publication IV, the dynamics of the interaction of the peripheral 

protein EHB1 with the membrane surface were studied. The protein seems to bind in a two-step 

manner, first responding to an increase in calcium, to then tilt on the membrane surface, where 

it can regulate the activity of the iron transporter IRT1. 
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2 Background 

2.1 Membrane lipids and composition 

The relative composition of different membrane bilayers change in Gram-positive 

or -negative bacteria and in every eukaryotic cell organelle [16], with more than 21,000 curated 

lipid species found in nature as of November 2019 [17, 18]. In the model Gram-negative 

bacteria Escherichia coli, 95% of the lipids in the inner membrane bilayer correspond to 

glycerophospholipids, with about 70% and 25% of them corresponding to 

phosphatidylethanolamine (PE) and phosphatidylglycerol (PG), respectively, with the rest 

being mainly cardiolipin (CL) [19]. In the Gram-positive Bacillus subtillis, on the other hand, 

~85% of the lipids of the plasma membrane correspond to phospholipids [20], which is 

subdivided in 20% PE, 40% PG, 25% CL and 15% of lysyl-phosphatidylglycerol [21]. In 

general, glycerophospholipids are the biggest class of lipids present in both prokaryotic and 

eukaryotic species, while the latter have a higher complexity with additional sterols, 

sphingolipids and glycolipids (Fig. 1). Glycerophospholipids, as the name indicates, have a 

central moiety of glycerol. Its substitution sites follow the IUPAC “stereospecifically 

numbered” (sn) rule, with fatty acids in positions sn-1 and sn-2, and a phosphatidyl head group 

in position sn-3 (Fig. 2A). They represent the main structural lipids in biological membranes, 

where the size and level of unsaturation of the fatty acids, and the physicochemical 

characteristics of the phosphatidyl head group (Fig. 3), provide glycerophospholipids with the 

plethora of shapes and chemical features present in different biological membrane types [3]. 

From those head groups, phosphatidylcholine (PC) and PE are the most frequent lipids in 

general, with PC frequently used experimentally as a membrane model [22]. In this lipid class, 

cardiolipins and phosphatidylinositols highlight for being an essential component of bacteria 

and mitochondrial membranes related to oxidative phosphorylation [23], and for their relevant 

role in signaling [24], respectively. 

A second major class of lipids are sphingolipids. They are based on a sphingoid base 

(usually sphingosine, Fig 2B), with a fatty acid tail and a head group, which can be a hydrogen, 

PC or PE, or a sugar, being called ceramides, sphingomyelins or glycosphingolipids, 

respectively. The chemical structure of the sphingoid base, its hydroxylation, and the usually 

longer saturated fatty acid chains [25, 26] enhance their lateral interactions with other 

sphingolipids and sterols (see below). They are a main component of the outer leaflet of the 
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eukaryotic plasma membrane, forming lipid rafts and potentially organizing and influencing the 

activity of multiple proteins [26]. 

A third class corresponds to sterols or steroid alcohols. They are a family of lipids based 

on a hydroxylated cyclopentanoperhydrophenanthrene (i.e. sterane) nucleus, a three six-carbon 

and one five-carbon fused ring system, with an aliphatic tail (Fig.2C). Similarly to 

sphingolipids, they are a main component of eukaryotic membranes, particularly in the plasma 

membrane. They can account for more than a fourth of the total composition [16] and interact 

with sphingolipids to form lipid rafts. Sterols tend to order and increase the lipid packing in the 

membrane and establish a liquid-ordered (Lo) phase, where the motion of the hydrophobic core 

is constrained [26]. 

There are smaller but relevant classes of lipids that do not fit in the previous groups. 

Worth mentioning are lipid A and hopanoids, which are essential for Gram-negative bacteria. 

Lipid A is a main component of the outer leaflet of the outer membrane bilayer. It is composed 

of at least four acyl chains covalently bound to two phosphorylated glucosamine units, which 

 

 

Figure 2. A) Glycerophospholipids are the main components of biological membranes. The general structure is a 
glycerol molecule (orange dashed box), which has fatty acid chains in positions sn-1 and sn-2 (R1 and R2), and a 
phosphatidyl group in position sn-3. As positions sn-1 and sn-2 can have different acyl chains, and there are 
multiple phosphatidyl head groups that can be added in position sn-3 (green, X), glycerophospholipids can have 
very different structures. B) Sphingolipids are a main component of eukaryotic plasma membranes, usually formed 
by a sphingosine residue (blue dashed box), a fatty acid (R) and different head groups (X). Hydroxyl groups of the 
sphingosine residue establish hydrogen bonds with neighboring lipids, facilitating the formation of membrane 
microdomains (Fig.1) C) Sterols are a minor but essential component of eukaryotic membranes, which regulate 
the formation of microdomains and membrane rigidity. Cholesterol (in the Figure) is the main sterol, but changes 
in the alkyl tail (bottom) or in the unsaturations in the ring structures (top) are observed in other sterols. 
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anchors big oligo and polysaccharide structures (namely, the core oligosaccharide and the O 

antigen). The overall molecules are called lipopolysaccharides, which have been proposed to 

regulate molecule diffusion in and out of the cell, as well as protein folding and function in the 

outer membrane [27]. Interestingly, lipid A is also known as endotoxin, as it has a major role 

in the immune response of animal hosts during invasion [28].  

Hopanoids, on the other hand, are not as well studied as the previous lipid classes. With 

sterols, in general, absent in prokaryotic species, hopanoids seem to fulfill an analogous 

ordering function in the bacterial environment. They contribute to form domains with lipid A 

in the outer membrane of Gram-negative bacteria in a comparable amount as if sterols would 

be added to it [29, 30], though there are reasons to believe the mechanism is different [31]. 

It is clear that the lipidic composition of biological membranes is complex, and although 

in different membranes it tends to stay static over time, lipids are in constant traffic through 

compartments of the cell, homeostatically responding to changes in the environment or maturity 

of individual cells [32]. The observation that bacteria require a complex network of enzymes to 

adapt the membrane composition under thermal or pH stress have made the membrane 

homeostasis pathways an interesting target for potential drug discovery [33]. Additionally, the 

proteic composition of membranes, as exposed above, is a major component of lipid 

 

Figure 3. Common head groups of glycerophospholipids found in nature. G represents the phosphate group bound 
to the glycerol moiety shown in Fig. 2A. PA, phosphatidic acid; PE, phosphatidylethanolamine; PC, 
phosphatidylcholine; PS, phosphatidylserine; PG, phosphatidylglycerol; PI, phosphatidylinositol. PE and PC are 
the most common head groups, and have an overall neutral charge with the phosphate group. All the other head 
groups maintain a formal negative charge. PI can be additionally phosphorylated in positions 3, 4 and 5, adding 
additional charges relevant for molecular signaling [24]. 
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membranes, adding additional complexity to it. In the next section, how proteins interact with 

the membrane environment will be described. 

2.2 Structure of membrane proteins 

The function of biological membranes, aside from being a structural component of the 

cell, depends on the subcellular compartment and the proteic composition. Different 

membranes can have functions related to selective permeability, cell metabolism, signal 

transduction and/or ionic transport [2, 34]. Their function is directly correlated to the proteins 

that form that particular membrane. It was not until the 1960s that the relevance of proteins in 

the functions of membranes was evidenced [1]. A good example is the brief publication of Rojas 

and Luxoro [35], showing that proteins are responsible for ion conduction in squid axons. Given 

the overall membrane structure described in the previous section, proteins can be placed through 

the bilayer, attached on the surface, or interact with other components located in the bilayer 

(Fig.1).  

The interactions of proteins with the bilayer radically change their overall structural 

features compared to common water-soluble globular proteins. Where water soluble proteins 

tend to hide hydrophobic patches and expose polar surfaces to their surroundings, integral 

membrane proteins invert that relationship, exposing hydrophobic residues to the membrane 

core and hiding polar residues in the protein core. Additionally, due to the anisotropic structure 

of biological membranes and the need to reduce exposed polar groups in the membrane core, 

the amount of possible folds compared to globular proteins is greatly reduced, with in general 

two types of secondary structure folding cores: α-helical bundles and β-barrels [36]. It has been 

proposed that these defined secondary structure elements satisfy the majority of the possible 

backbone hydrogen bonds, reducing the unfavorable interactions with the hydrophobic lipid 

tails [34]. Single or multi-pass bundles of α-helical structures are ubiquitous in living 

organisms, while β-barrels are solely found in Gram-negative, mitochondrial and chloroplast 

membranes [37].  

From a reductionist point of view, membrane proteins are not so different than globular 

proteins in the sense that their folding, as every other molecule, follows thermodynamic laws 

to reach its proper fold, with the clear difference that the interactions are arranged in a 2D plane 

rather than in 3D space [38]. Furthermore, not only does the thermodynamic environment of 

the membrane define the way membrane proteins are folded, but the membrane composition 
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can have a direct impact on their activity, modulating the fine structure of the protein, or acting 

as cofactors [39]. 

The extreme differences between the water and membrane environments make it 

difficult to use typical protein overexpression and purification protocols on membrane proteins. 

The hydrophobic regions of membrane proteins tend to aggregate in the cytosol of the 

expressing cell or during liquid chromatography steps of purification. This forced to include 

weak detergents and micelles as membrane mimetics, which allows to extract proteins from 

membranes and to stabilize the hydrophobic surfaces [34, 40]. Overall, solving the 3D structure 

of membrane proteins through experimental methods has been hampered in comparison to 

soluble proteins [34]. They are largely underrepresented in the structural databases available 

for the scientific community (< 1% of the Protein Data Bank (PDB), Fig. 4), with just about a 

thousand unique membrane proteins resolved up until October 2019. That is the case even when 

they represent 20 to 30% of the proteins in the eukaryotic genome, and they are essential in 

multiple areas of cell biology [41]. Interestingly, despite the aforementioned difficulties, it is 

estimated that more than half of the drug targets are integral membrane proteins[42]. This 

highlights their relevance in molecular pathways that control diverse cell processes and that are 

involved in disease, but also their importance for the pharmaceutical industry. Because of these 

reasons, the study of the structure and dynamics of membrane proteins has high importance for 

understanding cellular mechanisms, and for the development of new treatments for potential 

diseases.  

2.3 Computational methods to study membranes and membrane proteins 

In this section, computational tools used to describe and study membrane and membrane 

protein systems will be briefly described. These tools are the foundation for the studies and 

results obtained in this thesis. 

Molecular dynamics of membrane systems 

In the 1980s, along with the determination of the first atomic-resolution transmembrane 

protein structure [43] and with the overall notion of the Singer and Nicolson fluid-mosaic model 

[8], computational methods that derived from conventional molecular dynamics (MD) 

simulations were developed to study the physical environment of biological membranes. The 

molecular models have grown from small surfactant and lipid simulations with one lipid type 

and thousands of atoms in the picosecond (ps) range, to all-atom simulations of proteins 
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embedded in complex bilayers with 105-106 atoms for microseconds (μs). This has been further 

extended to coarse-grained models that can describe tens of thousands of lipids for μs of 

simulation [11]. MD simulations of lipid systems thus present an approach to study membrane 

environments and converge theory and experimental results. These simulations provide an 

atomistic view of experimental phenomena, and broaden what pure experiments can resolve, 

especially considering the difficulties of performing wet-lab experiments with membrane 

proteins and membranes themselves [11, 40].  

For atomic MD simulations of membrane environments, proper parameters that describe 

the physical characteristics of the lipids and proteins involved have to be determined. Multiple 

force fields describing such systems have been developed throughout the years [22], where 

CHARMM [44, 45], Slipids [46, 47], GROMOS [48, 49] and AMBER [50, 51] are general 

biomolecular force fields worth mentioning. In general, the development of these force fields 

has evolved throughout the years, starting at the beginning of the 2000s with simulations that 

required constraints in the area of the membrane patch or on the surface tension to reproduce 

experimental data. In the last decade, with the inclusion of quantum mechanically determined 

charges and multiple corrections in the acyl chain torsion parameters, these force fields reached 

the point where simulations in the isothermic-isobaric (NPT) ensemble can be performed 

without the inclusion of additional constraints, as expected in membrane simulations [22, 52].  

In particular, in the AMBER simulation package, the lipid force field development is a 

relatively new endeavor. Initial attempts to have lipid parameters in AMBER date from the 

2000s, and were modifications of the small molecule General Amber Force Field (GAFF) [53, 

54]. However, a more refined and modular parametrization was achieved in the beginning of 

the 2010s in Lipid11 [50] and GAFFlipid [55]. The lessons learned from these attempts were 

applied to develop the tensionless Lipid14 force field [51], and its extension in Lipid17 (not 

formally published as of 2020, [15]), where Lennard-Jones and torsion parameters, together 

with the atomic charges were revised to reproduce experimental data in the NPT ensemble. This 

family of force fields have shown to reproduce experimental data of membranes [56] and of 

membrane interactions with proteins on par or better than previously developed force fields 

[57]. 

Aside from the parameters, getting the initial structure of a reasonable membrane patch 

also has been a challenge, particularly with the increasing size of the simulation systems. 

Multiple methods allow to obtain a reasonable initial structure to perform MD simulations, with 

CHARMM-GUI being probably the most used option for all the simulation packages previously 
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described [58]. However, no dedicated option for the AMBER package existed until now, 

forcing researchers to depend on the web interface provided by CHARMM-GUI. A new 

software to generate initial structures of membrane systems for the AMBER package was 

developed in this thesis. This software enables the preparation of molecular simulations directly 

in the command line together with the AmberTools software package; this will be discussed 

further in this thesis (see section 4.1, Publication I). 

Free energy umbrella sampling calculations 

In molecular dynamics simulations, as the force fields (like the ones introduced above) 

describe the molecular interactions of the system, their statistics can be evaluated. As the 

probability of having a determined molecular structure is representative of the free energy of 

that structure, the sampling statistics should lead to the measurement and prediction of 

chemically relevant free energy values [59]. One of the caveats though, is that the sampled 

structures could not be representative of the process of interest. On one part, the sampling will 

be biased by the initial structure used in the molecular sampling, and on the other, the timescale 

in which the process under study occurs could be too long to be observed in the performed 

simulations. To study such long-term molecular processes, the molecular sampling can be 

enhanced by modifying the potential energy surface. If the free energy of the process is of 

interest, this changes in the potential energy are later taken into account to calculate the effective 

energy difference between the sampled structures [60]. 

One of such techniques is called umbrella sampling. In this method, structures that are 

representative of a so-called reaction coordinate (or of the transition between two end-points of 

interest) are sampled in harmonically restrained molecular dynamics simulations. The harmonic 

restraints allow to sample the reaction coordinate by applying an “umbrella”-shaped potential 

on top of the potential energy landscape. The objective of such a sampling approach is to obtain 

structures that reflect the potential energy landscape between the start and end point of interest. 

The distribution in the restrained umbrellas unveils information regarding the underlying 

potential energy surface, allowing to mathematically calculate a “potential of mean force” 

(PMF) [61]. This method has been used to calculate free energies of dimerization of proteins in 

a membrane environment [62, 63], and was used in this thesis to calculate the dimer-to-

monomer dynamics of PlaF, a bacterial phospholipase A1 (section 4.3, Publication III). 
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Structure prediction of membrane proteins  

The huge increase in the amount of available protein sequences far exceeds the amount 

of resolved protein structures, which is even more dramatic for the membrane protein case 

(Fig. 4). As mentioned in the previous section, the experimental determination of membrane 

protein structures remains particularly challenging, with complications both in their purification 

and crystallization. As an alternative, the structural prediction of membrane proteins has gained 

an important role to study their structure and understand their functions [34, 40].  

In general, there are two approaches for predicting a protein structure: I) comparative 

or homology modeling and II) ab initio (sometimes called de novo) structure prediction. 

Homology modeling is based on the structural conservation observed across proteins with 

diverse origins but a common ancestry, as long as their amino acid sequences have an identity 

≥ 30%. In general, if a structure that fulfills that requirement has been already resolved in the 

PDB (Fig. 4), it can be used as a template and a proper model can be generated [64, 65]. Though 

these methods have been widely used to model soluble proteins, they have been validated for 

transmembrane proteins as well [66]. Ab initio methods, on the other hand, do not depend on 

previously determined protein structures directly, but rather on conformational searches of 

energy minima on a potential energy landscape that considers the native protein environment. 

These methods are especially interesting for the transmembrane protein case, given the limited 

  

Figure 4. Number of entries in the automatically annotated protein sequence database (UniprotKB/TrEMBL), the 
protein structure database (protein data bank, PDB), the transmembrane PDB database (PDBTM) and the unique 
membrane protein structure database (MPStruc). The reduction observed in the number of sequences in 
UniprotKB/TrEMBL corresponds to the removal of redundant sequences of repeated entries or within groups of 
highly homologous organisms. The values correspond up until September 2019.  
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availability of proper structural templates (Fig. 4). The energy functions used to perform the 

structural search are either physics-based (as the ones used in MD simulations, see above), or 

specially developed knowledge-based energy functions. At the same time, these functions are 

usually associated with specific ways of performing the conformational search, from MD 

simulations to Monte Carlo (MC) protein-fragment assembly search. The former have had 

limited success due to the vast phase space of proteins, in general limiting its application to 

proteins of ≤ 100 residues and to the use of implicit solvent models to achieve enough sampling 

[67, 68]. Methods especially developed for membrane proteins have shown some success, 

particularly for small α-helical assemblies [69, 70]. 

Probably the most common ab initio alternative is the protein-fragment folding strategy 

used in FRAGFOLD [71] and in the Rosetta package [72], with the latter being widely used 

nowadays. There are multiple protocols that can be used within Rosetta, but a general approach 

is to search 3- and 9-mer fragments homologous to the target in the PDB, and use their 

secondary structure and side chain conformations to significantly reduce the search space, 

which at the same time reduces the computational cost of the folding process [73]. These 

fragments are later assembled using a MC search with the Rosetta knowledge-based potential 

energy function. This function can be a full-atom energy function, comparable to force fields 

used in MD [74], or coarse-grained per residue, reducing the ruggedness of the potential energy 

landscape and increasing the sampling speed even further [75]. As the protein folding can get 

stuck in multiple energy minima even with a coarse-grained potential, it is common that tens to 

hundreds of thousands of models (usually called decoys) are generated per target of interest, 

where one of them has to be selected as a representative model [73]. These methods have been 

further developed to model membrane proteins in particular, by including an artificial 

membrane slab, potential terms for the interactions of residues in the membrane environment, 

and additionally predicted information such as secondary structure, transmembrane topology 

and solvent accessibility [76, 77]. 

Protein residue-residue contact predictions 

Though the ab initio methods have shown their usefulness during the last two decades 

of development, they are computationally expensive and impractical in cases of big proteins 

(> 300 residues) [68]. Early on, it was noted that just using native contact maps, the 3D structure 

of a protein could be recovered completely [78]. By combining the ab initio sampling strategy 

and including sparse experimental data, such as NMR or EPR restraints, the folding process 
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becomes not only feasible, but allows to reach atomic accuracy [73, 79]. Getting experimental 

measurements is not always possible though, as obtaining NMR or EPR restraints for 

transmembrane proteins share many of the difficulties exposed for purification and 

crystallization. Coevolutionarily determined residue-residue contact predictions, on the other 

hand, rely on new sequencing techniques and on the huge amount of accumulated protein 

sequences in the Uniprot database (Fig. 4). They make indirect use of experimental results, and 

can be applied to drive the search of a proper model within the generated decoys. The predicted 

contacts can be used analogously to sparse experimental restraints in ab initio structure 

predictions. They can restrict the sampling search space by imposing distance restraints 

between the predicted contacting residues, or to select the generated decoys that fulfill the 

predictions the best [40, 68]. Interestingly, it has been independently shown, that 8% of the 

essential native contacts or ≥ 30% of randomly selected contacts are enough to fold a protein 

[80], and that one correct and nonlocal predicted contact every twelve residues is enough to 

obtain near to atomic protein structures [81].  

The typical approach to predict residue-residue contacts consists in measuring 

coevolution signals throughout multiple sequence alignments (MSAs). The basic idea is that, 

as single positions in proteins mutate (i.e. evolve), evolutionary pressures against loss-of-

function compensate for the change in the physicochemical features of the original residue by 

changing interacting residues to match the new physicochemical environment (Fig. 5) [82]. As 

the second change is a consequence of the first, they are correlated and can be measured directly 

from changes in the MSA [83]. Such pairs of co-evolving residues indicate positions where 

spatial proximity is likely. One caveat of this approach is that two correlated positions are not 

necessarily caused by a direct physical interaction, which is emphasized in transitive 

correlations, i.e., when a signal between positions A and C is obtained as a consequence of the 

interaction with a third intermediate position B (“chaining effect”, A↔B↔C) [84]. Put in a 

different way, these methods account for the probability of two positions affecting each other, 

neglecting the influence of the rest of the protein positions. Because of the noise produced by 

this lack of causation and the corresponding high rate of false positive signals in the predicted 

contacts, their usage was rather limited and unsuccessful to predict 3D protein structures ab 

initio. This changed in the last decade with the development of algorithms like DCA (direct 

contact analysis) entropy-maximization [85, 86] and PSICOV (protein sparse inverse 

covariance estimation) [87], which consider the whole protein statistics to derive the contact 

probabilities between two positions, effectively decoupling indirect residue-residue interactions 
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from the contact signals [84]. This resulted in multiple implementations based on these concepts 

to accurately predict protein contacts [85-90], not only intra- but also inter-protein [91] 

In addition to these developments, the last four years have signified a quantum leap in 

protein contact predictions. The current rise of machine learning (ML) methods, the easier 

access to software and hardware for their implementation, and the application of such methods 

to contact predictions, have had an impact by doubling the top L/5 (where L is the length of the 

protein) prediction accuracies from the 11th to the 12th Critical Assessment of Structure 

Prediction (CASP) experiments [92]. The same trend was evidenced in CASP13, where the 

accuracies increased up to 70% in the same range [93]. The usage of ML has been determinant 

in being able to obtain a higher quality of contacts, especially in cases where the number of 

sequences in the MSA is subpar. The ML methods used include most notably deep neural 

networks, which with convolutional and residual neural network architectures have shown the 

best results to date [94-99]. 

Just to mention some examples, the tools here mentioned have been used to model the 

N-terminal portion of the human dopamine transporter [100] and the human alkylglycerol 

mono-oxygenase [101]. An interesting case has been the prediction with coevolutionary 

information of the structure for the human zinc transporter hZIP4 [102], which was later shown 

to be highly similar to a crystalized homolog [103]. A similar modeling approach was used in 

this thesis (section 4.2, Publication II). Interestingly, hZIP4 showed its relevance in a second 

project studied in this thesis, unrelated to the first case (section 4.4, Publication IV). 

 

Figure 5. Schematic representation of coevolutionary changes in protein structures. With evolution, as single 
residue mutations occur, interactions of the original residue with the rest of the structure are affected, risking 
losing the overall protein function. Coevolutionarily, mutations that re-establish the original interaction network 
and maintain the overall protein fold are favored, generating identifiable correlations in multiple sequence 
alignments. 
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2.4 Ethylene-induced hormonal response and signaling pathway 

Ethylene: the first identified gaseous hormone  

At the beginning of the 1900s, Neljubow [104] and Crocker, Knight, Harvey and Doubt 

[105-108] showed that smoke and “illuminating gas” in laboratory conditions, and particularly 

the ethylene in it, acted as a phytohormone on plant seedlings. The phenotype produced by 

ethylene, known as the seedling triple response, is evidenced by modifications in the growth 

process, causing a shortening, curling, and thickening of the plant stem, a response that was 

proven to be specific to ethylene [109]. In addition to the triple response, Cousins reported in 

1910 that fungi-damaged oranges emanate a gas that accelerates the banana ripening process, 

suggesting that they should be separated during transport [110, 111]. It was not until the 1930s 

that Kidd, West and Gane directly linked ethylene to the ripening process of some fruits, and 

suggested that they are able to generate ethylene themselves [112-114]. They were the first to 

describe that in some fruits the ripening process is accompanied by a rapid increase of the 

respiratory activity, coined by Kidd and West as the climacteric [114]. This term is currently 

used to group produces that are particularly sensitive to ethylene. Overall, the discovery of 

ethylene activity was controversial, considering that it was the first described gas with hormone 

features. This has the implication that its range of action is not restricted only to the synthesizing 

organism, but that it can diffuse and communicate signals between plants, and have the 

aforementioned effects [110].  

The synthesis of ethylene is dependent on the methionine cycle, also known as the Yang 

cycle. S-adenosylmethionine (SAM), an intermediary commonly involved in methyl group 

transfer reactions, can be transformed into 1-aminocyclopropane-1-carboxylic acid (ACC) by 

the enzyme ACC synthase. This step is described as the first committed step to produce 

ethylene. One further oxidation step of ACC, catalyzed by ACC oxidase, yields ethylene [115]. 

Interestingly, the activity of both ACC synthase and oxidase has been linked to other hormones, 

to stress, and to the ripening responses of the plants, explaining to a large degree the effects 

observed on produces [115, 116]. More important, however, is that ethylene establishes a 

positive feedback loop in climacteric fruits, where a produce that ripens emits ethylene, triggers 

the ethylene signaling cascade and results in an enhanced expression of ethylene receptors and 

its biosynthetic enzymes [117]. 



Background 
2.4: Ethylene-induced hormonal response and signaling pathway 

 

13 
 

Fruit ripening in economy: ethylene signaling as a biotechnological target 

Fruit and vegetable ripening has a huge social and economic impact, making their 

storage and transport throughout the world a sensible point of the food supply chain. It is 

estimated that over 30% of all produced foods are wasted along the food supply chain. From 

that, 30 to 50% occurs postharvest or in the distribution stage. Proper access to energy sources 

has shown to be the main differentiating factor in the amount of postharvest losses [118]. On 

one side, better access to energy sources would reduce the wastage of multiple products, but on 

the other, an increase in energy production is usually associated with an increased generation 

of greenhouse contaminants. Taking the banana, the most traded horticultural product as an 

example, about 45% of the costs involved in placing the fruit into a supermarket is related to 

proper transport, storage, and ripening treatment [119]. “Cool chain management” is one of the 

reasons behind those high costs, i.e., transporting and keeping fruits at temperatures from 13 to 

16 °C throughout the whole distribution chain, and in this way reduce the ripening of 

climacteric fruits [120]. It has been estimated that in Europe about 30% of the energy used in 

the food production sector corresponds to cooling and freezing, a remarkable amount compared 

to any other production area [121]. Low temperatures retard the ripening process of fruits, 

partially because it inhibits the production of ethylene [122-124], slowing down the onset of 

the whole ripening process.  

Interestingly, an alternative to active refrigeration during transport are strategies that 

reduce the ethylene concentration in the air or inhibit its activity on fruits [120, 125]. For 

example, apples, kiwis, pears, strawberries and bananas display a relevant delay in the ripening 

process by maintaining a controlled atmosphere during transport and storage [126]. However, 

this implies expensive systems to either filter or maintain certain air composition. A different 

approach is to inhibit the production and/or the effects of ethylene on plants, where the latter 

have the advantage to additionally block effects of exogenous production from, for example, 

gas combustion. The main commercially available example for this is 1-methylcyclopropene 

(1-MCP) [127], which has been shown to work by competitively blocking the ethylene 

receptors. The response to treatments with 1-MCP in different commodities has been shown to 

delay the onset of the ripening process, showing improved responses on longer treatments or 

by reducing the storage temperature alongside its application [128]. The commercial usage of 

1-MCP has implied a higher flexibility for cold storage temperatures during transport, and an 

increased shelf life of many commodities, though the response is not consistent on all 

climacteric fruits [129]. This highlights the relevance of understanding how the response 
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triggered by ethylene progresses at the molecular level. Interactions of the different components 

of the ethylene-signaling cascade can provide new strategies to maintain produces over long 

periods of time. The next subsection will describe the ethylene receptors and the information 

available up until now regarding the molecular responses to ethylene in plants. 

Ethylene receptors and the ethylene-signaling pathway 

More than 80 years after the first hints pointed towards ethylene as a plant hormone, 

Bleecker identified a gene which, when mutated, made Arabidopsis thaliana seedlings resistant 

to the treatment with the hormone and did not show the expected triple response [130]. The 

ETHYLENE RESISTANT 1 (also alternatively ETHYLENE RESPONSE) protein, widely 

known as ETR1, and later its homologs ETHYLENE RESPONSE SENSOR 1 (ERS1), 

ETHYLENE INSENSITIVE 4 (EIN4), ETR2, and ERS2 [131], were identified to be 

responsible for the physiological responses to ethylene in plants. The receptors form 

transmembrane dimers, fostered by disulfide bridges in the N-terminal region of the protein 

[132], followed by a cytosolic GAF domain [133]. Aside from the N-terminal and GAF domain 

regions, the protein resembles a two-component system histidine kinase (HK), similar to the 

ones widely described in bacteria [134], and can be subdivided in dimerization/histidine 

phosphotransfer (DHp), catalytic (CD) and receiver (RD) domains.  

Though all receptors in Arabidopsis thaliana share the same overall structure, there are 

differences that allow to classify them in two subfamilies (Fig. 6) [135]. ETR1 and ERS1 

correspond to subfamily 1, which has three transmembrane helices in the N-terminal binding 

domain and active histidine kinase catalytic domains. Interestingly though, the histidine kinase 

activity is not required for triggering the main signaling cascade [136]. ETR2, EIN4 and ERS2, 

on the other hand, correspond to subfamily 2, which has an additional transmembrane helix in 

the N-terminus, and a degenerate histidine kinase domain with serine kinase activity. It is still 

a matter of debate if the first transmembrane helix is a signal peptide or remains as a structural 

component in the active receptors [137-139]. It is relevant to mention that both ERS homologs 

lack the receiver domain altogether.  
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Regardless that all receptors respond to ethylene and have high similarity, they have 

both overlapping and divergent functions. They have been proposed to be differentially 

modulated by the receptor phosphorylation and homo-/hetero-oligomerization with other 

ethylene receptors and other ethylene cascade proteins [139-141]. The receptors are non-

canonically localized in the endoplasmic reticulum (ER) membrane, instead of the usual 

hormone receptors in the plasma membrane [142]. Conveniently, as ethylene is a gaseous 

olefin, it is able to cross cellular membranes and reach to the receptor despite the intracellular 

localization.  

Under conditions without ethylene, the receptors are constitutively active, which 

implies activating a downstream serine/threonine kinase, CONSTITUTIVE RESPONSE 1 

(CTR1). CTR1 phosphorylates ETHYLENE INSENSITIVE 2 (EIN2), which labels the protein 

for binding and ubiquitination by the F-box proteins EIN2 TARGETING PROTEINS 1 and 2 

(ETP1/2) and for the subsequent degradation by the ubiquitin proteasome pathway (Fig. 7, left) 

[143, 144]. Without EIN2, EIN3, a downstream signaling component, is targeted by the EIN3 

BINDING F-BOX PROTEIN 1 and 2 (EBF1/2) and further degraded by the proteasome [145]. 

Under an ethylene atmosphere, on the other hand, the receptors are deactivated, inhibiting the 

kinase activity of CTR1. Without the phosphorylation of EIN2, a still unidentified protease 

cleaves the C-terminus of the protein, allowing its diffusion in the cytosol and its translocation 

to the nucleus, where it stabilizes EIN3 and triggers the main ethylene responses (Fig. 7, right). 

It has been shown that EIN2 localizes to P-bodies and binds to the 3’-UTR of EBF1/2, 

 

Figure 6. Schematic representation of the family of ethylene receptors found in Arabidopsis thaliana. The 
receptors are found in the membrane of the endoplasmic reticulum, with the two-component system domains 
exposed to the cytoplasm. All members of subfamily 2 have an additional signal peptide/transmembrane helix 
(magenta) and a catalytically inactive histidine kinase (HK) catalytic domain (CD). Both ERS1 and ERS2 
receptors lack the receiver domain (RD). DHp, dimerization/histidine-phosphotransfer.  
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repressing their translation [146], while also regulating the histone acetylation of regions in the 

chromatin that code for ethylene triggered responses [147].  

Although it is known that the binding of ethylene triggers the inactivation of CTR1, the 

structural mechanism for the inactivation of the receptors remains unknown. It has been 

suggested that the binding of ethylene to the transmembrane domain of the ethylene receptors 

causes a conformational change independent of the receptors kinase activity. This would be 

transmitted to the cytosolic domain and result in the CTR1 kinase inactivation. Multiple 

cytosolic domains of the ethylene receptor have been resolved crystallographically [148, 149], 

but the transmembrane and GAF domains remain experimentally undetermined. In the latter 

case, homology modeling has resulted in a feasible structure, leaving the transmembrane 

domain and its connections to the GAF domain as the sole part of the protein without a structural 

model [150]. Binding of ethylene to the N-terminal transmembrane domain is supported by the 

copper cofactor in the binding site required by all ethylene receptors to perform their function. 

Interestingly, this was suggested many years before the discovery of the receptor proteins [151-

 

Figure 7. Inhibition of the ethylene receptors upon ethylene binding, and the subsequent activation of the 
ethylene-signaling cascade. The ethylene receptors are constitutively active, serving as a scaffold for CTR1, which 
phosphorylates EIN2. This triggers the degradation of EIN2 by the ubiquitin proteasome pathway. EIN3, lacking 
stabilization by EIN2 is also degraded. When ethylene binds to the receptor, the activity of CTR1 is inhibited. 
Without the phosphorylation, the C-terminus of EIN2 is cleaved by a protease and diffuses into the nucleus, 
protecting EIN3 from degradation by the proteasome and triggering the ethylene responses. 
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153]. The copper ion is expected to be in a +1 oxidation state and to interact with the ethylene 

double bond by a Dewar-Chatt-Duncanson type of interaction [154], though whether one 

copper ion per dimer or one per monomer are required has remained a matter of discussion 

[151, 155, 156]. The requirement of the copper cofactor implies that the ethylene-signaling 

pathway depends on copper chaperones and transporters. Recently it was shown that, while 

well-described copper chaperones like ATX1 and CCH directly interact with ETR1, the P1B-

type ATPase RESPONSIVE TO ANTAGONIST 1 (RAN1) seems to be the main provider of 

copper for the ethylene receptor after the protein is loaded by the aforementioned chaperones 

itself [157]. 

Despite residues of the transmembrane domain have been related to the binding of 

copper or to be essential for the ethylene response, giving approximate information about the 

environment of the copper and ethylene-binding sites, no three dimensional structure of the 

transmembrane region of the receptor has been made available [137]. In this thesis, the first 

structural model for the transmembrane domain of the ethylene receptor ETR1 was generated 

(section 4.2, Publication II). This, together with the determination of the stoichiometry of 

copper binding and tryptophan mutants of the transmembrane domain, enabled us to perform 

molecular simulations of free diffusing ethylene into the protein, illustrating the initial steps for 

the receptor inactivation.  
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2.5 Pseudomonas aeruginosa, a nosocomial infection agent with multiple 

virulence factors 

Medical relevance and virulence factors 

Pseudomonas aeruginosa is an opportunistic Gram-negative pathogenic bacterium. It is 

versatile, being able to survive on soil and aquatic environments, and to colonize diverse 

multicellular eukaryote species such as plants and humans [158]. The bacterium causes local 

and systemic infections. It has become a frequent cause of nosocomial infections in 

immunocompromised patients, being responsible for high mortality rates, even after antibiotic 

treatment [159, 160]. For instance, the latest United States National Healthcare Safety Network 

report for healthcare-associated infections lists Pseudomonas aeruginosa with 8% of the 

reported cases as the 4th most prevalent infection, only behind Escherichia coli, Staphylococcus 

aureus and Klebsiella spp. [161]. The emergence of resistant and multi-drug resistant strains of 

Pseudomonas aeruginosa leads to a consequent increase in the average treatment cost, where 

the change in antibiotics alone can result in up to six times more expenditure in pharmacy [162]. 

For these reasons, as of 2017, P. aeruginosa has been classified by the World Health 

Organization as a desirable target for the development of new antibiotics [163], ranking only 

below Acinetobacter baumanii as the most concerning antibiotic-resistant pathogen [164]. 

The success of P. aeruginosa in surviving in different environments and its ability to 

infect multiple hosts resides in the diverse virulence factors available in different strains of the 

bacteria. The major types of virulence factors include flagella and pili, secretion systems like 

the Type 3 secretion system (3SS), biofilm and lipopolysaccharide formation, quorum sensing, 

and the synthesis of enzymes such as proteases and (phospho)lipases (Fig. 8) [158]. 

Additionally, the bacteria have resistance mechanisms such as efflux pumps and β-lactamases 

that confer multidrug-resistance. These factors can additionally be transferred between bacterial 

strains by movable DNA elements. Studying each of the previously mentioned virulence factors 

is an essential step in developing new potential treatments against pathogenic bacteria. 
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(Phospho)lipases as a target of interest 

From the previously mentioned virulence factors, lipases and phospholipases are 

carboxylesterases (EC 3.1.1) or phosphodiesterases (EC 3.1.4) that are common throughout 

diverse pathogenic organisms. They are usually involved in degrading the membrane of the 

host cells, causing general cellular damage, as well as blocking defense mechanisms from the 

host organism [165, 166]. They are not only interesting medically though [167], and 

applications in the generation of lysophospholipidic surfactants for the industry and in 

phospholipid composition analysis have been devised [168]. 

 

Figure 8. Pseudomonas aeruginosa resistance mechanisms and virulence factors. Pseudomonas aeruginosa is a 
versatile pathogen, mainly due to the flexibilities conferred by mechanisms to resist antibacterial treatments and 
multiple virulence factors. The bacteria can have specialized mechanisms that confer resistance towards antibiotic 
such as efflux pumps and β-lactamases, which can also be acquired through DNA transfer or modified by 
mutations, and a lower outer membrane permeability. In addition, P. aeruginosa can have mechanisms to inject 
toxins, like the type 3 secretion system, motility and adhesion structures, such as a flagellum or pili, and secrete 
biofilm thickening agents like alginate. The cells are able to adapt to surrounding bacteria and regulate biofilm 
formation by secreting and sensing homoserine lactones, but they are also capable of secreting molecules able to 
target and damage the host cells (red dotted box). They are able to generate proteases, modulate immune responses 
with lipopolysaccharides, block protein synthesis with exotoxin A, and directly damage host-cell membranes with 
lipases and phospholipases. On top of that, they can regulate iron homeostasis and oxidative responses with 
pyocyanine and pyoverdine. Figure adapted from Gellatly and Hancock [158]. 
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Phospholipases in particular can be classified depending on the ester bond they 

enzymatically cleave, where PLA1 and PLA2 cleave in positions sn-1 and sn-2, respectively, 

PLB cleaves both, and PLC and PLD cleave ester bonds from the phosphate group (Fig. 9) 

[165, 169]. From these, PLA2, PLC and PLD are probably the most widely studied and 

understood, while for PLA1 only a limited number of enzymes have been described. Until 

recently only secreted PLA1 bacterial enzymes were characterized in Serratia spp. and Yersenia 

enterocolitica, all of which have a conserved lipase motif (GXSXG) [168]. Phospholipases 

fulfill, in general, three different functions: I) they can serve as digestive enzymes, II) they can 

remodel and regulate the membrane composition, and III) they can participate in relevant 

signaling cascades [168]. With respect to the latter, an interesting consequence of the activity 

of pathogenic phospholipases is that an important part of the damage to the host is independent 

of the direct damage caused on the host membranes, but rather as a consequence of second 

messengers that mediate inflammation responses, facilitating the host invasion [165].  

A usually unexplored effect of phospholipases as virulence factors is their relevance in 

the adaptation of the pathogen to the host environment. Indeed, it has been described that 

Pseudomonas aeruginosa goes through important changes in the lipid composition of its plasma 

membrane compared to its planktonic state while forming biofilm colonies [170]. These 

changes could depend on remodeling the membrane by fine tuning the activity of lipases present 

in the bacteria. Additionally, recent publications have shown that, analogous to Xanthomonas 

campestris, fatty acids secreted by Pseudomonas aeruginosa (termed diffusible signal factors 

  

Figure 9. Phospholipases are classified according to the ester 
bond they are able to cleave. The color code corresponds to 
the one used in Figure 2.PLA1 and PLA2 are able to cleave 
ester bonds in positions sn-1 and sn-2, respectively. Enzymes 
that can cleave both bonds are classified as PLB. All of these 
enzymes are classified as acyl hydrolases. PLC and PLD on 
the other hand, cleave ester bonds from the phosphate group 
(phosphodiesterases), with the former resulting in a glycerol 
moiety without the phosphate group, while PLD cleaves the 
head group associated to the phosphate, resulting in a 
phosphatidic acid molecule. 
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or DSF), have been shown to regulate bacterial virulence and biofilm dispersion, essential for 

further infection spreading [171, 172]. Although little is known about the synthesis and sensing 

of these molecules, it seems reasonable to relate their activity to (phospho)lipase activities 

present in the pathogen.  

Understanding the regulation of the pathogenic processes of the bacteria and its 

virulence factors, like the aforementioned phospholipases, has medical relevance. In 2010, 

Kovačić identified and purified a set of previously not described proteins with phospholipolytic 

activity [173], where TesA [174], PlpD [175] and PA2949 (PlaF) [176] have been further 

characterized. From those, PlaF has shown to be membrane bound, with features of a relevant 

virulence factor and was recently crystalized [177]. The exact physiological relevance of PlaF 

and its involvement in the virulence of the bacteria is not clear, however. In section 4.3 

(Publication III), the structure of the PLA1 phospholipase PlaF from Pseudomonas aeruginosa 

will be described, with emphasis on the dimerization of the protein, a computational model of 

the energetics of the dimerization process itself, and its possible implications in regulating the 

activity of the enzyme.  
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2.6 Iron acquisition and CAR proteins in plants 

Nutrient uptake by plant roots and the relevance of iron 

Given the stationary nature of plants, nutrient acquisition from the surrounding 

environment and soil is essential to maintain their growth. Plants have to rely on extraction of 

the nutrients from the soil by their roots with the additional handicap that nutrients are 

heterogeneously distributed in space and time in their habitat [178]. In general, the most 

required nutrients obtained from the soil are the macronutrients nitrogen, phosphorous, 

potassium and magnesium, a lack thereof affects the ability to distribute carbon molecules and 

growth [179]. As a response, plants extend their root systems to patches of soil where the 

concentration of nutrients are higher [178, 180] and have a proper soil compaction and water 

supply [181]. One strategy used by plants to reach further soil space is to generate symbiosis 

with fungi to provide the proper nutrients. Up to 80% of plants, excluding the common plant 

model Arabidopsis thaliana [182], resort to arbuscular mycorrhizal symbiosis to obtain the right 

amounts of nutrients, in an interaction where fungi provide for nutrients like phosphorous and 

nitrogen in exchange for energy-rich molecules [183]. Taking into account the physicochemical 

descriptions of the transporters described until now, and of the periarbuscular space, we have 

recently described that the exchange between the plant and the fungus occurs as long as each 

part has enough nutrients to provide for the symbiosis partner, asymmetrically competing for 

the resources imported/exported to the periarbuscular space [184, 185].  

In addition, plants require multiple micronutrients like Fe, Zn, Mn, Cu, Ni, B, Mo, and 

Cl. From those, iron is the micronutrient required in higher quantities, mainly due to its 

involvement in redox systems essential for photosynthesis and in enzymes required for nitrogen 

fixation [186]. Although iron is abundant in the earth crust, concentrations in the soil are close 

to 10-10 M, which is 102-105 fold lower than the optimal growth conditions for most plants [187]. 

Hence, iron tends to be a limiting growth factor, a lack of which causes decoloration or 

yellowing of the leaves, also known as iron chlorosis (see below). One factor that influences 

the low availability of iron in the soil is that under aerobic conditions, iron tends to get oxidized 

to Fe(III) and forms oxyhydrates, lowering its solubility at neutral and basic soil pH. On the 

other hand, anaerobic and acid conditions favor the accumulation of Fe(II), which can cause 

cellular damage due to the generation of reactive oxygen species [187, 188]. The essential 

nature of iron, its lower solubility and toxicity exemplify why having a proper homeostasis of 

iron is a crucial task for the root system of plants.  
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Even when reaching soil patches with proper nutrients, having the molecular 

mechanisms to fulfill the absorption is an essential part of the nutrient acquisition process. In 

general, plants have two different strategies for absorbing iron either as Fe(II) or Fe(III) 

(strategies I and II, respectively, see Fig. 10A) [192]. Though only strategy I is dependent on 

the IRON-REGULATED TRANSPORTER 1 (IRT1), many plants that use strategy II have an 

active IRT1 isoform, highlighting the broad relevance of the IRT1 transporter activity [192]. 

IRT1 was first described in 1996 by Eide et al. [196] as the major iron transporter under iron-

deficient conditions, displaying high affinity for metal ions such as zinc, manganese, and cobalt. 

The knockout phenotype of the plant displays the previously described chlorotic characteristics 

 

Figure 10. A) Root iron-uptake strategies in plants. Plants such as Arabidopsis thaliana and tomato follow 
strategy I, where Fe(III) is reduced to Fe(II) by FRO2 before transporting it with the IRT1 iron transporter. Fe(III) 
oxyhydrates are additionally solubilized by soil acidification by proton pumps (AHA2), and by catecholic 
coumarins (CC) such as sideretin, esculetin and fraxetin[189]. Grasses such as rice, maize and barley follow 
strategy II, and are able to uptake Fe(III) directly. For this, they secrete phytosiderophores (PS) such as 
deoxymugineic acid through TOM1, which after complexing Fe(III) are reabsorbed through the YSL/YS1 
transporters [190, 191]. Interestingly though, many are able to transport Fe(II) through IRT1 transporters too. 
Figure adapted from Connorton et al. [192]. FRO2, FERRIC REDUCTION OXIDASE 2; IRT1, IRON-
REGULATED TRANSPORTER 1; AHA2, ARABIDOPSIS PLASMA MEMBRANE H(+)-ATPASE 
ISOFORM 2; PDR9, PLEIOTROPIC DRUG RESISTANCE 9; TOM1, TRANSPORTER OF MUGINEIC ACID 
FAMILY PHYTOSIDEROPHORES 1; YSL, YELLOW STRIPE 1-LIKE. B) IRT1 is essential for iron uptake 
under low iron concentrations. Phenotype of Arabidopsis thaliana plants after 15 days (top) and 4 weeks (bottom) 
of growth. The lack of a functional IRT1 transporter causes chlorosis and lack of growth in the knockout plant 
(irt1-1). The wild type (WT) phenotype is maintained in heterozygous plants (irt1-1 +/-), and recovered when 
transformed with a plasmid containing the sequence of a functional IRT1 (irt1-1:IRT1). The underdeveloped 
phenotype is prevented when treated with water rich in iron (irt1-1+Fe). Figure licensed from Vert et al. [193]. 
C) The ZIP family of transporters consist of eight transmembrane helices and a variable region, rich in histidine 
residues, which is predicted to be unstructured and to be involved in binding metal ions ([194, 195], left). The 
only experimentally resolved structure for a ZIP transporter corresponds to an IRT1 homolog from Bordetella 
bronchiseptica, BbZIP (PDB: 5TSA [103], right). The structure confirms eight transmembrane helices in a 3+2+3 
arrangement, where helices 1-3 are symmetrically related to helices 6-8, sandwiching helices 4 and 5. The 
unstructured variable region of BbZIP was not resolved in the crystal structure. 
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and growth defects while growing in soil [193] (Fig. 10B). Together with ZRT1 (ZINC-

RELATED TRANSPORTER 1), IRT1 is the founding member of the ZIP (ZRT1/IRT1 like 

protein) family of metal transporters, which has representative homologs in all eukaryotic 

kingdoms [194]. ZIP proteins have been predicted to have eight membrane-spanning regions, 

with a histidine-rich cytosolic loop or “variable region” between transmembrane helices three 

and four (Fig. 10C). This variable region shows affinity for metal ions and has been proposed 

to be involved in regulating protein activity [197]. In IRT1, this loop has additionally been 

shown to be essential for posttranslational regulation of the activity of the transporter, mediating 

its ubiquitination [198] and internalization into the vacuole [199]. The internalization 

mechanism has in turn been shown to be regulated by the availability of other non-iron metal 

substrates of IRT1 [200]. Though an ab initio model of the human homolog hZIP4 was recently 

reported [102], only in 2017 the first structure of a transporter of the ZIP family, BbZIP from 

Bordetella bronchiseptica, was resolved [103] (Fig. 10C). The structure confirms the predicted 

eight transmembrane spanning helices, with a novel 3+2+3 TM arrangement, though the 

cytosolic loop remained unresolved. Though IRT1 and BbZIP belong to the same family, the 

sequence identity between them does not reach 20%, leaving room for important structural 

differences between the two. 

Considering the relevance of IRT1 in iron uptake, having a better understanding of the 

regulation of this transporter is essential to comprehend plant responses to iron-deficient or 

iron-excess conditions. In the next subsection, the abscisic acid pathway will be described. 

Though IRT1 is not directly involved in this pathway, recent results exposed in this thesis 

suggest that a member of the C2-DOMAIN ABSCISIC ACID-RELATED (CAR) family of 

proteins is involved in regulating the transporter activity (section 4.4, Publication IV). 

Abscisic acid hormonal response and the modulation by CAR proteins 

Abscisic acid (ABA) is a hormone involved in responses to abiotic stress in plants. 

Responses related to this phytohormone physiologically prepare the plant and reduce growth to 

overcome situations with adverse temperatures, low water availability, high salinity and 

osmotic stress [201]. The mechanism used by plant cells to sense ABA remained obscure until 

recently. Under stress conditions, the biosynthesis of ABA is upregulated, leading to its 

cytoplasmic accumulation. Only in 2009 the receptor in charge of sensing the accumulated 

ABA was identified and described as the REGULATORY COMPONENT OF THE ABA 

RECEPTOR (RCAR) [202]. The receptor has a family composed of 14 proteins, all of which 
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show resistance to the synthetic ABA agonist pyrabactin in mutant strains. Because of that, 

RCAR proteins are also named PYRABACTIN RESISTANT 1 and PYRABACTIN 

RESISTANT LIKE proteins (PYR1/PYL) [203]. The complex of the receptor with the hormone 

then binds to type 2C protein phosphatases (PP2C) like ABA INSENSITIVE 1 (ABI1), 

inhibiting them (Fig. 11A) [202]. When inhibited, these phosphatases stop preventing the 

activation of proteins from the Sucrose non-fermenting 1 (SNF1)-related kinase 2 (SnRK2) 

family, enabling the responses commonly associated to ABA (Fig. 11A) [204].  

 

Figure 11. ABA signaling pathway and CAR proteins. A) ABA is an essential phytohormone that regulates the 
responses of plants to abiotic stress. Under these conditions, the de novo biosynthetic pathway of ABA is 
upregulated. In the cytoplasm, ABA is sensed by binding to its receptors of the RCAR (also known as PYR/PYL) 
family. Upon binding, the RCAR is able to bind and inhibit PP2C phosphatases like ABI1. Without the 
phosphatase activity, downstream kinases from the SnRK2 family remain phosphorylated, and trigger the ABA 
responses by phosphorylating other downstream effectors. Recently it has been shown that the action of the 
RCAR/ABA complex can be regulated by complementary calcium signals and C2-DOMAIN ABA-RELATED 
(CAR) proteins, which target the complex to the plasma membrane, where it can regulate the activity of additional 
effectors. B) The crystal structure of CAR4 shows the expected C2-domain structure, with eight β-strands forming 
a β-sandwich, with an occupied calcium-binding site (white spheres) and a polybasic patch (in magenta). The 
protein has an additional α1βAβB “CAR-signature extra-domain”, present in all the members of the CAR family 
(highlighted in red). 



Background 
2.6: Iron acquisition and CAR proteins in plants 

 

26 
 

Overall, though the activation of the RCAR receptor by ABA has been described, the 

cellular mechanisms used to target the complex to specific proteins and cell regions are unclear. 

Interestingly, and maybe to be expected, the responses to ABA and the calcium signaling 

pathways are convergent, with PP2Cs being essential in the signaling cross-talk [204]. An 

additional connecting point between both signaling pathways are the recently described CAR 

proteins (Fig. 11A and B). In 2014, Rodriguez et al. [205] identified the family of 10 CAR 

proteins, showing that multiple of its members are able to coimmunoprecipitate with different 

RCARs. PYL4 and CAR1 colocalize and bind to the plasma membrane in a calcium-dependent 

manner, showing the targeting of the receptor to potential protein interactors. Moreover, triple 

mutants for different CAR proteins showed reduced sensitivity to ABA, highlighting the 

involvement of the CAR family in the signaling pathway.  

The structure of CAR4 was resolved, evidencing a “CAR-signature extra-domain” (or 

CAR-signature domain for short) formed by an additional α1βAβB motif that distinguishes all 

members of the CAR family from a canonical C2-domain (Fig. 11B). C2-domains have for 

long shown to interact with membranes, both through their calcium-binding site [206] and with 

their polybasic patch, taking advantage of negatively charged lipids present in the membrane. 

The latter interaction has been shown to be specific for PtdIns(4,5)P2 in canonical PKC-α C2-

domains [207, 208]. Both interactions make proteins containing C2-domains interesting targets 

as membrane interacting hubs [209], where homologs of the canonical PKC domain have a 

wider variety of specificities towards PtdIns or affinities for calcium [210, 211].  

From the members of the CAR family, CAR6 was already identified in 2011 by Knauer 

et al. [212]. The protein was initially named ENHANCED BENDING 1 (EHB1), and 

negatively regulates hypocotyl bending by gravitropism and under blue light conditions by 

forming a complex with phototropins [213]. However, not more is known on how this protein 

is connected to the ABA signaling pathway, or what other targets it could be regulating. In 

section 4.4 (Publication IV), the experimental interaction of EHB1 with the membrane, as well 

as the binding and inhibition of IRT1 by EHB1 will be shown. This is a particularly interesting 

result, as it links the ABA pathway with the regulation of the uptake of iron and other metals, 

protecting the cells from potential metal toxicity and oxidative damage. With homology models 

of EHB1 and IRT1, we illustrate how the CAR protein could bind to the membrane in response 

to calcium, respond to changes in the PtdIns present in the membrane, and bind to IRT1. 
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3 Scope of the Thesis 

Throughout the Introduction and Background chapters, the importance of cellular 

membranes and related systems of high-interest associated to membranes were presented: I) 

the ethylene-signaling pathway in plants (section 2.4), II) phospholipolytic enzymes associated 

with virulence in Pseudomonas aeruginosa (section 2.5), and III) the iron uptake from soil and 

the ABA/CAR regulation in the plant root (section 2.6). Though all of these systems are quite 

different from one another, being in different organisms and cellular environments, they all 

have in common using membranes as the central hubs to organize their corresponding 

pathways, relying on membrane, membrane/protein and/or protein/protein molecular 

interactions.  

In general, biological systems associated with membranes are more difficult to 

approach, which might explain why these topics have only until recently been studied more 

thoroughly. The last two decades of investigation and development in membrane systems and 

techniques associated with their study have been accompanied by a constant increase in 

computational power and development of techniques related to the study of membrane 

environments. MD engines and their corresponding force fields are a good example for such a 

development (section 2.3). Related to this, the amount of time associated with preparing 

simulations of membrane bilayers with additional proteins or molecules of interest has 

increased dramatically, to the point where for particularly complex systems the time dedicated 

to setting up and preparing them can overcome the time required to reach the desired simulation 

time. To tackle this in this work, PACKMOL-Memgen, a software to assemble and help in the 

parametrization of common membrane bilayer systems, was developed (section 4.1, 

Publication I). We show that the generated systems are well-suited for performing MD 

simulations and that the software is generalizable to more complex systems. The program is 

included in the distribution of AmberTools version 18 and above. 

To have a structural insight into the mechanism that triggers the ethylene-signaling 

pathway in Arabidopsis thaliana (section 2.4), the first model of the transmembrane domain of 

an ethylene receptor was obtained in this thesis. Using predicted contacts obtained from 

coevolutionary signals and ab initio modeling (section 2.3), a dimer structure of the 

transmembrane domain of ETR1 was obtained (section 4.2, Publication II). The structure was 

validated by previously reported single point mutants and by the effects of tryptophan mutants 

on the secondary structure of the receptor determined by circular dichroism†. Additionally, the 

copper/receptor stoichiometry was determined, resolving previously contradictory information 
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available in literature†. Molecular simulations of the modeled transmembrane domain in a fully 

explicit membrane environment and with high concentrations of ethylene showed binding of 

the ligand to the sensor domain. The binding occurs in proximity to the added copper ions and 

in accordance to the aforementioned reported mutations, illustrating the first steps of the 

ethylene-signaling pathway. 

With respect to the discovered phospholipases of Pseudomonas aeruginosa (section 

2.5), PlaF showed to be an inner membrane anchored enzyme with its catalytic activity exposed 

to the periplasmic space. The obtained crystalized structure of PlaF showed a dimer 

arrangement, while experimental measurements evidenced activity as a monomer and suggest 

a decrease in its activity as the protein dimerizes in vitro (Publication III)‡. In this work, and 

to rationalize the importance of the dimer for the protein activity, the dimerization free energy 

of the protein in a membrane bilayer context was calculated by umbrella sampling simulations. 

The calculations showed that the protein has a favored conformation as a dimer (section 4.3). 

Interestingly though, we showed that the monomer is able to interact with the membrane surface 

with the dimerization interface by performing a tilting motion, which also showed to be the 

favored monomeric conformation in free energy calculations. Overall, the dimerization and 

tilting free energies suggest that the protein activity might be controlled by tight regulations of 

the availability of the enzyme in the membrane surface, where an increase in the concentration 

would cause the dimer conformation to be favored and the activity of the enzyme to be reduced. 

As the activity of PlaF showed to be directly correlated with the virulence of the bacterial strain, 

this opens a new target for dealing with Pseudomonas aeruginosa and potential homolog 

infections. 

Finally, EHB1, a recently identified member of the C2-DOMAIN ABA- RELATED 

(CAR) protein family of Arabidopsis thaliana, was identified as an interactor of the variable 

region of IRT1 by a yeast two-hybrid approach (section 2.6). This interaction with IRT1 

regulates the activity of the iron transporter (Publication IV)⁋. In this work, MD simulations 

were used to evaluate the binding of EHB1 to the membrane, evidencing that it is able to orient 

 
†The experimental work was performed by Lena Müller and Elissa Classen in the Laboratory and under the guidance of Prof. Dr. 

Georg Groth, in the Institute for Biochemical Plant Physiology, at the Heinrich Heine University, Düsseldorf, Germany. 

‡ The experimental work was performed by Florian Bleffert, Joachim Granzin and Muttalip Caliskan under the supervision of Renu 
Batra-Safferling, Karl-Erich Jaeger and Filip Kovačić in the Institute for Molecular Enzyme Technology and the Institute of Complex Systems, 
Forschungzentrum Jülich, Jülich, Germany. 

⁋ The experimental work was performed by Imran Kahn, Regina Gratz, Polina Denezhkin, Kalina Angrand, Lara Genders, Rubek 
Merina Basgaran, Claudia Fink-Straube, Tzvetina Brumbarova and Rumen Ivanov, under the supervision of Petra Bauer and Rumen Ivanov in 
the Institute of Botany, at the Heinrich Heine University, Düsseldorf, and at the Department of Biosciences-Plant Biology, Saarland University, 
Saarbrücken, Germany. 
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itself transiently parallel to the membrane plane, potentially enabling the interaction with the 

variable region of IRT1 (section 4.2). Interestingly, it was observed that EHB1 does not interact 

with PtdIns(4,5)P2 as the canonical C2-domain from PKC, but rather with PtdIns and 

PtdIns(4)P. This could be explained in terms of changes in the polybasic patch, and suggested 

that this interaction could be facilitated by the transient tilting of the protein on the membrane 

surface.  

The previously introduced works exemplify different levels of available experimental 

information: starting from coevolutionary information, where no structure was available 

(ETR1), with an X-ray determined set of atomic coordinates (PlaF), or with homolog structures 

with adequate sequence identity (EHB1). All of the aforementioned membrane systems have in 

common their dependence on membrane structures, and together with the computational 

approaches used to study them, form the main scope and framework on which this thesis work 

is funded. In the following Chapter, the computational work realized in this thesis, and how it 

helps to understand the behavior of the studied proteins, will be presented.
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4.1 PACKMOL-Memgen: A simple-to-use generalized workflow for 

membrane-protein/lipid-bilayer system building 

Schott-Verdugo, S., & Gohlke, H. 

Journal of Chemical Information and Modeling, 2019, 59, 2522–2528. 

For the original publication, see page 60. 

Background 

As mentioned in section 2.3, one of the challenges of studying membrane systems or 

membrane proteins by computational techniques is building a system that is representative of 

the in vivo conditions. The way lipids assemble to form a membrane and the placement of a 

protein within or at the membrane are not trivial due to, in part, the anisotropic nature of the 

lipid bilayer. To tackle the so-called “membrane-protein packing problem”, multiple tools have 

been developed to help in the process of generating such systems [214, 215], such as 

CHARMM-GUI[44], VMD (through the Membrane plugin) [216], Maestro [217], and Packmol 

[218]. CHARMM-GUI stands out for having multiple lipids available and a user-friendly web 

interface, making the packing process easier for newcomers but at the same time dependent on 

a web interface. This dependency turns into a challenge when a user needs to generate multiple 

systems with different proteins or different membrane compositions, or requires different 

starting configurations, as the process becomes time-consuming. Compared to CHARMM-

GUI, Packmol stands out for having functionalities that allow building complex and intricate 

simulation systems directly in the command line [218]. These functionalities build upon solving 

the packing problem with the GENCAN optimizer, which minimizes an objective function that 

describes the molecular overlap [219]. To do so, appropriate PDB files for the individual system 

components and system-specific geometric constraints to restrict the packing are required as 

input. Together with the requirement of command line-usage, this makes applying Packmol 

difficult for non-expert users. 

To conciliate the benefits from Packmol and user-friendliness, but still make a program 

that runs locally in the command line, we developed PACKMOL-Memgen. It is a Python-based 

program that uses Packmol as the packing engine but wraps the main procedures required to 

build complex membrane systems, such that only single-line commands of the user are required. 
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PACKMOL-Memgen Workflow 

The general workflow of PACKMOL-Memgen follows similar principles as the 

CHARMM-GUI membrane builder [44], and is depicted in Figure 12. The user can decide to 

either pack a membrane-only system, or embed a protein structure into the membrane. For the 

latter, a PDB file of the protein structure following the conventional formatting is used as input 

(step 1). The next steps can be summarized in determining a default protonation for the input 

PDB with reduce [220] (step2), predicting the orientation of the protein in a membrane 

environment with memembed [221] (step3), to then determine the dimensions of a default 

packed box, given the size of the provided protein structure. To set the number of lipids that 

will be used, the area per lipid (APL) values reported in literature and the surface area of the 

membrane patch to be packed are considered. If lipid mixtures are used, the APL is computed 

as a weighted average according to the composition ratio. The volume occupied by the protein 

in each water slab, as well as in the membrane leaflets, is calculated by a grid approach derived 

from pdbremix [222] (step 4.2). This is later used to reduce the previously calculated number 

of molecules in the respective system sections. For this, the lipid molecular volume is obtained 

from literature or estimated based on the length of the acyl chains as described previously [223].  

The user can select multiple lipids and define complex lipid mixtures at desired ratios, 

including different compositions per leaflet. In addition, multiple bilayers can be generated by 

calling the corresponding flags once per bilayer. This is useful if, for example, an 

electrochemical gradient is required to study a system as in the case of “computational 

electrophysiology”[224]. 
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To initiate the molecule packing (step 5), the calculated number of molecules of each 

type and the geometrical constraints associated with each section of the system are written to a 

Packmol input file, and Packmol is started. If a protein is included, its position is considered 

fixed during the packing, and all other molecules will be packed such that they accommodate 

to the protein. The Packmol PDB file output is, by default, transformed into an AMBER-

compatible file.  

To show the validity of the generated systems, a membrane-only system with an inner-

membrane-like composition of a Gram-negative bacteria of DOPE:DOPG 3:1 was simulated 

for 500 ns (Fig. 13, top). Parameters including the APL, the SCD order parameter, membrane 

thickness, electron density, and the average lipid mean square displacement corresponded with 

values reported previously. Additionally, a membrane patch with the KcsA potassium channel 

(PDB 1BL8) was simulated (Fig. 13, bottom), showing well-behaved systems and replicating 

conformations previously reported in literature. 

 

Figure 12. PACKMOL-Memgen workflow applied to the protein structure PDB ID 1BL8. The process comprises 
multiple, often optional, steps that are controlled by flags available in the software. The most important flags are 
mentioned in the Figure. Figure taken from Publication I, page 62. 
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Conclusions and significance 

In this work, PACKMOL-Memgen was developed and evaluated. The program is a 

simple-to-use generalized workflow for automated building of membrane-protein/lipid-bilayer 

systems that relies on open-source tools only, including Packmol, memembed, pdbremix, and 

AmberTools. As evaluated in Publication I, the built systems are appropriate as starting point 

for MD simulations under periodic boundary conditions. There are more than one way of 

building a membrane system for performing computational studies, and the choices may depend 

on the molecular simulation package and the force field used, or the user preference. The 

development of PACKMOL-Memgen enabled users of the AMBER community to make a local 

packing of the system to be simulated. They were primarily dependent on webservers such as 

CHARMM-GUI to build membrane-protein/lipid-bilayer systems, which while user-friendly, 

becomes inconvenient if multiple systems need to be built. Interestingly, despite its recent 

release, it has already been used in scientific research from members of the AMBER community 

to study the folding of peptaiboil in a membrane context with accelerated MD [225] and a 

desensitization mechanism of the ATP-gated P2X2 receptor [226]. 

 

Figure 13. Representative structures for a membrane-only DOPE:DOPG 3:1 system (A, B) and the KcsA channel 
(PDB 1BL8) embedded in a membrane (C, D) generated as described in Publication I, immediately after packing 
with PACKMOL-Memgen (A and C) and after 500 ns of MD simulations (B and D). Figure taken from 
Publication I, page 64. 
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PACKMOL-Memgen was an important development for the workflow with 

computational membrane systems, and was essential in studying free diffusion dynamics of 

ethylene with the model of the transmembrane domain of ETR1 (Publication II, section 4.2), 

in measuring the dimerization free energy profile of the Pseudomonas aeruginosa 

phospholipase PlaF (Publication III, section 4.3), and in studying the interactions of the CAR 

protein EHB1 and model its mechanism of inhibition of the plant iron transporter IRT1 

(Publication IV, section 4.4). On top of that, the development on the program has been 

continued, with recent incorporation of parameters for lysophospholipids, PtdIns, and 

cardiolipin, and incorporating functions to pack systems with curved membranes. 
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4.2 Structural model of the ETR1 ethylene receptor transmembrane 

sensor domain 

Schott-Verdugo, S.§, Müller, L.§, Classen, E., Gohlke, H. ⸸, & Groth, G. ⸸  

Scientific Reports, 2019, 9(1), 1–14.  

§,⸸ Both authors contributed equally to this work. 

For the original publication, see page 82. 

Background 

As presented in section 2.4, the ethylene pathway is essential in fruit ripening, 

senescence, and decay, with important economic implications. The ethylene receptors in 

Arabidopsis thaliana are a family of five homologs that resemble two-component systems from 

bacteria, form higher oligomeric assemblies at the ER membrane [227] and require copper ions 

in oxidation state +1 to exert their activity [151, 228, 229]. As mentioned above, the copper 

stoichiometry in the functional dimer is still a matter of discussion, with one Cu+ / monomer 

[155] and one Cu+ / dimer [151, 156] as the possible stoichiometries. On top of that, the lack of 

a protein structure for the whole receptor has hindered the understanding of the intra- and 

intermolecular mechanism used to transmit the ethylene signal in the ethylene receptors and to 

further downstream elements. A model of the whole cytosolic domain (residues 158 to 738) 

was published by Mayerhofer et al. [149], with the GAF, dimerization, catalytic, and receiver 

domains, but lacking the transmembrane domain and the connection to it. Most structural 

information of the transmembrane region comes from the study of Wang et al. [137], where 

three main classes of loss-of-function mutants were identified, showing different levels of 

ethylene binding, signal transmission, or intrinsic activity. Despite this, no structure of the 

transmembrane domain and the ethylene-binding region has been reported, which is aggravated 

by the fact that no homolog with an identity higher than 15% has been obtained until now.  

The current development of ab initio protein folding tools allows one to predict the 

structure of such a domain (section 2.3). Using Rosetta to generate ab initio decoys, we 

generated the first monomeric structural models of the transmembrane sensor domain of the 

ethylene receptor ETR1. The search was refined by integrating coevolutionary information and 

in this way include all experimental information available. The selected representative model 

was used to generate an ETR1 dimeric structure of the transmembrane region in complex with 

copper (I) (ETR1_TMD/Cu) according to experimentally determined stoichiometries, and the 
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models were validated by tryptophan scanning mutagenesis. The obtained dimeric model was 

used to obtain free diffusion MD trajectories of ethylene into the receptor, exemplifying how 

ethylene can reach to the putative copper binding sites and potentially trigger the signaling 

cascade. 

Modeling of the ETR1 transmembrane domain 

To obtain a structure for the first 117 residues of ETR1, which includes the whole 

transmembrane domain, the membrane_abinitio2 Rosetta protocol was used, including the 

secondary structure and transmembrane topology predictions from PSIPRED [230] and 

CCTOP [231], respectively. The 100,000 generated decoys were clustered in three groups, 

revealing two different handednesses for the obtained models (Fig. 15, top row). To filter the 

results and discriminate between the potential solutions, coevolutionary residue-residue contact 

predictions from MetaPSICOV [95] were used to rescore the models by a so-called Contact 

score. The Contact score was able to discriminate between models with similar Rosetta scores 

(Fig. 14, left panel), showing that the third largest cluster fulfills the predicted contacts best, as 

seen in the overlap of the predictions to the contact map (Fig. 15). Similar to the hZIP4 case, 

only models with a favorable z-score below -2 were kept for further analysis, which removed 

all right-handed helical models from the pool of 100,000 models and left 5,217 structures. 

Reclustering the remaining models shows conformations that only differ in the relative 

orientation of the helices and slightly in the positioning of the third helix with respect to the 

second (Fig. 15, bottom row conformations and contact map). The centroid of the most 

populated cluster (representing 40% of the filtered structures) was selected for further analysis. 

Interestingly, the remaining filtered decoys have a template modeling score (TM-score) to the 

selected model of 0.5 or higher, which has been shown to be indicative of having the same fold 

[232] (Fig. 14, right panel). The selected model was further refined with the Rosetta protocol 

relax to incorporate side chains [233], serving as the first available monomeric model of the 

transmembrane region of ETR1. 
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As the active form of the receptor is a dimer with copper ion cofactors, such a model 

had to be built from the monomeric structure. First, the copper stoichiometry was determined 

by loading the purified protein to saturation with copper (I) in reducing conditions, to later 

measure the amount of copper loaded with a bicinchoninic acid (BCA) assay. The ratio of 

loaded protein and BCA showed that one copper ion binds per protein monomer, solving the 

aforementioned unclarity regarding the requirement of copper. In addition, by titrating a 

solution of BCA-Cu(I) with the purified protein, an affinity constant of 1.3 × 10-15 M was 

obtained. Using this copper stoichiometry, the notion that the metal binding site should be 

shielded from the solvent [234], the monomeric model, the coevolutionary signals and 

information of low-lipophilicity regions, the interface formed by the first two helices was used 

to form a dimeric model by docking with HADDOCK [235] and refining with implicit solvent 

replica exchange MD simulations [236]. The representative dimer model (Fig. 16) consists of 

 

Figure 14. Distributions of Rosetta scores (membrane centroid score, A) and TM-scores with respect to the 
selected decoy (B) versus the calculated Contact score of the generated models. There is a positive correlation 
between the Rosetta score and the Contact score (R2 = 0.25, p < 0.001) for models with a negative Rosetta score 
(R2 = 0.01 for the complete distribution). The horizontal line demarks the -2 z-score threshold used with respect 
to the contact score to filter out the worst scoring models; selected structures are shown on green background as 
a zoom. The models were structurally clustered in three groups pre- and post-score filtering, with the structures 
corresponding to the first, second, and third cluster shown in red, yellow, and cyan, respectively. The centroid 
models of the identified clusters (Fig. 15) are highlighted with a thick outline. The inset in panel A shows the 
complete distribution, including outliers. Figure taken from Publication II, see page 84. 
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an almost symmetrical arrangement of the previously modeled left-handed monomers, where 

the N-terminus includes the disulfide bonds in between chains formed by residues 4 and 6. The 

putative copper binding sites, composed of residues C65 and H69, are buried in the dimerization 

interface, as previously mentioned and suggested [137]. From the stoichiometry measurement 

and the residues involved according to Rodriguez et al. [151], two copper ions were added in 

proximity to Sγ of C65 and Nδ of H69. With the C-termini of the dimer at opposite sides of the 

dimeric configuration, there is enough room for residues connecting the transmembrane domain 

and the cytoplasmic GAF domain. 

Interestingly, the model shows that the previously determined loss-of-function mutants 

for ethylene binding, signaling, and function form a “layered” spatial arrangement of residues, 

starting close to the putative copper binding site and with residues relevant to signal 

 

Figure 15. Clustered conformations and average contact maps for the generated decoys pre- (top) and post- 
(bottom) filtering according to the Contact Score. The centroid of each cluster is shown in a cartoon representation, 
overlaid over every tenth other structure in the cluster, shown as wires. The structures are colored blue to red, 
starting from the N-terminal portion. The contact map for each set of clustered conformations are overlaid on the 
right, following the color scheme shown on top of every cluster to the left. Additionally, the MetaPSICOV contact 
predictions are shown as yellow dots. The size of the dots reflects the confidence assigned by the method. Before 
filtering, the clusters show different orientations with respect to helix three, as visible in the different 
conformations and on the contact map (residues 20-40 contacting 80-100). Contacts of the right-handed 
configuration of cluster 1 deviate the most from the MetaPSICOV contact predictions, and such configurations 
are removed by the filtering. Figure taken from Publication II, see page 87. 
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transmission close to the third helix/cytoplasmic region. Additionally, S98 and P110 [137] 

which are essential for signal transmission, are pointing towards the copper binding site and 

generating a kink in the C-terminal portion of helix 3, respectively. From the dimeric model, 

and based on solvent accessibility measures, a set of residue positions were chosen to perform 

tryptophan mutants and secondary structure determination by circular dichroism. From this 

analysis, only residues that are not exposed and pointing towards the core of each monomer 

showed a significant reduction in the calculated alpha-helical content, while residues that point 

towards the dimer interface showed no significant change (Fig. 16).  

MD simulations of free diffusing ethylene show binding in proximity of the putative 

copper binding site 

To evaluate ethylene binding to the ETR1 transmembrane domain/copper dimer model, 

MD simulations of 1 μs length with an explicit membrane environment were prepared with 

PACKMOL-Memgen (Publication I, section 4.1). Ten independent replicas were simulated, 

either containing 0.1 M ethylene in the water phase at the beginning of the simulation or not. 

The modelled structure showed only a moderate Cα atom RMSD drift with respect to the 

 

Figure 16. Dimer model of the ETR1 transmembrane domain. On the structure, the positions where tryptophan 
mutants were generated (left monomer) and where previous loss-of-function mutations were found ([137], right 
monomer) are denoted by the color code on the right, with a list of the residues found in each class. The upper 
left inset shows the disulfide bridges included during the refinement of the protein. The orange spheres show the 
putative copper binding site in proximity to residues C65 and H69. The orange polygon indicates the interface. 
The two structures on the right represent the interface in an “open book” representation. Tryptophan mutants of 
residues that are pointing towards the monomer bundle core are disruptive (red) or are partially disruptive 
(orange), while mutations of residues pointing towards the dimer interface of the model (blue) showed no effect 
on the alpha-helical content. Residues that are closer to the protein center and in proximity to the putative copper 
binding site are essential for ethylene binding (magenta), while residues farther away and closer to the cytosolic 
portion are responsible for the signal transmission (yellow). Residues shown to be relevant to maintain the protein 
in an active state are displayed in cyan. Figure taken from Publication II, see page 87. 
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average structure, with all of the simulations reaching an apparent plateau after 500 ns. The 

copper ions remained bound to the sulfur atom of cysteinate C65 of each chain, interacted with 

the non-protonated Nδ of H69, and showed infrequent interactions with D25.  

The positioning of ethylene in the simulation was measured as a 3D histogram, showing 

that ethylene has a higher propensity to bind within either monomer of the transmembrane 

domain than to freely diffuse in the membrane (Fig. 17A), further supported by a clustering 

analysis (Fig. 17B). Of particular interest is the binding of ethylene in proximity to the included 

copper ions, with three of the identified ethylene-binding sites at a distance < 5 Å. From those, 

two are located in the center of each monomer bundle (Fig. 17). A set of ten residues was 

identified in these binding sites, seven of which have been shown to be essential for ethylene 

binding to the protein (red labels in Fig. 17) [137]. Only three residues have been previously 

described and were not identified, but are in the immediate proximity to the centroids of the 

described clusters (I35, P36, and I62). These results are very promising, as no Dewar-Chatt-

Duncanson type of interaction was included in the simulations, relying solely on the binding 

 

Figure 17. Putative ethylene-binding sites identified during MD simulations. The average structure of the 
ETR1_TMD dimer over all replicate simulations is shown. A) 3D propensity representation of the most probable 
locations of ethylene binding along all replicate simulations. The boxes highlight the portion close to the included 
copper ions, with a zoom on the blobs at a distance < 5 Å. B) Representative configurations of identified ethylene 
clusters. The clusters enclosed in the red boxes are at a distance < 5 Å to the copper ions, and are shown in detail 
on the right. The residues labeled in red have been shown to be essential for ethylene binding, S98 (magenta) has 
a moderate effect, while T94 (blue) has no effect on binding, but is relevant for signal transmission. I28 has not 
been tested. Mutation information from Wang et al. [137]. Figure taken from Publication II, see page 89. 
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site affinity and electrostatic interactions between the parametrized ethylene and copper ions. 

Inclusion of a more thorough model for this quantum effect would increase the affinity of 

ethylene for the copper ion and reduce their interaction distance, while also increasing the 

affinity for the ethylene receptor. This could give more insights into the effects of ethylene 

binding into the receptor structure and its signal transduction. 

Conclusions and significance 

In this study, the lack of a structural representation of the dimeric transmembrane 

domain of the ethylene receptor ETR1 of Arabidopsis thaliana was tackled. In order to model 

the protein, we used state-of-the-art computational methods such as ab initio modelling with 

coevolutionary predicted contacts and molecular dynamics simulations of explicit membranes, 

together with experimental determinations of the copper stoichiometry and affinity for ETR1. 

The main results of this study are: 

 The stoichiometry of copper (I) binding to the ethylene receptor ETR1 is one ion per 

monomer. The ions bind with a femtomolar affinity (1.3 × 10-15 M), which is in range with the 

copper affinities observed for copper chaperones in the plant [157]. 

 Extensive modelling of the transmembrane region of ETR1 with ab initio techniques, 

filtering with coevolutionarily predicted residue-residue contacts and refinement resulted in the 

first reported structure for the transmembrane region of an ethylene receptor. The resulting 

model relates well with previously determined loss-of-function mutants [137] and with 

tryptophan mutants generated in the study. 

 MD simulations of the generated model in conjunction with free diffusing ethylene 

shows the binding of the ligand to the center of the monomer bundles in proximity of the 

included copper ions. This binding occurs next to residues that have been shown to be involved 

in ethylene binding, despite not including force-field terms to model the Dewar-Chatt-

Duncanson olefin-copper interaction.  

The obtained model not only sheds light into the structure of ETR1, but the same 

protocol and model could be used to study the whole family of the receptors. The inclusion of 

experimental information for the copper and ethylene binding sites could help in determining 

the validity of the obtained binding poses, and would help in setting up more complex 

simulations. Representing the copper-ethylene binding site at a quantum level could explain the 
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receptor changes while sensing the ligand. Additionally, the transmembrane region of the 

receptor leads to generate a full-length protein model. This could help in studying more 

complex regulations observed for the ethylene receptors, like receptor oligomerization.  
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4.3 Structural and mechanistic insights into phospholipase A-mediated 

membrane phospholipid degradation related to the bacterial virulence 

Bleffert, F., Granzin, J., Caliskan, M., Schott-Verdugo, S., Siebers, M., Thiele, B., Rahme, L., 

Dörmann, P., Gohlke, H. §, Batra-Safferling, R. §, Jaeger K-E and Kovačić, F. § 

Submitted to Proc. Natl. Acad. Sci. U. S. A., 2020 

§ Authors contributed equally to this work. 

For the original publication, see page 111. 

Background 

Pseudomonas aeruginosa is a relevant pathogenic bacteria, with multiple mechanism 

that increase its virulence, as described in section 2.5. The high number of infections caused by 

the bacteria has caused it to be classified as a high priority by the WHO in the development of 

antibiotics [163, 164]. As mentioned in the Introduction (section 2.1), the membrane 

composition is highly complex and requires regulation to maintain its structure, with recent 

studies suggesting its homeostasis as a potential target for pathogenic bacteria [237]. Since long 

it has been known that bacteria adapt their membrane composition in response to temperature 

changes [238, 239], with more recent descriptions of pH effects [240] and transitions from 

planktonic to biofilm of Pseudomonas [170]. Given the relevance of discovering new 

treatments for pathogens, studying pathways and enzymes involved in the lipid homeostasis in 

bacteria, particularly in pathogenic strains, has gained relevance in the last years [241].  

Recently, a set of phospholipolytic enzymes from Pseudomonas aeruginosa have been 

discovered [174-177], from which PA2949 (now named PlaF) has shown promising evidence 

as a relevant virulence factor. In this study, the structure of PlaF is described and the 

mechanistic relevance of the dimerization in the regulation of its activity is analyzed. First, the 

cell localization and activity of the enzyme was studied in an overexpressing strain (p-plaf), 

showing that the protein is anchored in the inner membrane of the bacteria with its catalytic 

center exposed to the periplasmic space. A knockout for the enzyme (Δplaf) evidences a 

decreased virulence in infected Drosophila melanogaster, and reduced capability to swim and 

form biofilm, with 16 lipid species and presumable substrates of the enzyme significantly 

accumulated (showing preference for 35:1 lipids, but not particularly for head groups). The 

protein was crystalized as described previously [177], obtaining an asymmetric dimer with the 

cocrystalized fatty acids myristic and undecylic acid. The crystal dimer shows an interface with 
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the first α-helix of the protein, which comprises the single transmembrane helix present in the 

protein (see Publication III, page 122 for a detailed description). The dimerization was further 

analyzed by overexpressing the protein and crosslinking in vivo and by microscale 

thermophoresis (MST) of the purified protein, evidencing that the protein dimerizes in the 

bacteria, while also forming the complex in a protein-concentration dependent manner. 

Interestingly, the dimerization of the protein correlates with a decrease in the phospholipolytic 

activity and can be induced by incubation with fatty acids. 

To analyze the monomer/dimer dynamics of PlaF, MD simulations in an explicit 

membrane environment were performed, starting from the protein dimer or monomers in 

different conformations. It was identified that the protein as a monomer has a preferred 

orientation in the membrane, while the dimer stays as such during the simulated time. 

Additionally, using biased MD simulations, we determined free energy profiles for the protein 

dimerization and for transition between the monomer orientations in the membrane, allowing 

to suggest a dimerization model for the protein in vivo. 

Molecular dynamics simulations show a preferred orientation of the PlaF monomer in a 

membrane context 

As PlaF was shown to be activated by monomerization, the dimer-to-monomer 

transition and the monomer dynamics in a membrane environment were studied with MD 

simulations. First, systems with the protein dimer as well as with the monomer were prepared. 

For the monomer simulations, we selected chain A from the asymmetric crystal of PlaF (PlaFA) 

by removing PlaFB from the crystal structure (di-PlaF). PlaFB was used in control simulations. 

The orientation of the dimer and monomer in the membrane were predicted with the PPM 

method [242], resulting in the monomer having a tilted orientation towards the membrane, 

different than the monomer orientation in the dimer context. To study both orientations, we 

named the latter t-PlaFA (Fig. 19A) and performed ten replicas of unbiased MD simulations of 

2 s long starting for all the generated conformations in explicit membrane conditions. In all 

cases, the protein behaved well, with all dimer replicas keeping the inter dimer distance 

unchanged throughout the simulation time (Fig. 19B), suggesting the dimer is stable in the μs 

timescale. In eight MD simulations that started with a monomer in a dimer-like orientation 

(PlaFA), a transition to the tilted conformation was observed. In contrast, in all MD simulations 

starting from t-PlaFA the protein remained in the tilted orientation (Fig. 19C). These results 

show that the tilted PlaF orientation is preferred over the orientation observed in the crystal 
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structure. The tilting of the protein on the membrane surface results particularly interesting, as 

the cocrystallized fatty acids in the crystal structure suggest that upon tilting, the catalytic tunnel 

would be perpendicular to the membrane plane, such that membrane substrates could access 

the catalytic site. In contrast, di-PlaF and PlaFA have the residues lining the entrance of the 

active site tunnel at > 5 Å above the membrane surface (Fig. 19A), hindering the access to the 

catalytic center. 

Free energy profiles of PlaF dimerization and tilting suggest a monomeric state in vivo 

Given that di-PlaF stays as a dimer during the unbiased simulations, and that the 

monomer transitions from the dimer-like (PlaFA) to a tilted orientation (t-PlaFA), the energetics 

of both processes were analyzed by computing the potential of mean force (PMF) using 

umbrella sampling and post-processing with the WHAM method [243]. All the simulation 

systems packed for the umbrella sampling simulations were generated using PACKMOL-

Memgen, taking advantage of the easier handling of multiple systems in parallel (Publication 

 

Figure 18. Distribution of reaction coordinate values obtained by umbrella sampling of dimer separation (A) and 
monomer tilting (B) The dashed lines represent the restrained distance used for each window. In both cases, a 
force constant of 4 kcal mol-1 Å-2 was used, obtaining distributions with a median overlap of 8.2% and 8.6%, 
respectively. C) Convergence of the PMFs for dimer separation and D) monomer tilting. The plots show PMFs 
computed every 25 ns of umbrella simulations for each window; the first 100 ns of umbrella simulations were 
considered equilibration phase and removed. Figures taken from Publication III, see page 165. 
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I, section 4.1). As reaction coordinates, the distance between Cα atoms of residues 25-38 of 

each chain (which in the crystal structure is 9.9 Å) and the distance between Cα atoms of 

residues 33-37 and the center of the membrane slab were chosen, starting at 37 Å and until 15 Å 

(Fig. 19E, inset). In both cases overlapping distributions that permitted to perform a proper 

analysis were obtained (Fig. 18A and 18B). The dimerization PMF was converged (Fig. 18C), 

revealing that di-PlaF is favored with a global minimum at 9.5 Å by -11.4 kcal mol-1 over the 

monomer (Fig. 19D). The weakening of intermolecular interactions are observed from a 

distance of 15 Å onwards, disappearing beyond 27 Å. For the tilting process, an also converged 

PMF was obtained (Fig. 18D), revealing two minima at 19.6 and 30.6 Å and with t-PlaFA 

favored over PlaFA by 0.66 kcal mol-1 (Fig. 19E). The rather small free energy barrier of 

~1.2 kcal mol-1 explains the rapid transition from PlaFA to t-PlaFA observed in the unbiased MD 

simulations. 

To calculate the equilibrium constant of the protein dimerization in the membrane, the 

approach used by Provasi et al. [62] was implemented. The equilibrium constant for the protein 

tilting was calculated as the ratio of the partition functions bounded to the observed basins in 

the PMF (B1 and B2 in Fig. 19E) [244]. To have an idea of the overall monomerization and 

tilting process, the obtained dimerization constant (Ka = 1.57×107 Å2, 

G = -7.5±0.7 kcal mol-1) can be combined with the tilting constant (Ktilting = 3.35, 

Gtilting = -0.8±0.2 kcal mol-1) to calculate the PlaF monomer-to-dimer dependency given the 

protein concentration in a membrane environment (K = 1.4×106 Å2, Fig. 19F). Interestingly, at 

the experimental concentrations of PlaF in overexpressing conditions (~6.93x10-6 PlaF Å-2), the 

calculated amount of monomer is low, favoring a dimeric arrangement. This is in agreement 

with the crosslinking experiments performed in the study, and also explains the recovery of a 

crystal structure in a dimeric arrangement. At protein concentrations that are physiological 

(presumably 100-1000 fold less than in the overexpressing p-plaf), 86-98% of the protein is 

expected to be in a monomeric t-PlaFA-like state. As the protein concentration in the bacteria 

lies at the calculated range, where relatively small changes in the effective concentration of the 

protein would change the dimer to monomer ratio, it is expected that by regulating the 

expression of the protein, or by modulating the membrane composition and dynamics, the 

activity of PlaF would be modulated. In this way, the bacteria would adapt its membrane, and 

have the observed consequences in virulence and biofilm formation. In addition, the 

inactivation of the protein at higher concentrations implies having a safeguarding mechanism, 
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in which the increase in the phospholipase would not imply a radical change in the membrane 

composition. 
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Figure 19. MD simulations and PMF computations for PlaF dimer and monomers. A) Structures used for MD 
simulations. di-PlaF. Crystal structure oriented in the membrane by the PPM method. Yellow spheres highlight 
the COM used to define the distance restraint for umbrella sampling simulations. PlaFA: Chain A from PlaF dimer 
oriented as in the dimer. The entrance of the active site tunnel is more than 5 Å above the membrane bilayer 
surface. t-PlaFA: Extracted monomer A was oriented using the PPM method. Cocrystallized MYR and OG (not 
included in the simulations) are depicted in pink to highlight the orientation of the active site tunnel. Arrows 
between the structures reflect the predicted states of equilibria under physiological conditions in P. aeruginosa. 
B) Molecular dynamics simulations of di-PlaF. The dimer does not show a tendency to separate on the time scale 
of the MD simulations according to the distance between the COM of C atoms of residues 25 to 38 of each 
monomer (yellow spheres in panel A). C) Molecular dynamics simulations of s-PlaF and t-PlaF. Time course of 
the orientation of monomeric PlaF starting from the PlaFA configuration (left) or t-PlaFA configuration (right). In 
the former case, in eight out of ten trajectories the monomer ends in a tilted configuration (marked with *), while 
in the latter, no rearrangement occurs. This shows a significant tendency of the monomer to tilt, irrespective of 
the starting condition (McNemar’s Χ2 = 6.125, p = 0.013). D) Potential of mean force of dimer separation. The 
distance between the COM of Cα atoms of residues 25 to 38 of each chain (yellow spheres in panel A) was used 
as the reaction coordinate. The shaded area shows the standard error of the mean obtained by dividing the data 
into four independent parts of 50 ns each. Insets show representative structures at intermediate reaction coordinate 
values. E) Potential of mean force of monomer tilting. The distance between the COM of Cα atoms of residues 33 
to 37 (yellow and gray spheres) and the COM of the C18 of the oleic acid moieties of all lipids in the membrane 
(continuous horizontal line in the membrane slab) was used as a reaction coordinate. The gray shaded area shows 
the standard deviation of the mean obtained by dividing the data into four independent parts of 50 ns each. The 
yellow shaded regions correspond to the integration limits used to calculate Ktilting. The spheres in the PMF relate 
to monomer configurations shown in the inset. F) Percentage of PlaF monomer as a function of total PlaF 
concentration in the membrane according the tilting model shown in A). The monomer percentage was computed 
according to the combined equilibrium constant of dimerization and tilting. The red line shows experimentally 
determined PlaF concentration under overexpressing conditions in P. aeruginosa p-plaF, while the blue dashed 
region shows an estimated span for the PlaF concentration in P. aeruginosa wild type. Figure taken from 
Publication III, see page 127. 
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Conclusions and significance 

PlaF was characterized, a recently identified and crystalized PLA1 enzyme of 

Pseudomonas aeruginosa, studying its enzymatic activity and its effects on the bacterial 

membrane. For this thesis, the PlaF monomer, dimer, and dimer to monomer dynamics with 

MD techniques were performed, identifying preferred states for the protein in explicit 

membranes. Calculated free energy profiles explain the protein dimerization and correlate with 

the obtained experimental information.  

From this study, the most relevant results are: 

 PlaF is an inner-membrane anchored protein, with its catalytic domain exposed to the 

periplasm. The activity of the enzyme is related with virulence, biofilm formation, swimming 

motility and with differential concentration of lipid species in the bacterial membrane. 

 An asymmetric dimer of PlaF cocrystalized with fatty acids shows a single N-terminal 

transmembrane helix and the opening of the catalytic tunnel as the dimer interface. PlaF 

dimerizes in vivo and in vitro in crosslinking and microscale thermophoresis assays, 

respectively, showing a dimerization-dependent inactivation of the enzyme. The latter is 

enhanced by fatty acid products. 

 Molecular dynamics simulations show that the dimer is stable as such in 2 μs long 

simulations, while the monomer, if started from a dimer-like orientation, transitions to a tilted 

orientation with the opening of the catalytic tunnel pointing towards the membrane surface. 

 Configurational free energy calculations for PlaF dimerization confirm an energy minima 

for the dimer structure, favoring it in about 11 kcal mol-1. The tilted monomer, t-PlaFA, is also 

favored by ~0.7 kcal mol-1 with respect to the dimer like orientation, with an energy barrier of 

~1.2 kcal mol-1. The combination of both processes results in a predicted dimer to monomer 

equilibrium which transitions at concentrations close to those expected in vivo, suggesting that 

PlaF could be regulated by protein expression or membrane dynamics. 

This novel regulation mechanism involves complex and tight regulation of the 

membrane environment from the bacteria, while also presenting the questions of how the 

substrates are loaded into the catalytic tunnel, and how the product is involved in enhancing the 

dimerization of PlaF.  
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4.4 Calcium-promoted interaction between the C2-domain protein EHB1 

and metal transporter IRT1 inhibits Arabidopsis iron acquisition  

Khan, I., Gratz, R., Denezhkin, P., Schott-Verdugo, S. N., Angrand, K., Genders, L., Basgaran, 

R.M., Fink-Straube, C., Brumbarova, T., Gohlke, H., Bauer, P. & Ivanov, R. (2019).  

Plant Physiology, 2019, 180(3), 1564–1581. 

For the original publication, see page 182. 

Background 

In section 2.6, the plants’ difficulties in acquiring proper nutrients and in particular the 

root iron-uptake strategies were presented. Regulating the process that leads to iron absorption 

by the root is highly relevant, as a deficiency leads to reduced growth, while excessive amounts 

lead to toxicity and death [187, 188]. With this in mind, understanding the regulation and 

interactome of IRT1, the main transporter of iron in plant roots, is of outmost importance.  

In this publication, a novel interactor of the IRT1 variable region (IRT1vr) was 

identified in yeast two-hybrid assays against a library of cDNA obtained from iron-deficient 

Arabidopsis roots. The identified protein, EHB1, corresponds to the recently described CAR 

protein family (section 2.6). As evaluated by BiFC, the interaction between IRT1vr and EHB1 

is dependent on the CAR-signature domain (Fig. 11B). Coimmunoprecipitation showed that 

the interaction with IRT1 is calcium-dependent, and fluorescence colocalization showed that 

the interaction occurs in the plasma membrane. As shown for other C2-domain proteins [210], 

EHB1 is able to interact with membranes in a calcium-dependent manner on plant microsomes, 

showing binding to PtdIns and PtdIns4P but not to other lipids on membrane strips, and on 

PtdIns/PtdIns4P+PC liposomes; this interaction was not observed in pure PC liposomes. These 

results suggest the specific interaction with PtdIns and PtdIns4P in a calcium-dependent 

manner.  

Interestingly, EHB1 is a negative regulator of iron uptake, as loss-of-function mutants 

for EHB1 show higher resistance to iron-deficient conditions, while overexpressing lines are 

sensitive and show signs of chlorosis. This regulation of the iron uptake depends on a direct 

interaction between EHB1 and IRT1, as iron-uptake deficient fet3fet4 yeast double mutants are 

complemented by IRT1 or by IRT1 and EHB1 lacking the CAR-signature domain, but not when 

it is coexpressed with EHB1 wild type. 
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The obtained results beg the question of how the interaction between EHB1 and IRT1 

occurs on the membrane. To unveil this, homology models of EHB1 and IRT1 were generated. 

MD simulations of EHB1 complexed with calcium in an explicit DOPC:DOPE:DOPG 

membrane were performed, allowing it to diffuse from the water phase onto the membrane 

surface. Binding of the protein “perpendicular” to the membrane plane through the calcium-

binding site was observed, while also intermittently transitioning to a tilted orientation. The 

latter places the polybasic patch in proximity of the membrane surface, potentially enables the 

experimentally identified interaction with PtdIns, and places the CAR-signature domain in 

proximity of the membrane surface.  

EHB1 binds to the membrane surface, fostering its interaction with IRT1 

To obtain a model of the binding mode of EHB1 to the plant plasma membrane at the 

atomistic level, a homology model of EHB1 was generated with TopModel [245]. The model 

was based on the structures of the homologous proteins CAR1 and CAR4 (PDBs 5A52 and 

4V29, respectively), and including calcium ions as found in CAR4 [209]. MD simulations in 

an explicit solvent/membrane environment were prepared by using PACKMOL-Memgen 

(Publication I, section 4.1), setting a composition of DOPC:DOPE:DOPG 4:4:1, which 

resembles the composition of a plasma membrane of a plant [246]. To allow the diffusion of 

EHB1, the starting configuration of the system had the protein at ~25 Å apart from the closest 

membrane surface. After ~1 μs of simulation in five replicas, EHB1 bound to the membrane 

via the calcium-binding site in all cases, with four out of five replicas showing an additional 

potassium ion in the calcium-binding site (Fig. 20A and B). This is of particular interest, as the 

position is homologous to an additional calcium present in PKC (Fig. 20B) [208]. Though no 

PtdIns were included, EHB1 showed a strong tendency to tilt and to engage in interactions with 

the membrane with its sides, with one case in which the protein was tilted during the majority 

of the simulation (Fig. 20C). Surprisingly the interaction does not occur via the polybasic patch 

but rather through residues 51-62, 140-142, and 164-168, keeping the CAR-signature domain 

and the polybasic patch close to the membrane surface (Fig. 20D).  

As described in section 2.6, it is known that C2-domains tend to interact with PtdInsP2, 

with the canonical C2-domain of PKC interacting with PtdIns(4,5)P2, so it was unexpected to 

see binding to PtdIns and PtdIns4P. Though differences in the polybasic binding site have been 

pointed out before, it was suggested that CAR proteins show unspecific binding to membranes 

[209]. When comparing the canonical polybasic patch with the one present in the EHB1 model, 
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we noted that in PKC-α these amino acids can interact with all phosphate groups of 

PtdIns(4,5)P2 (Fig. 21A), whereas in EHB1 only the negative charges of PtdIns4P (and PtdIns 

for that matter) would be properly compensated for by the binding site (Fig. 21B and C). 

Considering that in plants PtdIns4P is enriched in the plasma membrane [247], where EHB1 

binds and IRT1 is located, the binding specificity relates well with the protein function. These 

variations in the binding site could explain the differences in lipid-binding specificity between 

other C2-domain proteins and EHB1 (Fig. 21D).  

Overall, the obtained results allows us to propose a two-step model (Fig. 21E). First, an 

increase of cytosolic calcium triggers the binding of EHB1 to the membrane surface, 

“perpendicular” to the membrane plane. The simulations represent a condition where both 

calcium and the protein are at a high concentration in the proximity of the membrane surface. 

 

Figure 20. EHB1 membrane interactions through the calcium-binding site based on five independent MD 
simulations of 1-µs length in the presence of a membrane bilayer with a 4:4:1 ratio of DOPC/ DOPE/DOPG. A) 
Distance between the calcium ions bound to the protein and the center of mass of the phosphorous atoms of the 
phospholipids of the closest leaflet over the simulation time; in the starting configuration, EHB1 was placed 25 Å 
away from the membrane surface. In all replicas, EHB1 binds to the membrane surface through the calcium-
binding site. B) Representative structure showing an EHB1 configuration (green) bound to the membrane (gray 
carbon atoms) through the calcium-binding site (Ca2+: white spheres). An additional potassium ion was found to 
bind to an extra calcium-binding site (magenta). C) Tilt angle defined between the vectors formed by the center 
of mass of EHB1with the complexed calcium ions and the membrane normal over the simulation time. A repeated, 
frequent, and, in one case, persistent tilting of EHB1 was observed in the replica simulations. D) Representative 
structure of the “parallel” configuration of EHB1 at the membrane. Residues that show direct interactions with 
the membrane are colored yellow; residues that correspond to the described polybasic patch are colored magenta. 
Figures taken from Publication IV, see page 189. 



Publications 
Calcium-promoted interaction between the C2-domain protein EHB1 and metal transporter IRT1 

inhibits Arabidopsis iron acquisition 
 

54 
 

The protein is then able to tilt over the membrane surface to a “parallel” orientation, probably 

stabilized by PtdIns4P in vivo, reducing the distance between the CAR-signature domain and 

the membrane surface. As the interaction occurs with the variable region, we generated a 

homology model of IRT1 and generated conformational sampling to have an idea of the 

placement of this region in a membrane context. The model, together with the attachment of 

EHB1 to the membrane surface, show that the interaction between them would be possible in 

the EHB1-tilted orientation, potentially causing the transporter inhibition by a mechanism to be 

described. 

Conclusions and significance 

In the search of novel interactors and regulators of the IRT1 iron transporter, EHB1 was 

identified, a protein previously associated with gravitropic and ABA responses [205, 212]. The 

protein negatively regulates IRT1 activity through a direct interaction between EHB1’s CAR-

signature domain and IRT1vr. Based on the experimental results, a binding mode of EHB1 to 

the membrane was simulated, and a binding model between the two proteins was generated. 

In this study, the following were the most relevant results: 

 Through yeast-two hybrid methods, EHB1 was identified as an IRT1vr interactor. This 

interaction was further narrowed down to the CAR-signature domain of EHB1. 

 EHB1 interacts with membranes and IRT1 in a calcium-dependent manner. The 

interaction with membranes showed specificity for PtdIns and PtdIns4P, and no interaction with 

pure PC liposomes. 

 EHB1 negatively regulates the activity of IRT1, both in planta and in a yeast fet3fet4 

iron-uptake deficient double mutant. As the interaction between the proteins, this was 

dependent on the CAR-signature domain. 

 Molecular dynamics simulations of a homology model of a EHB1/Ca2+ complex with 

an explicit membrane environment show the binding of the protein to the membrane surface 

“perpendicular” to the membrane plane.  

 The bound protein is able to tilt on the membrane surface and to interact with charged 

residues on its sides, placing the polybasic batch and the CAR-signature domain in proximity 

of the membrane surface.  
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The identification of EHB1 as an interactor with IRT1 and its regulation of iron uptake 

potentially connects its control to ABA stress-triggered responses (section 2.6). The data 

suggests that to prevent iron accumulation or absorption of other metals, EHB1 is recruited to 

the plasma membrane in a calcium-dependent manner to interact and inhibit IRT1, representing 

 

Figure 21. A) The C2-domain of PKC-α (PDB ID 3GPE) preferably binds to PtdIns(4,5)P2 (blue carbon atoms) 
through its polybasic binding site (marine carbon atoms), which contains Tyr and Lys to interact with the 
phosphate at O5. B) In contrast, EHB1 has a Phe and Val at this site (magenta carbon atoms), which may explain 
the lack of EHB1 binding to PtdIns(4,5)P2 in the strip analysis (Publication IV, see page 189). C) This site could 
bind PtdIns4P, as for this lipid no stabilization of the negative charge of the phosphate at O5 is required. The 
PtdIns(4,5)P2 and PtdIns4P-bound structures were modeled based on PDB ID 3GPE. D) Alignment of the 
polybasic region of PKC-α, CAR1, CAR4 and EHB1. The amino acids described in A)-C) are highlighted in red. 
E) Hypothetical mechanism of the EHB1–IRT1 interaction using information from other C2 domain proteins, 
homology models for EHB1 and IRT1, and results from our MD simulations. Structures highlighted in red relate 
to protein regions identified here as relevant for the EHB1/IRT1 interaction. (1) An increase in the cytosolic 
calcium concentration leads to the occupation of the EHB1 calcium-binding sites. This increases EHB1’s affinity 
for the plasma membrane surface (2), which contains negatively charged phospholipids. After binding in a 
“perpendicular” configuration, EHB1 would tilt to favor a “parallel” interaction (3). This would bring the CAR-
signature domain in close proximity to the IRT1vr (4), allowing the two to interact, that way inhibiting iron uptake 
by a yet unknown mechanism. Figures taken from Publication IV, see pages 203 and 193. 



Publications 
Calcium-promoted interaction between the C2-domain protein EHB1 and metal transporter IRT1 

inhibits Arabidopsis iron acquisition 
 

56 
 

a novel mechanism for the regulation of metal acquisition and for the prevention of metal 

toxicity. 
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5 Summary and Perspectives 

In the present thesis, three independent molecular systems that rely on intermolecular 

association and dissociation in a membrane environment to perform their function were 

investigated: 1) the transmembrane domain of the Arabidopsis thaliana ethylene receptor 

ETR1, 2) the membrane-anchored phospholipase A1 PlaF of Pseudomonas aeruginosa and 3) 

the membrane binding protein EHB1, which regulates the iron uptake activity of IRT1 in 

Arabidopsis thaliana. 

First, for modeling the membrane environment of these systems, a software that 

generates atomic membrane/protein molecular structures was required. Until recently, 

researchers working in the AMBER/AmberTools package had to rely on setting up systems by 

hand or utilizing programs and web interfaces not included in the software suite. To facilitate 

the generation of MD-ready molecular systems, PACKMOL-Memgen was developed. The 

workflow was tested and validated on the KcsA potassium channel and on a Gram-negative 

inner-like membrane (section 4.1, Publication I). The program continues to be developed, 

including parameters for new lipid types and functions for packing more complex membrane 

systems. 

Until now, no structure for the transmembrane domain of the ETR1 ethylene receptor 

has been obtained experimentally. Here, the first dimeric model for the transmembrane domain 

of the Arabidopsis thaliana ETR1 was generated, by using Rosetta membrane ab initio folding 

and residue-residue contacts predicted from coevolutionary information. The model was 

validated by the effects of a set of tryptophan mutants on the receptor α-helical content, and by 

rationalizing previously reported alanine mutants. With the determination of the 1:1 

copper:monomer stoichiometry, molecular simulations showed binding of ethylene in 

proximity of the included copper ions. The ethylene binding sites correlate with previously loss-

of-function mutants, and suggest a first step for the inhibition of the receptor (section 4.2, 

Publication II). The model opens the door to study more detailed receptor/copper/ethylene 

complexes, generate a full-receptor model and to study the regulation of the receptor by 

oligomerization. 

Regarding the phospholipase A1 PlaF from Pseudomonas aeruginosa, unbiased 

simulations showed that while the protein dimer stays as a dimer, the monomer orientation in 

the membrane tilts with respect to the crystal structure. Free energy profiles for the dimerization 

and tilting of the protein monomer in the membrane were calculated, confirming the favored 
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dimeric conformation and the tendency of the monomer to tilt. The latter is an interesting 

finding, as cocrystalized fatty acids indicate that the loading in such an orientation would be 

possible. From the obtained free energies, a membrane dimerization equilibrium was calculated, 

suggesting that in vivo the protein remains in a monomeric conformation. As the dimerization 

inhibits the enzyme, an increase in the protein concentration or probably changes in the 

membrane composition are able to regulate the protein dimerization and activity (section 4.3, 

Publication III). 

Finally, molecular dynamics simulation of a homology model of the EHB1/Ca2+ 

complex in explicit membrane showed the free diffusion of the protein on the surface of a 

DOPC:DOPE:DOPG membrane. While the protein initially binds with the calcium binding site 

and perpendicular to the membrane plane, this binding mode allows the protein to tilt on the 

membrane surface. The tilted orientations would allow the binding of PtdIns4P to the polybasic 

patch and the interaction of the CAR-signature domain to the variable region of IRT1. This 

mechanism explains the experimental results where EHB1 inhibits IRT1 by a direct interaction, 

regulating the iron uptake (section 4.4, Publication IV). 

As shown in this work, there are still methods that need to be generated in order to 

facilitate computational studies of membrane systems (PACKMOL-Memgen). Through the 

multiple systems studied, the present thesis shows how state-of-the-art structural bioinformatics 

and computational biophysics tools can be used to study complex membrane and 

membrane/protein systems. The available techniques allow to generate structures of membrane 

proteins with sparse residue-residue contact information (ETR1), to calculate thermodynamic 

free energies of dimerization and conformational changes of membrane proteins (PlaF), and to 

analyze the dynamics of association to membrane surfaces from peripheral membrane proteins 

(EHB1). These methods are extendable to systems with comparable problematics, especially 

considering the constant increase in computational power, providing atomic-scale simulations 

of systems that would otherwise be difficult if not impossible to study by conventional 

experimental approaches. 
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