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1. Abstract

Excitatory amino acid transporters (EAATS) terminate synaptic transmission
by taking up glutamate from the synaptic cleft and moving it back into nearby
neurons and glial cells. Thereby, EAATSs ensure low extracellular glutamate con-
centrations in the brain and permit reliable high frequency signal transduction
in excitatory synapses. Under pathological conditions, e.g. ischemia, impaired
EAAT function leads to accumulation of glutamate in the synaptic cleft, causing
glutamate excitotoxic effects.

Concentrative glutamate uptake is achieved through a secondary active trans-
port cycle, which couples the uptake of one glutamate molecule to the co-transport
of three Na™, and one HT, with the counter-transport of one K*. This coupling
stoichiometry permits glutamate accumulation up to 10%-fold gradients. X-ray
crystal structures of the prokaryotic EAAT homologs Gltpy, Glttk, and the hu-
man glutamate transporter EAAT1 have revealed the position of the substrate-
and the Na'-binding sites, and defined two hairpin-like structures that serve as
gates to regulate access to the substrate-binding pocket.

Glutamate transport involves at least two major conformational changes: ex-
tracellular gate opening and closing, and transmembrane translocation of the
transport domain harboring the substrate and ion-binding sites. It has recently
been established that substrate binding causes subsequent extracellular gate clo-
sure, and this induced-fit binding mechanism has been shown to confer substrate
selectivity. In contrast, the coupling between cation binding and conformational
changes is still unclear.

Here, we perform extensive all-atom molecular dynamics simulations to study
the coupling mechanisms between Nat, K+, and H" binding and extracellular
gate dynamics. Our molecular dynamics simulations suggest that the binding of
two Na™ prior to substrate binding induces gate opening via a conformational
selection-like mechanism, and we define the allosteric interaction network under-
lying this Nat—gate coupling. We confirmed these results through stopped flow
fluorescence spectroscopy experiments, and we identified two point mutations,
M311A and R397A, in Gltpy, that uncouple Na* binding from gate dynamics by
selectively altering Na™ binding or the Nat-induced gate opening. The coupling

mechanism involves Na™ binding to the so-called Nal and Na3 sites: Nat bind-



ing at Nal is preceded by a binding pocket rearrangement, while Na3 binding
involves passage through the Nal site. We show that only occupation of both
sites ensures complete gate opening to permit subsequent substrate binding.

Moreover, we show that K™ binding is also coupled to extracellular gate dy-
namics, but exerting an opposite effect to Na* binding and causing hairpin closure
in EAAT1. Similarly to Na*, the coupling to K* is driven by allosteric interac-
tions, which we demonstrate by disrupting it with mutations that destabilize the
open state (E386Q), E386D, and R459A EAAT1) or increase the flexibility of the
hairpin (L428A EAAT1). Finally, we show the physiological role of the putative
H*-acceptor site, demonstrating that protonating it stabilized the closed state of
the extracellular gate.

In summary, Na®™ binding causes extracellular gate opening via a confor-
mational selection-like mechanism, which permits induced-fit substrate binding
causing gate re-closure, which finally permits transmembrane translocation. Our
analysis reveals how the energetic coupling of the extracellular gate to ion and
substrate binding forms the molecular basis for secondary active glutamate trans-

port.



2. Introduction

2.1 Physiological role of Excitatory Amino Acid

transporters

Glutamate is the predominant neurotransmitter used in excitatory synapses in
the mammalian nervous system. In order to achieve the highly sensitive and
specific signal transmission typical of excitatory synapses, glutamate needs to
be eliminated from the synaptic cleft through a fast and specific uptake. This
need is a product of the fundamental role that glutamate plays in excitatory
signaling, and the neurotoxicity for which high glutamate concentrations are re-
sponsible. Example of this double requirement for keeping low synaptic gluta-
mate concentration are the physiological functions, i.e. learning and memory
[1], and the multiple pathologies in which this neurotransmitter is involved, such
as schizophrenia, Alzheimer’s disease, multiple sclerosis, traumatic brain injury,

epilepsy and ataxia [2-7].
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Figure 2.1: Schematic representation of an excitatory synapse, formed by the
presynaptic and postsynaptic neurons and a glial cell. The position of glutamate
receptors and the excitatory amino acid transporters are shown. The role of
EAATS is to take up the released glutamate and thus to keep a glutamate gradient

across the cell membrane.

This crucial role of maintaining up to 10%-fold gradients between intracellular
(~10 mM) and extracellular space (in the nM range), is played out by excita-
tory amino acid transporters (EAATS). These are secondary active transporters,
which exploit the electrochemical potential difference maintained across biologi-
cal membrane, in order to transport species against their concentration gradient
by thermodynamically coupling cotransport and counter transport of different
species; EAATS stoichiometry, in particular, includes co-transport of 3 Na™, one
H* (which move down their gradient) and counter transport of one K [8-10].
The stoichiometry of glutamate uptake is thus electrogenic, with the net trans-
port of two charges for each complete cycle, in contrast to the electroneutral
neutral amino acid uptake of the closely related ASCTs.

An added layer of complexity in EAATS role, is their ability to conduct CI™
currents, functioning as chloride channels thermodynamically uncoupled to glu-

tamate uptake and yet activated upon glutamate binding [11].



2.2 Glutamate transporter family structures

A plethora of Glutamate transporter family structures have been resolved: the
Pyroccocus horikoshii glutamate transporter (Gltpy,) was the first resolved struc-
ture in the family in 2007 [12]. Since then Gltpy, has been crystallized in different
occupation states and conformations, often with the aid of specific mutations,
so that most steps of the transport cycle have been elucidated [12-18]. Follow-
ing high resolution Gltyy structures [19] have been released and finally by the
EAAT1 [20] and ASCT [21] structures. The first EAAT crystal structure [20], in
particular, became available only recently, so most of the structural and compu-
tational studies carried out have used the archaeal homologs crystal structures,
in particular Gltpy,.

Table 2.1 presents a list of the structures currently available.



PDB ID | Resolution | Conformation Mutation Ligands Citation
(A)

Gltpp

2NWW 3.2 OF ,open TH Na®™ + TBOA

2NWX 3.29 OF, closed 7TH 2Nat 4 Aspartate (12]
2NWL 2.96 OF, closed TH Aspartate
3KBC 3.51 IF, closed TH, V216C, M385C 2Nat + Aspartate (13]
3V8F 3.8 IF, closed TH, V216C, M385C 2Nat + Aspartate (14]
3V8G 4.66 OF, closed 7H, V216C, M385C 2Nat + Aspartate

40YE 4 OF, closed TH, R397A apo (15]
AIZM 4.5 OF, closed 7H, L66C, S300C 2Na't + Aspartate

40YF 3.41 OF, closed TH, R397A Na™
5CFY 3.5 OF, closed TH, R397A 2Na't + Aspartate
4P3J 3.5 OF, closed TH, R397A, V216C, M385C apo (16]
4P19 3.25 IF, closed TH, R397A, V216C, M385C apo
4P1A 3.75 IF, closed TH, V216C, M385C TIt
4P6H 4.08 IF, closed TH TI*
4X2S 4.21 IF, closed 7H, R276S, M395R, L66C, S300C 2Nat + Aspartate [17]
6BAU 3.8 OF, closed 7H, R397C 2Nat + Cysteine
6BMI 3.9 OF, closed TH, R397C 2Nat + Serine (18]
6BAT 3.4 OF, closed WT 2Nat + Aspartate
6BAV 3.7 OF, closed R397C Na® + Benzylcystein

- 2.6 OF, closed - 3Na' 4 Aspartate 22]

Gltry

5DWY 2.7 OF, closed - apo (19]
5E9S 2.8 OF, closed - 3Na't + Aspartate

EAAT1

5LLU 3.32 OF, closed mutant II Na't + Glutamate
5MJU 3.71 OF, open mutant 1T TFB-TBOA + UCPH101 (20]
5LM4 3.1 OF, open mutant IT Na® + Aspartate + UCPH101
5LLM 3.25 OF, open mutant 1T Na™ + Aspartate + UCPH101
ASCT
6GCT 3.85 OF, closed 1no Glutamine 21]

Table 2.1: The available glutamate transporter family structures in this table

are divided by protein homologs; OF stands for outward-facing, IF for inward

facing; open and closed refer to the state of the hairpin; the structures used for

this study are shown in boldface.

In light of the sequence identity of ~30% between different structures (i.e.

37% between Gltp, and EAAT1), the similarity in structure between homologs is

staggering. Not only the general division in domains and the respective positions

of monomers is perfectly overlapping, but even the majority of the residues in the

functional sites are oriented in a comparable manner. Due to this high similarity,

we will present Gltpy, structure as the archetype of the family, commenting on

important differences when necessary.



Gltpn has a trimeric structure, composed of identical monomers (Fig. 2.2),
arranged in order to form a large hydrophilic basin (diameter of ~50 A) on the
extracellular side, which encompass about half of the membrane plane (with a
total depth of 30 A and ~15 A of depth across the membrane) [12].

Each monomer is composed of eight transmembrane helical domains and two
helix-turn-helix hairpins (shown in red in Fig. 2.2 and named HP1 and HP2).
The two helical hairpins form the structural basis for the extracellular gate. The
three monomers interact through their trimerization domains (shown in blue in
Fig. 2.2), which form the base of the bowl-like soluble basin, while the transport
domains (shown in yellow in Fig. 2.2) line the sides of the bowl. The trimerization
domain is composed of TM1, TM2, TM4 and TM5, while the transport domain
contains the TM3, TM6, TM7, TMS8 transmembrane helices, and the two hairpins
(HP1 between TM6 and TM7, HP2 between TM7 and TMS).

The tips of the HP1 and HP2 directly interact in the structures denominated
as closed (i.e. in Gltph onasubstrate 1 [12] and Gltpy, apo in [16]); just behind the two
hairpin lays the binding pocket for the negatively charged amino acid (which we
will call from now on substrate) and the Na™, lined in the back by TM7 and TMS,
the first of which is interrupted by an unstructured region corresponding to a five-
residue highly conserved motif (NMDGT). In the apo crystal structures [16], the
NMDGT motif undergoes a rearrangement, with M311 moving away from the
substrate binding site and pulling the motif away from TM4, while at the same
time TM3 retrieves away from TM7, with N310 moving away from N401, which
rearranges in order to occupy part of the Nal site. HP2 is generally completely
wound, irrespectively of its position, but it partially unwinds in Gltpy apo, with the
formation of a longer loop that includes the last residues of the first helix, HP2a.
All of these rearrangements in the structure describe the collapsing of Nal, Na2
and Na3 sites, so that Gltpy apo has a different binding pocket arrangement than
the Gltpy anasubstrate Structure, but the same compactness, which would allow for
the rigid body movement across the membrane described in [13]. Interestingly,
most of these changes can be reverted by the presence of Nat, as we can observe
in Gltpn na1 [16]), where the structure has been obtained in presence of Nat and
Nal occupation has been resolved. These observations demonstrate how Na™
occupancy might be enough to bring the binding pocket to the fully-bound state.

Similar results are observed for the apo inward structures obtained in [16].



Trimerization

»_— domain

Transport
domain

Figure 2.2: Gltpy, trimer is shown on the left as a topview from the extracellular
side of the membrane plane; the trimerization domain, transport domain and the
hairpins are indicated by arrows, as are the transmembrane domains. On the
bottom the monomeric structure is shown in the outward-facing (on the left) and
the inward (on the right) conformations, in order to emphasize the movement of

the transport domain along the trimerization domain and across the membrane.

The inward structure, obtained in [13], helps describing the alternating ac-
cess mechanism that characterizes the transport cycle of glutamate transporters.
In order to obtain this structure, a double cysteine mutation K55C/A364C was

used. While the internal structure of the transport and trimerization domains is



unaffected, the relative position of the two is modified: the two loops between
TM2-TM3 and TMbH-TM6 work as hinges, while the transport domain slides
along the trimerization domain, which anchors the monomer in the membrane
(Fig. 2.2). The movement consists of a 16 A translation across the membrane,
towards the intracellular side, and a 37° rotation. More recently, the structure of
the Thermococcus kodakarensis glutamate transporter (Gltry) has been resolved
with different ligand occupations in the outward-facing state, adding important
informations on key residues previously mutated (i.e. R397A)and the position of
the Na3 site [19, 23]. Despite the coupling to three Na™, until the Gltyy crystal
structure, the position of the third Na® was only speculated upon, with different
sites being proposed. It is important to note here that the Gltry structures were
the first ones to have a resolution high enough to directly position Na™ ions,
in contrast to the two sites previously found in Gltpy, which where interpreted
as Nat sites but were resolved with the aid of T1T soaking. Despite the strong
similarity to Na™, TIT could not sustain the uptake of the substrate, thus being
unable to effectively substitute Na®. One could speculate that T1* has chemical
characteristics closer to K*, but the direct resolution of the Nal and Na2 sites
in Gltry, confirms the site modeled previously in Gltpy. These structures also
directly show the third Na* position, which, interestingly were previously postu-
lated with the aid of molecular dynamics simulations. Another important point
in the new crystals, is the resolution of R399 (R397 in Gltpy) in Gltpy apo; this
residue was known to directly stabilize the negatively charged substrate in the
binding pocket and to have an impact on NaT-substrate coupling. Despite its im-
portance, Gltpy apo could not be resolved in earlier crystals without mutating this
residue to an alanine, and thus decreasing dramatically the transported affinity
for the substrate. The position of this arginine reveals to have a characteristic
distribution in the Gltpp apo and Gltpy onasubstrate Structures, similarly to what
previously observed for other residues in [16]. Despite the resolution of the third
Nat site and the presence of R397, the structural characteristic of the crystal
are rather similar to Gltpy apo, With a partially unwound HP2a, the extracellular
gate closed and a rearrangement of residues in the binding pocket that allows
for a very compact transport domain. The position of the residues coordinating
the resolved Nag site in Gltry, is similar to the homologous positions in Gltpy,

hinting at the occupation of this site in the previously obtained crystals.



Recently the first mammalian EAAT structure was resolved [20]. EAATS have
a similar overall structure, with the addition of an extracellular domain which is
believed to be site of a post translational N-glycosylation [20]. A thermostable
version of the transporter, with 75% of identity with the wild type, was used
to obtain the crystal structure. Despite the mutation, the protein still showed
substrate uptake and it maintained the stoichiometry and the inhibition profile
of the wild type. In this study, we use the residue numbering described for the
crystal structure in [20]. Addition of two isoleucine residues (M2311 and F235I)
was needed in order to crystallize the transporter in the inhibitor free form.
Overall, the EAAT1 structure is very similar to the Gltp, and Gltyy structures,
with a trimeric organization and the clear distinction of a transport domain and
a trimerization domain, but with the addition of a bulkier extracellular side. The
position of the substrate binding site is conserved and so is the one of Na2, which
could be resolved in the crystal structure, while Nal and Na3 were not resolved,
even though they are generally thought to be present due to the coordinating
residues position.

In the transport domain, the transmembrane helix TMS8 can here be divided
in three parts, namely TM8a, TM8b, and TMSc, the last of which protrudes in
the cytoplasmic side, while TM8b in particular directly interacts with HP1 and
HP2.

2.3 Mechanism of transport in the glutamate

transporters family

EAATSs are remarkable molecular machines, undergoing a transport cycle con-
sisting of multiple steps, at each of which some degree of control can be applied.

The general model used to describe the mechanism exploited by transporters
to move solutes across the membrane is the alternating access model, which calls
for a differential access to the binding pocket from the two sides of the mem-
brane, controlled by a conformational change. The transport of solutes across
the membrane can be described by the alternating access mechanism [24]; this
model calls for a conformational change that allow for differential access from the
two sides of the membrane. Transporters can be divided in classes due to the

specific molecular mechanism by which the differential access is guaranteed [25];

10



glutamate transporters are the prototypical example of one of these classes, the
one characterized by the elevator-like mechanism. This mechanism is character-
ized by the relative rigid-body movement of one domain, containing the binding
pocket, across the membrane and along a second domain, which plays a scaf-
folding role and is responsible for the oligomerization. Gltpy, is the prototypical
example of the elevator-like alternating access mechanism, with the trimerization
domain (Fig. 2.2) of each monomer interacting with the same domains of the
other monomers, keeping the oligomer together, while also fixing it in the mem-
brane; the transport domain, containing the substrate and Na™ binding sites,
undergoes a translational and rotational movement along the trimerization do-
main, responsible for a movement of ~18 A of the binding pocket (see movement
of transport domain across the membrane in Fig. 2.2).

Interestingly, the translocation mechanism is controlled by the state of the
extracellular gate, formed by HP1 and HP2; HP2 can move away from HP1, so
that the tips of the two hairpins are at a distance of ~12 A | which characterizes
the open state and does not allow free access to the binding pocket. This open
state is incompatible with translocation, due to the position of HP2, which would
clash with the trimerization domain during translocation. HP2 acquires then
the role of switch for the translocation process. Conversely, HP2 state depends
directly on the association of Na® (which induces opening) and the substrate
(which induces closure) [26].

These major structural and stoichiometric points of control are combined in
order to obtain a highly regulated process, in which the transporter can be in
the inward or outward-facing conformation, the gate might be open or closed
and a different set of ligand can bind at any time. At the same time, the differ-
ent regulation hubs are also interdependent: an open gate is incompatible with
re-translocation [16]; a stable intermediate state allows the uncoupled C1~ perme-
ation while shielding access to any other ligand from both sides of the membrane
[11]; Na™ and glutamate have opposite effects on the state of the gate [26]. Using
these observations and the stoichiometry information described in literature [10,

27] we can describe the entire transport cycle.

11
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Figure 2.3: The transport cycle for Gltp, and EAATSs are shown in concentric
ellipses (blue for Gltp, and green for EAATSs). The two cycles diverge in the

presence of a HT and a KT, which are not participating in the transport in Gltpy,.

Starting from an empty outward-facing conformation we can imagine two
scenarios depending on the gate state. It is not currently possible to discern
between the two states, but the current literature indicates that the extracellular
gate is closed in the apo state, at least partially. The binding pocket is at this
point inaccessible by the substrate and relatively dry. Opening of the extracellular
gate is coupled with binding of Na®™ [26]. The binding pocket is then ready
to accommodate substrate binding, and subsequently the third Na®™. At this
point, the EAAT1 and Gltp,, transport cycles diverge, with Gltpy, in a closed
state and ready for translocation and EAAT1 additionally binding one H* before
undergoing the elevator-like movement. The fully-bound transporters are now
presenting the binding pockets on the intracellular side, and the intracellular

gate opens, in order to allow for the release of the ligands. The opening of the

12



intracellular gate has been proposed to involve movement of HP1 away from HP2
but has not been yet thoroughly investigated. The two cycles diverge again at
this point, with EAAT1 needing one K™ to bind before re-translocation and Gltpy,
re-translocating empty. The K*-bound transporter then faces the extracellular
environment where the KT is released. At this point the two cycles converge
again to the first step, with an empty transporter facing the extracellular side.
Thus, the general organization of the transport cycle in EAAT1 and Gltpy, is
rather similar, with some fundamental points of diversion that characterize the

stoichiometry of the two homologs.

2.4 Substrate binding pocket and the NMDGT

motif

The substrate binding pocket lies directly beneath HP1 and HP2 and is made
accessible by a rearrangement of HP2 that brings the transporter to the open
state. This rearrangement is necessary to the priming of the transporter for
substrate binding, as the distance between the tips of HP1 and HP2 (2-5 A) is non
permissive for substrate access to the binding pocket. In the binding pocket, the
sequence similarity between Gltp, and the EAATS jumps from ~37 to ~60-80%
(depending on the definition of binding pocket), so that only a few key residues
differ between the homologs. The binding pocket is enclosed by TM7 and TMS8
(which line the back of the pocket) and the two hairpins. A highly conserved
motif, NMDGT, which characterizes the glutamate transporters family, lies in an
unwound region which divides in two TM7 and provides residues important for the
coordination of both the substrate and Na™. On HP1, arginine 276 is substituted
by a serine or alanine in EAATS; the backbone of these residue interacts with the
bound aspartate and is part of one Na™ site, namely site CT, and forms a salt
bridge with residue D394 in the Gltp,, inward-facing state; the double mutation
R276S/M395R (in order to mimic the arginine in TM8 found in EAATS) increases
the activity of the transporter [17], even though the substrate is coordinated
by the backbone atoms of this residue and is thus unaffected. Asparagine 310
partially occupies the Nal site in the apo state, while it coordinates Na™ at the
Nal site in all Na™-bound simulations. Methionine 311 sits between Nal and

Na2 in the bound state and points towards HP2. Interestingly, when only Na* is

13



bound, the tip of M311 assumes a position that would clash with the open state
of the hairpin. Aspartate 312 is involved in coupling of both Nal and NA3, while
ensuring the bound-like state of the NMDGT motif.

Figure 2.4: On the left is shown a Gltp, monomer (Gltpy oNasubstrate), the sub-
strate and Na™ sites are highlighted. On the right, the binding pocket is magni-
fied; residues interacting with the amino acid (here in transparent orange spheres)

are shown in sticks.

Threonine 314 undergoes a rearrangement between Nat-bound state and apo
state, similarly to other residues of the NMDG motif, while changing partners
and stabilizing the bound position of R397 and N401. Threonine 314 is substi-
tuted by an alanine in ASCTs; when mutated to threonine to mimic the gluta-
mate/aspartate transporters, the neutral amino acid exchange is reduced and the
affinity to aspartate increased [28], suggesting an important role of this residue in
substrate recognition. On HP2, Threonine 352 contributes to the coordination of
the Na2 site, while also controlling the affinity to the substrate; mutation of this
residue to alanine increases ~15 times the affinity to glutamate, while the double
mutation T352A /M362T increases glutamate affinity up to 130-fold [29]. Inter-
estingly, the single mutant M362T increases glutamate affinity but does not elicit
glutamate uptake. Two glycine residues, G354 and G357 confer high flexibility
to the HP2b helix, allowing the hairpin to adapt to the bound substrate while
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closing (allowing V355 and A358 to interact with the aspartate alpha and beta
carboxylate group, respectively). G354 might also have a role in substrate recog-
nition in the early steps of binding. G354 stabilizes the closed state by forming
a bond with serine 279; G357 has a similar effect, forming a hydrogen bond with
D394. Interestingly, this aspartate is not indispensable to the correct function of
the transporter, while mutating D390, positioned just one helix turn higher, Na™
binding and transport dynamics are modified. In D390E Na™ binding is impaired
[30], while D390N cannot bind Na™ following the substrate binding.

Mutations of this residues have been showed to lock the transporter in a ob-
ligated exchanger mode [31]. Finally, mutating R397 [16, 32-34] in Gltp, and
EAATS3, abolishes the uptake of acidic amino acid and, in EAAT3, introduces a
serine exchange dependent on Na™ binding. Interestingly, the mutations T459R
(corresponding to R397) and A382T (T314) in ASCT1 have additive effects on
acidic amino acid affinity, indicating that there is cooperativity between these
two residues in the substrate recognition mechanism. Moreover, R397 also in-
teracts with Y317, a highly conserved residue on TM7 [35], through a m-cation
interactions and its neighbour Q318, which is a glutamate in EAATs and has a

crucial role in K™ coupling [36].

2.5 Na™' binding pockets

As previously described [16, 19], comparing the Gltpyapo and Gltpp ana substrate
structures, as well as the apo and the Na®™ bound crystals, in both Gltp, and
Gltry, a stark rearrangement of a series of highly conserved residues is coupled
to Na® binding. Residues from HP1, HP2, TM7 and TMS are participating in

Na™ coordination.
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Figure 2.5: The positions of the three Na*-binding sites are shown on the left;
on the right, a magnification of each site shows in sticks the residues involved
in coordination; Na3 position was obtained by superimposition with the Gltpy

structure, where the third Nat was resolved.

Of the 3 Na* coupled to the substrate uptake, initially only two were resolved
in crystal structures, with the aid of TIT soaking [12, 37]. The use of T1" has
brought some critics to speculate that the sites resolved might not be the ones
occupied during transport, especially since substrate uptake cannot be sustained
in presence of T1™ alone [38]. It has been demonstrated that T1T substitutes
more efficiently K™ ions in the mammalian isoforms, arguing for the possibility
that one or more of these sites might be K sites. Na™ at site 1 is coordinated
by S278 on HP1, G306 and N310 on TM7, and N401 and D405 on TMS.
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T314

Figure 2.6: The Nal binding pocket before (on the left) and after (on the right)
rearrangement are shown in the circle cutouts of the monomers, the residues in-
volved in the rearrangement are shown as sticks; on the bottom the same residues
are shown superimposed before and after rearrangement, in order to emphasize

their movement.

Interestingly, the mutation D405N decreases strongly the substrate affinity,
demonstrating the coupling between Nal and substrate binding [30]. The coor-
dination at Na2, instead, is obtained through residues of HP2 (S349,1355,T352)
and TM7 (T308). Due to its nature, the Na2 site is disrupted when the hairpin
opens. This observation, together with the fact that one Na™ binds after binding
of the substrate, suggests that Na2 might lock HP2 in a closed position once
fully-bound. Very similar sites were resolved at higher resolution in Gltry [19],
together with a third Na™ site, previously unidentified. These results suggest

that T1™ cannot substitute Na®™ at Na3 site and possibly sustain a productive
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transport cycle. Four different sites were proposed to be the then-unknown third
Na* binding site: a site involving T314, D312 and the substrate was proposed in
[39]; in [16] the CT site is coordinated by R276, V355, P356, D394 and T398; a
site involving N310, D312 and T92 was proposed [40]; in [41] show an evolution
of this site, deeply buried in the protein and coordinated by Y89, T92, S93, N310
and D312. The high-resolution Gltry structures recently resolved [19] confirmed
the results from [41], and have redeemed the long standing controversy on the
nature of the Na3 site; access to this site seems to happen through occupation
of Nal, maturation to Na3’ (corresponding to the site described in [40]) and fi-
nally hopping to Na3 site, which is buried away from solution once another Na*
ion binds at Nal. There is still a case to be made that Gltp, and Gltp, might
have different Na™ sites and thus the third Na® has not been yet identified, but
the perfect correlation between the TIT sites in Gltp, and the other two Na™
sites identified in this structure, together with the conservation of the residues
involved in the coordinate, render the argument rather weak. Comparing the
position of the residues coordinating the different Na™ sites in the apo and Na*-
bound conformations, a clear rearrangement of some residues can be observed.
The residues undergoing the most substantial shift in positions are M311, T314,
R397 and N401 (Fig. 2.6). N401 coordinates directly Na™ the Nal site, and it
partially occupies this site in the apo state; its rearrangement also decreases the
space available for R397 to be in the apo position. The space previously occu-
pied by R397 in the apo position is ulteriorly reduced by the rearrangement of
T314, which reduces the distance between TM7 and TMS. The arginine in 397,
probably driven by the rearrangements of its environment and the presence of an
additional positive charge, undergoes one of the starkest rearrangements; from
partially occupying the substrate binding pocket, almost parallel to the mem-
brane plane, it flips to a perpendicular position outside of the binding pocket and
interacts with T317 and D390 or D394. It is interesting to highlight here, how
R397 and T314 are involved in substrate recognition and thus their rearrange-
ment in absence of the substrate might indicate a priming of the binding pocket
for substrate binding in presence of Nat. Finally, the methionine in position
311 moves away from TM3 and moves toward TMS, driving a rearrangement of
the unwound NMDGT motif, freeing up the Na3 site and sterically hindering
the closed state of HP2. When mutating this residue a two-fold effect has been
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described: modified selectivity for the substrate [42] and the reduced coupling
between Na® and substrate binding [16]. Direct interaction with the substrate
and Na2 would explain the compatibility of the bound-like position of M311 with

a closed hairpin only in the Gltpy ona substrate transporter.

2.6 KT' binding pockets

Until recently the position of the K™ binding pocket was still unknown, even
though a number of mutations have been demonstrated to impair K™ binding or
coupling.

In a recent study from our group (personal communication, [43]) structural,
computational and mutation information allowed us to locate the K binding
site. The site is shown in Fig. 2.7, with the residues coordinating the K* ion in
stick form; the residue numbering corresponds to the crystal structure numbering
in [20].

Figure 2.7: The position of the K site, as identified in [43], is shown on the
left in a monomer of the EAAT1 crystal structure; on the right the binding
pocket is magnified, with the residues involved in coordination shown as sticks
and numbered according to EAAT1 crystal structure numbering; in parentheses,

the corresponding Gltp, positions are reported.
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Four interaction sites were uncovered through extensive molecular dynamics
simulations aimed at observing free binding; dwell time analysis allowed to ex-
tract Kq s for each site, while computational electrophysiology calculations [44]
combined with electrophysiological measurements of gating charges, proposed the
first of these sites as the one occupied during re-translocation.

Interestingly, this site explains some results previously published: mutation
of the residue corresponding to D405 in EAAT3 [45, 46] decreases the affinity to
K*; a similar result is obtained by mutating the corresponding to N310 and D312
(N366(QQ/D386E in EAAT3) [47]. On the other hand, some mutations that disrupt
the KT control of transport cycle, are not directly participating in the binding site.
For example, mutation of Y403 and E404 in EAAT1 and EAAT3 (corresponding
to Y317 and Q318 in Gltpy,) to an aspartate disrupt the K*-induced forward and
backward transport [35, 36, 48] and locks the transporter in a obligated exchanger
mode. The Y403F mutation is particularly interesting, while it increases the Na*
affinity, it also allows for proper function in presence of Li* and Cs*. Mutation
of R447 (R397) in EAAT3 seems to impair the interaction with the counter-
transported K™ [33], as does the S363R/R447M double mutation(corresponding
to R276 and M395 in Gltpy,) [49]. Due to the contribution of residues from sites
far from the identified site of K transport, additional information is needed to

pinpoint the residues contributing in the mechanism following binding.

2.7 Proton acceptor

The proton binding mechanism is still unknown, despite its strict coupling to
substrate uptake. Nevertheless, experiments could indirectly infer some charac-
teristics of the proton binding. Proton association precedes glutamate binding
(50, 51] and helps forming the high affinity binding pocket.
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Figure 2.8: The residue believed to be the site of the protonation in EAATS is
shown on the left, in a magnification of the binding pocket of EAAT1 crystal
structure; on the right, the corresponding residue, a glutamine, is shown in the

homolog Gltpy,.

It has been proposed that the residue E404 in EAAT3 (Q318 in Gltpy,) is the
site of protonation, on the basis of E373Q being pH-independent and the presence
of homoexchange [52, 53]. K and proton binding have been demonstrated to
be mutually exclusive [8]. As described in the previous chapter the same residue
was believed to participate in Kt binding and/or coupling to re-translocation.
This observation shows how K™ and proton binding are interconnected and is
thus difficult to distinguish the effect of one mutation on one or the other in
classical experiments. Adding the information that Na* and K* binding are pH-
dependent, so that changes in pH shift the binding curve and thus modify the
affinity for these ions, demonstrates how tackling this problem requires a new

approach.
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2.8 HP2 as the extracellular gate and its con-

formational changes

The crystal structures have uncovered the molecular nature of the extracellular
gate, which is formed by the two helical hairpins sitting in front of the binding
pocket, hairpin 1 (HP1) and hairpin 2 (HP2). The opening of the extracellular
gate is given by the movement of HP2 away from the binding pocket and the
tip of HP1. The state of HP2 is the main responsible for the ability of the
transporter to translocate across the membrane: an open hairpin, and possibly
also the tip-open hairpin, is incompatible with movement across the membrane,

since the transport domain has to slide along the trimerization domain during

the elevator-like movement that characterizes the translocation [16].

Figure 2.9: Magnification of Gltp, monomers in the closed (on the left) and open
(on the right) conformations, with the hairpins highlighted in red; the residues
used to measure the distance between the two hairpins, are indicated as small

spheres; the mean distances between tips of the hairpins are shown.

In the snapshots obtained by crystallization, five distinct states of the hairpin
can be recognized: closed and wound in the fully-bound state (Gltpp ona substrate)
[12, 13]; closed but partially unwound in the apo state (Gltpyapo) [16]; open
half-way or tip-open in the Na®-bound structure (Gltpnna1) [16]; Additionally,

it was previously shown how two Na® binding is coupled to opening of HP2
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and precedes the substrate binding [26], while binding of Na™ after substrate
association is coupled with closure of HP2 [26, 39]. Despite the relevance of
coupling between HP2 and ligands binding, no study has analysed in depth how
each HP2 conformation contributes to the transport cycle and how its dynamics

are controlled by association of the different ligands.

2.9 Conformational selection and induced fit

The classical description of binding of a ligand to a protein is described by a rigid
body collision, which does not involve a change in conformation of the protein.

This model can be expressed by the system:

dE]/dt \ _ [ ~konlL] koss [E]
d[EL]/dt kon[L]  —kofy [EL]

In which k., and k.g are the forward and backward rate constants for ligand
association (Fig. 2.10). The solution of this system represents the most used

model for fitting observed rates of binding:

kobs - koff + kon[L]

This simplified model cannot always describe the observed rate (kops) mea-
sured in experiment, since the rigid body collision approximation cannot take
into account any conformational change that participate in the binding process.
Complex ligand binding mechanisms including a conformational change have his-
torically being divided in two broad categories: conformational selection and
induced fit (Fig. 2.10). The induced fit model [54] predicts that a conforma-
tional change of the binding pocket, which increases the affinity of the protein
to the ligand, is induced by the association of the ligand. In the conformational
selection mechanism [55], the protein is in equilibrium between multiple states,

with the ligand binding to a preexisting conformation and stabilizing it.
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Figure 2.10: The kinetic models representing conformational selection and in-
duced fit are presented here, the corresponding rate constants are shown along
the structure-structure transition; on the bottom a simulation of each mechanism

is plottes, together with the hyperbolic function describing the respective models.

The first mechanism, induced fit, can be described by the system [56]:

d[E*]/dt —kon [L] koff 0 [E*]
dE«L)jdt | = | ko[L] —k —kops ke [E + L]
d[E]/dt 0 k, —k, [EL]

We can then calculate two solutions, each corresponding to one non-zero eigen-
vector (A and Ag):

ke + kv + kopr + kon[L] £ \/ (Ko + kon[L] — ke — k)2 + dkickon[L]
2

Atz =
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When the rapid equilibrium approximation applies, so that the conforma-
tional changes are much slower than binding and dissociation, the solution for

the dominant, slower process, can be expressed as:

L
kobs:ke+kr [ ]

Kq.+[L]
Similarly, the conformational selection mechanism can be described by the
System:
d[Ex]/dt —k, ke 0 [Ex]
d[E]/dt = k. —ke —kon|L]  kogs [E]
d[EL]/dt 0 Eon|L] —koss [EL]

With the two eigenvectors defined as:

ke + kr + kopp + kon[L] £/ (koss + kon[L] — ke — k)2 + 4k ko g
2

Ao =

In the rapid equilibrium approximation the solution for the slower process can

be expressed as:

Ky
Kobs = Ky + kem
Both of these models introduce a second couple of rate constants, k, and ke,
which characterize the forward and backward rates of the conformational change.
Discerning between the two cases in canonical experiments is challenging, since
usually equilibrium properties are measured (i.e. increase in the concentration
of the bound species). Even when kinetic experiments are performed it is not
easy to relate the observed rate to one of the two mechanisms, due to low time
resolution and the difficulty of univocally assigning the intermediate state.
When the rapid equilibrium approximation is valid, so that the rearrangement
in conformation is the rate limiting step of the binding process, the observed rate
of binding will increase with increasing ligand concentrations for the induced fit

mechanism, and decrease for the conformational mechanism [56-59] (fig. 2.10).
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Figure 2.11: Simulations of observed rate versus ligand concentration plot for
the conformational selection mechanism, with different k.g values; for ko>>k.g
the relationship between observed rate and ligand concentrations is inverted, so

that kgps increases with ligand concentration.

On the other hand, when the conformational change is not the rate limiting
step, two cases can be drawn for the conformational selection scheme: when
kog>ke the decreasing behavior shown for the rapid equilibrium approximation
is maintained, while when k,>k.g the observed rate increases with the ligand
concentrations also in this scheme [56, 59| Fig. 2.11. In the induced fit mechanism
the observed rate increases with the ligand concentration independently of the
relationship between k.g and k..

A more realistic scheme includes elements of the two mechanism and takes
into account the possibility that one binding event might happen through different
paths, including elements of induced fit and conformational selection.

A study from our group has addressed the mechanism of hairpin closure after

substrate binding [60], demonstrating that the process is characterized by an
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induced fit mechanism. Since the chemical nature of the substrate determines
the efficiency of inducing the conformational change, different saturation level for
compounds diverging for only one substituent demonstrated the induced nature
of this change. Interestingly, when the protein was preincubated with 5 mM Na't,
kops was dominated by a slow response to rapid application of the substrate, while
preincubating with 400 mM Na™ the dominant rate was the fast one [60]. These
observations suggest that reaction to Na™ might not be described by an induced

fit mechanism.
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3. Methods

3.1 Computational methods

3.1.1 MD simulations

Molecular dynamics simulations were performed using the package GROMACS
5.1.x [61] and the AMBER99SB-ILDN [62] force field with the improved ion pa-
rameters described in [63]. The lipid bilayer consisted of palmitoyl-oleoyl phos-
phaditylcholine (POPC) described in [64]. Parameters for soluble amino acids
where adapted to the AMBER force field from [65]. Water was modeled using
the SPC/E water model [66]. The initial structures where downloaded from the
Protein Data Bank (PDB). The missing residues and atoms from the crystal
structure where filled in using MODELLER [67]. The same package was used
to revert the mutations used in the crystallization process, seven histidines were
reverted to the original amino acid for all of the structures and one alanine was
reverted to arginine in the apo (Gltppapo), and Nat bound (Gltpyna1) struc-
tures. Hydrogen atoms were modeled through virtual sites, in order to increase
the timestep to 4 fs to increase the computational performance.

The proteins were embedded in an equilibrated solvated POPC membrane
using g_membed [68], according to the position indicated in the Orientations of
Proteins in Membranes (OPM) database [69]. The membrane was chosen ac-
cording to [70], where it was demonstrated that Gltpy, is functional in POPC
membranes; moreover, the POPC-based membrane is regularly used for compu-
tational studies of this transporter (see [71] as an example). Simulations were
performed on trimers in a cubic periodic box of dimensions ~140-140-110A to
ensure a minimum distance between the protein and its nearest periodic image
of ~30 A in every direction. The default protonation state at neutral pH was
used for all residues, otherwise else specified. The NaCl concentration was set
to 400 mM. The simulation temperature was 310.15 K. In order to increase the
probability of Na® binding we chose a high salt concentration, but we are re-
assured in our choice by the fact that Pyroccocus horikoshiii is an extremophile
which thrives at high salt concentration and, in our experiments, the protein is

still functional in NaCl concentrations up to 1 M.
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Figure 3.1: A typical MD box used our simulation is shown in gray. Inside,

Gltpy trimer is embedded in a lipid bilayer and soaked in water and NaCl.

The equilibration was performed in three steps, using the v-rescale thermostat
[72] and the Berendsen pressure coupling [73]. A 4 ns MD run with positional
restraint on the lipids in the z-direction and positional restraint on the heavy
atoms of the protein, ensured a first stabilization of the membrane. A second
equilibration of 800 ns with position restraint on the protein heavy atoms allows
for the membrane to properly pack around the inserted protein. Finally a last
equilibration of 10 ns with backbone-only restrains guarantees the rearranging
of the side chains maintaining the overall structure. The length of each step
of equilibration was chosen to ensure convergence of both the box dimensions
and the number of contacts between the protein and the lipids. Free MD was
started from the structures resulted from the equilibration, removing all position
restraints. The velocities from the last equilibration step were retained in order
to use the Parrinello-Rahman pressure coupling [74]. The structural stability of
the protein was checked ensuring that the Root Mean Square Deviation (RMSD)
calculated for the backbone, excluding hairpin 2, was consistently between 1.5
and 2 A.
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3.1.2 Principal Component Analysis, Essential dynamics

and Umbrella Sampling

Principal component analysis is a statistical analysis used to reduce the complex-
ity of a data set, in order to extract the principal components of a certain set
of data, based on the observation that a small number of components describes
the majority of the diversity found in molecular dynamics data sets, while the
majority of these components represent small fluctuations and can be considered
as being constrained [75, 76]. In order to obtain these components a covariance
3Nx3N matrix (with N being the number of atoms to analyse) is constructed
and diagonilized in order to extract the eigenvalues and eigenvectors. The eigen-
values are then reordered in decrescent order, the eigenvectors corresponding to
the highest values of eigenvalues will then be the principal components. We used
a single coordinate to explore the free-energy landscape underlying hairpin dy-
namics, in order to minimize computational expense and simplify the analysis.
We used cartesian PCA on a concatenated, monomeric trajectory, containing
multiple free MD trajectory started from Gltpy ana substrate (PDB ID:2NWX), in
presence and absence of the substrates, and the TBOA bound crystal structure
(PDB ID:2NWW) with the inhibitor removed. These simulations contained spon-
taneous hairpin opening as well as the extreme conformations observed during
the simulations. We applied rotational and translation fitting using as reference
group the backbone atoms of the transport domain, the same group was used
for the PCA calculations. We chose to concentrate on a subset of atoms for
PCA in order to reduce the noise due to motions uncorrelated to hairpin dynam-
ics. Essential dynamics sampling could then be used to drive the progression of
a simulations along one of these components, describing collective coordinates.
The biasing coordinate chosen for free-energy calculation was the first eigenvector
obtained by the PCA analysis.
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Figure 3.2: Schematic representation of the Umbrella Sampling method; an ex-
ample of biased probabilities (shown on top), obtained by applying an harmonic
potential to the system along a coordinate of interest, in order to obtain over-
lapping sequential probabilities; from the biased probabilities the energies can be
extracted (shown on the bottom, in colors); the Weighted Histogram Analysis
Method can then be used to translate these energies, in order to reconstruct the

‘true’ energy (shown in black).

To obtain the conformation of interest we then applied Essential Dynamics
(ED), in order to enforce a constant progression over time along the chosen co-
ordinate. The ED was carried out at a slow pace, with the change between
closed and completely open taking 1.5 us to ensure the minimum possible bias
on the rest of the protein. The method used for the free-energy calculation is
the Umbrella Sampling (US), in which an harmonic potential is applied to each
conformation of interest, to obtain a series of umbrella windows. To impose the
bias we used the code for conformational flooding, as implemented in gromacs
(77, 78]. The potential was applied in two equilibration steps to minimize bias: in
the first run, a potential with a force constant of 1000 kJ-mol~!-nm~2 was applied

for 10 ns with the Berendsen barostat; and the final conformation was used to
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start the production run, with a force constant of 1000 kJ-mol~!-nm~2 with the
Parrinello-Rahman barostat, from which the first 35 ns were discarded as equi-
libration. The force constant was chosen to ensure a gaussian distribution for
the biased coordinate. In order to estimate convergence of our calculations, the
lengths of the production simulations were determined from the time-dependent
overlap of unbiased probability distributions for the complete data set with those
obtained for non-overlapping 10-ns blocks (Appendix WT apo: 195 ns; WT Nal:
175 ns; WT Na3d: 235 ns; WT Nal Na3d: 115 ns; M311A apo: 195 ns; M311A
Nal Na3: 115 ns; R397A apo: 175 ns; R397A Nal Na3: 175 ns). Statistical
errors were calculated with the Bayesian bootstrap method using 30 bootstrap
samples. We applied the Weighted Histogram Analysis method (WHAM) [79,
80] to obtain unbiased probabilities.

3.2 Experimental methods

3.2.1 Protein expression and purification

The mutant constructs were generated using PCR-based mutagenesis and verified
by DNA sequencing. Expression was performed in Escherichia coli Top10.

After re-transformation, single colonies were picked and inoculated in 5 ml
precultures and grown overday, a second 100 ml preculture was grown overnight,
both at 37°C. The next day a 450 ml culture was inoculated to obtain an OD
at 600 nm of 0.1, and then grown at 37°C until an OD of 2.5 was reached. The
induction was performed with 1% L-arabinose, and the protein was expressed for
4 hours at 37°C and 160 rpm. The bacteria were harvested by centrifugation and
then frozen at —80°C. After sonication and centrifugation, the supernatant was
ultra-centrifuged (1h at 45,000 rpm). The obtained pellet was resuspended in
sucrose buffer (250 mM sucrose, 20 mM Tris, 200 mM NaCl) and then solubilized
at high DDM concentration (200 mM DDM, 20mM Tris, 200 mM NaCl) for
1.5 hours at 4°C. After another round of ultra-centrifugation (30min at 27,000
rpm), the supernatant was applied to an Ni-NTA-agarose in a binding buffer
(20 mM Tris, 200 mM NaCl, 55 mM Imidazole) and incubated in a rotating
support overnight. The protein was eluted in a buffer containing 20 mM TRIS,
200 mM NaCl, 1 mM DDM at pH 7.4 and then applied to an Akta column for size
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Figure 3.3: Schematic representation of the protein purification process for Gltpy,.
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exclusion chromatography, in order to collect the protein from a mono-dispersed
peak. Proteins were stored at 4°C for rapid measurement and at —80°C for longer
delays. For Na'-free experiments, three rounds of buffer exchange in disposable
salt exchange columns were performed in 200 mM ChCl, 20 mM TRIS, 1 mM
DDM at pH 74

3.2.2 Stopped flow fluorescence measurements

In our experiments we use a fluorescent reporter, in which a tryptophan is inserted
in the tryptophan-free protein, thus conferring a fluorescence signal dependent
on Na™ and the amino acid association. The mutant was described in [81] as
a reporter for Nat binding to Gltpy: an increase of fluorescence is elicited by
Na*t application, while a decrease in fluorescence is obtained when applying the
substrate in presence of Na*. Since the increase in fluorescence upon Na™t appli-
cation is counteracted by a decrease in fluorescence upon aspartate addition, and
it was previously described that Na™ and aspartate have opposite effects on the
hairpin [26], these two observations bring to conclude that the F273W mutant

reports on the movement of the extracellular gate.
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Figure 3.4: On the left, the position of the F273W mutation in the monomer,
together with the Na't positions for reference, are shown on the left side, while

on the right is the excitation curve for the mutant presence and absence of Na™.

The stopped flow technique allows fast mixing of two reactants: a flow phase
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is stopped in order to let the reaction start; an initial part of the reaction happens
between the stop and the first observation, the time elapsing between these two
points is defined as the dead time. The dead time is characteristic of the machine
and the solutions used for the experiments and can be reduced by increasing the
rate in the flow phase.

Kinetic fluorescence experiments were performed in a BioLogic Science In-
struments SFM400 or a uSFM. Figure 3.5 shows the schematic of a stopped
flow machine.
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Figure 3.5: Schematic of a stopped flow machine driven by step motors: two
syringes are pushed at the same time, the content of which gets efficiently mixed
in a mixer, it then reaches at a high flow rate the cuvette with a short delay
time; the flow is then stopped by the stop syringe, the sample gets excited and
the fluorescence is collected by the light detector.

Excitation was performed at 298 nm with a 298HT05-50U bandpass filter,
with 297.7 £ 1.5 nm as central wavelength (CW) and 5 nm + 1 nm as full width
at half maximum (FWHM), while the emission was filtered at 340 nm through
a ET340/40x bandpass filter, with CW of 340 nm and FWHM of 40 nm. The
experiments were performed at 20°C. The theoretical dead time was 1.5 ms; the
dead time was calculated by NATA-NBS reaction as 12 ms for the uSFM using

our buffers.

3.3 Data Analysis

Simulation data were analysed with GROMACS tools and ad-hoc python scripts,
with the aid of the NumPy [82] and SciPy [83] libraries and the MDAnalysis
[84], DEAP [85], SCOOP [86] packages. Error bars for the probability profiles
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correspond to the standard deviation (SD) of 30 bootstraps and are represented
as shadowed areas. Error bars for the kinetic experiments represent the SD of 3-
10 independent experiments of which the mean is shown. The curves fitted to the
kinetic data are obtained by running a genetic algorithm with 5000 generations
for 30 times independently, all curves are shown in the plot; the estimated kinetic
rates represent the mean of the independent runs and the errors represent their
SD. All plot where prepared in python with the aid of the matplolib [87] and
seaborn [88] libraries. Figures of protein structures were generated with PyMol
89].
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4. Results

4.1 Computational studies of Glt,,

4.1.1 MD simulations of Gltp, reveal spontaneous gate

opening in apo structures

In order to investigate the behavior of the extracellular gate in presence and ab-
sence of Na™, we set up multiple MD systems.The accepted model describes a
coupling between Na™ binding and opening of the extracellular gate [26, 51], but
the underlying molecular mechanism has not been uncovered. Each of the clas-
sical models, induced fit or conformational selection, could potentially describe
the Na*-hairpin coupling, since it involves a binding event and a conformational
change. In an induced fit scenario, the Na™ ions would bind to the closed hairpin
with low affinity, inducing subsequently its opening and thus increasing the Na™
binding affinity, while the conformational selection mechanism presents a sce-
nario in which the hairpin is in a dynamic equilibrium between open and closed
states, with the open state having a higher affinity for Na*; the Na™ would then
preferably bind to the open state, inducing a population shift towards this state.
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Structure Conformation Identifier Time Structure Conformation Identifier Time

Ligands (ns) Ligands (ns)
Gltph,apo OF closed Gltph,rBOA,Na1 OF open
apo Na*
MD1 474 MD22 2131
MD2 173 MD23 502
MD3 155 MD24 249
MD4 1055 MD25 243
MD5 649 MD26 246
MD6 2123 Gltpn,na1 OF open
MD7 2007 Na*
MD8 2039 MD27 45
MD9 2336 MD28 164
MD10 922 MD29 162
MD11 948 MD30 175
MD12 938 Gltpn,na1 OF open
MD13 936 2Na™
MD14 944 MD31 323
MD15 850 MD32 301
Gltph,apo,r273w OF closed MD33 325
apo MD34 319
MD16 240 MD35 320
Gltph,apo,F273w rR397a OF closed
apo
MD17 168
Gltph, 2Na,substrate OF closed 168
2Na" + Aspartate
MD18 534
MD19 173
MD20 169
MD21 157

Table 4.1: List of simulations used in this study, showing the crystal structure
used, the ligands present, the number of simulations and the simulation time for
the system; each system includes three monomers which are analysed indepen-

dently.

We start our analysis from the two Gltpy, resolved closed structures. These
structures where obtained in antithetical fashions: in presence of all the ligands,
with the aspartate and T1T density for Nal and Na2 resolved (Gltph oNa substrate);
and in absence of all ligands, with the addition of the R397A mutation, in order
to ensure a lower affinity for the substrate (Gltpyapo). In order to compare

the two cases, we reverted the R397A mutation in Gltpy ap,, before starting our
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simulations. Fig. 4.1 shows the distance distributions between HP1 and HP2 tips
for different simulations. While the maximum peak of the distributions for both
closed structures (Gltpp onasubstrate and Gltape) is in the closed state range (<6
A), Gltpn ona substrate 18 mostly described by one sharp peak, while Gltpy apo has
two distinct peaks for the closed state and is able to access values of hairpin tip
distances typical of the tip-open and the opened structures. These observations
suggest that, despite the high similarity between the crystal structures for the
Gltph apo and the Gltppanasubstrate (With a backbone RMSD of 0.35 A for the
structures), the dynamic behavior of the protein strongly depends on the ligands

occupation, with Gltpy apo being much more flexible than Gltpy ona substrate-
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Figure 4.1: Hairpin tip distance (measured as the minimum distance between
5279 and G354) distributions from long free simulations (Table 4.1) starting

from different crystal structures show a high variability of behavior.

In order to investigate the hairpin dynamics in the open state we focused on
the two available Nal-bound open outward-facing crystal structures, obtained
either in presence of the inhibitor TBOA (Gltpy tB0A Na1) Or With the aid of the

R397A mutation (Gltpy na1). In order to compare the behavior of the two struc-
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tures, we mutated R397A back to the wild type and eliminated the inhibitor.
Despite the identity in sequence and occupancy between the two modified struc-
tures, the hairpin tip distance distributions obtained by the unbiased MD do not
overlap. Gltpy a1 density peaks at ~8 A, with a smaller peak at ~10 A; the
whole density does not cross the 13 A mark, with even a small representation of
closed structures (~6 A). On the other hand, for Gltpy oA Na1 the probability
of distances below 8 A is negligible, with the main peak at ~13 A and a second
peak at ~16 A. When looking at the R397A reverted structure simulated in pres-
ence of Nal and Na3, we see an enrichment of distances higher than ~12 A, with
a partial overlap to the TBOA-deprived structure values. These results suggest
that occupation of the Na™ binding sites modifies hairpin dynamics, decreasing

the intrinsic flexibility of the protein, stabilizing different conformations.

4.1.2 Na' binding to the apo structure is very slow and

follows hairpin opening

To investigate the coupling of Na™ binding to hairpin dynamics it was important
to closely observe the dynamics of Gltpy, in the apo state. We set up independent
ps-long simulations of Gltpy apo, and collected the observed Na™ binding events.
Binding of Na® at Nal is a very slow process (Fig. 4.3A), so much so that we

were able to observe only a limited number of binding events (Fig. 4.2A).
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Figure 4.2: Time course of HP2 opening (measured as distance between 5279 and
G354 at the tip of HP1 and HP2, respectively) and Na't distance to the Nal site
in unguided MD simulations of trimeric GItPh starting from the outward-facing,
gate-closed, apo state (PDB ID: 4OYE). Results from independent simulations

with spontanecous Nal binding (5 out of 45 unbiased MD simulations).

We could not observe an unbiased binding to the Na3 site in any of our simu-
lations, indicating that the binding of Na™ at the Na3 site might be even slower
or might involve Nal as an intermediate step. In contrast, running a simulation
in absence of bound Na™ on a structure that was crystallized in presence of Na™,
Na* binding at site Nal happens much faster, while still no binding at the Na3

site could be observed.

41



GItPh,apo Gltph’apoNal
>
=
%)]
c
)]
©
>
=
o
©
QO
O
|
(a1
| | | ] [
0 5 10 15 20

Hairpin distance (A)

Figure 4.3: Representative time course of distance between hairpin tips and of
minimum distance of Na™ from the Nal site is shown on the left, while a cumu-
lative hairpin distance distributions from different simulations, before and after

Na* binding, is shown on the right.

Part of the difference in observed binding events might be explained by the
state of the hairpin: while Gltpy, ap0 has been crystallized in a closed conformation,
the Na*-bound structures where crystallized in open conformations. We then
investigate the possibility of a preferential order of events between Na® binding
and hairpin opening. The unbiased MD is the perfect tool to investigate this
possibility, since it retains order of events, in contrast to more computationally
expensive enhanced sampling techniques. Despite its usefulness, unbiased MD is
usually unable to reveal the true equilibrium properties of slow processes. The
few instances of unguided Na® binding events at Nal site all happened after
opening of the hairpin. This observation supports the hypothesis that the hairpin
opens irrespectively of Nat binding, as already suggested by the high hairpin
flexibility described in the previous section. The data obtained to this point
suggest a conformational selection mechanism for Na™ binding, but fail to explain
the delay time between hairpin opening and binding, suggesting that another
loosely coupled mechanism or rearrangement might be involved in the binding

events.

42



4.1.3 Order of Na* binding

The next question we addressed in order to characterize the role of Na™ was the
order of binding at the different sites. From the unbiased MD we can observe
direct binding at Nal but not at Na3. This observation suggests that Nal is the
first to bind, then followed by Na3 or that the binding of Na3 includes passage
through the Nal site, as previously suggested [41].

We analysed simulations with different Na® occupancies in order to extract
the behavior of each of the Na™. The simulations with Na™ occupying Na3 or Nal
and Na3 sites, present a stable coordination of the Na™ ions, compatible with the
corresponding crystal structure, both in absence and presence of the substrate.
When only Nal is present, instead, we notice an evolution of the coordination
over time: the distance from D312 tends to decrease, while the distance from
N310 increases; more surprisingly, the interactions with D405 and G306, residues

which characterize the coordination of Nal, are lost (Fig. 4.4).

~Na position Na position
in crystal structure after equilibration

Figure 4.4: The positions of Nal (on the left) and Nal’ (on the right) in the
binding pocket, togheter with the residues coordinating them; a dotted circle

shows the alternative position.

This rearrangement in the coordination is reflecting a movement of the Na™
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ion towards a more buried position within the protein, which brings the ion closer
to some of the residues that coordinate Na3 (namely Y89, T92, S93). This evo-
lution seems to indicate a progress towards the Na3 site, and thus the hopping
from Nal to Na3, but the process remains incomplete in all of our simulations:
the original Nal coordination is lost but the ion does not reach the Na3 coor-
dination state. This observation brings us to speculate that a following event
might be necessary to favor the hopping. This event might involve a confor-
mational rearrangement of the protein or the interaction with other Na™ sites,
which might confer the additional energy needed to induce the hopping thanks

to charge repulsion effects.

4.1.4 A binding pocket rearrangement is needed to prime
the Nal site

As described in the introduction, a series of rearrangements characterize the
change between the apo-like and the bound-like states of the binding pocket 4.5.
Rearrangements of the residues surrounding the binding sites may be involved in
the slow cooperative binding of Na™ ions to the Nal and Na3 sites in the absence
of aspartate (Ewers et al., 2013, Hénelt et al., 2015, Reyes, Oh et al., 2013), but
it is unclear how these conformational changes in the binding pockets are coupled
to HP2 dynamics and Na™ binding.

apo primed Nal bound

4
R397 R397 R397
T31 4 T314 7 T314

nge(ﬁ\ /GS13 313 ngsé{a\ 5313
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Figure 4.5: The Na™ binding pocket undergoes subsequent rearrangements with
different Na™t occupations: the apo and Nal Na3-bound structures correspond to
the crystal structures, while the primed and Nal-bound structures are snapshots

from representative free Na® binding simulations.

In order to investigate their role, we measured inter-residue distances for

residues around the ion-binding pockets, not including HP2 residues, in multiple
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independent unbiased MD simulations starting from the apo state (total simula-
tion time: ~50 us, Table 4.1 and ) with and without spontaneous HP2 opening
and Nal binding, and from the Nal/Na3-bound state (total simulation time:
~4.9 ps, Table 4.3). We then labeled each trajectory frame according to water
accessibility and Na™ occupation (apo, water-accessible/primed, Nal-bound, or
Nal/Na3-bound) and trained a support vector machine (SVM) classifier on the
inter-residue distances. The assigned functional states corresponded well to the
labeled ones (apo, 96.5%; primed, 95.1%; Nal-bound, 47.4%; Nal/Na3-bound:
100%). We next selected those residue pairs that closely interact (mean distance
< IOA) and present a significant distance-distribution change between states

(overlap with apo distribution < 50%).
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Figure 4.6: Concerted movements of residues precede and follow Nat binding, as
shown by the overlap of normalized distance distributions in the different states
with the apo state for the distance pairs between identified residues involved in

the conformational changes.

This analysis revealed that only few residues (Y89, G306, N310, M311, D312,
G313, T314, R397, T398, N401, and D405) move significantly during these rear-
rangements (Fig. 4.6). In particular, opening of HP2 is followed by an upward
movement of N401, which breaks the N401-310 interaction, a concomitant retrac-
tion of N310, which in Gltpy ap, partially occupies the Nal site, completes the
priming of the pocket for Nat binding increasing its water accessibility. While
this rearrangement primes N401 for the N401-T314 bond that characterizes the
Na™ bound structures, this bond does not form before Na® binding. The for-
mation of this bond might depend also on the state of the NMDGT motif, the
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unwound tract of TM7 which assumes different states due to M311 orientation.
Interestingly, when in its apo-like position, R397 seats right in between N401 and
T314, thus interfering with the formation of the bond and the correlated shift
in TM7. Binding of the first Na® ion induces the upward movement of R397,
while the initial movement of M311 frees up the Na3 site and is stabilized by a
weak interaction between N401 and T314. When both sites are occupied, R397
moves further away from the binding pocket, N310 positions itself between the
two bound ions and M311 flips upward to lock HP2 in the widely open state.
This observation highlights that the binding of Na™ at Nal not only must be
preceded by a pocket rearrangement, but also followed by an additional change,

in order to reach the bound-like structure.

4.1.5 Nal and Na3 are both needed to ensure the stabi-

lization of open hairpin state

Given the intrinsic slowness of the processes preceding Na™ binding, the low
number of binding events for Nal and the inability to observe spontaneous Na*
binding at the Na3 site, we proceed our investigation using enhanced sampling
MD. Enhanced sampling techniques are aimed at speeding up the progression
along one or more coordinates of interest. Some care has to be taken in deciding
when to use these methods, since the results strongly depend on the chosen co-
ordinates and their use does not generally preserve the order of events, i.e. the
cause-effect relationship. Here, we can use the unbiased MD to extract the order
of events for Nat binding and the coupled conformational changes; moreover,
the multiple long simulations allow us to obtain a sensible collective variable de-
scribing our measure of interest, hairpin distance. We used Principal Component
Analysis (PCA) in order to describe the complex conformational change of hair-
pin opening with one collective coordinate, reported by the first eigenvector. The
data set analysed consisted of several unbiased apo simulations, starting from
open and closed structures; we selected a subgroup of atoms to avoid unneces-
sary noise: the backbone atoms of the transport domain, excluding the loops.
The first calculated eigenvector has a high correlation to hairpin dynamics and
accounts for 50% of the variability in the data set.

We used umbrella sampling, applying a restraining potential to trap the pro-

tein in different conformations along the coordinate of interest; each conforma-
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tion was then sampled in independent simulations, named windows. The unbi-
ased probabilities were then extracted using the Weighted Histogram Analysis
Method (WHAM)[79, 80], which weighs the contribution of each independent
window and shifts the calculated energies in order to reconstruct the probability
density and thus the potential of mean force (PMF). We selected the Gltpy apo as
initial structure, to which we applied the restraining potential in order to mini-
mize the equilibration time, since the closure of the hairpin could only seldomly
be observed in our simulation, in contrast to the more probable event of opening

of the hairpin.
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Figure 4.7: The correlation between hairpin distances and eigenvector projections
is shown as a 2D kernel density plot, while the 1D densities are showed on the
side of the plot; the threshold for the open (orange) and widely open (red) states

are shown as dotted lines.

Fig. 4.7 shows the correlation between hairpin distance and eigenvector pro-

jection for the apo protein. A fitted line to this correlation allows to translate the
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thresholds extracted from the unbiased MD, to values of eigenvector projections.
Thanks to the calculated relation, we can cluster the eigenvector projection values
in different states, corresponding to the hairpin states described in the previous
chapters. The thresholds are represented in the plot as dashed lines, indicating
the closed, open and widely open states. These states correspond to the peaks
observed in 