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“Where the first primal cell was, there was I also. 
  Where man is, there am I. 
  When the last life crawls under freezing stars, there will I be.” 

       — DEATH, in: Mort, by Terry Pratchett 

 

 

 

 

“Right away I found out something about biology: 
  it was very easy to find a question that was very interesting, 
  and that nobody knew the answer to.” 

       — Richard Feynman, in: Surely You're Joking, Mr. Feynman! 
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Summary 

Death is not always a matter of accident. In many multicellular lifeforms including humans, the death 

of cells that have become unnecessary or even dangerous to the organism takes place through a regulated 

process termed apoptosis. This dissertation is based on three research projects that contributed to the 

understanding of three aspects of apoptosis: its induction, inhibition and execution (Figure 1). To tell 

these “three tales of death” in the proper context, the reader is provided with a short introduction to 

apoptosis with a focus on those aspects. 

The first project investigated the induction of apoptosis by the mycotoxin phomoxanthone A (PXA). It 

was shown that this small molecule targets the mitochondria and disrupts their form and function in 

multiple ways: it elicits a strong mitochondrial release of Ca2+, depolarises the mitochondria, inhibits 

the respiratory chain, and rapidly collapses the mitochondrial network into fragments. Cytochrome c, 

which is normally a component of the respiratory chain, is released from these damaged mitochondria 

and triggers the assembly of the apoptosome, thus leading to apoptosis. In the second project, a new 

regulatory feature was identified in the PI3K/PDK1/AKT signalling pathway that contributes to the 

inhibition of apoptosis. Through the newly found feedback loop in this pathway, inhibition or genetic 

deletion of AKT or PDK1 leads to an increase in PI3K expression that depends on the transcription 

factor FOXO1. The third project was concerned with the execution of apoptosis. During this final phase 

of the process, the cell and its components are disassembled and prepared for disposal and recycling. 

The transcription factor BMAL1, which is a component of the circadian clock that regulates day/night 

cycles in healthy cells, was characterised as one of the cellular components that are specifically targeted 

and degraded by the effectors of apoptosis. Through this mechanism, apoptosis inactivates the cellular 

circadian clock. 

Taken together, the findings of these three research projects and the corresponding publications may 

have implications for basic research on mitochondrial morphology and the circadian clock, and for 

clinical research on anticancer regimens that target the PI3K/PDK1/AKT pathway to induce cancer cell 

apoptosis.  
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Figure 1: Graphical summary. Apoptosis can be triggered by many stimuli including the mycotoxin phomoxanthone A 
(PXA; green panel). While PXA damages the mitochondria directly, induction of apoptosis almost always involves 
mitochondrial outer membrane permeabilization (MOMP) via recruitment of BAX and its association with BAK to form 
pores that allow the release of cytochrome c (CYCS). Release of CYCS results in assembly of the apoptosome, which 
activates the initiator caspase CASP9. This is prevented by the pathways of the inhibition of apoptosis, which include 
PI3K/PDK1/AKT signalling (blue panel). Initiation of this pathway can be caused by the binding of growth factors (GF) 
to growth factor receptors (GFR), resulting in the conversion of PIP2 into PIP3 by class 1 PI3K. Inactive AKT as well as 
PDK1 are recruited to PIP3, and AKT is activated via phosphorylation by PDK1 and mTORC2. Active AKT inhibits MOMP 
and CASP9, and it also negatively regulates itself via a feedback loop involving FOXO1. If the signals in favour of initiation 
of apoptosis exceed those in favour of inhibition of apoptosis, the cell enters the phase of the execution of apoptosis (red 
panel). In this phase, executioner caspases such as CASP3 facilitate the controlled demolition of the cell by cleaving 
various substrate proteins. These include the transcription factor BMAL1, whose transactivation domain (TAD) is cleaved 
off by CASP3. This renders BMAL1 unable to recruit the coactivators CBP and P300 and thus disables BMAL1-regulated 
gene transcription.
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Summary in German (Zusammenfassung) 

Der Tod ist nicht immer eine Frage des Zufalls. In vielen mehrzelligen Lebewesen einschließlich des 

Menschen erfolgt der Tod einzelner Zellen, die für den Organismus unnötig oder gar gefährlich 

geworden sind, durch eine sorgfältig regulierte Form des Zelltodes, die als Apoptose bezeichnet wird. 

Die vorliegende Arbeit basiert auf drei Forschungsprojekten, die verschiedene Aspekte der Apoptose 

untersuchten: ihre Einleitung (Induktion), ihre Hemmung (Inhibition) und ihre Ausführung (Exekution). 

Zudem beinhaltet die Arbeit eine umfassende Einleitung mit Schwerpunkten auf diesen drei Aspekten. 

Das erste Forschungsprojekt untersuchte die Induktion der Apoptose durch das Mykotoxin 

Phomoxanthon A (PXA). Es wurde gezeigt, dass PXA die Form und Funktion der Mitochondrien in 

vielfältiger Weise beeinträchtigt: es setzt mitochondriales Ca2+ frei, depolarisiert die Mitochondrien, 

inhibiert die Atmungskette und führt zum Zusammenbruch der mitochondrialen Netzwerkstruktur. 

Dadurch kommt es zu einer Freisetzung mitochondrialer Bestandteile einschließlich Cytochrom c ins 

Zytoplasma, wodurch in betroffenen Zellen Apoptose induziert wird. Im Rahmen des zweiten 

Forschungsprojekts wurde eine neue regulatorische Komponente des PI3K/PDK1/AKT-Signalwegs 

identifiziert, der zur Inhibition der Apoptose beiträgt und somit bei Dysregulation ein hohes onkogenes 

Potenzial birgt. Mehrere experimentelle Krebsmedikamente sind daher gegen Komponenten dieses 

Signalwegs gerichtet. Eine Inhibition von AKT führt jedoch über eine durch FOXO1-vermittelte 

Rückkopplung zu einer verstärkten Expression von PI3K. Das dritte Forschungsprojekt beschäftigte sich 

mit der finalen Phase der Apoptose, während der die Zelle und ihre Komponenten systematisch abgebaut 

werden. Die Ergebnisse dieses Projekts demonstrieren, dass die Effektoren der Apoptose sich hierbei 

auch gezielt gegen den Transkriptionsfaktor BMAL1 richten, welcher in gesunden Zellen ein 

Bestandteil der zirkadianen Uhr der Zelle ist. Die Apoptose inaktiviert damit die zelluläre innere Uhr. 

Im Anschluss an die fachliche Einleitung, die Übersicht über die drei Forschungsprojekte und die daraus 

hervorgegangenen Fachpublikationen folgt eine Diskussion deren möglicher Bedeutung für die 

Grundlagenforschung zu mitochondrialer Morphologie, zur inneren Uhr und zur Apoptose sowie für die 

klinische Forschung zu PI3K/PDK1/AKT-Inhibitoren in der Krebstherapie. 
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1. Introduction 

1.1. Background and scope of this dissertation 

1.1.1. Apoptosis – cellular self-destruction 

As iconically remarked by DEATH himself in Terry Pratchett’s Mort, death always accompanies life. In 

complex multicellular life forms such as humans, the death of individual cells can and must happen 

without eventually causing the death of the entire organism. Life has thus evolved to accommodate 

death. In an average adult human body, billions of cells die every day – an amount equivalent to about 

0.5% of the body’s cells.1 The reasons for the death of these cells are diverse: some die because they 

have become a threat to the body, such as damaged, degenerated or infected cells. Others are removed 

simply because they are no longer required yet occupy scarce resources that could be put to better use. 

The body removes such unwanted cells through apoptosis, a process of programmed, purposeful cell 

death. Apoptosis has crucial functions in embryonic development, in cell recycling, and in the defence 

against viral infections and cancer. It is thus involved in many diseases: on the one hand, inhibition of 

apoptosis is one of the ways through which many viruses and cancer cells can evade the body’s immune 

system; on the other hand, excessive apoptosis is implicated in many autoimmune disorders.2 Therefore, 

research on apoptosis remains an important and highly active field of study. The goal of the three 

research projects – the “three tales of death” – on which this dissertation is mainly based was to expand 

the understanding of three major aspects of apoptosis: its induction, inhibition, and execution. 

Programmed cell death was first characterized in detail in 1972, and the term “apoptosis”, which is 

derived from the Greek word for the “falling off” of leaves from a tree, was coined to refer to this 

phenomenon.3 At this time, it became increasingly clear that apoptosis is a guided, active process that 

is distinct from accidental cell death, which is termed necrosis. Necrosis is usually the result of acute 

cell damage or injury and leads to swelling and ultimately to rupture and lysis of the affected cells. This 

causes the release of the cells’ contents into the surrounding tissue, often resulting in an inflammatory 

reaction and further tissue damage. In contrast, apoptotic cells maintain membrane integrity throughout 

the whole process. Instead of rupturing, these cells disintegrate into many small vesicles termed 
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apoptotic bodies, which are readily removed by phagocytes.4 Apoptosis has often been compared to 

controlled demolition of a building: both are ordered processes serving the disposal and recycling of 

unneeded or damaged structures while minimising damage to the surrounding structures.5 

1.1.2. First tale – induction of apoptosis: characterisation of phomoxanthone A (PXA) as a 

mitochondrial toxin 

The reasons for cell death are diverse, ranging from lack of nutrients to viral infection. Cell death by 

apoptosis can be induced by different extrinsic and intrinsic stimuli, which are initially processed by 

different pathways that only converge at a later stage. Extrinsic pro-apoptotic stimuli mainly originate 

from the body’s immune system, since it is the task of immune cells to identify and remove threats such 

as infected or malignant cells. Intrinsic pro-apoptotic stimuli can be diverse and result mainly from 

excessive or irreversible damage to crucial elements of the cell. A classical and frequently mentioned 

example of an intrinsic pro-apoptotic stimulus is irreparable DNA damage.6 However, other forms of 

cell damage can also cause intrinsic apoptosis, such as endoplasmic reticulum (ER) stress, oxidative 

stress, or direct damage to the mitochondria. Regardless of the stimulus, the mitochondria are at the 

centre of intrinsic apoptosis since they contain many factors that, if released, induce or facilitate 

apoptosis. The goal of the first project described in this dissertation was the identification of the 

mechanism by which the mycotoxin phomoxanthone A (PXA) induces apoptosis. PXA was identified 

as a mitochondrial toxin that causes the release of pro-apoptotic factors by direct damage to the 

mitochondria.7–9 

1.1.3. Second tale – inhibition of apoptosis: feedback loop in the PI3K/PDK1/AKT pathway 

The induction of apoptosis sets in motion a self-reinforcing chain reaction of events that can escalate 

quickly. Therefore, these events are tightly controlled to prevent accidental apoptosis initiation. Cells 

employ diverse checks and balances to negatively regulate apoptosis as long as there is no clear signal 

in its favour. Dysregulation of these checks and balances can inhibit apoptosis despite a strong pro-

apoptotic stimulus, leading to cell immortalisation and thus to cancer. A major cell signalling pathway 

that regulates apoptosis by translating survival signals from outside the cell into anti-apoptotic effects 

inside the cell is the so-called PI3K/PDK1/AKT pathway, named after the three major enzymes 
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involved.10–12 The goal of the second main project described in this dissertation was the identification of 

new signalling axes in this pathway, specifically of a negative feedback loop through which downstream 

targets of PDK1 can repress the expression of their upstream regulator PI3K.13 Additionally, a side 

project dealt with a potential clinical application of the inhibition of apoptosis in the protection of 

transplanted corneal tissue from graft rejection and stress-induced apoptosis.14 

1.1.4. Third tale – execution of apoptosis: identification of BMAL1 as a caspase substrate 

During apoptosis, the contents of the cell including proteins and DNA are actively degraded in a 

controlled manner. This degradation process is guided, and to a large part carried out, by members of a 

class of enzymes termed caspases, which is short for cysteine aspartases or cysteine-dependent 

aspartate-directed proteases. Caspases are thus proteases relying on a cysteine residue in their active 

centre to catalyse the cleavage of substrate proteins C-terminally of aspartate residues. However, 

caspases do not cleave randomly after any aspartate, but rely on specific recognition sequences in their 

substrate proteins. To date, almost 1,000 caspase substrate proteins are known, yet only a minority of 

these have been confirmed in vivo, and for even fewer of them a physiological function of the cleavage 

has been described.15 The goal of the third main project described in this dissertation was the 

identification of the protein BMAL1 (ARNTL) as a new bona fide caspase substrate.16 

Together, the projects and the corresponding manuscripts on which this dissertation is based have 

contributed to expanding the understanding of the induction, inhibition and execution of apoptosis. The 

following chapters will thus provide a brief introduction to apoptosis with special focus on these three 

fields to help in accessing and interpreting the presented results. 

1.2. Hallmarks of apoptosis 

1.2.1. Cell contraction and membrane blebbing 

Apoptosis was first identified as a distinct type of cell death by the morphological features of apoptotic 

cells: the disintegration into discrete apoptotic bodies, which is preceded by contraction and blebbing, 

the formation of small protrusions termed blebs, of the cell’s plasma membrane.3,5 In the early stages 

after cell contraction and rounding, the formation of the first blebs is referred to as surface blebbing, 
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whereas at later stages, dynamic blebbing leads to much more severe changes in cell shape. Eventually, 

long protrusions of the plasma membrane are formed, such as the so-called apoptopodia.17 All of these 

changes in plasma membrane morphology result from a remodelling of the cell’s actin-myosin 

cytoskeleton, which, like most effects of apoptosis, is orchestrated by caspases. The architecture of the 

actin-myosin cytoskeleton is generally regulated by a family of GTPases termed Rho GTPases, which 

in turn are regulated by the Rho-associated protein kinase 1 (ROCK1). In apoptotic cells, an isoform of 

ROCK1 is cleaved by caspases, resulting in loss of its auto-inhibitory domain and thus constitutive 

ROCK1 activation. Cleaved ROCK1 then proceeds to phosphorylate myosin light chain (MLC) 

filaments of the cell’s cytoskeleton to generate the contractile force that causes membrane blebbing 

(Figure 2).5,18 In addition, the cell retracts from surrounding cells and tissue due to caspase-dependent 

detachment of focal adhesion sites and cell-cell adhesion sites.5 

1.2.2. Disintegration of the nucleus 

The actin cytoskeleton is connected to the nuclear envelope, and apoptotic ROCK1 activation thus exerts 

considerable stress on the nucleus that literally tears it apart.5,19 To facilitate this, the nuclear architecture 

is additionally weakened by caspase-mediated cleavage of the nuclear lamina (Figure 2).20 While lamin 

cleavage alone is not sufficient to disrupt the nucleus, it may weaken its structure sufficiently to allow 

actin filament contraction to achieve this. Once the nucleus has fragmented, the nuclear fragments are 

transported to the membrane blebs in the plasma membrane via the cytoskeletal microtubule system.21 

Inside the membrane blebs, the nuclear fragments are sealed and shed off in the form of apoptotic bodies. 

1.2.3. Chromatin condensation 

Similarly to nuclear disintegration, apoptotic chromatin condensation has also been shown to be 

mediated by caspases, specifically through cleavage of the proteins apoptotic chromatin condensation 

inducer in the nucleus (ACINUS)22 and serine/threonine-protein kinase 4 (STK4 / MST1), although it 

was later shown that ACINUS is dispensable for chromatin condensation .5,23 Additionally, both 

chromatin condensation and DNA fragmentation can be induced by apoptotic release of the protein 

apoptosis-inducing factor (AIF) from the mitochondria.24,25 However, the exact mechanism of apoptotic 

chromatin condensation has remained elusive so far. 
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1.2.4. Organelle fragmentation 

Just as the nucleus disintegrates into fragments, other cellular organelles also undergo apoptotic 

fragmentation. This affects especially the mitochondria, the endoplasmic reticulum (ER), and the Golgi 

apparatus (Golgi). While mitochondrial fragmentation and its role in apoptosis will be discussed in 

chapter 1.5.7 in much more detail, the fragmentation of ER and Golgi will be discussed here. Apoptotic 

fragmentation of the Golgi is facilitated by the caspase-mediated cleavage of the Golgi reassembly-

stacking protein 1 (GORASP1 / GRASP65) and golgin subfamily B member 1 (GOLGB1 / giantin), 

which are responsible for the stacking of the Golgi membrane into the typical cisternal structure, and 

the golgin subfamily A member 3 (GOLGA3 / Golgin-160), which also has a suspected role in Golgi 

structure (Figure 2).26-28 Unlike nuclear disintegration, the fragmentation of the Golgi is independent of 

the apoptotic remodelling of the cytoskeleton.29 In addition, cellular vesicle trafficking is shut down 

during apoptosis via caspase-mediated cleavage of syntaxin-5 (STX5), which mediates vesicle transport 

from the ER to the Golgi, and Rab GTPase-binding effector protein 1 (RABEP1 / rabaptin 5), which is 

involved in endosome trafficking, and general vesicular transport factor p115 (USO1), which 

contributes to Golgi fragmentation after its cleavage.28,30,31 Apoptotic remodelling of the ER is less well-

understood but is still a phenomenon that clearly plays an important role in apoptotic body formation. It 

is probably an active yet caspase-independent process which results in the relocalisation of ER fragments 

from the perinuclear area to the plasma membrane and finally into apoptotic bodies.32 

1.2.5. DNA fragmentation 

Membrane blebbing and actin-myosin remodelling also play a role during the final steps of another 

classical hallmark of apoptosis: the condensation and fragmentation of genomic DNA, which is 

eventually relocalised into membrane blebs and packaged into apoptotic bodies.33 Chromatin 

condensation (also called pyknosis) and DNA fragmentation were among the earliest apoptotic markers 

discovered.34 Just like membrane blebbing, apoptotic DNA fragmentation is largely guided by caspases, 

yet since these are proteases, they cannot cut DNA directly. Instead, caspases activate the aptly named 

caspase-activated DNase (CAD / DFFB) by cleaving the inhibitor of caspase-activated DNase (ICAD 

/ DFFA).35–37 As an endonuclease, CAD consequently proceeds to cleave the genomic DNA (Figure 2). 
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The cleavage takes place at the internucleosomal linkers, i.e. exposed parts of DNA that are not wound 

around histones. This creates DNA fragments with a length of about 180 nucleotides or multiples 

thereof, resulting in a typical “DNA ladder” pattern when separated by gel electrophoresis.34  

1.2.6. Shutdown of transcription and translation 

The fragmentation of nuclear DNA during apoptosis not only facilitates its packaging into apoptotic 

bodies, but it also serves a crucial protective function that becomes especially important in the case of 

viral infection and carcinogenesis: the shutdown of gene transcription and translation. In addition to the 

CAD-mediated cleavage of DNA, apoptosis also causes the caspase-mediated cleavage of factors 

involved in these processes. This includes the cleavage of several transcription factors, such as activating 

protein 2α (TFAP2A), B transcription factor 3 (BTF3), nuclear factor of activated T-cells 1 & 2 

(NFATC1 & NFATC2), nuclear factor kappa-light-chain-enhancer of activated B cells (NF-κB p65 / 

RELA), and specificity protein 1 (SP1), as well as several others.5,38 Many eukaryotic translation 

initiation factors (EIFs) are also cleaved by caspases, such as EIF2A, EIF3A, EIF4B, EIF4E, EIF4G1, 

and EIF4H (Figure 2). In addition, several components of the ribosomal translation machinery are 

cleaved, such as the 60S acidic ribosomal protein P0 (RPP0) and the ribosomal protein S6 kinases 

(RPS6Ks).5,38,39 The involvement of caspases in the shutdown of transcription factors is especially 

interesting in the context of one of the research projects on which this dissertation is based, since it adds 

the transcription factor BMAL1 (ARNTL) to this list.16 

1.2.7. Release of “find me” and “eat me” signals 

Apoptotic cells communicate with their environment to facilitate their rapid removal by means of 

phagocytosis: they release “find me” signals that attract phagocytes, and they present “eat me” signals 

on their plasma membrane that enable recognition and subsequent engulfment by the phagocyte.40,41 The 

most well-known and well-understood “eat me” signal to date is phosphatidylserine (PS).42 This 

phospholipid is normally retained on the cytoplasmic side of the plasma membrane but becomes exposed 

on the outside in apoptotic cells (Figure 2).43 The localisation of PS depends on two types of enzymes: 

flippases, which transport PS to the cytoplasmic side of the membrane, and scramblases, which transport 

PS non-specifically in either direction. Upon apoptosis induction, flippases are inactivated and 
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scramblases are activated. Both of these events depend on caspase-mediated cleavage of the respective 

enzyme.44–46 In opposite to “eat me” signals, the “find me” signals released by apoptotic cells do not 

stay bound to the plasma membrane but instead spread out into the surrounding tissue to attract 

phagocytes. However, there are some molecules that can serve as either of these signals depending on 

whether they remain membrane-bound or are released, such as lysophosphatidylcholine (LPC).47–49 In 

general, “find me” signals are chemically diverse and include, in addition to lipids such as LPC, proteins 

such as dimerised 40S ribosomal protein S19 (dRPS19), peptides such as endothelial monocyte-

activating polypeptide II (EMAP II), and nucleotides such as ATP and UTP, to name but a few.50,51 Just 

like the exposure of “eat me” signals, the release of “find me” signals depends at least partially on 

caspase activity.49  
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Figure 2: Hallmarks of apoptosis. During apoptosis, the effector caspases mediate the controlled demolition 
of the cell in a multitude of ways. The plasma membrane contracts and forms so-called apoptotic blebs due to 
remodelling of the actin–myosin cytoskeleton. This is in part due to excessive actin bundle contraction caused 
by the phosphorylation of MLC by constitutively active caspase-cleaved ROCK1. Cleavage of the nuclear lamins 
by caspases facilitates the apoptotic disintegration of the nucleus. The kinase MST1 contributes to chromatin 
condensation if it is cleaved by caspases, and cleavage of ICAD releases its inhibition of the DNase CAD, leading 
to apoptotic DNA fragmentation. Aside from the nucleus, other organelles also disintegrate during apoptosis: while 
the role of caspases in ER fragmentation is still unclear, their role in Golgi fragmentation is exerted through 
cleavage of Golgi-stacking proteins such as GRASP65. Another consequence of apoptosis is a transcriptional and 
translational shut down of the cell, which is in part due to the caspase-mediated cleavage of eukaryotic 
translation initiation factors (EIFs). The cell retracts from the surrounding tissue due to caspase-dependent 
detachment of focal adhesion sites and cell-cell adhesion sites. Finally, to facilitate its rapid removal through 
phagocytosis, the cell releases “find me” signals and exposes “eat me” signals such as phosphatidylserine (PS). 
Image © 2008 Springer Nature, adapted with permission.  
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1.3. Caspases, the executioners of programmed cell death 

1.3.1. Discovery and classification of caspases 

The caspases (cysteine aspartases) are a class of endoproteases that are centrally involved in the 

initiation and execution of apoptosis. They are directly or indirectly responsible for virtually all of the 

hallmarks of apoptosis described in the previous chapters. The potential role of caspases in apoptosis 

was first noticed in 1993 when human caspase-1 (CASP1, originally called interleukin-1 converting 

enzyme (ICE)), the only caspase known at that time, was identified as an orthologue of the C. elegans 

protein CED-3, which plays a crucial role in programmed cell death during the embryonic development 

of this species.52,53 Since then, fourteen caspases numbered CASP1 to CASP14 have been identified in 

mammals, and either eleven or twelve of these are expressed in humans; the CASP12 gene is a non-

functional pseudogene in most individuals, and CASP11 and CASP13 are expressed only in non-human 

animals.54–56 While the caspases have been numbered in the order of their discovery, they are classified 

according to their function: as either inflammatory caspases (CASP1, CASP4, CASP5 and CASP12) or 

apoptotic caspases, the latter of which are further divided into initiator caspases (CASP2, CASP8, 

CASP9 and CASP10) and executioner caspases (CASP3, CASP6 and CASP7; also called effector 

caspases).57 Human CASP14 appears to play a role in neither inflammation nor apoptosis but in terminal 

keratinocyte differentiation.58,59 

1.3.2. Initiator caspases and executioner caspases 

The division of the apoptotic caspases into initiator caspases and executioner caspases is based on their 

respective role in the caspase cascade, the consecutive activation of caspases by other caspases: initiator 

caspases start the caspase cascade in response to pro-apoptotic stimuli by cleaving and thus activating 

the executioner caspases, which then go on to cleave hundreds of different substrate proteins.60 Both 

initiator and executioner caspases are synthesised as pro-caspases: inactive zymogens that are 

constitutively expressed to enable their rapid activation. During their activation in apoptotic cells, all 

pro-caspases are cleaved by another caspase.61 However, this cleavage is neither sufficient nor necessary 

to activate the initiator caspases, which can become partially activated by a process termed proximity-

induced activation. In this process, the initiator caspases are recruited to adaptor proteins via homotypic 
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binding of protein interaction domains collectively known as death folds.62,63 Homologous death folds 

are present both in the adaptor proteins and in the respective initiator caspases. The initiator caspases of 

the extrinsic apoptotic pathway (CASP8 and CASP10) interact with their adaptor proteins via two death 

folds termed death effector domains (DEDs) and assemble into a caspase-activating complex termed the 

death-inducing signalling complex (DISC). Correspondingly, the main initiator caspase of the intrinsic 

apoptotic pathway, CASP9, interacts with its adaptor proteins via a single death fold termed caspase 

activation and recruitment domain (CARD) to assemble into the apoptosome.5,64–66 Both the DISC and 

the apoptosome facilitate the proximity-induced activation of the respective initiator caspases, 

presumably by enabling their dimerisation. Although the molecular mechanism is still not understood 

in detail, it is believed that this dimerisation leads to conformational changes in the caspase molecule 

that stabilise its catalytic centre in an active conformation, and that subsequent cleavage of the caspase 

molecule only serves further conformational stabilisation.63,67,68 In the case of executioner caspases, 

however, the mechanism of activation is much better understood: here, the required conformational 

changes are blocked by steric hindrance, and cleavage by an initiator caspase enables these changes and 

leads to activation of the executioner caspase (Figure 3).60 

1.3.3. Caspase structure and mechanism 

Despite their different roles, all caspases share similar structures: as inactive pro-caspases, they all 

consist of an N-terminal pro-domain followed by the actual caspase domain. The pro-domain of 

executioner caspases is only a short peptide, whereas it is much longer in initiator caspases and 

inflammatory caspases since it contains their death folds. During their activation, caspases are cleaved 

at two sites, resulting in detachment of the pro-domain and separation of the caspase domain into a large 

and a small subunit that undergo a conformational rearrangement to form a fully active caspase dimer-

of-heterodimers (Figure 3).5,57,61 All activated caspases are cysteine aspartases, i.e. they depend on a 

cysteine in the catalytic triad of their reactive centre to cleave their substrate proteins by hydrolysis of 

the peptide bond C-terminal of an aspartate residue (or, in very rare cases, a glutamate residue).69 

However, caspases do not cleave randomly after any aspartate but instead are highly selective for 

specific sites in specific proteins. This is achieved by the presence of recognition sequences in the 
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substrate proteins that consist of at least four amino acid residues N-terminal of the cleavage site. 

According to convention, these residues are labelled P4 to P1, with P1 marking the residue after which 

the caspase cleaves.15 Correspondingly, the substrate binding groove of the caspase that houses its 

catalytic centre contains four binding pockets termed sub-sites and labelled S1 to S4. Each amino acid 

residue in the substrate protein’s recognition sequence thus binds specifically to the corresponding sub-

site in the caspase.60,68 While the binding pocket for the P1 residue is conserved among all known 

caspases, the binding pockets for the other three residues show some variation. Most caspases seem to 

slightly prefer a glutamate at the P3 position, but this is not a strict requirement, and the preference for 

residues P2 and P4 is even more variable. This enables different caspases to recognise different 

sequences and thus to cleave different sites in different proteins. 

 

Figure 3: Caspase classification, structure, and activation. (a) The apoptotic caspases are divided into initiator 
apoptotic caspases, which consist of a long pro-domain, a large subunit and a small subunit, and executioner 
apoptotic caspases, which have the same basic structure but in which the pro-domain is negligibly short. (b) In a non-
apoptotic cell, initiator caspases exist as inactive monomers. A pro-apoptotic stimulus triggers their proximity-induced 
activation via recruitment to their respective adaptor proteins. For example, in the case of CASP8 activation, the death 
folds in the pro-domain of this initiator caspase bind to corresponding domains of the FAS-associated death domain protein 
(FADD). This enables the dimerization and interchain cleavage that produces fully active CASP8, which consists 
of a dimer-of-heterodimers. Executioner caspase activation occurs in a similar manner but with some important 
differences: it does not rely on proximity-induced activation and autocatalytic cleavage but requires an active initiator 
caspase that cleaves the pre-formed inactive dimer to produce the active dimer. 
Image © 2010 Springer Nature, adapted with permission. 
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1.3.4. Substrate specificity of caspases 

Aside from the classification of caspases according to their function (initiator, executioner or 

inflammatory), they have also been classified into three groups according to their preferred recognition 

sequence: group I caspases (CASP1, CASP4, CASP5, and CASP13), which slightly prefer bulky 

hydrophobic amino acids at the P4 position and preferentially recognise the sequence (W/L)EHD; group 

II caspases (CASP2, CASP3 and CASP7), which strongly prefer an aspartate at the P4 position and 

preferentially recognise the sequence DExD; and group III caspases (CASP6, CASP8, CASP9, and 

CASP10), which prefer branched chain aliphatic amino acids at the P4 position and preferentially 

recognize the sequence (I/V/L)E(H/T)D.70–73 This classification is based on known recognition 

sequences in proven caspase substrates, and the discovery of new substrates thus enabled a more detailed 

and specific definition of the recognition sequences of individual caspases, such as the sequence VExD 

for CASP6 and the sequence DxxD for CASP3.72 However, whenever the concept of such recognition 

sequences is considered, three points have to be kept in mind: first, that these sequences are merely 

approximations of the actual chemical requirements, which may well tolerate different residues; second, 

that it is common for different caspases to cleave at the same sites due do overlaps in their specificities, 

and that probably no sequence is exclusively recognised by only one caspase; and third, that a 

recognition sequence is not the only prerequisite for cleavage, but that other factors also play a role, 

such as the amino acid residue after the cleavage site (P1') or the position of the site in the substrate 

protein’s tertiary structure.69 Nevertheless, the substrate specificity of different caspases is thought to 

reflect their function at least partially: the recognition sequence of group III, which contains mainly 

initiator caspases, is found in many other caspases, and the recognition sequence of group II caspases, 

which contains mainly executioner caspases, is found in many of the other proteins that are cleaved 

during cell death.71  

1.3.5. Caspase substrate proteins 

Caspase substrate proteins are numerous and highly diverse: almost 1,000 proteins have been shown to 

be cleaved by caspases at least in vitro, and the comprehensive caspase substrate database Cascleave 

contains entries for 562 cleavage sites in 370 proteins that are considered to be bona fide caspase 
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substrates.15,72 One such bona fide caspase substrate protein, BMAL1, was identified in one of the three 

studies this dissertation is based on.16 The cleavage of caspase substrates is responsible for almost all 

features associated with apoptotic cells, from DNA fragmentation to phagocytosis, as described in 

chapter 1.2.34,49 However, not every cleavage event is actually relevant to the process of apoptosis. Many 

caspase substrate proteins are so-called bystander substrates, meaning that they contain a recognition 

sequence that is sufficient for cleavage, but that no relevant effect of this cleavage could be 

observed.38,69,73 Examples of such presumed bystander substrates are the proteins DNA topoisomerase 1 

(TOP1), protein O-GlcNAcase (MGEA5), and signal recognition particle 72 kDa protein (SRP72).38 Of 

those caspase substrates whose cleavage has been shown to fulfil a physiological function, most are 

inactivated by cleavage, as could be expected. However, some proteins are also activated by cleavage, 

such as most notably the caspases themselves. Other proteins undergo a change in function after caspase-

mediated cleavage, such as some members of the BCL2 protein family (discussed in detail in chapter 

1.5.5), the cleavage of some of which turns them from anti-apoptotic into pro-apoptotic proteins.38,74,75 

1.3.6. Roles of caspases beyond apoptosis 

Apoptosis is not the only type of programmed cell death. Two related but distinct death pathways have 

been characterised recently: necroptosis (programmed necrosis) and pyroptosis (inflammatory cell 

death). One central characteristic that these programmed cell death pathways share with apoptosis is 

their regulation by caspases.76 Necroptosis is thought to be an “emergency self-destruct” mechanism 

that is used by the cell if induction of apoptosis fails. While apoptosis depends on caspase activity, 

necroptosis depends on the lack thereof. Specifically, the initiator caspase CASP8 is thought to decide 

whether an extrinsic pro-apoptotic stimulus leads to apoptosis (if CASP8 can be activated) or necroptosis 

(if CASP8 remains inactive).77,78 Pyroptosis, a highly pro-inflammatory form of programmed cell death 

that can be initiated in response to infection, is regulated by the inflammatory caspases CASP1, CASP4, 

and CASP5 (in mice: CASP11).79 Aside from cell death and inflammation, caspases may also play roles 

in tissue regeneration, cell proliferation, and cell differentiation.80–83 One example for this is CASP2, 

which is now recognised to have a complex function in the response to DNA damage and aberrant cell 

division.84–86 
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1.4. Extrinsic apoptosis pathways 

1.4.1. Induction of extrinsic apoptosis 

Apoptosis can be induced via either the extrinsic pathway or the intrinsic pathway, both of which 

converge in the activation of executioner caspases. The extrinsic pathway plays a role mainly in the 

regulation and execution of immune cell function. Extrinsic apoptosis is mediated through the binding 

of specific ligands to corresponding death receptors, which are displayed on the target cell’s surface.87 

Death-inducing ligands are displayed or secreted mainly by immune cells, such as cytotoxic T 

lymphocytes (CTLs, also called CD8+ T cells or killer T cells) and natural killer cells (NK cells), but 

other types of cells may also do so under specific circumstances. 

A classic example of extrinsic apoptosis is one of the ways by which immune cells eliminate pathogen-

infected cells: on the surface of most cells, proteins of the major histocompatibility complex I (MHC-I) 

display antigenic peptides that result from the proteasomal degradation of proteins inside the cell.88,89 

While the presentation of normal self-antigens leads to immune tolerance, infected or malignant cells 

often display peptides derived from pathogens or oncogenes, which can be recognised by CTLs. If 

antigen presentation via MHC-I is suppressed by the infected or malignant cell, the absence of self-

antigen presentation can be recognised by NK cells. In both cases, either CTLs or NK cells can then 

induce apoptosis in the affected cell.90–96 

Extrinsic apoptosis also plays a crucial role in the selection and regulation of immune cells, particularly 

B and T lymphocytes (Figure 4). During their development, these cells undergo an extensive and strict 

selection process both to ensure their functionality as well as to remove potentially autoreactive cells 

that might cause an autoimmune response. Those B or T lymphocytes that retain strongly autoreactive 

receptors are eliminated by a process termed clonal deletion, which involves induction of extrinsic 

apoptosis in autoreactive cells before they maturate and leave the primary lymphoid organs.63,97–99 

Similarly, effector lymphocytes that enter immunologically privileged tissues, such as the eye or the 

gonads, are rapidly eliminated by extrinsic apoptosis, which is induced via the expression of specific 

death-inducing ligands on the surface of cells in these tissues.100 Finally, extrinsic apoptosis contributes 

to the self-regulation and self-limitation of an immune response. Activated B and T lymphocytes become 
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more sensitive to apoptosis-inducing stimuli, so they can easily be disposed of after they have served 

their purpose. This process is called activation-induced cell death (AICD) and involves the increased 

expression of death receptors on the lymphocytes’ surfaces, making them more susceptible to ligand-

induced extrinsic apoptosis.101–106 

 

Figure 4: Role of apoptosis in the development and regulation of T cells. During the development of common 
lymphoid progenitor cells (grey) into T cells, the intermediate stages (green) are subject to strict quality control, resulting 
in apoptosis of non-functional cells. Mature thymocytes (dark green) undergo apoptosis if they are potentially autoreactive. 
During an immune response, mature T cells (blue) become activated and turn into effector T cells (dark blue). When the 
immune response is over, most of these are disposed of by apoptosis, and only a few survive as memory T cells (purple). 

 

1.4.2. Death receptors and death-inducing ligands 

Extrinsic apoptosis is mediated by the death receptors, which are members of the tumour necrosis factor 

receptor superfamily (TNFRSF) that comprises at least 26 known members, and their corresponding 

ligands, which are members of the tumour necrosis factor superfamily (TNFSF) that comprises at least 

19 known members.107,108 All members of the TNFRSF and of the TNFSF form homotrimers when the 

respective ligands bind to their corresponding receptors, although other forms of multimers have also 

been proposed for some members. However, not all of these ligands or receptors are involved in 

apoptosis. The eponymous founding members of the two superfamilies, the cytokine tumour necrosis 

factor (TNF, formerly called TNFα) and its corresponding receptors (TNF receptors; TNFRSF1A and 

TNFRSF1B), were discovered when the release of TNF from immune cells in response to bacterial 

endotoxins was correlated with tumour necrosis.87,109 However, TNF itself can not only induce apoptosis 
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but also inflammation, necroptosis or even cell survival and proliferation, depending on the downstream 

processing of its signal, which in turn depends on the cell type and the physiological context.76,78,110,111 

The major apoptosis-inducing members of the TNFSF and the TNFRSF that are best studied to date are 

the Fas ligand (FASL, also known as FASLG, CD95L, CD178, or APO-1L) and the corresponding 

receptor FAS (also known as FasR, CD95, APO-1, or TNFRFS6) as well as the TNF-related apoptosis-

inducing ligand (TRAIL, also known as TNFSF10, CD253, or APO2L) and the corresponding two 

TRAIL receptors TRAIL-RI (TNFSF10A, also known as DR4) and TRAIL-RII (TNFSF10B, also 

known as DR5). Like most TNFSF members, FASL and TRAIL can be expressed either in a membrane-

bound form that is displayed on the surface of the cell expressing it, or in a soluble form that is released 

by the cell and acts as a cytokine. FASL is the death-inducing ligand mainly involved in lymphocyte 

regulation and lymphocyte-induced apoptosis as described in the previous chapter, and it is displayed 

and released mainly by lymphocytes.105,106 However, only its membrane-bound form can induce 

apoptosis.112 TRAIL, on the other hand, is active in both the membrane-bound as well as the soluble 

form, although the former is more active that the later.113 Membrane-bound TRAIL is displayed on the 

surface of some NK cells to induce apoptosis in their target cells.94 In a more general context, TRAIL 

appears to play a role in immune surveillance and immune-mediated tumour suppression.113 A 

particularly interesting feature of TRAIL, as opposed to other apoptosis-inducing members of the 

TNFSF, is that it appears to be able to induce apoptosis specifically in malignant cells while sparing 

healthy cells.114 This feature has been the subject of extensive research including several clinical trials. 

However, to date, the reason for this specificity is still not fully understood, and no statistically 

significant anticancer activity could be shown for any of the TRAIL-receptor agonists tested in clinical 

trials so far.113,115,116 

1.4.3. Activation of caspases in extrinsic apoptosis 

All receptors of the TNFRSF that are involved in apoptosis, including the TNF receptor TNFRSF1A, 

the FASL receptor TNFRSF6, and the two TRAIL receptors TNFSF10A and TNFSF10B, contain an 

intracellular domain called the death domain (DD). Upon ligand binding to the receptor, the resulting 

receptor trimerisation leads to conformational changes in the DDs that enable the recruitment of the 
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FAS-associated death domain protein (FADD) to the DDs. FADD is an adaptor protein that in turn 

recruits the initiator caspases of the extrinsic pathway, CASP8 and CASP10, via homotypic interaction 

between the death effector domains (DEDs) of FADD and of the respective caspase (Figure 5). For 

some death receptors such as TNFRSF1A, this step requires an additional adapter protein, TNF receptor-

associated death domain protein (TRADD), to lead to apoptosis induction. As described in chapter 

1.3.2, these interactions result in the assembly of the caspase-activating death-inducing signalling 

complex (DISC). This leads to activation of the extrinsic initiator caspases CASP8 and CASP10, which 

go on to cleave and thus activate executioner caspases such as CASP3 and CASP7.5,63 The function of 

CASP8 and CASP10 is largely homologous and redundant, which is exemplified by the fact that many 

animals such as mice do not express CASP10.117 Nevertheless, in humans, CASP8 and CASP10 produce 

different cleavage patterns in some of their substrates and may thus be not entirely redundant.118 An 

interesting feature of the extrinsic apoptosis pathway is the FLICE-like inhibitory protein (FLIP, also 

known as CFLAR), which is a CASP8 homolog that lacks the catalytic cysteine and is therefore inactive. 

Like CASP8, FLIP can be recruited to the DED of FADD, where it can form heterodimers with CASP8. 

While it was long thought that FLIP acts exclusively as an inhibitor of CASP8 in this way, it has now 

been understood that different isoforms of FLIP can have either inhibitory or inducing functions and 

play a crucial role in the cell fate decision between apoptosis and necroptosis.119–122 In some cell types, 

extrinsic apoptosis can also induce intrinsic apoptosis to enhance the strength of the apoptotic response. 

This is achieved via the activating, CASP8-mediated cleavage of the pro-apoptotic protein BH3-

interacting domain death agonist (BID).123 Cleaved, truncated BID (tBID) promotes intrinsic apoptosis, 

as described in more detail in chapter 1.5.6. 

1.4.4. Granzyme B 

Aside from death receptor signalling, CTLs and NK cells can also induce apoptosis in their target cells 

via direct injection of pro-apoptotic factors. Induction of apoptosis by this mechanism is not considered 

part of the extrinsic pathway since it bypasses death receptor signalling and initiator caspases and 

directly activates executioner caspases, but it is nevertheless an extrinsic form of apoptosis induction. 

To achieve this, the CTLs or NK cells release the contents of lytic granules onto the target cells. These 
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granules contain two decisive factors: perforin (PRF1), which inserts itself into the target cell’s 

membrane, where it oligomerises to form pores, and granzyme B (GZMB), which is an enzyme with 

caspase-like activity, although it is not a caspase itself. Granzyme B directly cleaves and thus activates 

the executioner caspases CASP3 and CASP7.5 

1.5. Intrinsic apoptosis pathways 

1.5.1. Causes for the initiation of intrinsic apoptosis 

While extrinsic apoptosis is induced via outside signals from other cells, intrinsic apoptosis is usually 

induced by events inside the affected cell itself. The best-understood cause for intrinsic apoptosis is 

irreparable DNA damage, such as induced by ionising radiation or some anti-cancer drugs.6,124–126 

However, while often used as a textbook example, this is by far not the only inducer. Other factors that 

can lead to induction of intrinsic apoptosis include hypoxia127, hyperthermia128, nutrient withdrawal129, 

osmotic stress130, growth factor deprivation or inhibition of survival signalling11,131,132, infection of the 

cell with certain viruses or cytotoxic pathogens133–135, activation of certain oncogenes such as 

MYC136,137, persistently high levels of Ca2+ in the cytoplasm138, ER stress139,140, oxidative stress141,142, 

mitochondrial damage or dysfunction leading to cristae disruption143,144, certain neuropathologies or 

factors that lead to neural excitotoxicity138,145, various factors during embryonic development146,147, and 

the previously mentioned crosstalk from the extrinsic apoptotic pathway via tBID (chapter 1.5.6)123,144. 

Two of the three studies on which this dissertation is based deal with the induction of apoptosis: the 

mycotoxin PXA induces intrinsic apoptosis via mitochondrial stress and cristae disruption; the 

PI3K/PDK1/AKT pathway is involved in growth factor-dependent inhibition of apoptosis.7,13 

Mitochondria and their role in intrinsic apoptosis will thus be in the focus of the following chapters, 

while the regulation and inhibition of apoptosis with a focus on PI3K/PDK1/AKT signalling will be 

discussed in chapters 1.6.3 and 1.6.4. 

1.5.2. Induction of intrinsic apoptosis 

Just as the initiation of extrinsic apoptosis relies on recruitment of inactive procaspases into the DISC 

complex via homotypic binding to the death folds of adapter proteins, a very similar process takes place 

during the initiation of intrinsic apoptosis: here, the main intrinsic initiator caspase CASP9 and the 



 Introduction 
 

19 
 

adapter protein apoptotic protease-activating factor 1 (APAF1) bind via homotypic interaction of their 

death folds, the CARDs.61,148 This interaction requires a crucial previous step: the assembly of multiple 

APAF1 molecules into the multimeric initiation complex of intrinsic apoptosis, the apoptosome, which 

in humans consists of seven APAF1 subunits. The shape of this complex resembles a seven-spoked 

wheel, with the APAF1 molecules as the spokes and CASP9 at the central hub (Figure 5).149 The 

apoptosome activates CASP9 via proximity-induced activation, as described in chapter 1.3.2.67,68 

Apoptosome assembly depends on two additional factors: first, APAF1 is an ATPase that requires ATP 

to polymerize.149,150 Second, while APAF1 is always present in the cell’s cytoplasm, it normally remains 

in an inactive state, where its N-terminal CARD is hidden between two C-terminal beta propellers. To 

become active, APAF1 has to undergo a conformational change in which the CARD is displaced by 

another protein. This displacement, leading to induction of intrinsic apoptosis, is achieved by the protein 

cytochrome c (CYCS).63 While cytochrome c is well-known for its function as an electron carrier in the 

mitochondrial respiratory chain (electron transport chain, ETC), it attains a new and completely different 

function when it is released from the mitochondria.151–154 The release of cytochrome c from the 

mitochondria is both a necessary as well as a usually sufficient step in the induction of apoptosome-

mediated intrinsic apoptosis. 

1.5.3. The role of mitochondria in intrinsic apoptosis 

The mitochondria are double-membraned organelles, comprising two functionally and structurally 

distinct membranes: the inner mitochondrial membrane (IMM; also known as mitochondrial inner 

membrane, MIM) and the outer mitochondrial membrane (OMM; also known as mitochondrial outer 

membrane, MOM).155 The well-known function of the mitochondria as the powerhouse of the cell due 

to their large-scale production of ATP relies on the process of oxidative phosphorylation (OxPhos), 

which takes place at the IMM.156,157 However, ATP production is by far not the only function of the 

mitochondria – they are also at the centre of the induction of intrinsic apoptosis.158 The fact that intrinsic 

apoptosis is also known as the mitochondrial pathway of apoptosis demonstrates this importance. The 

mitochondrial intermembrane space (IMS) between the two membranes, IMM and OMM, houses many 

pro-apoptotic factors which, if released into the cytosol, can induce or enhance apoptosis (Figure 5).159 
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Aside from the above-mentioned CYCS, these factors also include SMAC (DIABLO)160,161, OMI 

(HTRA2)162–165, endonuclease G (ENDOG)25,166, and apoptosis-inducing factor (AIF).24,25 Most of these 

proteins play a different role in the intact mitochondria of healthy cells: cytochrome c is an electron 

carrier in the ETC, shuttling electrons from complex III to complex IV153; AIF is an oxidoreductase that 

also plays a role in OxPhos24; OMI may have a function as a mitochondrial chaperone.167 Upon their 

release from the mitochondria and into the cytosol, these proteins undergo a fundamental change of 

function: AIF, as already discussed in chapter 1.2.3, causes chromatin condensation and DNA 

fragmentation.24,25 Both OMI and SMAC bind and inhibit the inhibitor of apoptosis (IAP) proteins 

(described in more detail in chapter 1.6.1) and thus release their inhibition of caspases. Finally, 

cytochrome c binds to APAF1 proteins and thus enables them to oligomerise and assemble into the 

apoptosome, as described in the previous chapter. The release of all of these mitochondrial pro-apoptotic 

factors takes place through the process of mitochondrial outer membrane permeabilisation (MOMP).159 

1.5.4. Mitochondrial outer membrane permeabilisation (MOMP) 

The OMM, unlike the IMM, is not a strict diffusion barrier but is rather highly permeable to small 

hydrophilic molecules such as salts, nucleotides, and citric acid cycle intermediates. Channel proteins 

in the OMM, termed voltage-gated ion channels (VDACs), which are a subclass of the porin family of 

proteins, allow the passive diffusion of such and other molecules up to 5 kDa in size in either direction 

and are thus essential to the function of mitochondria in metabolism.168–170 However, larger molecules 

such as most proteins can normally not pass the OMM in an uncontrolled fashion. During induction of 

intrinsic apoptosis, this changes dramatically: mitochondrial outer membrane permeabilisation 

(MOMP), resulting from the formation of very larges pore complexes in the OMM about 25–100 nm in 

diameter, enables the efflux of large molecules including cytochrome c and other pro-apoptotic 

factors.154,159 MOMP is a highly coordinated and strictly regulated process that is largely mediated by 

two proteins, BCL2-associated X protein (BAX) and BCL2 antagonist/killer (BAK), as described in 

detail in a recent review article by Cosentino & García-Sáez.171 Both BAX and BAK can shuttle between 

the cytosol and the OMM. In healthy, non-apoptotic cells, BAX is primarily cytosolic and BAK is 

primarily associated with the OMM. BAX and BAK each contain a hydrophobic groove that “hides” 
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their C-terminal transmembrane domain that enables insertion into the OMM. Activation of BAX, 

described in detail in the next chapter, displaces this domain and results in further structural changes 

that lead to the translocation of BAX to the OMM. There, activated BAX proteins dimerise with each 

other. A similar process leads to the dimerisation of BAK.172,173 The resulting homodimers of either two 

BAX or two BAK proteins then oligomerise, i.e. they form oligomers of homodimers. Whether BAK 

and BAX can also form functional heterodimers with each other and whether the oligomers of dimers 

can contain a mixture of BAX and BAK or consist exclusively of either of the two is, as of 2017, still 

subject to ongoing debate.171,174,175 In any case, the resulting oligomers assemble into ring-shaped 

structures that bend, stress and finally disrupt the OMM to form the mitochondrial apoptosis-induced 

channel (MAC) through which the pro-apoptotic factors are released. The pore that causes MOMP – not 

without reason often likened to Pandora’s box – has been opened.171,176–178 

1.5.5. Regulation of MOMP by BCL2 family proteins 

The MOMP-mediating proteins BAX and BAK are members of a larger protein family, the BCL2 

family. The complex interplay between the various members of this family regulates the cellular 

decision for or against MOMP. All eighteen known BCL2 family proteins contain one or more Bcl-2 

homology (BH) domains, numbered BH1 to BH4, that are crucial for their mutual interaction. However, 

the individual functions of the BCL2 family members are quite different, so that they can be divided 

along two lines: first, into pro- and anti-apoptotic members, the former of which promote MOMP and 

the latter of which inhibit it; second, into multi-BH-domain proteins that contain several different BH 

domains and can localise to the OMM, and BH3-only proteins that contain only a BH3 domain and 

cannot localise to the OMM. While the BH3-only proteins are exclusively pro-apoptotic, the multi-BH-

domain proteins comprise both pro- and anti-apoptotic members.5,179,180 Both BAX and BAK are pro-

apoptotic multi-BH-domain proteins. In contrast, the eponymous founding member of the BCL2 family, 

the protein apoptosis regulator BCL-2 (BCL2; originally short for B-cell lymphoma 2) that should not 

be confused with the entire BCL2 family since it bears the same name, is an anti-apoptotic multi-BH-

domain protein. As its name suggests, it was first discovered in a type of malignant B-cells.181,182 In 

these cells, a chromosomal translocation event resulted, among other effects, in the overexpression of 
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BCL2 and thus in a strong inhibition of MOMP and, consequently, of apoptosis. This causal relation 

between BCL2 dysregulation and cell immortalisation defined BCL2 as a bona fide oncogene and thus 

moved it into the spotlight of research as a potential target in cancer therapy, as excellently summarised 

in a recent review by Ashkenazi and co-workers.183 The anti-apoptotic function of the BCL2 protein 

results from its antagonism to the pro-apoptotic, i.e. MOMP-promoting, BCL2 family members. For this 

antagonism, several mechanistic models have been proposed.171,179 While some of these models assume 

that anti-apoptotic BCL2 proteins inhibit BAX/BAK indirectly by sequestering their activators, the pro-

apoptotic BH3-only proteins184, other models propose that anti-apoptotic BCL2 proteins inhibit 

BAX/BAK directly by preventing pore formation until BH3-only proteins displace them.185 A unified 

model has been proposed that attempts to reconcile these two opposing hypotheses.186 In any case, BH3-

only proteins act as the tip of the balance that decides for or against BAX/BAK pore formation, MOMP, 

and intrinsic apoptosis (Figure 5). 

1.5.6. Induction of MOMP by BH3-only proteins 

When a BH3-only protein binds either BAX/BAK via interaction of its BH3 domain with the 

hydrophobic groove, it displaces and thus releases the C-terminal transmembrane domain of BAX/BAK. 

This structural change is the activating event that enables dimerisation and persistent insertion of 

BAX/BAK into the OMM and thus triggers MOMP. In healthy, non-apoptotic cells, the numbers of 

BH3-only proteins are low. However, many of the pro-apoptotic stimuli described in chapter 1.5.1 lead 

to an increase in BH3-only protein levels via transcriptional upregulation: for example, DNA damage 

can upregulate NOXA (PMAIP1)187 and p53 up-regulated modulator of apoptosis (PUMA; also known 

as BCL2 binding component 3, BBC3)188 via the transcription factor tumour suppressor p53 (TP53)6; 

ER stress can upregulate BIM (BCL2L11) via the transcription factor C/EBP-homologous protein 

(CHOP; also known as DNA damage-inducible transcript 3 protein, DDIT3)139; and growth factor 

deprivation can upregulate BIM via the transcription factor forkhead box protein O3 (FOXO3).189 In 

addition, active BH3-only protein levels can also be increased post-translationally. The prime example 

for this mechanism is the cleavage of BID by CASP8 that creates the more active tBID, as already briefly 

mentioned in chapter 1.4.3. As a result of this cleavage, tBID associates with BAX/BAK by binding its 
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hydrophobic BH3-binding pocket, thus facilitating BAX/BAK oligomerisation and MOMP (Figure 

5).123,190–194 In addition, tBID and some other BH3-only proteins such as Bcl-2-interacting killer (BIK) 

can also directly affect the inner mitochondrial membrane by inducing cristae disruption, a potentially 

pro-apoptotic event that can result in the release of cytochrome c and that is discussed in more detail in 

the following chapter.144,159,176,195 Another pro-apoptotic BH3-only protein whose levels can be increased 

post-translationally is the Bcl2-associated agonist of cell death (BAD). While BAD is normally bound 

and thus inhibited by 14-3-3 proteins, this binding depends on BAD being phosphorylated at specific 

sites. The phosphatase calcineurin can dephosphorylate BAD and thus release it from inhibition by 

14-3-3 proteins, which enables it to interact with other pro-apoptotic BCL2 family proteins and thus 

induce MOMP.138,196 
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Figure 5: Induction of extrinsic and intrinsic apoptosis. (a) The induction of intrinsic apoptosis usually begins with 
one of several types of cellular stress or damage, including but not limited to DNA damage or ER stress, resulting in 
BH3-only protein activation. (b) The induction of extrinsic apoptosis also leads to activation of a specific BH3-only 
protein, tBID. It begins with the binding of a death-inducing ligand such as FASL, TRAIL or TNF to a corresponding 
death receptor on the plasma membrane, resulting in receptor trimerization, recruitment of the adaptor protein FADD, 
and consequent recruitment and proximity-induced activation of the initiator caspase CASP8. This activated caspase then 
cleaves BID and thus converts it into its active form tBID. The BH3-only proteins, which aside from tBID also include 
NOXA, PUMA, BIM, and BIK, are a type of pro-apoptotic BCL2 proteins. Two other types of BCL2 proteins compete for 
binding to BH3-only proteins: the anti-apoptotic BCL2 proteins on the one hand, and the pro-apoptotic multi-BH-
domain proteins BAX and BAK on the other hand. If sufficiently many BH3-only proteins bind to BAX and BAK oligomerise 
to form large pore complexes in the outer mitochondrial membrane, leading to mitochondrial outer membrane 
permeabilisation (MOMP). A mitochondrion that undergoes MOMP releases many of its content proteins that are normally 
attached to its matrix or contained in its intermembrane space, including SMAC, OMI, and cytochrome c (CYCS). 
Upon their release, these mitochondrial proteins attain a pro-apoptotic function: SMAC and OMI counteract the anti-
apoptotic function of XIAP and other so-called inhibitor of apoptosis (IAP) proteins, and CYCS binds APAF1 to assemble 
into the apoptosome, a protein megacomplex that catalyses the conversion of pro-caspase 9 into active CASP9. The 
initiator caspases CASP9 and CASP8 then go on to activate executioner caspases such as CASP3 and CASP7 that catalyse 
the final stage of apoptosis. 
Note: The structure of the apoptosome in this figure may not accurately represent its actual stoichiometric composition. 
Image © 2010 Springer Nature, adapted with permission. 

 

1.5.7. Mitochondrial morphology and apoptosis 

While the apoptotic loss of OMM integrity due to MOMP has been established as a key event in the 

induction of intrinsic apoptosis, the apoptotic events taking place at the IMM are less well-understood. 

The IMM is normally a tight diffusion barrier between the mitochondrial matrix and the IMS. Its surface, 

which is much larger than that of the surrounding OMM, is extensively folded into multiple 

invaginations termed cristae. The cristae are the sites at which cellular respiration through the ETC and 

ATP synthesis through OXPHOS take place, where the IMM potential (ΔΨm) is generated, and where 

most of the mitochondrial pro-apoptotic factors are contained.155–157,197 Several functional and 

morphological changes that affect the IMM have been associated with apoptosis. Among these are 

mitochondrial fragmentation, loss of the ΔΨm, loss of IMM integrity, and cristae disruption (also called 

cristae remodelling). However, whether these changes are causes or effects of apoptosis (or possibly 

both) is not in all cases entirely clear.198,199 For example, mitochondria have been observed to fragment 

at the same time or just before cytochrome c release, and this fragmentation has been linked to 

BAX/BAK.200,201 It has been suggested that mitochondrial fission contributes to BAX/BAK-mediated 

MOMP and, conversely, that BCL2 family proteins such as BAX/BAK can also regulate mitochondrial 

fission.201-203 However, while mitochondrial fragmentation clearly enhances apoptosis, it alone is neither 

sufficient nor necessary to induce apoptosis in humans200,201,204,205, although it may be in other species 
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such as C. elegans and D. melanogaster.206,207 Similarly, cristae disruption has also been linked to 

apoptosis, but the question as to whether it is cause or effect still remains. The width of the openings 

that connect the cristae with the IMS, the so-called cristae junctions (CJs), are regulated by the 

mitochondrial contact site and cristae organizing system (MICOS) as well as by the protein dynamin-

like 120 kDa protein, mitochondrial (OPA1, originally short for optic atrophy protein 1), which also 

plays a role in mitochondrial fission and fusion.208-210 Aside from its other roles in mitochondrial 

function, OPA1 is believed to act as the gatekeeper of CJs by keeping them tight and thus reducing the 

efflux of pro-apoptotic factors from the cristae.195,205,209,211 Whether MICOS plays a relevant or a 

dispensable role in this process is subject to debate.209,212 Several pro-apoptotic proteins interfere with 

OPA1, resulting in the release of cytochrome c from the cristae, probably through CJ widening and 

ultimately cristae disruption.155,195,211,213 Among these proteins are several BH3-only BCL2 family 

members, such as BIK214, BNIP3215, BIM216, and BID.155,159,195,216 BID, for example, translocates to the 

mitochondria after CASP8-mediated cleavage into its active form, truncated BID (tBID; also referred 

to as cleaved BID, cBID), as discussed in the previous chapter. Inside the mitochondria, tBID disrupts 

the OPA1 oligomers that maintain the CJs in a tight conformation.155,195 However, and seemingly 

paradoxically, other reports observed only a subtle effect of BH3-only proteins on the CJs, without CJ 

widening or cristae disruption.159,216 To make matters more complex, it has also been reported that cristae 

remodelling happens downstream of caspase activation, i.e. that it is an effect rather than a cause of 

apoptosis.158,159 On the other hand, cristae remodelling has been reported as a sufficient cause to induce 

apoptosis.143,155 These apparent paradoxes might be resolved by the hypothesis that cristae remodelling 

may well be a sufficient cause for apoptosis, but not a necessary one. Cristae remodelling downstream 

of caspase activation, i.e. as an effect of apoptosis, might thus serve as an apoptotic amplifier. 

1.5.8. The mitochondrial membrane potential ΔΨm and apoptosis 

The shape of the mitochondria in general and of the cristae in particular is closely connected to the 

mitochondrial inner membrane potential (ΔΨm). While polarised mitochondria normally maintain an 

elongated tubular shape, depolarized segments are separated from the mitochondrial network via fission, 

with excessive depolarisation resulting in excessive fission and hence fragmentation of the network.198 
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Just like mitochondrial fragmentation and cristae disruption, loss of ΔΨm has been linked to 

apoptosis.199,217 As a cause for apoptosis, loss of ΔΨm alone is probably not sufficient in most cases: 

dissipation of ΔΨm by protonophores, which also results in mitochondrial fragmentation, is reversible if 

the protonophore is removed, allowing both ΔΨm as well as the mitochondrial network to recover 

without inducing apoptosis.201 It has also been shown that the release of cytochrome c from the 

mitochondria does not necessarily coincide with loss of ΔΨm, and that apoptotic depolarisation of the 

mitochondria happens downstream of cytochrome c release and caspase activation.199,218 As an effect of 

apoptosis, loss of ΔΨm is well known to occur following MOMP, through both caspase-dependent and 

caspase-independent means.159 Caspase-dependent loss of ΔΨm is at least partially the result of caspase-

mediated cleavage of the protein NADH-ubiquinone oxidoreductase 75 kDa subunit (NDUFS1), which 

is a core subunit of complex I of the ETC.219 Caspase-independent loss of ΔΨm following MOMP is 

partially attributed to the release of cytochrome c from the cristae, but it probably also depends on further 

events such as the caspase-independent apoptotic loss of the activity of complexes I and IV of the ETC. 

However, the reasons for this are still poorly understood.159 In addition, loss of ΔΨm can also occur 

upstream of apoptosis induction, although not as a cause but rather as a side effect of other apoptosis-

inducing events. 

1.5.9. The mitochondrial permeability transition pore (mPTP) and apoptosis 

One potentially pro-apoptotic event that also causes loss of ΔΨm is the persistent opening of the 

mitochondrial permeability transition pore (mPTP or MPTP; also referred to as PTP, PTPC, or 

sometimes mTP or mitochondrial megachannel, MMC). The mPTP is a protein channel complex in the 

IMM that usually remains closed in healthy mitochondria. With an estimated pore radius of 1.4 nm, it 

allows free diffusion of molecules up to about 1.5 kDa in size in either direction.220 Persistent mPTP 

opening, called mitochondrial permeability transition (mPT, MPT or PT), thus leads to equilibration of 

all ion gradients between mitochondrial matrix and intermembrane space, resulting in loss of 

ΔΨm.170,220,221 While the mPTP may be able to “flicker” between open and closed states even in healthy 

mitochondria, persistent opening in the form of mPT occurs only in response to certain types of cellular 

stress, such as high cytosolic Ca2+, oxidative stress, or high matrix pH.220,222 To make matters more 
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complex, loss of ΔΨm is not only a necessary consequence of mPT, but can also contribute to mPT as 

an upstream event, although it alone is probably not sufficient.220 The mPTP has been, and still is, subject 

to extensive controversy, ranging from its role in apoptosis to even its molecular identity. It has long 

been thought that the mPTP consists of three core proteins: VDAC located in the OMM, the adenine 

nucleotide translocator (ANT) located in the IMM, and cyclophilin D (CYPD; also known as 

peptidylprolyl isomerase D, PPID) located in the mitochondrial matrix. In this model, VDAC and ANT 

form the mPTP megachannel whereas CYPD serves as a regulator of mPTP opening, and the mPTP 

would bypass both the IMM and OMM and thus directly connect the mitochondrial matrix to the 

cytosol.170 However, this model has been increasingly challenged during recent years, with current 

studies instead pointing at a central involvement of the mitochondrial F1FO ATP synthase in mPTP 

formation, while a central role of VDAC and ANT was excluded by genetic knockout studies.220,223-225 

Even CYPD, which clearly is an important mPTP regulator, may not be required for mPTP function per 

se.220,222,226-228 Regarding the role of the mPTP in apoptosis, it was originally thought that mPT was a 

critical event or even the point of no return for apoptosis.229 It has long been thought that mPT is both 

sufficient and necessary to induce MOMP, which went so far that both phenomena have even been 

repeatedly confused or considered as equivalent.159,170 It may thus be necessary to clarify that mPT and 

MOMP are two completely distinct events. Both involve the opening of a pore in the mitochondria (the 

mPTP and the BAX/BAK pore, respectively), and both play a role in intrinsic apoptosis, but this is 

where the similarities end (Table 1).230 It has been suggested that mPT may cause MOMP by leading to 

swelling of the matrix and consequently to rupture of the OMM.151,158,221 However, genetic knockout 

studies have demonstrated that the MOMP mediators BAX and BAK, while completely dispensable for 

mPT per se, are crucially required for mPT-dependent OMM rupture and cell death.220,231 In addition, 

MOMP can be caused by many other factors that do not involve or depend on mPT, and mPT can also 

occur as a consequence rather than a cause of MOMP.151,158,170,221 While it was long thought that mPT, 

through MOMP, necessarily leads to apoptosis, more recent evidence suggests that whether mPT-

induced cell death is apoptotic or rather necrotic may depend on a variety of factors, such as the 

availability of ATP or the interaction of BAX and BAK. The exact role of mPT in apoptosis thus remains 

unclear.151,220,231 
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Table 1: Summary of essential differences between the mitochondrial permeability transition pore (mPTP) and the 

BAX/BAK pore, also known as mitochondrial apoptosis-induced channel (MAC). 

Pore mPTP BAX/BAK pore (MAC) 
Event mPT MOMP 
Diameter ~3 nm Ref. 220 ~25–100 nm Ref. 178 
Permeant molecule size up to 1.5 kDa Ref. 220 at least 100 kDa Ref. 176 
Membrane IMM OMM 
Role in intrinsic apoptosis unclear sufficient 
Constituent proteins possibly F1FO ATPase, others BAX / BAK 

 

1.6. Negative regulation of apoptosis 

1.6.1. Intracellular regulation of apoptosis by IAP proteins 

Since the process of apoptosis, once started, irrevocably condemns the affected cell to death, its initiation 

underlies strict negative regulation. This and the following chapters will deal with these regulatory 

mechanisms, some of which act from inside the cell and others from the outside. Among the most well-

understood and probably most important cell-internal regulators are the anti-apoptotic members of the 

BCL2 protein family, which prevent MOMP, as well as the aptly named inhibitor of apoptosis proteins 

(IAPs), which inhibit caspases.60 Since the role of BCL2 proteins has already been extensively discussed 

in chapter 1.5.5, the current chapter will focus on the role of IAPs. The IAPs are a family of anti-

apoptotic proteins that are often dysregulated in cancer cells and promote their survival.232 All IAPs 

contain one to three baculovirus IAP repeat (BIR) domains and are thus also known as BIR-containing 

proteins (BIRCs or sometimes BIRPs).233,234 The BIR domains are central to the function of the IAPs 

since they facilitate their interaction with other proteins, including caspases. However, of the eight 

human IAPs that are known today, only three have been shown to inhibit caspases directly: BIRC2 

(cIAP1), BIRC3 (cIAP2), and BIRC4 (XIAP, X-linked inhibitor of apoptosis protein), the last of which 

has been studied most extensively. All of these three IAPs contain three BIR domains in their N-terminal 

part, two of which belong to the type II BIR class, which is distinguished from other BIR domains by 

the presence of a specific hydrophobic cleft. This cleft can bind corresponding IAP-binding motifs 

(IBMs) in target proteins such as the caspase CASP9. Binding of XIAP to the IBM of CASP9 via its 

BIR3 domain (i.e. its third BIR domain) sterically blocks the homodimerisation interface of 

CASP9.232,234-236 Since CASP9 depends on dimerisation for activation, as discussed in chapter 1.3.2, this 
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prevents CASP9 activation. However, IAPs interact with other caspases using different mechanisms. 

The inhibition of CASP3 and CASP7 by XIAP has been shown to require not only the BIR3 domain but 

additionally a small segment N-terminal of the BIR2 domain. For these two caspases, the direct 

inhibitory mechanism is completely different from that for CASP9 and does not depend on inhibition of 

dimerisation, but rather on blockade of the active site of an already activated, functional caspase 

dimer.232,235 In addition to these direct inhibitory mechanisms shown for XIAP, this and other caspase-

binding IAPs such as cIAP1 and cIAP2 can also inhibit caspases indirectly.232,235 For this, they depend 

on their C-terminal really interesting new protein (RING) domain in addition to their N-terminal BIR 

domains. The RING domain is an E3 ubiquitin ligase domain that enables those IAPs that possess one 

to ubiquitinate their target proteins, either leading to their proteasomal degradation or inhibiting them in 

other ways.232 The role of IAPs in apoptosis regulation can thus probably best be described as an 

intracellular fail-safe mechanism that prevents the activation of a few caspases from spiralling out of 

control. To overcome this inhibition, MOMP causes the release of two pro-apoptotic factors that inhibit 

IAPs: SMAC (DIABLO)160,161 and OMI (HTRA2)162–165, both of which contain an IBM and thus serve 

as competitive inhibitors of IAPs by displacing them from caspases. 

1.6.2. Extracellular regulation of apoptosis and cell survival by growth factors 

Aside from IAPs and anti-apoptotic BCL2 proteins, negative regulation of apoptosis also relies on a 

broad range of signalling pathways that are often collectively referred to as survival signalling. This 

umbrella term encompasses several related and interconnected signalling pathways that generally 

promote cell survival, proliferation and, if dysregulated, carcinogenesis. While acting inside the cell, 

these pathways are directly regulated by signals from outside the cell, which are mainly hormones or 

growth factors such as insulin, insulin-like growth factors (IGFs), epidermal growth factor (EGF) and 

vascular endothelial growth factors (VEGFs). Most cells require constant signals from other cells in this 

form to survive, and competition for growth factors is one of the mechanisms by which the human body 

ensures that only fit and necessary cells survive while damaged, aged and superfluous cells are weeded 

out.132 For example, the withdrawal of survival signals plays a central role in the reduction of the immune 

cell population after a successful immune response.105 The bridge between the extracellular signal and 
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the intracellular pathways in survival signalling are often receptor tyrosine kinases (RTKs).237-239 

Binding of a ligand on the extracellular domain of these receptors triggers autophosphorylation of 

tyrosine residues on their intracellular domain, leading to the recruitment and activation of further 

intracellular signalling proteins, many of which are protein kinases. Another type of receptors that play 

an important role in survival and growth factor signalling are the G-protein coupled receptors (GPCRs), 

which transmit an extracellular signal to an intracellular G-protein by exchanging a GDP bound to it 

with a GTP, resulting in the G-protein’s release from the receptor.240 Among the most important RTK- 

and GPCR-regulated anti-apoptotic pathways are the signalling axes of RAS/RAF/MEK/ERK241, 

JAK/STAT242, and PI3K/PDK1/AKT12, the last of which has been in the focus of one of the projects on 

which this dissertation is based.13 The following chapter will thus highlight the features of this pathway 

as an example of anti-apoptotic survival signalling. 

1.6.3. Activation of AKT by the PI3K/PDK1/AKT signalling pathway 

The induction of virtually all growth factor receptors leads to the activation of phosphatidylinositol-3-

kinases (PI3Ks).132 The PI3Ks are a family of lipid kinases that phosphorylate phosphoinositides, a class 

of lipid second messengers, at the 3′ position of their inositol ring.10,131,243 PI3Ks are divided into three 

or sometimes four classes, and the class I PI3Ks are the ones that are mainly involved in 

PI3K/PDK1/AKT signalling. In vivo, class I PI3Ks exclusively phosphorylate phosphatidylinositol-4,5-

bisphosphate (PI(4,5)P2) to generate phosphatidylinositol-3,4,5-trisphosphate (PI(3,4,5)P3 or PIP3), 

whereas in vitro, they have also been observed to phosphorylate phosphatidylinositol (PI) and 

phosphatidylinositol-4-phosphate (PI(4)P or PIP).10,244,245 Class I PI3Ks are opposed by the phosphatase 

PTEN (originally short for phosphatase and tensin homolog) which dephosphorylates PI(3,4,5)P3 at the 

3′ position and thus converts it back to PI(4,5)P2. Phosphoinositides serve as membrane anchors for 

proteins that contain a corresponding binding domain, and different phosphoinositides can be bound by 

different domains with different affinities. One such domain that binds PI(3,4,5)P3 with high affinity is 

the pleckstrin homology (PH) domain, which is present in both PDK1 and AKT. The induction of growth 

factor signalling, via class I PI3K activation, PI(3,4,5)P3 production and PH domain binding, thus 

recruits both PDK1 and AKT to the plasma membrane and brings them into close proximity of each 
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other.12,246 Both PDK1 (3-phosphoinositide-dependent protein kinase 1, also known as PDPK1) and 

AKT (named after the AKT8 murine leukaemia virus in which it was first discovered; also known as 

protein kinase B (PKB) or rarely related to A- and C-kinase (RAC)) are protein kinases or, more 

specifically, serine/threonine kinases. The PI3K-mediated recruitment of AKT and PDK1 to the plasma 

membrane not only brings them into proximity but also induces conformational changes in AKT that 

make it accessible for phosphorylation by PDK1 at a specific threonine residue. This phosphorylation 

contributes to the activation of AKT. However, to become fully activated, AKT has to be phosphorylated 

at two specific amino acid residues: one in the activation loop of its catalytic centre and one in its C-

terminal hydrophobic domain. In the AKT isoform AKT1, these residues are T308 and S473.12 While 

phosphorylation of T308 is carried out by PDK1, the kinase primarily responsible for phosphorylation 

of S473 is the mammalian target of rapamycin complex 2 (mTORC2). Just as in the case of PDK1, the 

phosphorylation of AKT by mTORC2 can be enhanced by growth factor-induced binding of both to 

PI(3,4,5)P3, but in the case of mTORC2, this is not strictly required.12 Once AKT has been fully 

activated, it can go on to phosphorylate its downstream substrates, which play roles in many diverse 

cellular events including but by far not limited to apoptosis. 

1.6.4. Inhibition of apoptosis by AKT signalling 

Of the literally hundreds of known AKT substrate proteins (comprehensively compiled by Cell 

Signaling Technology® Ref. 247), many play a role in apoptotic or anti-apoptotic signalling. One of the 

first recognised AKT substrates with a role in apoptosis was the pro-apoptotic BCL2 family protein 

BAD (see also chapter 1.5.4). Phosphorylation of BAD by AKT results in its inactivation via 

sequestration by 14-3-3 proteins.132,248 The same is true for another pro-apoptotic BCL2 family protein, 

BIM.249 Conversely and more indirectly, AKT protects the anti-apoptotic BCL2 family protein MCL1 

(BCL2L3) from proteasomal degradation. This is achieved by AKT-mediated inhibitory 

phosphorylation of glycogen synthase kinase-3β (GSK3B), which is thus prevented from 

phosphorylating MCL1.250 The pro-apoptotic BCL2 family member PUMA is negatively regulated by 

AKT in a similar, GSK3B-dependent manner.251 Additionally, AKT-mediated phosphorylation of the 

anti-apoptotic BCL2 family protein BCL-XL or its pro-apoptotic alternative splice form BCL-XS 
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(BCL2L1) might reduce VDAC-dependent mitochondrial apoptosis.252 In humans, another pro-

apoptotic AKT substrate is the key initiator caspase of the intrinsic pathway, CASP9, although its 

inhibition by AKT alone cannot prevent apoptosis.132,253,254 A completely different kind of apoptosis-

regulating AKT substrate proteins are the transcription factors of the forkhead box O (FOXO) family, 

particularly FOXO1 (FKHR), FOXO3 (FKHRL1), and FOXO4 (AFX).255-260 These three FOXO 

transcription factors are crucial tumour suppressors that can induce cellular growth arrest and 

apoptosis.261 However, phosphorylation by AKT marks them for binding by 14-3-3 proteins that 

facilitate their export from the nucleus and thus inhibit their activity. Another tumour suppressor that is 

inhibited by AKT in a similar way is the programmed cell death protein 4 (PDCD4), which is normally 

present in the nucleus but is exported to the cytosol upon phosphorylation by AKT.262 AKT also inhibits 

the potentially pro-apoptotic crucial tumour suppressor and transcription factor p53 (TP53) by 

stabilising phosphorylation of the ubiquitin ligase MDM2, which then carries on to ubiquitinate p53 and 

thus marks it for proteasomal degradation.263,264 It has also been suggested that AKT stabilises the IAP 

protein XIAP (discussed in chapter 1.6.1) in a similar manner, however the respective article has been 

retracted.265 In a related matter, the same research group has also suggested that the mitochondrial XIAP 

inhibitor OMI (HTRA2) that is released upon MOMP is also phosphorylated by AKT, resulting in its 

inhibition, yet the respective article has also been retracted.266 More robust evidence has been presented 

for the involvement of AKT in the potentially pro-apoptotic Jun N-terminal kinase (JNK) signalling 

pathway. Not only does AKT negatively regulate the mitogen-activated protein kinase kinase kinase 5 

(MAP3K5, also known as ASK1), an upstream positive regulator of JNK267,268, but it also inhibits the 

protein plenty of SH3 domains (POSH, also known as SH3RF1), a scaffolding protein that contributes 

to JNK activation.269 AKT also interferes with the induction of extrinsic apoptosis by negatively 

regulating the pro-apoptotic, long isoform of FLIP (CFLAR; discussed in chapter 1.4.3) as well as the 

prostate apoptosis response 4 protein (PAR4, also known as PAWR) that normally enhances extrinsic 

apoptosis induction.270,271 During the execution stage of apoptosis, AKT can interfere with apoptotic 

chromatin condensation (discussed in chapter 1.2.3) by inhibiting the protein ACINUS. This is done 

both directly by phosphorylating ACINUS itself as well as indirectly by phosphorylating the protein 

zyxin (ZYX), which then binds and inhibit ACINUS.272,273 Out of all of these and other AKT substrates 
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with a role in cell survival and apoptosis, it is still not entirely clear whether some of them are redundant, 

however it is believed that not the effect of AKT on a few specific substrates but rather on most or all 

of them together is responsible for its inhibition of apoptosis.132 

1.7. Aims of the projects described this dissertation 

The goal of all projects on which this dissertation is based was the identification of new pathways in 

apoptosis signalling. Three main projects emerged: 

1. The identification of the mechanism by which the mycotoxin phomoxanthone A causes 

induction of apoptosis 

2. The discovery of a feedback loop in the PI3K/PDK1/AKT signalling axis and its role in the 

inhibition of apoptosis 

3. The characterisation of BMAL1 as a caspase substrate and the role of its cleavage during the 

execution of apoptosis 

These three and other projects resulted in several manuscripts, all but one of which have already been 

published. The manuscript texts have thus been added as a supplement to this dissertation. 
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2. Manuscripts 

2.1. Manuscripts on which this dissertation is based 

The full original texts of these manuscripts can be found in the appendix to this dissertation. 

2.1.1. The mycotoxin phomoxanthone A disturbs the form and function of the inner 

mitochondrial membrane 

Böhler P*, Stuhldreier F*, Anand R, Kondadi AK, Schlütermann D, Berleth N, Deitersen J, Wallot-Hieke 

N, Wu W, Frank M, Niemann H, Wesbuer E, Barbian A, Luyten T, Parys JB, Weidtkamp-Peters S, 

Borchardt A, Reichert AS, Peña-Blanco A, García-Sáez AJ, Itskanov S, van der Bliek AM, Proksch P, 

Wesselborg S*, Stork B*. Cell Death & Disease (2018) 9:286, doi: 10.1038/s41419-018-0312-8 

The author of this dissertation conceived and oversaw the project, planned, designed and carried out the 

majority of the experiments, and independently researched and wrote the manuscript. Total contribution: 

about 45% 

2.1.2. Phomoxanthone A − from mangrove forests to anticancer therapy 

Frank M, Niemann H, Böhler P, Stork B, Wesselborg S, Lin W, Proksch P. Current Medicinal Chemistry 

(2015) 22:3523, doi: 10.2174/0929867322666150716115300 

The author of this dissertation contributed several ideas and suggestions to the project and carried out 

all in vivo experiments. Total contribution: about 10% 

2.1.3. Pro-apoptotic and immunostimulatory tetrahydroxanthone dimers from the endophytic 

fungus Phomopsis longicolla 

Rönsberg D, Debbab A, Mándi A, Vasylyeva V, Böhler P, Stork B, Engelke L, Hamacher A, Sawadogo 

R, Diederich M, Wray V, Lin W, Kassack MU, Janiak C, Scheu S, Wesselborg S, Kurtán T, Aly AH, 

Proksch P. The Journal of Organic Chemistry (2013) 78:12409, doi: 10.1021/jo402066b 

The author of this dissertation contributed several ideas and suggestions to the project and carried out 

the in vivo experiments on apoptosis. Total contribution: about 5% 

                                                             
* These authors contributed equally to the manuscript. 
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2.1.4. PDK1 controls upstream PI3K expression and PIP3 generation 

Dieterle AM*, Böhler P*, Keppeler H, Alers S, Berleth N, Drießen S, Hieke N, Pietkiewicz S, Löffler 

AS, Peter C, Gray A, Leslie NR, Shinohara H, Kurosaki T, Engelke M, Wienands J, Bonin M, 

Wesselborg S, Stork B. Oncogene (2014) 33:3043, doi: 10.1038/onc.2013.266 

The author of this dissertation contributed several ideas and suggestions to the project, independently 

planned, designed and carried out the experiments on which figures 3b & 3c and figures 4b–d are based, 

and wrote parts of the manuscript. Total contribution: about 30% 

2.1.5. Efficient and safe gene delivery to human corneal endothelium using magnetic 

nanoparticles 

Czugala M, Mykhaylyk O, Böhler P, Onderka J, Stork B, Wesselborg S, Kruse FE, Plank C, Singer BB, 

Fuchsluger TA. Nanomedicine (2016) 11:1787, doi: 10.2217/nnm-2016-0144 

The author of this dissertation contributed several ideas and suggestions to the project, independently 

planned, designed and carried out the experiments on which figure 3b is based, and contributed to data 

evaluation and to writing the manuscript. Total contribution: about 15% 

2.1.6. CASP3 inactivates BMAL1 by cleaving off its transactivation domain at D585 

Böhler P, Peter C, Friesen O, Berleth N, Deitersen J, Schlütermann D, Stuhldreier F, Wu W, Dibner C, 

Schoder G, Reinke H, Stork B. Manuscript prepared for publication. 

The author of this dissertation conceived and oversaw the project, planned, designed and carried out the 

majority of the experiments, and independently researched and wrote the manuscript. Total contribution: 

about 60%  

                                                             
* These authors contributed equally to the manuscript. 
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2.2. Manuscripts beyond the scope of this dissertation 

The author contributed to these publications; however, they are beyond the scope of this dissertation 

2.2.1. SIRT4 interacts with OPA1 and regulates mitochondrial quality control and mitophagy 

Lang A, Anand R, Altinoluk-Hambüchen S, Ezzahoini H, Stefanski A, Iram A, Bergmann L, Urbach J, 

Böhler P, Hänsel J, Franke M, Stühler K, Krutmann J, Scheller J, Stork B, Reichert AS, Piekorz RP. 

Aging (2017) 9:2163, doi: 10.18632/aging.101307 

The author of this dissertation contributed several ideas and suggestions to the project and assisted in 

designing the experiments on which figures 6–8 are based. Total contribution: about 5% 

2.2.2. Systematic analysis of ATG13 domain requirements for autophagy induction 

Wallot-Hieke N, Verma N, Schlütermann D, Berleth N, Deitersen J, Böhler P, Stuhldreier F, Wu W, 

Seggewiß S, Peter C, Gohlke H, Mizushima N, Stork B. Autophagy (2018) 14:743, 

doi: 10.1080/15548627.2017.1387342 

The author of this dissertation contributed several ideas and suggestions to the project, provided 

experimental support and assisted in data evaluation. Total contribution: about 5% 

2.2.3. Targeting urothelial carcinoma cells by combining cisplatin with a specific inhibitor of 

the autophagy-inducing class III PtdIns3K complex 

Schlütermann D, Skowron MA, Berleth N, Böhler P, Deitersen J, Stuhldreier F, Wallot-Hieke N, Wu 

W, Peter C, Hoffmann MJ, Niegisch G, Stork B. Urologic Oncology (2018) 36:160, 

doi: 10.1016/j.urolonc.2017.11.021 

The author of this dissertation contributed several ideas and suggestions to the project, provided 

experimental support and assisted in data evaluation. Total contribution: about 5%  
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2.2.4. Deubiquitinase inhibition by WP1130 leads to ULK1 aggregation and blockade of 

autophagy 

Drießen S, Berleth N, Friesen O, Löffler AS, Böhler P, Hieke N, Stuhldreier F, Peter C, Schink KO, 

Schultz SW, Stenmark H, Holland P, Simonsen A, Wesselborg S, Stork B. Autophagy (2015) 11:1458, 

doi: 10.1080/15548627.2015.1067359 

The author of this dissertation contributed several ideas and suggestions to the project, provided 

experimental support and assisted in data evaluation. Total contribution: about 5% 

2.2.5. Expression of a ULK1/2 binding-deficient ATG13 variant can partially restore 

autophagic activity in ATG13-deficient cells 

Hieke N, Löffler AS, Kaizuka T, Berleth N, Böhler P, Drießen S, Stuhldreier F, Friesen O, Assani K, 

Schmitz K, Peter C, Diedrich B, Dengjel J, Holland P, Simonsen A, Wesselborg S, Mizushima N, Stork 

B. Autophagy (2015) 11:1471, doi: 10.1080/15548627.2015.1068488 

The author of this dissertation contributed several ideas and suggestions to the project, provided 

experimental support and assisted in data evaluation. Total contribution: about 5% 

2.2.6. Callyspongiolide, a cytotoxic macrolide from the marine sponge Callyspongia sp. 

Pham CD, Hartmann R, Böhler P, Stork B, Wesselborg S, Lin W, Lai D, Proksch P. Organic Letters 

(2014) 16:266, doi: 10.1021/ol403241v 

The author of this dissertation contributed several ideas and suggestions to the project and carried out 

the in vivo experiments on viability. Total contribution: about 5%  
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3. Discussion 

Understanding the mechanisms through which apoptosis can be induced, inhibited or executed is crucial 

for the development of new strategies in the fight against many diseases such as autoimmune disorders 

and cancer. The projects presented in this dissertation contributed to the knowledge of these three aspects 

of apoptosis signalling in several ways. 

Both the inhibition and induction of apoptosis are at the core of cancer treatment: while inhibition of 

apoptosis is a crucial event during cellular carcinogenesis, overcoming this inhibition and inducing 

apoptosis is the goal of most anti-cancer drugs. Many recently developed anti-cancer drugs are small 

molecule inhibitors, i.e. they interact directly and specifically with certain proteins that are the products 

of oncogenes. Among these small molecules are the BCL2 inhibitor venetoclax (ABT-199), the PI3K 

inhibitor idelalisib (GS-1101), and the AKT inhibitor MK-2206.274-276 A successful therapy employing 

such small molecules depends critically on understanding the signalling pathways their target proteins 

are part of. As we have demonstrated in one of our own studies, this is especially true for the 

PI3K/PDK1/AKT signalling pathway.13 Several anti-cancer drugs that are currently under development 

or already in clinical use are inhibitors of one or more components of this pathway.246,277 In our own 

studies, we used the AKT inhibitor MK-2206, the PDK1 inhibitors BX795 and BX912, and the PI3K 

inhibitors LY294002, GDC-0941, TGX-221, and IC8711 to dissect this pathway.13 Our results were 

concordant with the high selectivity and specificity of these compounds, yet they also demonstrated that 

inhibition of some individual components of this pathway may not be sufficient: inhibiting either AKT 

or PDK1 alone resulted in suppression of the negative feedback mechanisms through which they repress 

the expression of their upstream regulator PI3K, thus leading to the upregulation of PI3K signalling that 

may result in resistance to drugs that target its downstream effectors.13 This logic is reflected by the 

results of clinical trials on inhibitors of PI3K/PDK1/AKT signalling: while several specific PI3K 

inhibitors, such as idelalisib, duvelisib, and copanlisib, have entered routine clinical use in cancer 

therapy during the last years, not a single PDK1 or AKT inhibitor has demonstrated sufficient efficacy 

and safety in clinical trials to gain approval for the treatment of cancer.244,277,278 



 Discussion 
 

40 
 

The search for novel anti-cancer drugs to complement or replace existing drugs thus remains an ongoing 

effort, and countless chemical compounds are under investigation as such potential drugs. Aside from 

synthetic drug candidates, these compounds also include several natural products, which have been 

proven to be a rich source of potential drugs in the past. Anti-cancer drugs derived from natural products 

include daunorubicin (from Streptomyces peucetius), mitomycin C (from Streptomyces caespitosus and 

Streptomyces lavendulae), paclitaxel (from Taxus brevifolia), sirolimus (from Streptomyces 

hygroscopicus), and vinblastine and vincristine (both from Catharanthus roseus).279,280 The mechanism 

of action of these compounds is highly diverse, ranging from DNA damage over cytoskeleton disruption 

to the specific inhibition of enzymes, yet the goal is always the same: to induce apoptosis. A promising 

new pro-apoptotic compound with a novel mechanism of action has been found with the mycotoxin 

phomoxanthone A (PXA) from the fungus Phomopsis longicolla. PXA was in the focus of several 

publications included in this dissertation.7–9 Essentially nothing was known about the biological activity 

of PXA prior to these studies except that it had a strong broadband antibiotic activity. The results of a 

2013 study to which the author of this dissertation contributed show that PXA induces apoptosis in a 

number of haematological cancer cell lines including the highly apoptosis-resistant Burkitt lymphoma 

cell line DG75.9 As published previously and as also confirmed by our own experiments (unpublished 

data), DG75 cells are deficient or near-deficient for the pro-apoptotic BCL2 family members BAX and 

BAK (described in chapter 1.5.4).281,282 The fact that PXA can nevertheless induce apoptosis in these 

cells could probably be attributed to its mechanism of action, which directly damages the mitochondria 

and may thus bypass the BAX/BAK-dependence of intrinsic apoptosis induction. While this potential 

ability makes PXA a promising tool to induce apoptosis in BAX/BAK-deficient cancer cells, its broad 

range of toxicity may be an obstacle to this application. Preliminary data from our 2013 study suggest 

that PXA may be more toxic towards cancer cells than non-cancer cells.9 However, since the 

experiments leading to these results were performed by different research groups using different test 

methods and different lots of PXA, whose instability in solution was not known at the time, further 

experiments will be required to thoroughly test this assumption. An alternative approach would be to 

modify PXA in a way that allows it to target cancer cells directly as well as to improve its stability. 
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Attempts to modify PXA chemically while preserving or even enhancing its activity are currently 

ongoing, and first results have been published in one of the studies on which this dissertation is based.8 

Aside from the potential use of PXA or one of its derivatives as a chemotherapeutic drug, a more direct 

application of this compound is in the research on apoptosis and mitochondrial dynamics. As described 

in chapter 1.5, mitochondrial function in general and mitochondrial dynamics in particular lie at the 

heart of apoptosis. Mitochondrial fragmentation and cristae disruption might be both cause and effect 

of apoptosis and have received increased research interest during the last years.155,197,209,211 Our studies 

on PXA have shown that mitochondrial fragmentation and cristae disruption can be induced within a 

few minutes or even seconds and independent of the canonical fission regulators DRP1 and OPA1, 

resulting in exclusive fragmentation of the inner mitochondrial membrane.7 These results challenge the 

view that mitochondrial fragmentation is necessarily an active, guided process, and they demonstrate 

that exclusive fragmentation of the inner mitochondrial membrane without fragmentation of the outer 

mitochondrial membrane is possible in higher animals despite the lack of a known inner membrane 

fission machinery. Further studies might address the open questions that are posed by these results: What 

is the molecular target of PXA? What is the order of events in mitochondrial fragmentation, cristae 

disruption, and apoptosis induction? What is the mechanism of exclusive inner mitochondrial membrane 

fragmentation in higher animals? Especially regarding this last question, PXA might prove to be a useful 

research tool. 

Apoptosis, whether induced by PXA, by inhibitors of PI3K/PDK1/AKT signalling, or by any of the 

other stimuli summarised in chapters 1.4.1 and 1.5.1, always has the goal of executing cell death in a 

controlled manner. The shutdown of gene transcription, as described in chapter 1.2.6, is an integral part 

of the execution of apoptosis. In another one of the studies on which this dissertation is based, we have 

shown that apoptosis inactivates the transcription factor BMAL1 (ARNTL) via cleavage by the 

executioner caspase CASP3.16 The cellular function of BMAL1 that is best known is its role in the 

mammalian circadian clock. This intricate molecular machinery generates the 24-hour rhythms that 

guide the life of nearly all mammals including humans. Since it regulates many diverse bodily functions 

from metabolism to sleep and social behaviour, it comes as no surprise that the circadian clock in general 
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and BMAL1 in particular can also play a role in oncogenesis.283,284 However, BMAL1 itself is usually 

not considered an oncogene but a tumour suppressor.285 Why, then, should the anti-cancer protein 

BMAL1 be inactivated by the anti-cancer process of apoptosis? The answer may lie in the role of 

BMAL1 in another cyclical cellular process: not the circadian cycle, but the cell cycle. These two cycles 

influence each other286, and cell cycle arrest is a possible response to DNA damage to prevent 

uncontrolled cell proliferation and oncogenesis. BMAL1 depletion can result in a decrease in the levels 

of several cell cycle regulators that coincides with an increased sensitivity to anticancer drugs and 

apoptosis induction.287,288 Therefore, apoptotic inactivation of BMAL1 by CASP3 might contribute to 

shifting the cellular DNA damage response away from cell cycle arrest and towards cell death, thus 

constituting a positive feedback mechanism that enhances the execution of apoptosis. 

In summary, the projects and publications that form the foundation of this dissertation shed new light 

on three aspects of apoptosis: first, anticancer drugs that target the oncoproteins AKT and PDK1 might 

trigger a feedback mechanism resulting in increased PI3K expression that contributes to inhibition of 

apoptosis; second, mitochondrial inner membrane fragmentation and cristae disruption caused by the 

mycotoxin PXA result in BAX/BAK-independent induction of apoptosis; and third, the transcription 

factor BMAL1 and thus the circadian clock is inactivated by CASP3 during the execution of apoptosis. 
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Abstract
Mitochondria are cellular organelles with crucial functions in the generation and distribution of ATP, the buffering of
cytosolic Ca2+ and the initiation of apoptosis. Compounds that interfere with these functions are termed
mitochondrial toxins, many of which are derived from microbes, such as antimycin A, oligomycin A, and ionomycin.
Here, we identify the mycotoxin phomoxanthone A (PXA), derived from the endophytic fungus Phomopsis longicolla,
as a mitochondrial toxin. We show that PXA elicits a strong release of Ca2+ from the mitochondria but not from the ER.
In addition, PXA depolarises the mitochondria similarly to protonophoric uncouplers such as CCCP, yet unlike these, it
does not increase but rather inhibits cellular respiration and electron transport chain activity. The respiration-
dependent mitochondrial network structure rapidly collapses into fragments upon PXA treatment. Surprisingly, this
fragmentation is independent from the canonical mitochondrial fission and fusion mediators DRP1 and OPA1, and
exclusively affects the inner mitochondrial membrane, leading to cristae disruption, release of pro-apoptotic proteins,
and apoptosis. Taken together, our results suggest that PXA is a mitochondrial toxin with a novel mode of action that
might prove a useful tool for the study of mitochondrial ion homoeostasis and membrane dynamics.

Introduction
Mitochondria are cellular organelles that are crucial to

almost all eukaryotic organisms. Among their most
important functions are generation and distribution of
ATP, buffering of cytosolic Ca2+ and, in animal cells,
initiation of apoptosis. Disturbance of these or other

functions by mitochondrial toxins can lead to cellular
stress and cell death1,2.
Mitochondria produce ATP through oxidative phos-

phorylation (OXPHOS), which depends on the electron
transport chain (ETC) embedded in the inner mitochon-
drial membrane (IMM). The ETC pumps protons out of
the mitochondrial matrix and into the mitochondrial
intermembrane space. This generates a proton gradient
(ΔpHm) and, consequently, a membrane potential (ΔΨm)
across the IMM. The ΔΨm is then used to drive the
mitochondrial ATP synthase3.
To provide all regions within the cell with sufficient

ATP, mitochondria often form a network that constantly
undergoes balanced fission and fusion. This allows
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remodelling of the network as well as removal and recy-
cling of damaged mitochondria through mitophagy1,4,5.
Excessive fission can be triggered by mitochondrial toxins
that cause loss of ΔΨm, such as the protonophore car-
bonyl cyanide m-chlorophenyl hydrazone (CCCP)6.
The ΔΨm also plays a role in the mitochondrial buf-

fering of cytosolic Ca2+. Normally, the cytosol of a typical
animal cell contains only a very low Ca2+ concentration
([Ca2+]cyt, ~0.1 μM), whereas the concentration of Ca2+

within the endoplasmic reticulum ([Ca2+]ER,> 100 μM) or
outside the cell ([Ca2+]ext,> 1000 μM) is up to 10,000-fold
higher2. In response to certain stimuli, Ca2+ channels in
the ER and/or the plasma membrane open to release Ca2+

into the cytosol as a second messenger. Mitochondria
contribute to removal of cytosolic Ca2+ by uptake into
their matrix via ΔΨm-driven Ca2+ transporters. After that,
a slow, regulated efflux moves the Ca2+ out of the matrix
and into the cristae, which are folds in the IMM, from
where it is slowly released and shuttled back to the ER2,7–

9. A separate mechanism through which Ca2+ can cross
the IMM is the mitochondrial permeability transition
pore (mPTP), which can open irreversibly in response to
severe mitochondrial stress. The mPTP directly connects
the mitochondrial matrix with the cytosol to allow the
free exchange of molecules up to 1.5 kDa in size, including
Ca2+. Irreversible mPTP opening leads to release of
mitochondrial Ca2+, loss of ΔΨm, swelling of the matrix
and eventually mitochondrial outer membrane permea-
bilisation (MOMP)10,11.
In animal cells, MOMP initiates apoptosis. Several

proteins normally contained in the cristae attain a pro-
apoptotic function if they pass the outer mitochondrial
membrane (OMM) and are released into the cytosol.
Among these proteins are cytochrome c (CYCS), SMAC
(DIABLO) and OMI (HTRA2). Cytosolic CYCS becomes
part of the caspase-activating apoptosome complex, while
DIABLO and HTRA2 bind and inhibit the inhibitor of
apoptosis proteins (IAPs), thus attenuating their inhibi-
tion of caspases1. MOMP can be caused either passively
through rupture of the OMM, such as triggered by the
mPTP, or actively through the formation of pores in the
OMM by the pro-apoptotic proteins BAK and BAX,
which can be induced in response to severe cellular
stress12.
A variety of mitochondrial toxins with different effects

and molecular targets is known today13. Several of these
toxins are natural products, such as the Streptomyces-
derived ETC inhibitor antimycin A and the ATP synthase
inhibitor oligomycin A.
Phomoxanthone A and B (PXA and PXB) are natural

products named after the fungus Phomopsis, from which
they were first isolated, and after their xanthonoid
structure (Fig. S1). PXA is a homodimer of two acetylated
tetrahydroxanthones symmetrically linked at C-4,4’,

whereas PXB is structurally almost identical but asym-
metrically linked at C-2,4’. Both possess antibiotic activity
against diverse organisms from all biological kingdoms.
Originally described in 2001, PXA and PXB were tested
against the protozoan Plasmodium falciparum, the Gram-
positive Mycobacterium tuberculosis, and three animal
cell lines. In all of these organisms, both PXA and PXB
showed significant cytotoxic activity, with PXA being
more toxic in every case14. A later study in different
organisms produced similar results, showing that PXA
inhibits the growth of the Gram-positive Bacillus mega-
terium, the alga Chlorella fusca, and the fungus Ustilago
violacea15.
We previously showed that PXA induces apoptosis in

human cancer cell lines. Signs of apoptosis were observed
as early as after 4 h of treatment with low micromolar
doses of PXA16,17. However, the mechanism by which
PXA causes apoptosis or cytotoxicity in general has never
before been investigated.
The aim of this study was to elucidate the mechanism

through which PXA exerts its toxicity. Following our
initial results, we hypothesised that PXA directly affects
the mitochondria and thus investigated its effects on the
ETC, ΔΨm, ATP production, Ca2+ buffering, and
mitochondrial morphology. It appears that PXA is a
mitochondrial toxin that specifically affects the IMM,
leading to loss of ΔΨm, ETC inhibition, Ca2+ efflux,
mitochondrial fragmentation, cristae disruption, and
finally to the release of mitochondrial pro-apoptotic
factors.

Results
PXA induces Ca2+ release from an intracellular store
To determine how PXA induces apoptosis, we analysed

its effect on cellular Ca2+ levels since ionic imbalance
can be an apoptotic trigger. Treatment of Ramos cells
with PXA resulted in a strong, steady increase of [Ca2
+]cyt (Fig. 1a). Interestingly, there was a delay of about
2–5 min between addition of PXA and increase in [Ca2
+]cyt. Since this pattern of Ca2+ release is similar to that
caused by the tyrosine phosphatase inhibitor pervana-
date (VO4

3−) (Fig. S2a), and since tyrosine phosphatase
inhibition can induce apoptosis, we tested the effect of
PXA on tyrosine phosphorylation. However, in contrast
to pervanadate, we could not detect any effect (Fig. S2b).
In a broader picture, PXA had no inhibitory effect on any
of 141 protein kinases against which we tested it
(Table S1).
We next tried to determine the origin of the released

Ca2+. Since PXA increases [Ca2+]cyt even in the absence
of extracellular Ca2+, we tested if it releases Ca2+ from the
ER. Using thapsigargin, which causes a net efflux of Ca2+

from the ER, we could induce an increase in [Ca2+]cyt
even after PXA-inducible Ca2+ stores were depleted

Böhler et al. Cell Death and Disease (2018)9:286 Page 2 of 17

Official journal of the Cell Death Differentiation Association



[Ca ] - PXA2+
mito

[Ca ] - TG2+
mito

dc

e

10
0

50

100

150

200

F/
F

(%
 rf

u 
ba

se
lin

e)
0

f

t (min)

DMSO
PXA
IM
TG

F/
F

(%
 rf

u 
ba

se
lin

e)
0

10
0

100

200

300

400

t (min)

[Ca ] - PXA2+
ER

[Ca ] - TG2+
ER

10
0

50

100

150

200

F/
F

(%
 rf

u 
ba

se
lin

e)
0

t (min)

ba

hg

0

50

100

150

DMSO
PXA
IM

C
al

ce
in

 fl
uo

re
sc

en
ce

 (%
 t

)

t (min)

0 
m

in

DMSO PXA IM

5 
m

in

10
0

100

200

300

400

500

t (min)

DMSO
PXA
IM

[C
a

]
(%

 rf
u 

ba
se

lin
e)

2+
cy

t

0 3 0
0

100

200

300

400 + PXA + TG

[C
a

]
(%

 rf
u 

ba
se

lin
e)

2+
cy

t

t (min)

t (min)

DMSO
PXA
IM

C
al

ce
in

 fl
uo

re
sc

en
ce

 (%
 b

as
el

in
e)

0 2 4 6 8

0 2 4 6 8

0 2 4 6 8

0 1 2 3 4 5

0 2 4 6 8 0 10 2 0 4

0 5 10 15
0

20

40

60

80

100

120

Fig. 1 (See legend on next page.)

Böhler et al. Cell Death and Disease (2018)9:286 Page 3 of 17

Official journal of the Cell Death Differentiation Association



(Fig. 1b), suggesting that the Ca2+ released by PXA at
least partially originates from a source other than the ER.

PXA induces Ca2+ release mainly from the mitochondria
To quantify the effect of PXA on Ca2+ stores, we used

HeLa cells expressing CEPIA Ca2+ probes targeted to
either the ER or the mitochondria. Although PXA pro-
voked some Ca2+ release from the ER, it was much slower
and weaker than that evoked by thapsigargin (Fig. 1c).
Mitochondria, however, were quickly and severely
depleted (Fig. 1d). This effect of PXA on mitochondrial
Ca2+ was confirmed in Ramos cells, making use of the Ca2
+ probe Pericam (Fig. 1e).

Mitochondrial Ca2+ release caused by PXA is independent
from the mPTP
Large-scale Ca2+ efflux from the mitochondria can

result from persistent opening of the mPTP. We thus
tested whether PXA induces mPTP opening by using the
cobalt/calcein method, comparing PXA to the mPTP
inducer ionomycin (IM). While IM caused a strong
decrease in mitochondrial calcein fluorescence as expec-
ted, PXA had no observable effect (Fig. 1f, g; Supple-
mentary Movies S1–S3). Similar results were obtained by
further live measurement using flow cytometry (Fig. 1h).
In addition, we tested whether the mPTP inhibitor
cyclosporin A (CsA) can prevent the mitochondrial Ca2+

release caused by PXA. We measured mitochondrial Ca2+

retention capacity in isolated mitochondria, comparing
PXA to IM and CCCP. This was done in either normal
isolated mitochondria or mitochondria loaded with Ca2+,
and in the presence of either CsA or its derivative
cyclosporin H (CsH), which does not affect the mPTP
(Fig. 2)18. While PXA caused a decrease in calcium green
fluorescence, indicating Ca2+ release, under every condi-
tion, i.e., regardless of Ca2+ loading and also in the pre-
sence of CsA, IM had an observable effect only in loaded
mitochondria, but also regardless of CsA. On the other
hand, CCCP caused a release of Ca2+ only in the presence
of CsH but not CsA, indicating that CCCP-induced Ca2+

release does indeed depend on the mPTP, unlike that

induced by PXA. Taken together, these results indicate
that PXA causes mitochondrial Ca2+ release largely
independent from the mPTP.

PXA depolarises the mitochondria but does not uncouple
cellular respiration
A change in [Ca2+]mito likely correlates with changes in

other mitochondrial ion gradients. Uptake of Ca2+ into
the mitochondrial matrix is driven by ΔΨm. We thus
analysed the effect of PXA on ΔΨm. Indeed, PXA caused
immediate mitochondrial depolarisation similar to CCCP,
both in whole cells and isolated mitochondria (Fig. 3a, b).
The EC50 for PXA-induced loss of ΔΨm in Ramos cells
was determined to be 1.1± 0.3 μM (Fig. S3). The key
contributor to ΔΨm is ΔpHm, which is maintained via
cellular respiration by consumption of O2. If the PXA-
induced loss of ΔΨm was caused by loss of ΔpHm

downstream of the ETC, as in case of CCCP, it would be
accompanied by an increase in respiration to compensate
for the loss. Therefore, we measured cellular O2 con-
sumption upon increasing concentrations of either PXA
or CCCP. As expected, CCCP caused a dose-dependent
increase in O2 consumption. However, in contrast to
CCCP, PXA caused no increase but rather a slight
decrease in O2 consumption (Fig. 3c). An overview of the
kinetics of the effects of PXA on [Ca2+]cyt, [Ca

2+]mito, O2

consumption and ΔΨm is presented in Fig. 3d.

PXA inhibits cellular respiration by disrupting the electron
transport chain
Since PXA had a moderate inhibitory effect on cellular

O2 consumption under basal conditions, we next mea-
sured O2 consumption after the respiration rate was first
increased by CCCP. Here, treatment with PXA caused a
strong decrease in O2 consumption to levels below
baseline (Fig. 4a). It thus appeared likely that PXA, unlike
CCCP, is not an inducer but rather an inhibitor of cellular
respiration and of the ETC. We, therefore, compared PXA
to known ETC inhibitors: rotenone (complex I), the-
noyltrifluoroacetone (TTFA; complex II), antimycin A
(complex III), sodium azide (NaN3; complex IV) and

Fig. 1 PXA causes an increase of [Ca2+]cyt and a release of [Ca2+]mito but not [Ca
2+]ER. a Live measurement of the effect of PXA (10 μM) on [Ca2

+]cyt in Ramos cells, where DMSO (0.1% v/v) was used as vehicle control and ionomycin (IM; 2 μM) was used as positive control, and b live
measurement of [Ca2+]cyt after PXA followed by thapsigargin (TG; 10 μM). Measurements were performed by flow cytometry using the Ca2+-sensitive
fluorescent probe Fluo-4-AM (Ex 488 nm, Em 530 ± 30 nm) in the absence of extracellular Ca2+ by maintaining the cells in Krebs-Ringer buffer
containing 0.5 mM EGTA during measurement. c, d Comparison of the effect of PXA (10 μM) and thapsigargin (TG; 1 μM) on either [Ca2+]ER or
[Ca2+]mito as measured by the Ca2+-sensitive fluorescent protein CEPIA targeted to the respective organelle in HeLa cells. All traces were normalised
(F/F0) where F0 is the starting fluorescence of each trace. e Comparison of the effect of PXA (10 μM), ionomycin (IM; 2 μM), and thapsigargin (TG; 1
μM) on [Ca2+]mito in Ramos cells stably transfected with the Ca2+-sensitive ratiometric fluorescent protein mito-Pericam. DMSO (0.1% v/v) was used as
vehicle control. F/F0 is the ratio of fluorescence with excitation at 488 nm (high [Ca2+]) to 405 nm (low Ca2+]). f, g Live imaging and quantification of
the effect of PXA (10 μM) on mPTP opening in HeLa cells as measured by mitochondrial calcein fluorescence using the calcein/cobalt quenching
method. DMSO (0.1% v/v) was used as vehicle control and ionomycin (IM; 2 μM) was used as positive control. Mitochondrial calcein fluorescence was
quantified. h Additional live measurement of the effect of PXA on mPTP opening in Ramos cells by the calcein/cobalt quenching method using flow
cytometry
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oligomycin A (complex V / ATP synthase). In an O2

consumption assay, PXA caused a strong decrease in
cellular respiration, both after CCCP treatment and under
basal conditions, similar to that caused by rotenone,
antimycin A and azide (Fig. 4b). Oligomycin A expectedly
inhibited respiration under basal conditions but not after
CCCP treatment since CCCP uncouples respiration from
ATP synthesis. TTFA did not have a significant effect,
probably because complex II is not involved in respiration
if complex I substrates are available19.
Since a functional ETC is required for ATP synthesis by

OXPHOS, we also compared PXA to known ETC inhi-
bitors in this context. Indeed, PXA as well as all tested
ETC inhibitors strongly reduced cellular ATP levels if
galactose was the only available sugar and ATP had to be
synthesised via OXPHOS instead of glycolysis (Fig. 4c).
Thus assuming that PXA targets the ETC, we tried to
determine if it specifically inhibits one of the ETC com-
plexes. This experiment was performed in permeabilized
cells, comparing PXA to rotenone. Succinate, which
induces complex II-dependent respiration only if complex
I is inhibited, alleviated rotenone-induced inhibition of O2

consumption but had only a marginal effect in PXA-
treated cells. In contrast, duroquinol, which induces
complex III-dependent respiration, increased O2 con-
sumption in both PXA-treated as well as rotenone-treated
cells back to levels before inhibition (Fig. 4d). These data
suggest that PXA might either affect both complex I and
II or the shuttling of electrons between complex I/II and
III.

Comparison of PXA with other ETC inhibitors
While PXA inhibits the ETC as well as ATP synthesis,

it differs from the other ETC inhibitors used in this study
concerning its effects on Ca2+ and ΔΨm. Unlike PXA,
neither CCCP nor any of the tested ETC inhibitors with
the exception of antimycin A caused a noticeable release
of Ca2+ (Fig. S4a), and that caused by antimycin A was
much weaker and had an earlier but slower onset than
the one caused by PXA. Similarly, while both CCCP and
PXA induced a strong and immediate decrease in ΔΨm,
none of the other ETC inhibitors except antimycin A had
any effect on ΔΨm, and that of antimycin A was much
slower and weaker (Fig. S4b). Since we previously
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showed that PXA is cytotoxic and induces apoptosis, we
also compared it to CCCP, ETC inhibitors, IM (control
for Ca2+ release) and staurosporine (control for cyto-
toxicity/apoptosis) in these regards. PXA, staurosporine
and CCCP strongly induced apoptosis, while the ETC
inhibitors and IM were much weaker inducers in Ramos
cells and did not noticeably induce apoptosis at all in
Jurkat cells (Fig. 5a, b). Dependency on OXPHOS for
ATP synthesis, which considerably increased the toxicity
of the ETC inhibitors, appeared to have no effect on the
toxicity of PXA or staurosporine (Fig. 5c, d). These
observations indicate that PXA probably causes cyto-
toxicity in general and apoptosis in particular not via its
effects on the ETC, ΔΨm, or [Ca

2+]mito, but rather that
all of these events might have a common cause further
upstream.

PXA causes irreversible cleavage of OPA1 mediated by
OMA1 but not YME1L1
Several stress conditions including loss of ΔΨm and low

levels of ATP can induce cleavage of the IMM fusion
regulator OPA1 by the protease OMA1 (ref. 20). Addi-
tionally, OPA1 is also cleaved by the protease YME1L1,
resulting in fragments of different size. We treated MEF
cells deficient for either one or both of these proteases
with either PXA or CCCP. We observed that PXA, like
CCCP, caused stress-induced OPA1 cleavage that was
dependent on OMA1, whereas expression of YME1L1 did
not have any visible effect on PXA-induced OPA1 clea-
vage (Fig. 6a). Similarly to their effect in MEF cells, PXA
and CCCP-induced cleavage of OPA1 in Ramos and
Jurkat cells within minutes. Interestingly, and unlike
CCCP, removal of PXA did not enable recovery of the
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long OPA1 forms (Fig. 6b). This prompted us to also
investigate the effects of removal of PXA on cytotoxicity.
Indeed, though PXA was about fivefold less toxic if
removed after a few minutes, it still irreversibly primed
the cells for death (Fig. 6c). It, thus, appears that at least
some of the effects of PXA on the cells are irreversible.

PXA induces fragmentation of the inner but not of the
outer mitochondrial membrane independently of OMA1,
OPA1 and DRP1
Excessive processing of OPA1 by OMA1 changes

mitochondrial cristae morphology, resulting in the release
of pro-apoptotic factors such as CYCS and SMAC. We,

therefore, investigated the effects of PXA on SMAC
localisation and on recruitment of BAX to the OMM. We
observed that PXA indeed induced recruitment of GFP-
BAX to the mitochondria, with concurrent release of
SMAC-mCherry into the cytosol, within about 2–3 h
(Fig. 7a and Supplementary Movie S4; quantification
shown in Fig. S5). OPA1 processing by OMA1 also pre-
vents IMM fusion and, if excessive, results in mitochon-
drial fragmentation. Intriguingly, PXA caused rapid
fragmentation of the mitochondrial network within min-
utes (Fig. 7b), and independent of the cells’ OMA1 or
YME1L1 status (Fig. 7c, left panels; Supplementary
Movies S5–S7). The persistence of PXA-induced
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mitochondrial fragmentation in OMA1-YME1L1 DKO
cells indicates that this process is independent of OPA1
cleavage.
Mitochondrial fission is also regulated by the dynamin

DRP1, which mediates OMM fission. We, thus, tested the
effect of PXA on the mitochondrial morphology in DRP1-
deficient MEF cells. Again, fragmentation was observed
within minutes after treatment (Fig. 7c, right panel;
Supplementary Movie S8). We next used dual staining of
both the matrix (via HSP60) as well as the OMM (via
TOMM20) to determine whether both or only one of
these structures are affected by PXA. CCCP was used as a
positive control for fragmentation. As expected, CCCP
could not induce fragmentation in DRP1-KO cells, and in
WT cells it induced fragmentation of both the IMM and
OMM together (Fig. 8a, b). In contrast, in the WT cells
treated with PXA, fragmentation was much stronger and
resulted in smaller fragments. More intriguingly, in

DRP1-KO cells treated with PXA, only the matrix
appeared to have fragmented, whereas the OMM
appeared to have shrunken around the matrix fragments
but otherwise remained connected (Fig. 8a, b). This effect
could also be observed in cells deficient for both DRP1
and OPA1 (Fig. S6) demonstrating that PXA acts inde-
pendently of canonical regulators of mitochondrial fission.
Finally, a close examination of the mitochondrial ultra-
structure by transmission electron microscopy (TEM)
revealed that PXA causes OMA1-independent disruption
of mitochondrial matrix morphology, complete loss of
cristae, and condensation of IMM structures at the OMM
(Fig. 8c).
Taken together, our results show that PXA disturbs

mitochondrial form and function in several ways. Some
effects, such as the rapid inhibition of both ΔΨm and the
ETC at the same time, the delayed release of mitochon-
drial Ca2+, and the fragmentation of the inner but not the

0 20 40 60 80 100 120

DMSO
PXA
STS

IM
Rot

AmA
OmA

CCCP

Viability (%)

Galactose
Glucose

Jurkat

0 20 40 60 80 100 120

DMSO
PXA
STS

IM
Rot

AmA
OmA

CCCP

Viability (%)

Galactose
Glucose

Ramos

t (h)

C
A

SP
3

ac
tiv

ity
(%

of
co

nt
ro

l)

DMSO
CCCP
PXA
IM

Rot
AmA
OmA
STS

0 2 4 6 8
0

500

1000

1500

2000

0 2 4 6 8
0

500

1000

1500

2000

C
A

SP
3

ac
tiv

ity
(%

of
co

nt
ro

l)Jurkat Ramos

dc

ba

t (h)

Fig. 5 Comparative measurements of the effect of PXA and other compounds on apoptosis induction and cytotoxicity in Jurkat and
Ramos cells. PXA (10 μM) was compared to the protonophore carbonyl cyanide m-chlorophenyl hydrazone (CCCP; 10 μM), the Ca2+ ionophore
ionomycin (IM; 10 μM), the apoptosis inducer staurosporine (STS; 10 μM), and the complex-specific ETC inhibitors rotenone (Rot; complex I; 10 μM),
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error bars = SD. a, b Measurement of apoptosis induction based on cleavage of the pro-fluorescent CASP3 substrate Ac-DEVD-AMC, which results in
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outer mitochondrial membrane, are unique and indicate a
mode of action that is distinct from all other compounds
to which it was compared in this study.

Discussion
The mycotoxin PXA is a toxic natural product whose

mechanism of action has so far remained elusive. We
provide evidence that PXA disrupts mitochondrial func-
tion and causes IMM fragmentation and cristae disrup-
tion independently of DRP1 and OPA1, leading to the
release of pro-apoptotic factors and ultimately to
apoptosis.
PXA, just like CCCP, dissipates ΔΨm within seconds. In

the case of CCCP, respiration increases to compensate
this, whereas PXA has the opposite effect and blocks
respiration. Conversely, respiration is also blocked by
ETC inhibitors, yet in contrast to PXA, these do not
strongly affect ΔΨm. This suggests an entirely different
mode of action for PXA. Additionally, unlike any of these
compounds, PXA causes a strong mitochondrial release of
Ca2+ and rapid fragmentation of the IMM but not the
OMM.
Release of mitochondrial Ca2+ and loss of ΔΨm can be

results of persistent mPTP opening, yet we showed that
PXA does not strongly affect the mPTP. Since mito-
chondrial ion gradients are interdependent through var-
ious antiporters that are generally linked to ΔΨm (ref. 2),
one might assume that loss of ΔΨm disturbs these gra-
dients sufficiently to induce a net Ca2+ efflux from the
mitochondria. For CCCP, contradictory results have been
reported—in some cases it caused Ca2+ release21, in some
cases it did not22. We observed no effect of CCCP and
most ETC inhibitors on [Ca2+]cyt, and in fact both ETC-
deficient (ρ0) mitochondria23 and depolarised mitochon-
dria24 can still facilitate a net uptake of Ca2+. It, thus,
appears that the mitochondrial Ca2+ release induced by
PXA is not necessarily a result of its effects on the ETC
and ΔΨm, but rather that all of these effects might have a
common cause.
The delay between addition of PXA and the first

observable increase in [Ca2+]cyt and decrease in [Ca2+]mito

contrasts with the immediate change in ΔΨm (Fig. 3d).
This discrepancy could possibly be explained by the
hypothesis that mitochondria release Ca2+ mainly into the
cristae, and that the cristae junctions may function as
bottlenecks for mitochondrial Ca2+ transport8,25. Cristae
junctions are regulated by OPA1, which is cleaved by
OMA1 in response to mitochondrial stress, leading to
cristae disruption26. We not only showed that OPA1 is
irreversibly cleaved by OMA1 upon PXA treatment, but
that PXA also causes cristae disruption independently of
OMA1. Thus, PXA-induced cristae disruption might
cause the release of Ca2+ from the cristae and thus
eventually into the cytosol. In addition, irreversible cristae
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disruption could well be a sufficient condition for the
release of pro-apoptotic factors and thus the induction of
apoptosis26–28.
OPA1 also affects the fragmentation of mitochondrial

network structures, which can be induced by PXA as well
as CCCP. In the case of CCCP, this is commonly
explained by the excessive activation of DRP1 after
increased OPA1 processing by OMA1, which in turn is a
response to several kinds of cellular stress including
impaired ATP production and loss of ΔΨm (ref. 4,6,20,29–
32). Since PXA dissipates ΔΨm, inhibits ATP production
and consequently induces OMA1-mediated OPA1 clea-
vage, one might assume that it induces fragmentation via
the same mechanism, yet we observed PXA-induced
fragmentation events that were independent of DRP1,
OMA1 and even OPA1.
Mitochondrial fragmentation independent of DRP1 is

an unusual phenomenon but has been reported in cells
undergoing apoptosis after pro-apoptotic factors had
already been released33,34. In the case of PXA, however,
fragmentation occurs within minutes after treatment,
whereas pro-apoptotic factors are released only after
several hours. In addition, whereas both the OMM and

IMM are divided together during DRP1-dependent frag-
mentation, PXA can cause exclusive fragmentation of the
IMM while the OMM remains intact. This is surprising
since no active mechanism for exclusive IMM fission is
known in higher eukaryotes, and there are only few
reports documenting this phenomenon6,35,36.
The OMA1-processed short OPA1 forms play a role in

IMM fission and cristae morphology5,29,35. However, since
PXA-induced IMM fragmentation and cristae disruption
are independent of both OMA1 and OPA1, this implies
that OPA1 may well be an IMM fission regulator but not
necessarily a fission executor. It has been recently pro-
posed that OPA1 is dispensable for cristae junction bio-
genesis but may still be required for cristae junction
remodelling37. Our results suggest that excessive OPA1
processing may be sufficient but not necessary for inner
membrane remodelling and cristae disruption and for the
consequent release of pro-apoptotic factors.
The independence of PXA-induced IMM fragmentation

from DRP1, OMA1 and OPA1, as well as its very fast
onset, suggest that it might not depend on the fission/
fusion machinery at all, but could work via a completely
separate mechanism. Since no such mechanism is known
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in higher eukaryotes, any attempt at explaining this effect
remains speculative. One explanation could be a change
in IMM fluidity or matrix architecture, causing an
immediate and strong retraction of the IMM. This could
result from interference with the tethering of IMM and
OMM at mitochondrial contact sites. If this is the case, a
possible mechanistic target of PXA could be the mito-
chondrial phospholipid cardiolipin, which is present
almost exclusively in the IMM and especially at mito-
chondrial contact sites38,39. Cardiolipin serves as a
membrane anchor for many proteins that are implicated
in mitochondrial contact site formation, mitochondrial
ultrastructure and the ETC, such as MIC27 (APOOL)40,41,
F1FO ATP synthase41,42, CYCS41, and ETC complexes III
and IV41,43,44. A disruptive interaction between PXA and
either cardiolipin or cardiolipin-binding proteins might
thus explain several of the effects induced by PXA.
In summary, we identified PXA as a mitochondrial toxin

with a mode of action distinct from known ETC inhibi-
tors, OXPHOS uncouplers, and ionophores. Its effects,
such as the rapid inhibition of both ETC and ΔΨm, the
release of mitochondrial Ca2+, and the induction of
DRP1- and OPA1-independent cristae disruption and
fission of the inner but not the outer mitochondrial
membrane, might render it a useful tool in studying these
phenomena. Further studies may reveal the molecular
target of PXA and the mechanisms through which it
induces mitochondrial Ca2+ release and IMM fission.

Material and methods
Cell lines and cell culture
Jurkat cells were obtained from DSMZ (#ACC-282).

Ramos cells were kindly provided by Michael Engelke
(Institute of Cellular and Molecular Immunology, Uni-
versity Hospital Göttingen, Göttingen, Germany). HeLa
cells stably expressing mito-DsRed were kindly provided
by Aviva M. Tolkovsky (Department of Clinical Neu-
rosciences, University of Cambridge, England, UK) and
have been described previously45. MEF cells deficient for
OMA1 and/or YME1L1 as well as the corresponding
wild-type cells were generated by Ruchika Anand and
kindly provided by Thomas Langer (Institute for Genetics,
University of Cologne, Germany) and have been described
previously29. MEF cells deficient for DRP1 as well as the
corresponding wild-type cells used for live imaging were
kindly provided by Hiromi Sesaki (Department of Cell
Biology, Johns Hopkins University, Baltimore, MD, USA)
and have been described previously33. MEF cells deficient
for DRP1 used for imaging of fixed cells were generated
using the CRISPR/Cas9 system as described previously46.
The DNA target sequence for the guide RNA was 5'-
CAGTGGGAAGAGCTCAGTGC-3'. HCT116 cells were
kindly provided by Frank Essmann (Interfaculty Institute
of Biochemistry, Eberhard Karls University Tübingen,

Germany). Transient expression of SMAC-mCherry and
GFP-BAX was achieved by lipofection at 70–80% con-
fluence using Lipofectamine 2000 (Life Technologies,
Darmstadt, Germany). Cells were incubated with 0.15 μl
Lipofectamine 2000, 50 ng pcDNA3-Smac(1-60)mCherry
(Addgene ID 40880; this plasmid was kindly provided by
Stephen Tait (Beatson Institute, University of Glasgow,
Scotland, UK) and has been described previously47), and
50 ng pGFP-Bax (kindly provided by Nathan R. Brady,
Department of Molecular Microbiology and Immunology,
Johns Hopkins University, Baltimore, MD, USA) per well
in glass bottom 8-well chambers (Ibidi, Planegg, Ger-
many) for 16 h. HeLa cells used for Ca2+ measurements
were cultured in Dulbecco’s modified Eagle’s medium
supplemented with 10% fetal calf serum (FCS) and 4mM
L-glutamine, 100 U/ml penicillin and 100 μg/ml strepto-
mycin at 37 °C and 5% CO2. They were authenticated
using autosomal STR profiling performed by the Uni-
versity of Arizona Genetics Core and they fully matched
the DNA fingerprint present in reference databases. Cell
lines stably expressing either mito-DsRed (except HeLa;
see above) or ratiometric mito-Pericam were generated by
retroviral transfection using the Platinum-E (Plat-E)
packaging cell line (kindly provided by Toshio Kitamura,
Institute of Medical Science, University of Tokyo, Japan)
and the retroviral vectors pMSCVpuro-mito-DsRed1
(Addgene ID 87379) or pMSCVpuro-mito-Pericam
(Addgene ID 87381). The medium used for the cultiva-
tion of Jurkat cells and Ramos cells was RPMI 1640
medium, and the medium used for cultivation of HCT116
cells was McCoy’s 5A medium. All other cells were cul-
tivated in high-glucose Dulbecco's Modified Eagle's
medium (DMEM). All media were supplemented with
10% FCS, 100 U/ml penicillin, and 100 μg/ml streptomy-
cin. All cell lines were maintained at 37 °C and 5% CO2 in
a humidity-saturated atmosphere.

Reagents
Phomoxanthone A was isolated and purified as descri-

bed previously16. We found that PXA becomes unstable if
dissolved in dimethyl sulfoxide (DMSO) and readily iso-
merises into the essentially non-toxic compound dicer-
androl C (data not shown), in a process similar to the one
previously described for the structurally related secalonic
acids48. However, PXA is barely soluble in EtOH and not
soluble in H2O. Therefore, PXA was prepared in small
lyophilised aliquots and only dissolved in DMSO imme-
diately before usage.
The tyrosine phosphatase inhibitor pervanadate (VO4

3

−) was freshly prepared by mixing 30 mM sodium
orthovanadate with 60mM H2O2 in phosphate-buffered
saline (PBS) and incubating at room temperature (RT) in
the dark for 10min; sodium orthovanadate was purchased
from Sigma (Munich, Germany), #450243; IM from
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Sigma, #I9657; thapsigargin (TG) from Sigma, #T9033;
carbonyl cyanide m-chlorophenyl hydrazone (CCCP)
from Sigma, #C2759; rotenone from Sigma, #45656; the-
noyltrifluoroacetone (TTFA) from Sigma, #88300; anti-
mycin A from Sigma, #A8674; sodium azide (NaN3) from
Sigma, #S2002; oligomycin A from Toronto Research
Chemicals (Toronto, Canada), #O532970; staurosporine
(STS) from LC Laboratories (Woburn, MA, USA), #9300.
All cell culture reagents were purchased from Life
Technologies, and all other reagents where no manu-
facturer is explicitly mentioned were purchased from Carl
Roth GmbH (Karlsruhe, Germany).

Replicates and statistical analysis
Experiments were replicated at least three times, and

representative data are shown. Error bars indicate stan-
dard deviation. All statistical analysis was performed using
Prism v7.01 (GraphPad Software, La Jolla, CA, USA).

In vitro kinase activity screening
The effect of PXA on the activity of 141 protein kinases

was assessed by the International Centre for Kinase Pro-
filing (Dundee, Scotland, UK) using a radioactive filter
binding assay with 33P ATP49,50.

Live measurement of [Ca2+]cyt by Fluo-4-AM
Cells were stained by incubation in growth medium

containing 1 μM Fluo-4-AM (Life Technologies;
#F14201), 0.005% w/v Pluronic F-127 (Sigma, #540025),
10 mM HEPES and 5% v/v FCS at 30 °C. After 25 min, an
equal volume of full growth medium was added, the
temperature was increased to 37 °C, and the cells were
incubated for another 10 min. After that, the cells were
washed and resuspended in Krebs-Ringer buffer (10 mM
HEPES pH 7.0, 140 mM NaCl, 4 mM KCl, 1 mM MgCl2,
10 mM glucose) supplemented with 1 mM CaCl2. The
cells were kept at RT in the dark until measurement. Just
before measurement, the cells were washed and resus-
pended in Krebs-Ringer buffer supplemented with 0.5
mM EGTA. Fluo-4-AM fluorescence was measured live
using an LSRFortessa flow cytometer (BD, Franklin
Lakes, NJ, USA) recording fluorescence in the FITC
channel (Ex 488 nm, Em 530 ± 30 nm). For each sample,
after at least 30 s of baseline measurement, the stimulus
was added and measurement was continued for at least
10 min.

Live measurement of [Ca2+]mito and [Ca2+]ER by CEPIA
Measurements of [Ca2+]mito and [Ca2+]ER in HeLa

single cells were performed as described previously51,52,
using the genetically-encoded Ca2+ indicators CEPIA3mt
(Addgene ID 58219) and G-CEPIA1er (Addgene ID
58215), respectively, which were developed by Dr. M. Iino
(The University of Tokyo, Japan)53. The constructs were

introduced into HeLa cells utilising the X-tremeGENE HP
DNA transfection reagent (Roche, Mannheim, Germany)
according to the manufacturer’s protocol. The [Ca2+]
measurements were performed 48 h after transfection
using a Zeiss Axio Observer Z1 Inverted Microscope
equipped with a 20× air objective and a high-speed
digital camera (Axiocam Hsm, Zeiss, Jena, Germany).
Changes in fluorescence were monitored in the GFP
channel (Ex 480 nm, Em 520 nm). Extracellular Ca2+ was
chelated with 3 mM EGTA, and PXA (10 μM) or thapsi-
gargin (1 μM) were added as indicated on the figures. All
traces were normalised (F/F0) where F0 is the starting
fluorescence of each trace.

Live measurement of [Ca2+]mito by ratiometric mito-
Pericam
Ramos cells stably transfected with ratiometric mito-

Pericam as described above were used for this measure-
ment. Ratiometric mito-Pericam is a Ca2+-sensitive
fluorescent protein and was described previously54,55. An
increase in [Ca2+] causes a shift of the Pericam excitation
maximum from ~410 to ~495 nm while the emission peak
remains at ~515 nm. Pericam fluorescence was measured
live using an LSRFortessa flow cytometer recording
fluorescence in both the FITC channel (Ex 488 nm, Em
530± 30 nm) and the AmCyan channel (Ex 405 nm, Em
525± 50 nm). For each sample, after at least 30 s of
baseline measurement, the stimulus was added and
measurement was continued for at least 10 min. The ratio
of fluorescence with excitation at 488 to 405 nm was
calculated.

Live measurement of mPTP opening by cobalt-calcein
assay
This method was adapted from previously published

protocols10,18,56. The cells were stained by incubation in
Krebs-Ringer buffer supplemented with 1 mM CaCl2, 1
mM CoCl2, and 1 μM calcein-AM (Life Technologies,
#65-0853-78) at 37 °C for 30min. After that, the cells were
washed and maintained in Krebs-Ringer buffer supple-
mented with 1 mM CaCl2 and 1.6 μM cyclosporin H
(CsH) to prevent passive efflux of calcein. For live mea-
surement by confocal microscopy, imaging and quantifi-
cation were performed using a Perkin Elmer Spinning
Disc microscope with a 60× objective (oil-immersion and
NA= 1.49) at an excitation wavelength of 488 nm. The
videos were obtained at 1000× 1000 pixel resolution with
a Hamamatsu C9100 camera. Additional live measure-
ment by flow cytometry was performed using an
LSRFortessa flow cytometer recording fluorescence in the
FITC channel (Ex 488 nm, Em 530± 30 nm). For each
sample, after at least 30 s of baseline measurement, the
stimulus was added and measurement was continued for
at least 10 min.
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Isolation of live mitochondria
Adherent cells were harvested by a cell scraper. All cells

were pelletised by centrifugation at 600 rcf, resuspended
in ice-cold mitochondria isolation buffer (210 mM man-
nitol, 70 mM sucrose, 1 mM K2EDTA, 20mM HEPES),
and passed through a 23 G needle ten times. The resulting
suspension was centrifuged at 600 rcf and the supernatant
was transferred to a new tube and centrifuged at 6500 rcf
and 4 °C for 15min. The resulting mitochondrial pellet
was resuspended in sodium-free mitochondrial respira-
tion buffer MiR05 (0.5 mM EGTA, 3 mM MgCl2, 60 mM
lactobionic acid, 20 mM taurine, 10 mM KH2PO4, 20 mM
HEPES, 110mM D-sucrose, 0.1% w/v fatty-acid-free
bovine serum albumin [BSA]) supplemented with 10
mM succinate and 5mM malate.

Live measurement of mitochondrial Ca2+ retention
capacity by calcium green
Live mitochondria isolated as described above were stained

by incubation in MiR05 buffer supplemented with 10mM
succinate, 5mM malate, and 1 μM calcium green AM (Life
Technologies, #C3012) for 20min on a shaker at 37 °C. Before
measurement, the mitochondria were pelletised at 6500 rcf
for 5min, washed and resuspended in MiR05 supplemented
with 10mM succinate, 5mMmalate, and 5 μM of either CsH
or CsA. In experiments where the mitochondria were loaded
with Ca2+ before measurement, this was achieved by incu-
bation in MiR05 additionally supplemented with 150 μM
CaCl2 on a shaker at 37 °C for 10min after the first washing
step and followed by a second washing step.

Measurement of mitochondrial membrane potential by
TMRE and TMRM
For measurement in whole cells, the cells were stained

by incubation in full growth medium containing 100 nM
tetramethylrhodamine ethyl ester (TMRE; AAT Bioquest,
Sunnyvale, CA, USA; #22220) and 10mM HEPES at 37 °C
in the dark for 15min. After that, the cells were washed
and resuspended in full growth medium containing 10
mM HEPES and were incubated at 37 °C in the dark for
another 15min. The cells were maintained at these con-
ditions until measurement. For measurement in live
mitochondria, these were isolated as described above,
resuspended in sodium-free mitochondrial respiration
buffer MiR05 supplemented with 10mM succinate, 5 mM
malat, and 1mM ADP, stained with 50 nM tetra-
methylrhodamine methyl ester (TMRM; Life Technolo-
gies, #T668) at 37 °C for 15min, and washed and
resuspended in MiR05 additionally supplemented with
1.6 μM cyclosporin H (CsH) to prevent passive TMRM
leakage. For live measurement, TMRE or TMRM fluor-
escence was measured using an LSRFortessa flow cyt-
ometer recording fluorescence in the PE channel (Ex 488
nm, Em 575± 26 nm). For each sample, after at least 30 s

of baseline measurement, the stimulus was added and
measurement was continued for at least 10 min. For the
titration of the EC50 for mitochondrial depolarisation,
TMRE fluorescence was measured using a Synergy Mx
microplate reader (BioTek, Bad Friedrichshall, Germany)
recording fluorescence at Ex 549± 9 nm, Em 575± 9 nm.
TMRE fluorescence was measured right before and 10
min after addition of PXA. EC50 values were calculated
using Prism v7.01.

Live O2 respirometry measurements
This method was adapted from previously published

protocols19,57. All measurements were performed using
an OROBOROS Oxygraph-2k (Oroboros Instruments,
Innsbruck, Austria). For measurement of total cellular
respiration, intact cells (2× 106 cells/ml) were used and
maintained in full growth medium supplemented with 20
mM HEPES during measurement. For direct measure-
ment of mitochondrial respiration, digitonin-
permeabilised cells (2× 106 cells/ml) were used and
maintained in mitochondrial respiration buffer MiR05
during measurement. To induce respiration, 10 mM glu-
tamate, 5 mM malate, 1 mM ADP, and 5 μg/ml digitonin
were added. The following complex-specific ETC indu-
cers were used: For complex II, 10 mM succinate (from
Sigma, #S3674); for complex III, 1 mM tetra-
methylhydroquinone / duroquinol (from TCI Germany,
Eschborn, Germany; #T0822); for complex IV, 50 μM
tetramethyl-p-phenylenediamine (TMPD; from Sigma,
#87890) supplemented with 200 μM ascorbate.

Fluorimetric O2 consumption assay
This measurement was performed using the MITO-ID®

Extracellular O2 Sensor Kit (High Sensitivity) (Enzo Life
Sciences, Lörrach, Germany; #51045) according to man-
ufacturer’s instructions. Fluorescence was measured using
a Synergy Mx microplate reader (Ex 340–400 nm, Em
630–680 nm; time-resolved fluorescence, delay time 30 μs,
integration time 100 μs).

Measurement of cellular ATP levels
This measurement was performed using the Mito-

chondrial ToxGlo™ Assay (Promega, Mannheim, Ger-
many; #G8000) according to manufacturer’s instructions.
Since most cancer cells prefer ATP synthesis by glycolysis
over OXPHOS if glucose is present, this experiment was
conducted in the presence of either glucose or galactose
as the only available sugar, the latter of which reduces the
net ATP yield of glycolysis to zero and forces the cells to
resort to OXPHOS for ATP production58,59.

Fluorimetric caspase-3 activity assay
Caspase-3 activity was measured as described pre-

viously60. Briefly, cells were harvested by centrifugation at
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600 rcf and lysed with 50 μl of ice-cold lysis buffer (20 mM
HEPES, 84 mM KCl, 10 mM, MgCl2, 200 μM EDTA, 200
μM EGTA, 0.5% NP-40, 1 μg/ml leupeptin, 1 μg/ml pep-
statin, 5 μg/ml aprotinin) on ice for 10min. Cell lysates
were transferred to a black flat-bottom microplate and
mixed with 150 μl of ice-cold reaction buffer (50 mM
HEPES, 100mM NaCl, 10% sucrose, 0.1% CHAPS, 2 mM
CaCl2, 13.35 mM DTT, 70 μM Ac-DEVD-AMC). The
kinetics of AMC release were monitored by measuring
AMC fluorescence intensity (Ex 360 nm, Em 450 nm) at
37 °C in intervals of 2 min over a time course of 150min,
using a Synergy Mx microplate reader. The slope of the
linear range of the fluorescence curves (Δrfu/min) was
considered as corresponding to caspase-3 activity.

Measurement of cell viability by MTT assay
Cell viability was determined by the ability to convert

the yellow MTT substrate (Roth, #4022) into a blue for-
mazan product. MTT solution (5 mg/ml MTT in PBS)
was added to cells to a final concentration of 1 mg/ml, and
the cells were then incubated at 37 °C for 60min and
pelletised at 600 rcf. The supernatant was discarded and
replaced with DMSO. After the formazan crystals were
fully dissolved, absorption was measured (test wavelength
570 nm, reference wavelength 650 nm). Reference absor-
bance was subtracted from test absorbance. Cell-free
medium samples were considered as having 0% viability
and the average of the control samples was considered as
having 100% viability. IC50 values were calculated using
Prism v7.01.

Immunoblotting
Cells were harvested by centrifugation at 11,000 rcf in 4

°C for 10 s, quick-frozen in liquid nitrogen, thawed on ice,
incubated in lysis buffer (20 mM Tris-HCl, 150mM NaCl,
1% v/v Triton X-100, 0.5 mM EDTA, 1 mM Na3VO4, 10
mM NaF, 2.5 mM Na4P2O7, 0.5% sodium deoxycholate,
protease inhibitor (Sigma, #P2714)) for 30 min and vor-
texed repeatedly. The cell lysates were then cleared from
cell debris by centrifugation at 20,000 rcf for 15 min.
Sodium dodecyl sulfate-polyacrylamide gel electrophor-
esis and western blot were performed according to stan-
dard protocol. The antibodies used for protein detection
were mouse anti-phospho-tyrosine (Merck-Millipore,
Darmstadt, Germany; clone 4G10, #05-1050); rabbit anti-
OPA1 (described previously37); mouse anti-ACTB (Sigma;
clone AC-74, #A5316); and mouse anti-VCL (Sigma;
clone hVIN-1, #V9131).

Confocal microscopy
Live imaging of HCT116 cells transiently expressing

GFP-BAX and SMAC-mCherry was performed using a
Zeiss LSM 710 ConfoCor3 microscope (Carl Zeiss, Jena,
Germany) with a C‐Apochromat× 40 N.A. 1.2 water

immersion objective (Zeiss). Excitation light came from
argon ion (488 nm) and DPSS (561 nm) lasers. The cells
were maintained in full growth medium at 37 °C and 5%
CO2 during imaging. Images were recorded every 5 min
and were processed with Fiji61. For each time frame, the
standard deviation (SD) of the fluorescence intensity was
measured for each channel. A low SD was considered as
corresponding to homogenous distribution, whereas a
high SD was considered as corresponding to
accumulation.
Live imaging of HeLa cells stably expressing mito-

DsRed was performed using a Cell Observer SD Dual
Cam spinning disc confocal microscope (Zeiss) equipped
with a C-Apochromat 63×, N.A. of 1.45 oil-immersion
objective. Excitation light came from an argon ion (488
nm) and DPSS (561 nm) laser. The cells were maintained
in full growth medium supplemented with 10mM HEPES
at 37 °C during imaging. Images were recorded every 5 s.
Live imaging of MEF cells stably expressing mito-DsRed

was performed using a Perkin Elmer Spinning Disc
microscope with a 60× objective (oil-immersion and NA
= 1.49) at an excitation wavelength of 561 nm. The videos
were obtained at 1000× 1000 pixel resolution with a
Hamamatsu C9100 camera. The cells were maintained in
full growth medium supplemented with 10mM HEPES at
37 °C during imaging.
For imaging of fixed HeLa and MEF cells, the cells were

seeded on glass coverslips and grown to 60–90% con-
fluence prior to experiments. Cells were treated with
either 10 μM PXA, 10 μM CCCP or 0.1% v/v DMSO for
30min, and were fixed by incubation with pre-warmed 4%
paraformaldehyde in PBS at 37 °C for 10min. Coverslips
were then washed once with PBS, followed by incubation
with PBS supplemented with 0.5% Triton X-100 for 10
min at RT. The coverslips were washed three times for
3–5min with PBS supplemented with 0.2% Tween-20
(PBS-T). The coverslips were then incubated at RT for 30
min with blocking buffer (PBS-T supplemented with 0.2%
fish gelatin and 5% goat serum) in a humidified box, fol-
lowed by 1 h incubation with primary antibodies (anti-
HSP60 clone N-20, #sc-1052 and anti-TOMM20 clone
FL-145, #sc-11415 both from Santa Cruz, Dallas, TX,
USA) diluted in blocking buffer. The coverslips were then
washed three times with PBS-T, and incubated with
blocking buffer for 30min before adding secondary anti-
bodies (Alexa Fluor 488-labelled donkey anti-goat and
Alexa Fluor 594-labelled donkey anti-rabbit). Immuno-
fluorescence images were acquired with a Marianas
spinning disc confocal microscope (Intelligent Imaging
Innovations, Denver, CO, USA).

Transmission electron microscopy
TEM samples were fixed for a minimum of 4 h in 2.5%

v/v glutaraldehyde (GA) and 4% w/v paraformaldehyde
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(PFA) in 0.1M cacodylate buffer (pH 7.4) at 4 °C. Then,
samples were incubated in 1% osmium tetroxide in 0.1M
cacodylate buffer for 2 h. Dehydration was achieved using
acetone (50%, 70%, 90% and 100%) and block contrast was
applied (1% phosphotungstic acid/0.5% uranylacetate in
70% acetone). A SPURR embedding kit (Serva, Heidel-
berg, Germany) was used to embed samples, which were
polymerised overnight at 70 °C, before cutting into 80 nm
sections using an Ultracut EM UC7 (Leica, Wetzlar,
Germany). Images were captured using an H600 TEM
(Hitachi, Tokyo, Japan) at 75 kV.
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Phomoxanthone A - From Mangrove Forests to Anticancer Therapy 
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Abstract: Mangrove associated endophytes are treasure chests for bioprospecting especially in light of the 
need for new anticancer leads that are necessary to overcome drug resistance of cancer cells. This review 
highlights the potent anti-tumour compound phomoxanthone A (PXA), which represents a tetrahydroxan-
thone atropisomer derived from the mangrove-associated fungus Phomopsis longicolla. PXA displayed strong 
anti-tumour activity when tested against a panel of solid (including cisplatin resistant) tumour cell lines or of 
blood cancer cell lines with IC50 values in the submicromolar range whereas it was up to 100 folds less active 
against peripheral blood mononuclear cells (PBMC) from healthy donors. The anti-tumour activity of PXA 
was demonstrated to be due to an induction of caspase 3 dependent apoptosis. At the same time PXA was 
shown to activate immune cells such as murine T-lymphocytes, NK cells and macrophages which might help 
in fighting resistance during cancer chemotherapy. Structure activity studies that involved several naturally 
occurring as well as semisynthetic derivatives of PXA indicated the position of the biaryl linkage and the ace-
tyl substituents as structural features that are important for the activity of this natural product. 

Keywords: Anticancer therapy, apoptosis, atropisomerism, endophytic fungi, immunostimulation, mangroves, 
polyketide, tetrahydroxanthone. 

1. INTRODUCTION 

1.1. Mangrove Forests - A Unique Stress Prone 
Habitat 

Mangroves are swamps of the intertidal zone in 
(sub)tropical coastal regions that are predominantly 
colonized by trees [1]. By definition five characteristics 
determine a true mangrove tree: (i) exclusive occur-
rence in the intertidal zone; (ii) taxonomic isolation 
from terrestrial relatives (at least to the generic level); 
(iii) populations composed of individuals with insular 
stands; (iv) morphological adaptation, e.g. aerial roots 
or vivipary; and (v) physiological adaptation mecha-
nisms such as salt exclusion, secretion and accumula-
tion [2]. Salt exclusion is established by salt-excreting 
glands in the leaves, which are indispensable for the  
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plant as the typical seawater salinity of mangrove habi-
tats ranges from 17.0 - 36.4% [3]. The latter properties 
affiliate mangrove trees to the group of halophytes. 
Temperature forms another extreme of the mangrove 
habitat. Commonly, the average air temperature of the 
coldest month is found higher than 20 °C with an am-
plitude of maximum 10 °C [4, 5] whereas temperatures 
of the warm season may exceed 40 oC. Limitations in 
oxygen and nutrient supply, a high tidal range alter-
nated with periods of drought and excessively high 
light exposure are further stress factors that typically 
confront mangrove trees [6]. In these harsh habitats 
mangroves play a crucial role in coastal stabilization 
and nutrient fixation. Additionally, they provide nurser-
ies for juvenile fish [7]. In their warm and moist habitat 
mangrove plants are confronted with a plethora of in-
vasive microbial plant pathogens. In order to guarantee 
survival Mangrove plants have evolved highly effective 
antimicrobial chemical defense mechanisms [3]. It is 
remarkable that opportunistic plant endophytes such as 
fungi, which inhabit these plants in often complex  
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communities [8], withstand this effective chemical bar-
rier. Structurally diverse defense metabolites appar-
ently have yielded a selection of unique endophytes 
that have evolved effective escape mechanisms against 
the plants’ chemical defense. On the other hand it may 
be assumed that endophytes contribute to the ecologi-
cal success of Mangrove plants as frequently shown for 
other plant-endophyte associations [9-11]. The highly 
active and diverse microbial communities living in as-
sociation with the host plant [8] which have been 
shaped by co-evolution strongly contribute to the evo-
lutionary success of mangrove trees, which is essential 
for their survival in this extreme habitat. Both, Man-
grove plants and their associated endophytes represent 
treasure chests for bioprospecting due to the occurrence 
of structurally unusual bioactive metabolites [12-14]. 

1.2. Chemistry of the Mangrove Microbiome 

Mangrove associated endophytes are highly diverse 
and include actinomycetes, bacteria, fungi, cyanobacte-
ria, microalgae and protozoa [8]. Among these differ-
ent phylogenetic groups bacteria and fungi are by far 
the most abundant phyla contributing approximately 
91% of the total microbial biomass known from man-
grove trees [15]. Nevertheless recent estimations state 
that more than 95% of the endophyte community of 
Mangroves remains unknown [15] leaving a broad 
spectrum of metabolites and producing endophytes un-
discovered for future investigations. Among the above 
mentioned groups of Mangrove endophytes, fungi are 
not only the most abundant ones with regard to bio-
mass production, but also with regard to their secon-
dary metabolites that have so far shown the highest hit 
rate during bioprospecting [16]. 

Geographical hotspots of Mangrove habitats are 
found along the coastlines of the Indian, Pacific and 
Atlantic Oceans [17]. The South China Sea e.g. and in 
particular the mangrove forests at the coastline of the 
Chinese Island Hainan represent an exceptional fruitful 
source for bioprospecting as indicated by the rise of 
publications devoted to this topic that have appeared in 
the recent years [18-22]. Investigations of Mangrove 
derived endophytic fungi from this region have so far 
yielded numerous active natural products such as cyto-
toxic terpenoids [20, 23] and peptides [18], antibacte-
rial fatty acid glycosides [19], protein kinase inhibiting 
decalactones [21] and polyphenols with anti-HCV ac-
tivities isolated from a mangrove plant [22]. In addi-
tion, cytotoxic furanocumarins [24] and naphto-
pyrones [25] have been found in Mangrove endophytes 
from this most southern Chinese province. Interest-

ingly, also flavonoids, which are rarely described as 
fungal secondary metabolites, have been reported from 
an endophytic Fusarium strain [26]. In spite of the 
various groups of compounds encountered in these en-
dophytes polyketides are by far the most dominant 
class of natural products. Out of 464 new metabolites 
reported between January 2011-December 2013 from 
Mangrove endophytes 258 compounds represent 
polyketides [8]. A major group of bioactive polyketides 
from these fungal endopyhtes are xanthones [27]. Vari-
ous fungal xanthones have been reported to possess 
pronounced biological activities including anti-tumour 
[28-30] activity. Among these compounds phomoxan-
thone A (PXA) can be pointed out as a putative lead 
structure for future anticancer therapy due to its potent, 
rapid and selective activity against tumour cells [31]. 

2. STRUCTURAL CHARACTERISTICS OF 
PHOMOXANTHONE A AND RELATED TET-
RAHYDROXANTHONE DIMERS 

 PXA is the dominating metabolite of Phomopsis 
longicolla being a fungal endophyte derived from the 
mangrove plant Sonneratia caesolaris (Lythraceae), 
which typically occurs in the intertidal zones of South 
China including the island of Hainan [31]. P. longicolla 
was first described in 1985, when Hobbs et al. isolated 
this fungus from soybeans where it is the causative 
agent of the so-called Phomopsis seed decay that is a 
major cause for poor-quality soybeen seed [32]. Fungi 
of the genus Phomopsis occur also in other Mangrove 
plants such as in Excoecaria agallocha (Euphor-
biaceae), which is likewise typical for the South China 
Sea coast [33]. Several further reports on the occur-
rence of PXA in Phomopsis sp. from non Mangrove 
sources include the Costa Rican rain forest plant Costus 
sp. (Costaceae) [34], the teak plant Tectona grandis 
(Lamiaceae) [35] and the tropical plant Garcinia dulcis 
(Clusiaceae) [36]. The taxonomically closely related 
fungus Phoma sp., an endophyte inhabiting the African 
plant Aizoon canariense [37] (Aizoaceae) was likewise 
reported to accumulate this natural product. Structur-
ally, PXA is a symmetrical atropisomer consisting of 
two tetrahydroxanthone monomers that are linked via 
an unsual 4,4’-biaryl linkage, which distinguishes this 
compound from other closely related natural products 
such as the dicerandrols, which show a 2,2’-biaryl link-
age [8] or the eumitrins, the latter being xanthone di-
mers from lichens such as Usnea baileyi, which feature 
the biaryl linkage in positions 4,2’ [34]. In addition to 
PXA talaroxanthone, a metabolite isolated from Ta-
laromyces sp., an endophyte present in the Amazonian 
rainforest medicinal plant Duguetia stelechantha (An-
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nonaceae) also exhibits the unusual 4,4’-biaryl linkage 
[38] (Fig. 1). A further structural difference of PXA 
compared to other tetrahydroxanthone dimers lies in 
the substitution pattern at positions 10a and 10a’ which 
either carry acetoxymethyl acids (PXA) or methoxy-
carbonyl groups (eumitrins and talaroxanthone) [35]. In 
PXA and other related xanthone dimers featured in this 
report all non-chelated hydroxyl groups are present in 
the acetylated form [34]. 

Both structural features, the unusual 4,4’-biaryl 
linkage as well as the bulky acetyl substituents contrib-
ute to a hindered rotation along the biaryl axis, leading 
to axial chirality of PXA [31, 34]. Interestingly, the 
methoxycarbonyls in 4,4’-linked talaroxanthone appar-
ently do not lead to atropisomerism as Koolen et al. did 
not report atropisomerism for this PXA relative [38]. 

Several efforts have been undertaken to elucidate 
the absolute configuration of PXA. In an initial report 
on the structure of this intriguing metabolite Isaka et al. 
[35] determined the relative configuration of the six 
stereogenic centers based on NMR experiments and 
stated that the absolute configuration of the compound 
should be either 5R, 6R, 10aR, 5’R, 6’R, 10a’R or 5S, 
6S, 10aS, 5’S, 6’S, 10a’S. Later, Elsässer et al. [34] re-
ported the absolute configuration of PXA utilizing sin-
gle-crystal X-ray analysis and comparison of quantum-
mechanically calculated and experimentally measured 

CD spectra. The CD spectrum of PXA is dominated by 
the axial chirality of the compound, which enabled the 
authors to determine it as (aS). With the knowledge of 
the configuration of the biaryl axis, the absolute con-
figurations of the stereogenic centers were determined 
by X-ray as 5R, 6R, 10aR, 5’R, 6’R, 10a’R. Recently, 
the absolute configuration of PXA was revised by X-
ray analysis as being aR, 5S, 6S, 10aS, 5’S, 6’S, 10a’S 
[31] which is the enantiomer of the original structure 
proposed by Elsässer et al. 

Taking into consideration several further structur-
ally closely related polyketide derivatives that are 
likewise accumulated by P. longicolla such as the 
dicerandrols and a benzophenone intermediate (mono-
dictyphenone) Rönsberg et al. proposed a plausible 
biosynthetic pathway leading to PXA (Scheme 1). The 
initial step transforms eight acetate units into an octa-
ketide (C-16 polyketide), a pathway which was discov-
ered for polyphenols through 14C-labelled acetate feed-
ing experiments by Birch et al. already back in the 
1950s [39]. The enzyme complex which is responsible 
for this decarboxylating Claisen condensation present 
in fungal metabolism is well understood today and be-
longs to the class of polyketide synthases (PKS) [40]. 
Subsequently this open-chain polyketide undergoes 
cyclization reactions affording the monomeric anthra-
noide congener emodin. Via oxidative ring-scission

 

Fig. (1). Phomoxanthone A and further structurally related tetrahydroxanthone dimers. 
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Scheme 1. Putative biosynthetic pathway of polyketides leading to 4,4’-linked phomoxanthone A and 2,2’-linked dicerandrols. 
Modified from Rönsberg et al. [31]. 
 
emodin is converted into monodictyphenone, which 
through subsequent decarboxylative cyclisation leads 
to the first xanthone indermediate [27]. The exact 
mechanism of dimerisation of xanthone monomers is 
so far not fully understood [27]. In this class of com-
pounds linkages are found either as biaryl ether C-O-C 
linkages or as rotatable or atropisomeric biaryl C-C-
bonds [27], the latter being present in PXA. In these 
dimeric xanthone C-C-bonds between monomers typi-
cally occur in positions 2 or 4 of ring A. A putative 
oxidative dimerisation mechanism proposed by 
Wezeman et al. (2015) postulated the occurrence of a 
xanthonyl radical that can be formed in either of these 
two positions by single-electron-transfer. Resonance 
contributors of the delocalised aryl radical can then 

couple to a second xanthone moiety that acts as an 
electron-donor [27]. The fact that identical xanthone 
monomers, as in the case of PXA and dicerandrol C, 
condense at different positions strongly suggests an 
enzymatic dimerisation mechanism, as was recently 
shown for dimeric fungal coumarins such as the Asper-
gillus niger derived kotanin [41]. In the respective 
study Girol et al. identified the cytochrome P450 
monooxygenase KtnC as being responsible for the re-
gio- and stereoselective C-C coupling of coumarin 
moieties. 

3. ANTI-TUMOUR ACTIVITY OF PXA 

A recent report indicated the pronounced anti-
tumour activity of phomoxanthone A against a panel of 
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human and other cancer cell lines. PXA showed for 
example a remarkable activity against human epider-
moid carcinoma KB cells (IC50 1.32 µM), the human 
breast cancer cell line BC-1 (IC50 0.68 µM), African 
monkey kidney fibroblast Vero cells (IC50 1.87 µM) 
[36], and the L5178Y mouse lymphoma cell line (IC50 
0.3 µM) [31]. In addition PXA demonstrated strong 
growth inhibition against several cisplatin-sensitive 
(sens) and -resistant (CisR) solid tumour cells, e.g. hu-
man ovarian carcinoma cells A2780 (IC50 sens 0.7 µM; 
CisR 0.9 µM), human tongue carcinoma cells Cal27 
(IC50 sens 5.2 µM; CisR 5.6 µM), and human esopha-
gus cells Kyse510 (IC50 sens 0.8 µM; CisR 0.8 µM) 
[31]. Considering the clinical importance of cisplatin as 
a cytostatic drug in chemotherapy of cancer the fact 
that cancer cells which have become resistant and do 
no longer respond to this anti-cancer drug still succumb 
to PXA is a remarkable finding. Since selectivity of an 
anti-tumour drug compared to its effect against healthy 
cells is of utmost importance for potential future use in 
chemotherapy the selectivity of PXA was investigated 
against two human cancer cell lines including Jurkat 
J16 cells (T cell lymphoma) and DG75 cells (Burkitt’s 
lymphoma) as well as against healthy human peripheral 
blood mononuclear cells (PBMCs). The selectivity in-
dex of PXA against the investigated cancer cells vs. 
PBMCs amounted to more than two orders of magni-
tude, suggesting a highly selective mode of action 
against cancer cells, which highlights PXA as an inter-
esting candidate for further investigations. 

When reporting on PXA for the first time Isaka et 
al. generated a semisynthetic derivative of this natural 
product through acidic hydrolysis thus generating tet-
radeacetylphomoxanthone A [35]. The latter proved to 
be inactive in all biological assays conducted such as 
cytotoxic [31], antibiotic [34, 35], antimalarial [35] and 
antifungal [34] assays. The naturally occurring 12-
deacetylphomoxanthone A (12-dPXA) that was iso-
lated from P. longicolla in addition to PXA was found 
to be about ten times less active than PXA with regard 
to growth inhibition of the mouse lymphoma cell line 
L5178 (PXA: IC50 0.3 µM vs. 12-dPXA: IC50 2.8 µM) 
[31]. This observance led to the hypothesis, that the 
acetate substituents modulate the anti-tumour activity 
of PXA. To further investigate the structure activity 
relationships of PXA and derivatives seven semisyn-
thetic congeners of PXA (2-8) were prepared of which 
five (3-7) are new compounds and are described in this 
review for the first time (Scheme 2, unpublished data). 
Acetylated compounds 3-6 were obtained by partial or 
complete acetylation of PXA, while compound 7 was 
generated through partial acidic hydrolysis of the par-

ent compound. The anti-tumour activity of the various 
derivatives was evaluated against Jurkat 16 T lympho-
cytes and Ramos B lymphocytes. Hydrolysis of all ace-
tate functions lead to a total loss of activity as previ-
ously reported for tetradeacetylphomoxanthone A (2). 
When comparing the IC50 values of all seven com-
pounds (2-8) vs. the parent compound PXA (1) the lat-
ter turned out to be the most active congener. Acetyla-
tion of the phenolic and enolic hydroxyl-groups of the 
PXA core structure was found to decrease the anti-
tumour activity even though the resulting derivatives 
still retained a certain level of activity. There was no 
clear trend with regard to the activity of the different 
congeners in relation to the positions of acetate sub-
stituents or to the number of free hydroxyl-groups. 
When comparing the deacetylation products 12-dPXA 
and 12,12’-dPXA (Jurkat T IC50 1.25-1.44 µM; Ramos 
B IC50 0.70-0.89 µM) to PXA the loss of activity was 
stronger than that caused by acetylation (3-6) (Jurkat T 
IC50 0.48-0.56 µM; Ramos B IC50 0.30-0.49 µM). The 
difference in activity between 12-dPXA (Jurkat T IC50 
1.44 µM; Ramos B IC50 0.70 µM) and 12,12’-dPXA 
was negligible (Jurkat T IC50 1.25 µM; Ramos B IC50 
0.89 µM), which lead to the conclusion that the acetyl-
moiety at C-12 is not crucial for the anti-tumour activ-
ity of PXA. In conclusion, all structural alterations of 
the hydroxyl or acetyl ester moieties of PXA that were 
obtained by acetylation or by acidic hydrolysis of the 
parent compound lead to a decreased anti-tumour activ-
ity when compared to PXA. Hydrolysis of the ester 
moieties at C-12 resulted in a stronger decrease of ac-
tivity compared to acetylation of free hydroxyl moie-
ties. 

The position of the biaryl axis linking the two tetra-
hydroxanthone monomers seems to be likewise impor-
tant for the anti-tumour activity. Considering the struc-
tural similarity of PXA and dicerandrol C that differ 
with regard to the position of their biaryl axis the more 
than three fold higher activity of PXA vs. dicerandrol C 
against murine L5178Y lymphoma cells (PXA: IC50 
0.3 µM; dicerandrol C: IC50 1.1 µM) can be clearly 
linked to the different positions of their biaryl axis 
(Scheme 3). Since both compounds induce apoptosis in 
tumour cells as shown by Rönsberg et al. (2013) it is 
safe to assume that PXA and dicerandrol share a simi-
lar mode of action [31]. Hydrolysis of one ester moiety 
at C-12 of dicerandrol C leads to dicerandrol B, which 
exhibits a nearly ten-fold weaker cytotoxicity when 
compared with dicerandrol C against the mouse lym-
phoma cell line L5178Y (dicerandrol B: IC50 10 µM; 
dicerandol C: IC50 1.1 µM) [31]. In contrast, a stronger 
effect of dicerandrol B in comparison to dicerandrol C 
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Scheme 2. SAR study on the influence of acetyl substituents on the anti-tumour activity of PXA against Jurkat 16 and Ramos B 
cells as evident from IC50 values after 72 h exposure (unpublished data). 
 
was observed when tested against Dox40, H929, 
KMS34, L363, MM1S, OCIMY5, OPM2, RPMI8226 
myeloma cell lines (IC50 2.2-16.7 µM) [42], making a 
coherent statement on the influence of acetylation with 
regard to the cytotoxic potential of dicerandrols diffi-
cult. Interestingly, penexanthone B, which is the 
monomeric building block of PXA and of dicerandrol 
C alike showed only moderate to negligible activity in 

cytotoxicity assays against above mentioned myeloma 
cells (IC50 11.6-464.2 µM) when compared to consid-
erably active dicerandrol C (IC50 4.8-14.7 µM) [42]. 

All structure-activity studies on PXA and congeners 
strongly suggest that the linkage of two xanthone 
monomers is important for the anti-tumour activity 
with a 4-4’-biaryl linkage as in PXA being favourable 
to a 2-2’-biaryl linkage as in the dicerandrols. 
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Scheme 3. Comparative SAR on the anti-tumour activity of monomeric penexanthone B against myeloma cells [42] and 4,4’-
linked PXA and 2,2’-linked dicerandrols against murine L5178Y lymphoma cells [31] based on the respective IC50 values. 
 
However, since only one atropisomer (the aR enanti-
omer) of PXA was isolated so far the influence of atro-
pisomerism on the biological activity of PXA remains 
unknown. For other atropisomers such as for tetrahy-
droanthraquinones it was shown earlier that the nature 
of the biaryl axis has a profound influence on the bio-
logical activity as the (aR) acetylalterporriol E showed 
a remarkable activity against the L5178Y lymphoma 
cell line (IC50 10.4 µM) while (aS) acetylalterporriol D 
exhibited no cytotoxicity [43]. 

4. INDUCTION OF APOPTOSIS AS A PLAUSI-
BLE MODE OF ACTION OF PXA 

Even though detailed mechanistic studies on the ex-
act molecular target and mode of action of PXA are 

still underway experimental evidence supports the in-
duction of apoptosis in tumour cells by this natural 
product. The fragmentation of DNA through activation 
of caspases after treatment of tumour cells with PXA 
was used as an indicator for induction of apoptosis, 
since this effect could be blocked almost completely by 
addition of a caspase inhibitor (Q-VD-OPh). In addi-
tion to PXA, 12-dPXA and dicerandrol C significantly 
increased the number of apoptotic Jurkat T lympho-
cytes and DG75 B lymphocytes when the latter were 
treated with a concentration of 1 µM of either com-
pound for 24 hours. This effect was strongest for PXA 
followed by 12-dPXA and dicerandrol C. Additionally, 
the cleavage of the caspase substrate poly(ADP-
ribose)-polymerase (PARP) was investigated through 
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immunoblotting after treatment of Jurkat and DG75 
cells with 1 µM and 10 µM PXA which in both cases 
showed cleavage of PARP which could be inhibited by 
addition of caspase inhibitors [31]. Further experiments 
compared the apoptosis inducing properties of PXA to 
its semisynthetic derivate 1,1’-diacetylphomoxanthone 
A (PXA-DA). The induction of apoptosis was investi-
gated using Jurkat T lymphocytes and Ramos B lym-
phocytes which were treated with increasing concentra-
tions of either PXA or PXA-DA for 24 and 48 hours. 
The percentage of apoptotic sub-G1 nuclei as a marker 
for apoptosis was assessed using propidium iodide 
staining and flow cytometry. The activities observed 
for the different compounds as indicated by the per-
centages of sub-G1-nuclei detected after 24 hours in 
Jurkat T lymphocytes were in accordance with their 
anti-tumour activities detected in the cellular assays, 
where PXA-DA showed slightly lower activity than 
PXA (PXA: EC50 5.17 µM; PXA-DA: 8.26 µM). The 
results of these assays strongly suggest, that the acetyl-
derivatives of PXA retain their apoptosis inducing 
properties even though their overall anti-tumour activ-
ity is reduced compared to the parent compound (un-
published results). 

To further investigate the caspase dependent induc-
tion of apoptosis by PXA, the compound was com-
pared to mitomycin C (a DNA-damaging anticancer 

drug) and with the broad range kinase inhibitor 
staurosporine in a time dependent caspase-3 activity 
assay. The activity of caspase-3 was measured using 
fluorescence detection methods utilising DEVD-AMC 
as a caspase-3 substrate fluorescence indicator (Fig. 2). 
When comparing the time course of caspase induction 
it became apparent that PXA acts slower than 
staurosporine (STS) but in considerably faster kinetics 
than mitomycin C (MITO) which makes it unlikely for 
PXA to possess a mode of action involving direct 
DNA-damage. These findings suggest that the apop-
totic sub-G1 nuclei observed after treament of cells 
with PXA [31] are in fact a result of the activation of 
caspases and not the effect of a direct DNA-damage. 

5. PXA ACTIVATES IMMUNE CELLS 

As tumour stem cells are known to persist and may 
cause recrudescence even after an effective chemother-
apy, an activation of immune cells such as natural killer 
(NK) cells that specifically recognize cancer stem cells 
and trigger apoptosis is highly favourable for the over-
all success of an anticancer therapy. Therefore Roens-
berg et al. investigated the cell-type specific activation 
markers in murine immune cell subpopulations follow-
ing treatment with PXA, 12d-PXA or dicerandrols B 
and C [31]. The population of CD69+ T cells was most 
prominently enhanced by the treatment of the two 4-4’-

 

Fig. (2). Comparison of Caspase-3 induction by phomoxanthone A, mitomycin C, and staurosporine. Jurkat J16 cells (T lym-
phocytes; from DSMZ #ACC-282) or Ramos cells (Burkitt‘s lymphoma B lymphocytes; from Michael Engelke, University of 
Göttingen) were seeded at a density of 106 cells / mL and incubated with either 10 μM phomoxanthone A (PXA), 25 μg / mL 
mitomycin C (MITO), or 2.5 μM staurosporine (STS) for up to 10 h. Cells treated with DMSO (0.1% v/v) for 10 h were used 
as negative control. An amount of 100,000 cells per sample was harvested by centrifugation at 600 rcf and 4 °C for 5 min. The 
supernatant was removed and the cells were quick-frozen in liquid nitrogen. The cells were then thawed on ice, incubated with 
150 μL of ice-cold lysis buffer (20 mM HEPES, 84 mM KCl, 10 mM MgCl2, 200 μM EDTA, 200 μM EGTA, 0.5% NP-40,  
1 μg / mL leupeptin, 1 μg / mL pepstatin, 5 μg / mL aprotinin) for 10 min, and transferred to a clear flat-bottom 96-well plate. 
To each well, 150 μL of ice-cold reaction buffer (50 mM HEPES, 100 mM NaCl, 10% Sucrose, 0.1% CHAPS, 2 mM CaCl2, 
13.35 mM DTT, 70 μM DEVD-AMC) were added and the fluorescence (Ex 360 nm, Em 450 nm) was measured at 37 °C over 
a time course of 150 min using a multiplate reader (Synergy Mx, BioTek). The ratio of the highest to the lowest value of the 
linear range of the fluorescence curve was calculated. Data points shown are the mean of triplicates, error bars = SD. 
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linked dimeric xanthones with a 1.8-fold (PXA) and 
1.4-fold (12d-PXA) increase when treated with 1 µM 
of either of the respective compounds. In accordance to 
the cytotoxicity data the activation of CD69+ T cells 
was antagonised by hydrolysis of the acetyl groups as 
tetradeacetylphomoxanthone showed no effect even at 
the highest concentration investigated. The authors hy-
pothesised that the reduction in the T cell recruiting 
potential might correlate with reduced cellular uptake 
as total desacetylation of PXA leads to a significant 
loss in lipophilicity. Therefore an intracellular target 
rather than a cell-surface interaction was proposed as a 
potential target structure for PXA. For dicerandrol C an 
activation of the same T cell population was likewise 
observed albeit only at a higher concentration of 10 µM 
while dicerandrol B completely lacked activity. Simi-
larly, an activation was observed in primary murine 
NK cells and macrophages as indicated by an upregula-
tion of CD69 and MHC class II, respectively. Never-
theless murine B lymphocytes were not activated by 
the tested dimeric xanthones as there was no significant 
induction of CD86. This immune and in particular T 
and NK cell stimulatory effect of PXA in combination 
with the strong pro-apoptotic properties of the com-
pound represents a synergistic mechanism towards tu-
mour elimination that could be valuable for tumour 
chemotherapy. 

CONCLUSION 

Mangrove plants that thrive in stress prone habitats 
harbour unique endophytes that accumulate structurally 
unusual and highly active natural products such as 
phomoxanthone A (PXA) that is highlighted in this 
review. PXA shows powerful anti-tumour activities 
against different human cancer cells that even include 
cells that have become resistant against the cytostatic 
drug cisplatin. The mode of action of PXA was shown 
to be due to an induction of caspase 3 dependent apop-
tosis. Remarkably, PXA is up to 100 folds less active 
against PBMC that were used as a control for healthy 
blood cells. The immune stimulatory activity of PXA 
that was demonstrated for murine T-lymphocytes, NK 
cells and for macrophages could be important during 
cancer chemotherapy in order to eradicate any surviv-
ing cancer cells. Further studies on the target and on 
the mechanism of this interesting anti-tumour drug are 
highly warranted. 
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Tibor Kurtań,‡ Amal H. Aly,*,† and Peter Proksch*,†

†Institut für Pharmazeutische Biologie und Biotechnologie, Heinrich-Heine-Universitaẗ, Universitaẗsstrasse 1, 40225 Düsseldorf,
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ABSTRACT: Four tetrahydroxanthone dimers (1−4) and four biogenetically
related monomers (5−8), including the new derivatives 4−6, were isolated
from the endophyte Phomopsis longicolla. The absolute configurations of 2−4
were established for the first time by TDDFT electronic circular dichroism
calculations, and that of phomoxanthone A (1) was revised by X-ray
crystallography. Phomoxanthone A (1) showed the strongest pro-apoptotic
activity when tested against a panel of human cancer cell lines, including
cisplatin-resistant cells, whereas it was up to 100-fold less active against healthy
blood cells. It was also the most potent activator of murine T lymphocytes, NK
cells, and macrophages, suggesting an activation of the immune system in
parallel to its pro-apoptotic activity. This dual effect in combating cancer cells
could help in fighting resistance during chemotherapy. Preliminary structure−
activity studies of isolated compounds and derivatives obtained by semisyn-
thesis (9a−11) hinted at the location of the biaryl axis and the presence of acetyl groups as important structural elements for the
biological activity of the studied tetrahydroxanthones.

■ INTRODUCTION

Cancer still poses one of the most serious health problems and
ranks as the second leading cause of death in the Western
World after heart/circulatory problems.1 Problems in treating
cancer are closely linked to chemoresistance against currently
available cytostatic drugs.2 During the onset of a chemo-
therapeutic cycle, cancer cells usually react favorably to the
drugs administered, and a vast majority of the cancer cells are
killed. A few surviving cells might display a highly chemo-
resistant phenotype due to successive mutations of oncogenes

and suppressor genes that deregulate the cell cycle.3 This type
of chemoresistance is known as secondary or acquired
resistance.4 Chemoresistance may also pre-exist in a few cells,
which are then selected by chemotherapy.3 This model
supports the idea of a heterogeneous population of cancer
cells (intrinsic resistance).4 Resistant cancer cells are difficult to
treat by currently available chemotherapy or by radiotherapy.
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They rapidly spread and develop metastases that attack vital
organs of the body, with ultimate patient death. In this context,
the identification of tumor-specific antigens and their
recognition by T cells5 indicates the paradoxical fact that in
spite of the natural capability of the immune system to
recognize cancer cells, it often fails to control malignant growth.
This may be explained by generalized immunodeficiency
associated with tumor growth or by immunomodulatory
properties of cancer within its microenvironment.6 The latter
could be reversed by immunotherapy through activation of
immune effector functions to promote tumor destruction.7

However, the impact of tumor immunology on the clinical
management of cancer is still a matter of intensive investigation.
Increasing evidence suggests that anticancer immune responses
may contribute to the control of cancer after conventional
therapy, helping to eliminate residual cancer cells or prevent
micrometastases.8 Thus, the involvement of antitumor immune
responses in the therapeutic management of cancer or the
development of chemotherapeutic agents inducing specific
immune responses, in addition to their direct cytotoxic effects
on tumor cells, would attribute promising dual functions to a
single molecule, offering a great improvement of cancer

treatment that is less hampered by or even able to prevent
the development of chemical resistance.9

Natural products and natural product analogues have a long
and impressive success story with regard to the treatment of
cancer. More than two-thirds of the currently available
anticancer drugs are derived from or inspired by nature.10

Prominent examples include plant-derived compounds such as
paclitaxel; dimeric alkaloids from Catharanthus roseus (and their
semisynthetic products); the camptothecin-derived drugs
irinotecan and topotecan; and etoposide, a derivative of the
naturally occurring lignan podophyllotoxin. However, recent
research endeavors have shown that other less investigated
organisms such as marine invertebrates and endophytic fungi
harbor a wealth of structurally unprecedented and pharmaco-
logically highly active compounds that can likewise provide
important drug leads for the future.
Endophytic fungi spend the whole or part of their life cycle

colonizing healthy tissues of their host plants, typically causing
no apparent symptoms of disease.11 This colonization is
believed to contribute to host plant adaptation to biotic and
abiotic stress factors,12−15 which in many cases has been
correlated with fungal natural products. For instance, a vast
array of antiproliferative secondary metabolites from endo-

Figure 1. Chemical structures of compounds 1−11. The axial chiralities (*) of the atropodiastereomers (9a and 9b) have not been assigned.
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phytic fungi have hitherto been reported.16 Examples include
the farnesyl protein transferase-inhibiting chaetomellic acids A
and B isolated from endophytic Chaetomella acutisea,17 pro-
apoptotic and c-Myc down-regulating secalonic acid D from the
mangrove endophytic fungus ZSU44,18 heat shock protein
(HSP90)-inhibiting radicicol from Chaetomium chiversii,19 and
DNA polymerase inhibiting kasanosins A and B from
Talaromyces sp.20

It has been hypothesized that endophytes that survive under
harsh environmental conditions should be prioritized for
bioprospecting,10,21,22 as stress factors are known to induce
biosynthetic pathways leading to bioactive metabolites.
Mangrove swamps, with their high salinity and periodic
changes in tidal submergence, represent one of the most
stressful habitats for host plants and endophytes alike. Hence,
endophytes from mangrove plants have recently attracted
considerable attention from natural products chemists looking
for new inspirations from nature.23−27 The present study
focuses on the endophytic fungus Phomopsis longicolla, which
was isolated from leaves of the mangrove plant Sonneratia
caseolaris growing in South China. The genus Phomopsis
contains more than 900 species that occur in a wide range of
habitats, and some of them are known as endophytes.28

Endophytic species of Phomopsis are known to produce an
impressive variety of bioactive natural products,29−41 including
the tremorgenic mycotoxins paspalitrems A and C; the actin-
binding cytochalasins,42 which are potent inhibitors of
microtubule assembly; and xanthone derivatives such as
phomoxanthone A (1) (Figure 1).17,26−29 Our interest in P.
longicolla was aroused by the strong inhibitory activity of a
crude EtOAc extract (dose: 10 μg/mL) of the endophyte in an
MTT assay using the mouse lymphoma cell line L5178Y (data
not shown). Subsequent chromatographic separation of the
extract yielded eight natural products, including the new 12-
deacetylphomoxanthone A (4), phomo-2,3-dihydrochromone
(5), and isomonodictyphenone (6) (Figure 1) in addition to 1,
whereas dicerandrols B (2) and C (3), monodictyphenone (7),
and endocrocin (8) have been described previously. In
addition, five semisynthetic derivatives (9a−11; Figure 1)

were obtained following acidic or alkaline hydrolysis of 1. All of
the compounds were unequivocally identified on the basis of a
combination of multidimensional NMR and MS data and
comparison with the literature. The absolute configuration of 1
was revised by X-ray crystallography compared with the
originally reported configuration,43 and those of 2−4 were
established for the first time by CD calculations and
comparison with 1. The dimeric tetrahydroxanthone derivatives
1−4 showed strong inhibition of proliferation of the lymphoma
cell line L5178Y, with phomoxanthone A (1) as the most active
compound. Interestingly, the activity of phomoxanthone A
extended also to several other human cancer cell lines,
including cancer cells that are resistant to the well-known
chemotherapeutic drug cisplatin, making this compound an
interesting candidate for further studies. The cytotoxicity of 1
displayed selectivity toward cancer cells, as it was found to be
over 100-fold less toxic to healthy blood cells than to
lymphoma cell lines. We could also show for the first time
that the cytostatic activity of 1 is due to its pro-apoptotic
potential. Phomoxanthone A (1) followed by the less active
dicerandrols B (2) and C (3) furthermore showed clear
upregulation of murine CD69+ T and NK cells as well as of
macrophages, indicating that 1 exhibits a dual efficacy in
combating cancer cells through induction of apoptosis and
activation of the immune system, which could help in fighting
tumor resistance during chemotherapy.

■ RESULTS AND DISCUSSION
The EtOAc extract of Phomopsis longicolla, following cultivation
on rice solid medium, was subjected to column chromatog-
raphy using silica gel, Diaion HP20, and Sephadex LH-20 as
alternating stationary phases followed by semipreparative
HPLC for final purification. The tetrahydroxanthone dimer
phomoxanthone A (1) (Figure 1) was obtained as the major
constituent upon fractionation of the crude extract. Compound
1 had been reported previously to have the (aS,5R,6-
R,10aR,5′R,6′R,10a′R) configuration,43,44 which was revised in
this study. In addition, the known tetrahydroxanthone dimers
dicerandrols B (2)45 and C (3)45 (Figure 1) were readily

Figure 2. Preliminary torsional angle scans for determining the rotational energy barrier around the C2−C2′ bond (ωC1′−C2′−C2−C1 torsional angle)
of (5R,6R,10aR,5′R,6′R,10a′R)-2. The scans were started from the lowest-energy in vacuo conformers of M and P helicity (A and B, respectively).
Relative energy (kJ mol−1) is plotted as a function of the ωC1′−C2′−C2−C1 torsional angle. TS1 and TS2 denote the two transition states for inversion
of the helicity.
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identified by detailed analyses of their mass spectra and 1D and
2D NMR spectra as well as by comparison with published data.
For 2 and 3, only the relative configuration had been

published previously. Their absolute configurations were
determined in the present work by TDDFT electronic circular
dichroism (ECD) calculations. Dicerandrol B (2) features a
2,2′-linkage of two slightly different homochiral monomeric
units, which in analogy to secalonic acid F46 is expected to
allow interconversion of the P and M helicity forms at room
temperature, since the 1- and 1′-OH groups at the ortho
positions do not impose sufficient steric hindrance to interrupt
free rotation about the biaryl axis. In order to exclude the
possibility of axially chiral atropisomers and to estimate the
rotational barrier around the C2−C2′ bond, torsional scans
were performed on the ωC1′−C2′−C2−C1 angle from the lowest-
energy conformers of P andM helicity in vacuo (Figure 2). The
scans started from the two low-energy conformers (A and B in
Figure 2) and gave approximately the same results, showing
two energy barriers with different energies. Next, transition-
state calculations were run at the two maxima, which identified
the energy barrier of the lower transition state (TS1) as 20.5
kJ/mol and that of the higher one (TS2) as 70.9 kJ/mol
(Figure S1 in the Supporting Information). The 20.5 kJ/mol
energy barrier indicated that the P and M helicity forms can
freely equilibrate at room temperature, and they appear as
conformers with different populations. The P and M helicity
conformers are expected to produce different ECD curves, and
hence, their populations determine the experimental solution
ECD spectrum. The populations of the P and M helicity
conformers are governed by the central chirality elements, and
their accurate estimation by conformational analysis is crucial
for the agreement of the computed and experimental ECD
spectra.
Dicerandrol B (2) showed a broad positive Cotton effect

(CE) at 373 nm with shoulders at 344 and 328 nm, and three
negative CEs at 268, 233, and 198 nm. The solution TDDFT
ECD approach was pursued to determine the absolute
configuration of 2. The initial MMFF conformational search
of the arbitrarily chosen (5R,6R,10aR,5′R,6′R,10a′R)-2 resulted
in 84 conformers in a 21 kJ/mol energy window, DFT
reoptimization of which yielded 11, 7, and 11 conformers at the
B3LYP/6-31G(d) level in vacuo, the B3LYP/TZVP level with
the PCM model for acetonitrile, and the M06/TZVP level47

with the PCM model for MeCN, respectively. The three
methods of conformational analysis applied for the optimiza-
tions yielded similar sets of conformers with a predominant
population of the M helicity conformers (negative
ωC1′−C2′−C2−C1 torsional angle). For instance, the B3LYP/
TZVP reoptimization with the PCM model for acetonitrile
resulted in seven conformers above 2% population (Figure S2
in the Supporting Information). The lowest-energy conformer
had M helicity with ωC1′−C2′−C2−C1 = −122.3° and 30.8%
population, and conformers C−F also had M helicity with
slightly different orientations of the acetoxy groups. Conformer
B had P helicity with ωC1′−C2′−C2−C1 = +124.75° and 21.8%
population, and conformer G (2.0%) had also P helicity. The
overall population of the M helicity conformers was 56.6%,
while that of the P helicity conformers was 23.8%. The C5 and
C10a (C5′ and C10a′) substituents are trans-diaxial in all
conformers, and the C6 (C6′) methyl group adopts an
equatorial orientation. The Boltzmann-averaged ECD spectra
were calculated with the TZVP basis set and three functionals
(B3LYP, BHandHLYP, and PBE0) for the three sets of solution
conformers of (5R,6R,10aR,5′R,6′R,10a′R)-2. The M and P
helicity conformers had opposite CEs for the two high-energy
transitions, but all of the conformers had a negative CE around
330 nm. The Boltzmann-averaged ECD spectra were near
mirror images of the experimental spectrum (Figure 3A), which
allowed the determination of the absolute configuration as
(5S,6S,10aS,5′S,6′S,10a′S).
Dicerandrol C (3) is a homodimer and the acetoxy derivative

of dicenrandrol B (2), but interestingly, it has negative CEs at
373 and 365 nm, opposite to those of 2. In order to identify the
origin of their different ECDs, TDDFT calculations were
performed. The MMFF conformational search of
(5R,6R,10aR,5′R,6′R,10a′R)-3 resulted in 71 conformers in a
21 kJ/mol energy window, DFT reoptimization of which
yielded 11 and 17 conformers at the B3LYP/6-31G(d) level in
vacuo and the M06/TZVP level with the PCM model for
MeCN, respectively (Figure S3 in the Supporting Information).
Both the gas-phase and PCM-model ECD calculations showed
nearly mirror-image spectra compared with the experimental
one, but the lowest-energy negative transition could not be
predicted well in the averaged spectra. However, the ECD
spectra of the lowest-energy conformers obtained at both levels
showed positive computed CEs above 340 nm, giving further

Figure 3. Experimental and PBE0/TZVP-calculated ECD spectra of the B3LYP/TZVP- and B3LYP/6-31G(d)-reoptimized low-energy geometries
of (A) (5R,6R,10aR,5′R,6′R,10a′R)-2 and (B) (5R,6R,10aR,5′R,6′R,10a′R)-3, respectively, in acetonitrile. Bars represent the calculated rotational
strengths of the lowest-energy conformers.
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support to the mirror-image relationship of the calculated and
measured ECD spectra. This finding also suggests that the
population of the lowest-energy conformers may have been
underestimated at both levels of theory. The lowest-energy
conformer of the M06/TZVP reoptimization with the PCM
model had P helicity with ωC1′−C2′−C2−C1 = +61.3°, and in the
B3LYP/6-31G(d) in vacuo optimization, the lowest-energy
conformer had P helicity with ωC1′−C2′−C2−C1 = +132.1°. The
overall population of the P helicity conformers totaled 47.3%,
while that of the M helicity ones was 29.9%. The additional
acetoxy group changed the preferred sign and value of the
biaryl dihedral angle, and this conformational change is
responsible for the different ECD spectra of 2 and 3.
(5R,6R,10aR,5′R,6′R,10a′R)-3 produced near mirror-image
Boltzmann-averaged ECD spectra compared with the exper-
imental one at the three levels of ECD calculations, which
allowed the assignment of the absolute configuration as
(5S,6S,10aS,5′S,6′S,10a′S) (Figure 3B).
The all-S absolute configurations of dicerandrols B and C

prompted us to reinvestigate the absolute configuration of
phomoxanthone A (1).43 Since our phomoxanthone A sample
was isolated together with dicerandrols B and C, it was
expected also to contain monomers with the all-S absolute
configuration on the basis of biogenetic considerations. Our
phomoxanthone A sample showed the same specific rotation
and ECD data as the previously reported one, for which the
(aS,5R,6R,10aR,5′R,6′R,10a′R) absolute configuration had been
assigned.43 Theoretically, it was possible that the phomox-
anthone A sample isolated in this study could have the
(aS,5S,6S,10aS,5′S,6′S,10a′S) absolute configuration, since the
chiroptical parameters are determined by the axial chirality. In
order to clarify this issue, an X-ray analysis of our
phomoxanthone A sample was initiated.
In the previous study43 phomoxanthone A (1) crystals were

obtained as yellowish needles from a dichloromethane/diethyl
ether solution. It was reported that 1 crystallized in space group
P21 with two independent but geometrically identical molecules
per asymmetric unit as well as two solvent water molecules. X-
ray analysis of these crystals revealed only the relative
configuration of the stereogenic elements, whereas the absolute
configuration of the compound was deduced on the basis of
semiempirical ECD calculations on the solid-state con-

formers.43 The authors noted that “in the absence of significant
anomalous scattering effects, the Flack parameter is essentially
meaningless. Accordingly, Friedel pairs were merged.”
In the present study, 1 also crystallized in the non-

centrosymmetric space group P21 from EtOAc solution but
with only one phomoxanthone A molecule in the asymmetric
unit (Figure 4 and Figure S4 in the Supporting Information)
and one water and one EtOAc solvent molecule in the unit cell.
We could now determine the absolute structure from

anomalous dispersion with Cu−Kα radiation using the Flack
parameter (for details, see the Supporting Information).48−51

Friedel pairs were not merged. The absolute configuration of
phomoxanthone A (1) was determined as (aR,5S,6-
S,10aS,5′S,6′S,10a′S), which is enantiomeric to the previously
reported absolute configuration (Figure 1 and Figure S5 in the
Supporting Information). Accordingly, the previously reported
absolute configuration of 1 has to be revised. In order to reveal
the origin of the previous wrong configurational assignment on
the basis of ECD calculations, TDDFT ECD calculations were
performed on the previously reported and the recently
determined X-ray structures of 1 at three levels of theory
(B3LYP/TZVP, BHandHLYP/TZVP, and PBE0/TZVP).
Since the previous assignment was made on the basis of a
semiempirical ECD method, ECD spectra of the B3LYP/6-
31G(d)-optimized and original X-ray structures of 1 were also
calculated by the semiempirical ZINDO method for compar-
ison. All of the DFT methods applied to the optimized and
original X-ray geometries of (aS,5R,6R,10aR,5′R,6′R,10a′R)-1
gave opposite effects relative to the negative CE at 341 nm and
the positive CE at 316 nm in the solution ECD spectrum as
well as to the intense negative CEs at 228 and 222 nm when
they were red-shifted by 12 nm (Figure 5).
In contrast, the agreement with the solid-state ECD

spectrum was poor, and the computed low-energy negative
transition had no oppositely signed counterpart in the
experimental solid-state ECD spectrum (Figure S6 in the
Supporting Information). The negative CE at 342 nm in the
solution ECD spectrum disappeared in the solid-state ECD
spectrum, most likely as a result of intermolecular exciton-
coupled interactions in the solid state. The computed ZINDO
spectra showed poor agreement with the experimental
spectrum compared with those from the DFT methods, and

Figure 4. Two views of the molecular structure of phomoxanthone A (1) (50% thermal ellipsoids) with the determined absolute configuration. For
clarity, H atoms on carbons are not shown. The torsional disorder of one acetyl group should be noted.
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the spectra had to be shifted by about 100 nm. The
intermolecular interactions in the solid state and the missing
negative band of the solid-state ECD spectrum could have led
to the wrong configurational assignment of phomoxanthone A
during the previously published configurational assignment by
ECD calculations. It has to be noted as well that even a
comparison of the DFT-computed ECD spectra of the X-ray
geometry with the solid-state experimental spectrum would not
allow an unambiguous conclusion.
The new compound 4 has the molecular formula C36H36O15

as determined by HR-ESI-MS (m/z 709.2127 [M + H]+),
showing a mass difference of 42 amu relative to 1, which
corresponds to the absence of an acetyl moiety. In addition, the
UV spectra of 4 were almost identical to those of 1, indicating
that the two compounds share very similar structural scaffolds.
The 1H NMR spectrum of 4 exhibited a set of signals similar to
those observed for 1 but with only three acetyl methyl groups
resonating at δH 1.75 (16′-CH3), 2.10 (14-CH3), and 2.11 (14′-
CH3) (Table 1). The

13C NMR and DEPT spectra revealed the
presence of 36 carbon atoms in total, including signals for only
five carbonyl groups (Table 1). The structure was further
confirmed by thorough analysis of 2D NMR spectra (Figure 6).
The position of the acetyl functions was realized from 3J
correlations of H5/H5′ to C13/C13′ and of (H12′)2 to C15′,
thus indicating the loss of the acetyl function present at 12-OH
in 1. Furthermore, ROESY correlations among H5/H5′, H6/
H6′, and (H12)2/(H12′)2 indicated their cofacial orientation.
Analysis of coupling constants indicated that H6 (J6,7β = 10 Hz)
and H5 (J5,6 = 1.7 Hz) are in axial and equatorial positions,
respectively. Compound 4 was thus identified as the new
natural product 12-deacetylphomoxanthone A (Figure 1). The
ECD spectrum of 4 was found to be quite different from that of
phomoxanthone A (1) above 240 nm. A broad positive CE at
346 nm and weak negative plateau between 274 and 310 nm
were observed for 4 instead of the negative CE at 341 nm and
the positive CE at 316 nm for 1. These differences are
attributed to the lack of the acetoxy group, which changes the
preferred biaryl dihedral angle as demonstrated by dicerandrols
B and C.
HR-ESI-MS analysis of the new compound 5 showed the

molecular ion peak at m/z 289.0707 [M + H]+, indicating the

molecular formula C15H12O6. The
1H NMR spectrum (Table

2) exhibited two aromatic meta-coupled protons at δH 6.88
(H6) and 6.73 (H8), one olefinic proton singlet at δH 6.27
(H5′), one aliphatic oxygenated methylene group at δH 5.15
[(H2)2], one methyl group at δH 2.38 (4′-CH3), and one
methoxy group at δH 3.91 (7-OCH3). The

13C NMR spectrum
(Table 2) displayed 15 carbon atoms, including a keto group,
an ester carbonyl group, 10 olefinic carbon signals (including
four oxygenated carbons), one oxygenated methylene, one
methoxy group, and one methyl group. The COSY spectrum
revealed the meta-coupled protons H6 and H8 as well as a long-
range coupling between 4′-CH3 and H5′ (Figure 6). HMBC
measurements (Figure 6) confirmed the presence of a
chromone moiety from the observed correlations of H8 to
C4a, C6, C7, and C8a; H6 to C4a, C5, C7, and C8; and (H2)2
to C1′, C4, C4a, and C8a. The oxofuranylidene moiety was
deduced from the correlations of H5′ to C2, C3, C4, C3′, and
4′-CH3 and 4′-CH3 to C3′ and C5′. The position of the
methoxy group was confirmed by its correlation to C7.
Furthermore, analysis of the ROESY spectrum allowed the
assignment of the stereochemistry around the C3C1′ double
bond. The absence of a cross-peak between (H2)2 and H5′
indicated spatial separation of these protons and thus an E
configuration of the double bond in 5, for which we suggest the
name phomo-2,3-dihydrochromone (Figure 1).
Compounds 6 and 7 shared the same molecular formula of

C15H12O6, as indicated by their HR-ESI-MS data (m/z
289.07028 [M + H]+). 1H and 13C NMR, COSY, and
HMBC data (Table 3 and Figure 6) indicated that 7 was
identical and 6 was closely related to the known compound
monodictyphenone.52 The HMBC correlations of 11-CH3 to
C5, C6, and C7 unambiguously showed that the methyl group
is attached at C6 of the symmetric dihydroxyphenyl moiety in
6, in contrast to 7, where the methyl substituent is located at
C3. This could be explained by cleavage of the presumed
anthraquinone precursor emodin either between C4a and C10
or C10a and C10, resulting in 6 or 7, respectively (Scheme 1).
Accordingly, 6 was identified as a new natural product for
which we suggest the name isomonodictyphenone (Figure 1).
In addition to the previously described natural products, the

known compound endocrocin (8) was isolated and identified
by comparison of its UV, NMR, and mass spectral data with
published values.53,54

The biosynthetic relationship between the secondary
metabolites of polyketide origin, including monomeric and
dimeric xanthone derivatives, has been the subject of intensive
investigations.21,55−57 The polyketides isolated from P. long-
icolla in this study are assumed to be derived from a C16-
octaketide that undergoes condensation and cyclization to yield
anthraquinone precursors such as endocrocin (8) or emodin,
even though the latter was not isolated in this study. Emodin
may be enzymatically transformed into monodictyphenone (7)
by oxidative ring opening58−62 between C4a and C10.
Isomonodictyphenone (6) most likely originates in the same
way by cleavage of the covalent C10−C10a bond of emodin.
Benzophenones can be enzymatically converted into xanthones
by oxidative phenolic coupling, which is followed by
dimerization to yield phomoxanthones, dicerandrols, and
similar compounds, as proposed for secalonic acids by
Kurobane et al.57 Breinholt et al.63 showed that the triketide
xanthofusin emerges from an aromatic precursor by oxidative
ring opening, which may explain the formation of the
oxofuranylidene substructure in phomo-2,3-dihydrochromone

Figure 5. Experimental and B3LYP/TZVP-calculated ECD spectra of
the X-ray conformers of (aS,5R,6R,10aR,5′R,6′R,10a′R)-1 in vacuo
(avarage of the two conformers). The computed spectrum is shifted 12
nm to the red.

The Journal of Organic Chemistry Article

dx.doi.org/10.1021/jo402066b | J. Org. Chem. 2013, 78, 12409−1242512414



(5). Accordingly, a plausible biosynthetic pathway for the
polyketides isolated in this study could be depicted as shown in
Scheme 1.

Table 1. 1H and 13C NMR, COSY, and HMBC Data for 4 at 600 (1H) or 75 (13C) MHz (MeOH-d4, δ in ppm, J in Hz)

atom δH δC COSY HMBC

1 162.5
2 6.46, d (8.7) 110.3 3 1, 4, 4a, 9, 9a
3 7.41, d (8.7) 142.4 2 1, 4′, 4a, 9a
4 116.8
4a 155.3
5 5.59, d (1.7) 72.5 6 6, 7, 8a, 10a, 11, 12, 13
6 2.49, m 29.1 5, 7, 11 7, 11
7 2.49, dd (6.2, 18.0) 34.1 6, 7, 11 5, 6, 8, 8a

2.33, dd (10.0, 18.0) 6, 8, 8a, 11
8 178.8
8a 102.0
9 189.1
9a 107.5
10a 83.8
11 1.00, d (6.4) 17.7 6, 7 5, 6, 7
12 3.87, d (13.2) 65.5 12 5

3.53, d (13.2) 5, 8a, 10a
13 171.9
14 2.10, s 20.7 13
1′ 162.5
2′ 6.43, d (8.7) 109.6 3′ 1′, 4′, 4a′, 9′, 9a′
3′ 7.33, d (8.7) 142.0 2′ 1′, 4, 4a′, 9a′
4′ 116.8
4a′ 155.8
5′ 5.49, br. s 71.7 6′ 6′, 7′, 8a′, 10a′, 11′, 12′, 13′
6′ 2.49, m 28.8 5′, 7′, 11′ 7′, 11′
7′ 2.54, dd (5.5, 17.5) 34.1 5′, 6′, 7′, 11′ 5′, 6′, 8′, 8a′

2.35, dd (10.0, 17.5) 5′, 6′, 7′, 11′ 6′, 8′, 8a′, 11′
8′ 179.4
8a′ 100.1
9′ 189.1
9a′ 107.6
10a′ 82.3
11′ 1.01, d (6.5) 17.7 6′, 7′ 5′, 6′, 7′
12′ 4.78, d (12.9) 65.5 12′ 5′, 10a′, 15′

4.01, d (12.9) 5′, 8a′, 10a′, 15′
13′ 171.9
14′ 2.11, s 20.8 13′
15′ 172.4
16′ 1.75, s 20.4 15′

Figure 6. Key COSY (bold black bonds) and HMBC (red arrows)
correlations in 4−6.

Table 2. 1H and 13C NMR, COSY, and HMBC Data for 5 at
300 (1H) or 100 (13C) MHz (MeOH-d4, δ in ppm, J in Hz)

atom δH δC COSY HMBC

2 5.15, s 63.6 1′, 3, 4, 4a, 8a
3 113.3
4 178.3
4a 107.6
5 172.0
6 6.88, d (2.5) 111.2 8 4a, 5, 7, 8
7 165.2
8 6.73, d (2.4) 104.3 6, 7-OCH3 4a, 6, 7, 8a
8a 161.3
1′ 157.5
3′ 167.7
4′ 114.3
5′ 6.27, s 114.3 4′-CH3 2, 3, 4, 3′, 4′-CH3

7-OCH3 3.91, s 56.5 8 7
4′-CH3 2.38, s 19.2 5′ 3′, 5′
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To increase the chemical diversity of congeners for a first
evaluation of structure−activity relationships, the dominant
natural product phomoxanthone A (1) was subjected to acidic
and alkaline hydrolysis. Acidic hydrolysis according to the
method described by Isaka et al.44 resulted in the formation of
11, a previously described deacetyl analogue of 1. On the other
hand, alkaline hydrolysis of 1 with alcoholic NaOH at room
temperature yielded the new derivatives 9a−c, whereas
treatment of 1 with aqueous NaOH under reflux resulted in
the formation of a single new derivative (10). By analogy with
11, 9a−c showed a difference of 168 amu relative to 1 upon
mass spectral analysis, corresponding to the loss of four acetate
functions. However, inspection of the NMR data indicated
further structural rearrangements in the core structures of 9a−
c.
The molecular formula of 9a was assigned as C30H30O12 on

the basis of HR-ESI-MS data showing the molecular ion peak at
m/z 583.18110 [M + H]+. The 1H NMR spectrum (Table 4)
revealed two almost identical sets of signals, indicating an
asymmetrical dimeric structure composed of closely related
monomers. It exhibited two aromatic and two aliphatic hydroxy
groups resonating at δH 12.01 (1-OH), 11.74 (1′-OH), 5.45
(12′-OH), and 5.35 (12-OH). Signals of the aromatic protons
appeared at δH 7.37 (H3′), 7.34 (H3), 6.50 (H2′), and 6.44
(H4), thus indicating two sets of ortho-coupled protons, as
found in the biaryl units of other phomoxanthone derivatives.44

In total, six methylene groups were detected at δH 3.75/3.66
[(H12′)2], 3.66 [(H12)2], 3.18/2.83 [(H8a)2], 3.10/3.06
[(H8a′)2], 2.78/2.20 [(H7′)2], and 2.25/1.93 [(H7)2]. The
remaining signals were assigned to two oxymethine protons at
δH 4.39 (H5′) and 4.21 (H5), two tertiary methine groups at
δH 2.87 (H6′) and 2.72 (H6), and two methyl groups at δH
1.15 (11′-CH3) and 1.02 (11-CH3). Thorough analyses of
HMBC spectral data (Table 4 and Figure 7) allowed the
construction of two partially saturated γ-pyrone moieties
annulated to the aromatic rings. The involved methylene
groups (8a-CH2/8a′-CH2) showed correlations to the sp2

carbons C9a/C9a′, the carbonyl carbons C9/C9′, and the sp3

carbons C10a/C10a′. According to the molecular formula, the
unsaturation index of 9a is 16. The presence of four carbonyl
groups [δC 197.7 (C9′), 197.5 (C9), 175.9 (C8), and 175.7
(C8′)] and the tetracyclic biaryl scaffold accounted for 14
elements of unsaturation, thus indicating that the remaining
part of 9a should include two aliphatic ring systems. The
structures of the latter were established by exhaustive analyses
of the 2D NMR spectral data (Figure 7). Correlations of the
tertiary methine protons H6/H6′ to the oxymethines H5/H5′,
the methylene groups 7-CH2/7′-CH2, and the methyl groups
11-CH3/11′-CH3 were observed in the COSY spectrum, thus
establishing the fragments 5-CH−6-CH(11-CH3)−7-CH2 and
5′-CH−6′-CH(11′-CH3)−7′-CH2. Moreover, the HMBC
spectrum provided a full set of all possible 2J and 3J correlations
for H5/H5′, H6/H6′, and (H7)2/(H7′)2, confirming the
fragment deduced from the COSY spectrum and allowing the
construction of two 3-methyl-γ-butyrolactone moieties on the
basis of the correlations observed from H5/H5′ and (H7)2/
(H7′)2 to C8/C8′. The two 3-methyl-γ-butyrolactone rings
were found to be linked to the tetracyclic biaryl skeleton at
C10a and C10a′, as indicated by the 3J correlations of the
tertiary methine protons H5/H5′ to C10a/C10a′. The 2,4′-
linkage in the biaryl system was proven by HMBC correlations
of H3 to C4′; H3′ to C2; and 1-OH/1′-OH to C1/C1′, C2/
C2′, and C9a/C9a′. The two oxymethine protons (H5/H5′)

Table 3. 1H and 13C NMR, COSY, and HMBC Data for 6 at
600 (1H) or 100 (13C) MHz (MeOH-d4, δ in ppm, J in Hz)

atom δH δC COSY HMBC

1 130.0a

2 7.53, dd (1.0, 7.9) 122.0 3, 4 4, 9a, 10
3 7.28, t (7.9) 129.5 2, 4 1, 4a
4 7.05, dd (1.0, 7.9) 120.8 2, 3 2, 9a
4a 154.6
5 6.16,b s 108.7c 11 7, 8a, 10a, 11
6 149.0a

7 6.16,b s 108.7c 11 5, 8, 8a, 11
8 163.4d

8a 110.1a

9 −e

9a 135.0a

10 169.2
10a 163.4d

11 2.24, s 21.5 5, 7 5, 6, 7
aNo 13C NMR signal was detected; the chemical shift was deduced
from the HMBC correlation. b,c,dSuperimposed signals due to chemical
equivalence. eNo 13C NMR signal was detected.

Scheme 1. Putative Biosynthetic Pathway for the Polyketides
1−8
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were coupled to the corresponding tertiary methine protons
(H6/H6′) with coupling constants of J5,6 = 3.6 Hz and J5′,6′ =
4.7 Hz, characteristic of trans-oriented protons in these ring
systems.64 This finding was supported by detailed analysis of
the ROESY spectrum, which showed strong correlations
between H5/H5′ and the methyl protons (11-CH3/11′-
CH3), thus unambiguously confirming their cis orientation. In
addition, the ROESY correlations between the methylene
groups 12-CH2/12′-CH2 and H8aβ/H8a′β, H5/H5′, H6/H6′
and 11-CH3/11′-CH3 as well as the absence of strong
correlations to 7-CH2/7′-CH2 indicated an α orientation of
the 3-methyl-γ-butyrolactone rings, as reported for the
structurally related compound blennolide E.65

Compound 9b showed UV, HR-ESI-MS, and 1D and 2D
NMR spectra (Figure 7) that were almost identical to those of
9a. The presence of the same sets of signals in the 1H and 13C
NMR spectra indicated the same dimeric structural scaffold.
Furthermore, ROESY spectra of 9b revealed the same relative
stereochemistry as in 9a. However, the distinct difference in the

measured [α]D values (+6° for 9a and −28° for 9b) indicated
stereochemical differences between the two molecules. Their
solution ECD spectra had opposite CEs below 330 nm and
positive CEs at about 350 nm, which suggested that they are
atropodiastereomers with the same absolute configuration in
the chromanone ring. In contrast to 9a and 9b, compound 9c
showed only one set of 1H and 13C NMR signals (Table 4),
indicating a symmetrical dimer. Analysis of the 2D NMR
spectra (Figure 7) revealed the same monomeric building units
as in 9a and 9b. However, a 2,2′-linkage within the biaryl
system was established by the HMBC correlations observed
from H4/H4′ to C2/C2′, C4a/C4a′, and C9a/C9a′; from H3/
H3′ to C1/C1′, C2′/C2, and C4a/C4a′; and from 1/1′-OH to
C1/C1′, C2/C2′, and C9a/C9a′. On the basis of the [α]D value
([α]D

20 = −68°) and the ROESY spectrum, which showed the
same correlations as observed for 9a and 9b, the relative
configuration of 9c was established as depicted in Figure 1.
The molecular formula of 10 was determined from HR-ESI-

MS data as C30H26O10 (m/z 547.1603 [M + H]+), implying 18
degrees of unsaturation as well as molecular weight decreases of
204 and 36 amu relative to 1 and 9a−c, respectively. Detailed
analysis of the NMR spectra of 10 revealed that the compound
is a symmetrical dimer (Table 5 and Figure 7). Furthermore,
comparison of the 1D and 2D NMR spectral data of 10 to
those of 9c illustrated similar structural features of the two
compounds. The symmetrical biaryl system, including four
ortho-coupled protons at δH 6.94 (H3/H3′) and 6.51 (H2/
H2′), as well as the 3-methyl-γ-butyrolactone moieties were
retained in 10. The corresponding signals of the tertiary
methine, methylene, and oxymethine protons of the lactone
moieties appeared at δH 2.65 (H6/H6′), 2.76/2.43 [(H7)2/
(H7′)2], and 5.05 (H5/H5′), respectively. A significant
difference in the 1H NMR spectrum of 10 compared with
that of 9c was the disappearance of the methylene groups 8a-
CH2/8a′-CH2 and 12-CH2/12′-CH2 and the presence of two
additional signals at δH 6.66 (H8a/H8a′) and 7.82 (H12/H12′)
that were assigned to the olefinic protons. The 13C NMR
spectrum of 10 showed 15 signals, corresponding to two
carbonyl carbons at δC 176.0 (C8/C8′); 20 olefinic carbons at

Figure 7. Key COSY (bold black bonds) and HMBC (red arrows)
correlations in 9a−c and 10.

Table 5. 1H and 13C NMR, COSY, and HMBC Data for 10 at 600 (1H) or 100 (13C) MHz (DMSO-d6, δ in ppm, J in Hz)

atom δH δC COSYa HMBCa

1/1′ 155.4
2/2′ 6.51, d (8.3) 107.4 3 1, 4, 9, 9a
3/3′ 6.94, d (8.4) 131.8 2 1, 4′, 4a
4/4′ 118.5
4a/4a′ 152.1
5/5′ 5.05, d (8.7) 80.3 6, 12 6, 7, 8a, 10a, 11, 12
6/6′ 2.65, m 36.9 5, 7, 11 5, 7, 10a, 11
7/7′ 2.76, dd (7.9, 17.0) 36.6 6, 7 5, 6, 8, 11

2.43, dd (10.3, 17.0)
8/8′ 176.0
8a/8a′ 6.66, s 109.3 12 5, 9, 10a, 12
9/9′ 149.3
9a/9a′ 106.8
10a/10a′ 123.5
11/11′ 1.10, d (6.5) 15.9 6 5, 6, 7
12/12′ 7.82, s 139.7 5, 8a 8a, 10a, 9
1/1′-OH 9.6, s 9a
4a/4a′-OH 9.48, s 9a

aCorrelations are listed for only one monomeric building unit.

The Journal of Organic Chemistry Article

dx.doi.org/10.1021/jo402066b | J. Org. Chem. 2013, 78, 12409−1242512418



δC 155.4 (C1/C1′), 152.1 (C4a/C4a′), 149.3 (C9/C9′), 139.7
(C12/C12′), 131.8 (C3/C3′), 123.5 (C10a/C10a′), 118.5
(C4/C4′), 109.3 (C8a/C8a′), 107.4 (C2/C2′), and 106.8 ppm
(C9a/9a′); two oximethines at δC 80.3 (C5/C5′); and six
aliphatic carbons at δC 36.9 (C6/C6′), 36.6 (C7/C7′), and 15.9
(C11/C11′). The HMBC spectrum (Figure 7) disclosed
correlations of H8a/H8a′ and H12/H12′ to C12/C12′ and
C8a/C8a′, respectively, and to both C9/C9′ and C10a/C10a′.
These data allowed the construction of two furan rings located
between the already identified structural elements, as evidenced
by 3J correlations from H8a/H8a′ to C5/C5′ and H6/H6′ to
C10a/C10a′ and by 4J correlations from the aromatic protons
H2/H2′ to C9/C9′. Furthermore, the 4,4′-linkage of the
aromatic rings in 10 was deduced from the strong 3J
correlations of H3 and H3′ to C4′ and C4, respectively. In
analogy to 9a−c, strong ROESY correlations between the
oxymethine protons (H5/H5′) and the methyl groups (11-
CH3/11′-CH3) confirmed the trans orientation of H5/H5′ and
H6/H6′ in the terminal lactone rings.
Initial experiments employing a crude EtOAc extract of P.

longicolla following cultivation on rice resulted in complete
inhibition of the growth of the murine lymphoma cell line
L5178Y (at a dose of 10 μg/mL), as indicated by an MTT assay
(data not shown). When compounds 1−11 were assayed for
their activity in the same cell line (Table 6), the dimeric

tetrahydroxanthone derivatives (1−4) were found to be active,
with IC50 values in the range 0.3−10 μM (Table 6). These
results were in accordance with the published cytotoxic activity
of 1 toward mouth epidermal carcinoma (KB) and lymphoma
(BC1) cells and of 2 and 3 against lung (A549) and colon
(HCT116) carcinoma cells.44,45 The remaining compounds
showed no activity. The 4,4′-linked substances phomoxanthone
A (1) and 12-deacetylphomoxanthone A (4) featured IC50

values of 0.3 and 2.8 μM, respectively, whereas values of 1.1 and
10.0 μM were detected for the corresponding 2,2′-linked
derivatives dicerandrol C (3) and dicerandrol B (2),
respectively. These results indicated that the cytotoxic potential
of this class of compounds is enhanced by a 4,4′-linkage of the
tetrahydroxanthone monomers (1 vs 3) and decreased upon
loss of acetyl groups (1 vs 4 and 11; 2 vs 3).
Deacetylphomoxanthone A (11) showed no activity against
L5178Y mouse lymphoma cells, which may at least partly be
due to the lower lipophilicity and hence hindered trans-
membrane diffusion of the deacetylated compound compared
with the acetylated phomoxanthone A (logP = 2.230 for 1 vs
logP = 0.125 for 11). Alternatively, phomoxanthone A (1) may
have a favored pharmacophore, whereas the deacetylated
congener 11 may have no or less affinity to the respective
target. The structural modifications of phomoxanthone A (1)
caused by alkaline hydrolysis to afford compounds 9a−c and 10
resulted in complete loss of activity (Table 6), implying that the
dimeric tetrahydroxanthenone core structure is mandatory for
cytotoxic activity. Phomoxanthone A (1), which proved to be
the most active compound isolated in this study, was subjected
to further in vitro assays using different human cancer cell lines,
including both cisplatin-sensitive and -resistant cells (Table 6).
The chosen cell lines included the human ovarian carcinoma
A2780, human tongue Cal27, and human esophagus Kyse510
cell lines. Remarkably, 1 showed almost the same potency
against both anticancer-drug-sensitive and -resistant cell lines
(Table 6). In order to probe the selectivity of 1 against cancer
cells versus normal cells, we tested its effect on the human
Burkitt’s lymphoma cell line DG75 and the human T cell
lymphoma cell line Jurkat versus healthy human peripheral
blood mononuclear cells (PBMCs). The results showed that 1
is highly selective against cancer cells, as it is over 100-fold less
toxic to PBMCs (IC50 = 61.2 μM) compared with DG75 (IC50
= 0.1 μM) and Jurkat (IC50 = 0.5 μM) (Table 6).
In order to characterize the cytotoxic effect of the dimeric

tetrahydroxanthone derivatives in more detail with regard to
their mode of action, we analyzed the apoptosis-inducing
potential of the lead compound phomoxanthone A (1) for the
first time. Apoptosis is the programmed form of cell death, and
it is central to many developmental and immunological
processes. It is accompanied by specific molecular events,
including the activation of aspartate-directed cysteine proteases
(caspases) or fragmentation of chromosomal DNA. First we
assessed the amount of apoptotic hypodiploid nuclei upon
phomoxanthone A treatment of human DG75 B lymphocytes
or Jurkat T lymphocytes. Hypodiploid nuclei are indicative of
DNA fragmentation caused by the activation of caspases.
Phomoxanthone A (1) significantly increased the amount of
hypodiploid nuclei in both cell lines at a concentration of 1 μM
(Figure 8A). This effect could be entirely blocked by the
addition of the caspase inhibitor N-(2-quinolyl)valyl-aspartyl-
(2,6-difluorophenoxy)methyl ketone (Q-VD-OPh) (Figure
8A). Next, we analyzed the activation of caspases by detection
of the proteolytic processing of the caspase substrate
poly(ADP-ribose) polymerase (PARP) by immunoblotting.
Cleavage of PARP could be detected in both DG75 B cells and
Jurkat T cells upon phomoxanthone A treatment, and again this
effect could be entirely blocked by the addition of Q-VD-OPh
(Figure 8B). Finally, we assessed the apoptosis-inducing
capacities of compounds 1−11 by flow cytometric analyses of
hypodiploid nuclei in Jurkat T cells. The dimeric tetrahydrox-
anthone derivatives were the most potent substances, thus

Table 6. Cytotoxic Activities of the Isolated Compounds

compound
L5178Y growth (%)
(conc = 10 μg/mL) IC50 (μM)a

1 1.2 0.3
2 6.6 10
3 0.5 1.1
4 0.5 2.8
5 85.6
6 92.6
7 100
8 100
9a 90.7
9b 97.4
9c 89.2
10 100
11 100

IC50 (μM) in Various Cell Linesa,b

Cal27 Kyse510 A2780

compound sens CisR sens CisR sens CisR

1 5.2 5.6 0.8 0.8 0.7 0.9
Cisplatin 7.8 41.4 2.5 8.4 1.2 10.2

Selectivity of 1

cell line DG75 Jurkat PBMC
IC50 (μM)c 0.1 0.5 61.2

aIncubation for 72 h. bAbbreviations: sens, sensitive to cisplatin; CisR,
cisplatin-resistant. cIncubation for 48 h.
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confirming the data obtained from the cytotoxicity assay with
the L5178Y cell line (Table 6). The 4,4′-linked derivatives
phomoxanthone A (1) and 12-deacetylphomoxanthone A (4)
showed the highest activities (Figure 8C). Again, modifications
of the tetrahydroxanthone core structure as in 9a−c and 10
abrogated the pro-apoptotic effect. Collectively, these results
indicate that the dimeric tetrahydroxanthone core structure is
essential for the induction of apoptosis and hence the cytotoxic
effect against cancer cells.
Since 1 displayed a cytotoxic potential in tumor cells but not

in primary immune cells (PBMCs) (Table 6), we further
examined whether the dimeric tetrahydroxanthone derivatives
might in contrast affect the activation of immune cells such as
primary B and T lymphocytes, NK cells, and macrophages.
Therefore, we tested the compounds for their ability to activate

immune effector functions as measured by upregulation of cell-
type-specific activation markers on the respective murine
immune cell subpopulations (Figure 9A). In analogy to the
findings of the cytotoxicity assays, titrated concentrations of the
two 4,4′-linked dimeric tetrahydroxanthone derivatives pho-
moxanthone A (1) and 12-deacetylphomoxanthone A (4)
induced the most prominent upregulation of the early-
activation antigen CD69 on primary murine T lymphocytes.
Specifically, 1.8-fold and 1.4-fold increases in the percentage of
CD69+ T cells, respectively, were observed after incubation for
12 h with these substances at a concentration of 1 μM. The
2,2′-linkage of the tetrahydroxanthone monomers completely
abolished the T cell activatory function or induced CD69
upregulation only at the highest concentration of 10 μM, as for
2 and 3, respectively. Furthermore, the complete absence of

Figure 8. Apoptosis induction by dimeric tetrahydroxanthenone derivatives. (A) DG75 B cells (left panel) and Jurkat T cells (right panel) were
treated with the indicated concentrations of phomoxanthone A (1) in the absence or presence of the caspase inhibitor Q-VD-OPh (10 μM) for 24 h.
Subsequently, apoptosis was assessed by propidium iodide staining of hypodiploid apoptotic nuclei and flow cytometry. (B) DG75 B cells (upper
panels) and Jurkat T cells (lower panels) were treated with the indicated concentrations of phomoxanthone A (1) in the absence or presence of 10
μM Q-VD-OPh for the indicated times. Cleared cellular lysates were analyzed for PARP and β-actin by immunoblotting. Solid arrowheads indicate
the uncleaved form of PARP, and open arrowheads indicate the cleaved form. (C) Jurkat T cells were incubated with 0.1% DMSO (negative
control), 2.5 μM staurosporine (STS; positive control), or 10 μM 1−11 in the absence or presence of 10 μM Q-VD-OPh for 24 h. Apoptosis was
then assessed by propidium iodide staining of hypodiploid apoptotic nuclei and flow cytometry. The analyses in (A) and (C) were performed in
triplicate; error bars = SD; p values were calculated by two-way ANOVA with the Bonferroni post-test; * = p < 0.05, ** = p < 0.01, *** = p < 0.001.
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acetyl groups (11) blunted the activation ability of the 4,4′-
linked dimers. The positive correlation of lipophilicity with the
T cell activation capacity of the substances (1 vs 11) indicates
the necessity of passing cellular membrane compartments
rather than an interaction with cell-surface molecules as the
underlying mechanism of activation. Similar relative activation
potentials for the studied substances could be found for primary
murine NK cells and macrophages (MΦ), as measured by
upregulation of CD69 and MHC class II, respectively, while
none of the compounds tested were able to induce upregulation
of the costimulatory molecule CD86 on primary murine B
lymphocytes (Figure 9B−D). Accordingly, in addition to their
direct cytotoxic and pro-apoptotic activities on tumor cells, as
shown above, the 4,4′-linked dimeric tetrahydroxanthones 1
and 4 exhibit an intrinsic immunostimulatory capacity on

primary nontransformed T cells, NK cells, and MΦ by yet
unknown signal transduction pathways. This dual activity offers
interesting synergistic mechanisms to increase the efficiency of
cancer treatment and to counteract the establishment of
resistance pathways in cancer cells, making phomoxanthone A
(1) an interesting candidate for further studies.

■ CONCLUSION

This study has revised the structure of the previously reported
compound phomoxanthone A (1) as being (aR,5S,6-
S,10aS,5′S,6′S,10a′S). In addition, the absolute configurations
of dicerandrol B (2), dicerandrol C (3), and 12-deacetylpho-
moxanthone (4) were established for the first time. The marked
cytotoxicity of 1 against a set of cancer cell lines, including

Figure 9. Immunostimulatory capacities of selected tetrahydroxanthenone derivatives. Single cell suspensions from whole spleens of C57BL/6 mice
were incubated for 12 h with the indicated concentration of 1−4, 7, or 11, 0.1% DMSO (negative control), LPS (positive control), or PMA and
ionomycin (P/I; positive control). Cell activation was measured by flow cytometry as the expression of the surface markers CD69 on T cells (A) and
NK cells (B), MHC class II on MΦs (C), and CD86 on B cells (D), and the results are given as fold increase relative to the DMSO negative control.
Shown are one representative of two independent experiments for 2−4, 7, and 11 and of three independent experiments for 1.
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some cisplatin-resistant ones, was shown to be due to induction
of apoptosis. The significant difference of activity of 1 against
cancer cells versus healthy blood cells makes this compound an
interesting candidate for further studies. Furthermore, 1 was
shown to be a potent activator of murine T cells, NK cells, and
macrophages, suggesting activation of the immune system,
which would help to eradicate any tumor cells surviving
chemotherapeutic treatment. The location of the biaryl axis in
the investigated tetrahydroxanthone dimers (1−4) and the
presence of acetyl groups were identified as being important
structural elements that influence the biological activities of the
studied compounds.

■ EXPERIMENTAL SECTION
General Experimental Procedures. Fractions and pure com-

pounds were analyzed on an HPLC system coupled to a photodiode
array detector, and routine detection was performed at 235, 254, 280,
and 340 nm. Separation was carried out over a C18 reversed-phase
column (5 μm; 125 mm × 4 mm length × i.d.), and the following
linear gradient was used: 0.02% H3PO4 in H2O and MeOH; flow rate
1.0 mL/min. Final purification was performed on a semipreparative
HPLC system with a C18 reversed-phase column (5 μm; 300 mm × 8
mm, length × i.d.), flow rate 5.0 mL/min. 1D and 2D NMR spectra
were recorded on 600 or 500 MHz NMR spectrometers. HRMS
analysis was recorded on a Q-TOF mass spectrometer in ESI mode.
Solvents were distilled prior to use, and spectral-grade solvents were
used for spectroscopic measurements.
Fungal Material and Cultivation. The fungal strain P. longicolla

was isolated from fresh healthy leaves of the mangrove tree S. caseolaris
that were collected in October 2005 in Dong Zhai Gang-Mangrove
Garden on Hainan Island, P. R. China, using a protocol previously
described.66 P. longicolla was taxonomically identified according to a
previously described method.67,68 The sequence data has been
submitted to GenBank with accession number AY857868.1. The
fungus was cultivated on solid rice medium (to 100 g of commercially
available rice was added 100 mL of distilled water and kept overnight
prior to autoclaving) at room temperature under static conditions.67,68

Extraction and Isolation. The solid rice culture of P. longicolla
was overlaid and extracted with EtOAc, and then the solvent was
removed under reduced pressure. The crude extract (24.9 g) was
washed with distilled water and then fractionated between MeOH 90%
and n-hexane. The MeOH fraction (16.4 g) was then subjected to
Diaion HP-20 and eluted using a stepwise gradient system from 100%
H2O to 100% MeOH and from 1:1 MeOH/acetone to 100% acetone.
Promising fractions were subjected to further chromatographic
separation using Diaion HP-20 with H2O, MeOH, and acetone as
eluting solvents; silica (VLC) with a stepwise gradient system from
100% n-hexane to 100% EtOAc and from 100% DCM to 100%
MeOH; or Sephadex LH-20 (100% MeOH or 1:1 DCM/MeOH). If
necessary, final purification was performed by semipreparative HPLC
to yield 1 (3.4 g), 2 (5.3 mg), 3 (3.2 mg), 4 (6.1 mg), 5 (3.9 mg), 6
(3.1 mg), 7 (2.1 mg), and 8 (5.4 mg).
Phomoxanthone A (1). Yellowish amorphous granules. [α]D

20 = +83
(c 0.3, CHCl3). UV λ max (PDA): 218, 258, 333 nm. ECD (MeCN, c =
1.10 × 10−4) λ max/nm (Δε): 341 (−7.79) with a flat negative plateau
up to 420 nm, 316 (17.65), 275 (−3.49), 257 (1.33), 228 (−46.79),
208 (−66.22), positive below 197 nm. ECD (86 μg of 1 in 250 mg of
KCl) λ max/nm (Δε): 350 (19.16), 324 (32.71), 278 (−2.77), 258
(11.57), 227 (−87.44), 209 (−122.92), positive below 197 nm.
Dicerandrol B (2). Yellow amorphous powder. [α]D

20 = −25 ( c 0.4,
CHCl3). UV λmax (PDA): 215, 258, 338 nm. ECD (MeCN, c = 1.30 ×
10−4) λmax/nm (Δε): 373 br (6.08), 344 sh (2.09), 328 sh (2.11), 268
sh (−6.42), 233 (−13.74), 198 (−13.2).
Dicernadrol C (3). Yellow amorphous powder. [α]D

20 = −17 ( c 0.1,
CHCl3). UV λmax (PDA): 212, 260, 340 nm. ECD (MeCN, c = 0.99 ×
10−4) λ max/nm (Δε): 375 sh (−3.61), 365 (−3.70), 324 (9.01), 297
sh (2.55), 258 sh (−9.25), 233 (−16.57), 202 (−14.13).

12-Deacetylphomoxanthone (4). Yellow amorphous powder.
[α]D

20 = +35 (c 0.2, MeOH). UV λ max (PDA): 221, 259, 337 nm.
ECD (MeCN, c = 1.26 × 10−4) λmax/nm (Δε): 346 br (19.19), 300
(−0.71), 277 (−0.62), 252 (7.07), 226 sh (−56.48), 211 (−62.70). 1H
and 13C NMR: Table 1. HR-ESI-MS: m/z 709.2127 [M + H]+ (calcd
for C36H37O15, 709.2127).

Phomo-2,3-dihydrochromone (5). Brown amorphous mass. UV
λmax (PDA): 215, 250, 345 nm. 1H and 13C NMR: Table 2. HR-ESI-
MS: m/z 289.0707 [M + H]+ (calcd for C15H13O6, 289.0707).

Isomonodictyphenone (6). Yellowish powder. UV λmax (PDA):
209, 286 nm. 1H and 13C NMR: Table 3. HR-ESI-MS: m/z 289.0703
[M + H]+ (calcd for C15H13O6, 289.0707).

Structural Derivatization of Phomoxanthone A. Alcoholic
Alkaline Hydrolysis. A solution of phomoxanthone A (1) (30 mg) in
ethanolic NaOH (5 mL, 0.5 N) was stirred for 4 h at 23 °C, followed
by dropwise treatment with hydrochloric acid (37 wt %). When the
pH reached 4, the solution was neutralized with sodium bicarbonate
(q.s.). Water (100 mL) was added, and the aqueous dilution was
extracted three times with EtOAc (30 mL). The combined solvent
extracts were evaporated to dryness. The obtained mixture was
purified by semipreparative HPLC to yield 9a (5.6 mg), 9b (4.0 mg),
and 9c (9.4 mg).

Hydrolysis Product I (9a). Brownish amorphous powder. [α]D
20 = +6

(c 1.1, DMSO). UV λ max (PDA): 251, 360 nm. ECD (MeCN, c = 2.86
× 10−4) λ max/nm (Δε): 357 sh (0.39), 306 sh (2.08), 285 (3.78), 258
(−0.15), 237 (3.57), 208 (−8.05). 1H and 13C NMR: Table 4. HR-
ESI-MS: m/z 583.1810 [M + H]+ (calcd for C30H 31O12, 583.1810).

Hydrolysis Product II (9b). Brownish amorphous powder. [α]D
20 =

−28 ( c 0.8, DMSO). UV λmax (PDA): 250, 359 nm. ECD (MeCN, c =
2.86 × 10−4) λ max/nm (Δε): 351 (1.23), 306 sh (−1.76), 283
(−2.77), 237 (−3.06), 206 (4.01). 1H and 13C NMR: Table 4. HR-
ESI-MS: m/z 583.1810 [M + H]+ (calcd for C30H 31O12, 583.1810).

Hydrolysis Product III (9c). Brownish amorphous powder. [α]D
20 =

−68 ( c 0.9, DMSO). UV λmax (PDA): 252, 363 nm. ECD (MeCN, c =
2.86 × 10−4) λ max/nm (Δε): 356 (1.01), 285 (0.34), 266 (−0.37), 236
(2.43), 208 (−5.67). 1H and 13C NMR: Table 4. HR-ESI-MS: m/z
583.1810 [M + H]+ (calcd for C30H 31O12, 583.1810).

Aqueous Alkaline Hydrolysis. A solution of phomoxanthone A (1)
(50 mg) in aqueous NaOH solution (100 mL, 0.5 N) was heated
under reflux for 1 h. After the mixture was cooled, the pH was adjusted
to 5 with hydrochloric acid (37 wt %), and the mixture was extracted
three times by shaking with 30 mL of EtOAc. The combined solvent
extracts were evaporated to dryness. The obtained mixture was
purified by semipreparative HPLC to yield 10 (4.8 mg).

Hydrolysis Product IV (10). Brownish amorphous powder. [α]D
20 =

−127 ( c 0.5, DMSO). UV λmax (PDA): 215, 260 nm. 1H and 13C
NMR: Table 5. HR-ESI-MS: m/z 547.1603 [M + H]+ (calcd for C30H
27O10, 547.1599).

Cell Proliferation Assay. Cytotoxicity was tested against the
L5178Y mouse lymphoma cell line using the MTT assay [MTT = 3-
(4,5-dimethylthiazol-2-yl)-2,5-diphenyl-2H-tetrazolium bromide].69,70

Furthermore, the cytotoxicity was evaluated against the human ovarian
carcinoma cell line A2780, the human tongue cell line Cal27, the
human esophagus cell line Kyse510, the human T cell lymphoma cell
line Jurkat, and the human Burkitt’s lymphoma cell line DG75 by an
MTT assay as previously described, except that for Jurkat and DG75,
incubation with DMSO at RT for 20 min was used to extract the
formazan product from the cells.71 The A2780 cell line was obtained
from the European Collection of Cell Cultures (ECACC, Salisbury,
UK). The Cal27 and Kyse510 cell lines as well as Jurkat (no. ACC-
282) and DG75 (no. ACC-83) were obtained from the German
Collection of Microorganisms and Cell Cultures (DSMZ, Germany).
The cisplatin-resistant (CisR) cell lines were generated by exposing
the parental cell lines to weekly cycles of cisplatin in an IC50
concentration over a period of 24−30 weeks, as described by
Gosepath et al.72 and Eckstein et al.73 All of the cancer cell lines were
grown at 37 °C under humidified air supplemented with 5% CO2 in
RPMI 1640 (A2780, Kyse510, Jurkat, DG75) or DMEM (Cal27)
containing 10% fetal calf serum, 120 IU/mL penicillin, and 120 μg/mL
streptomycin. The medium for Jurkat and DG75 was additionally
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supplemented with 1% HEPES. The cells were grown to 80%
confluency before they were used for the cell proliferation assay.
The selectivity of phomoxanthone A (1) cytotoxicity was assessed

on PBMCs by trypan blue exclusion assay. Different concentrations of
1 were used to treat cells while the negative control was treated with
the same volume of DMSO. At each time course (24 and 48 h), 20 μL
of the cell suspension was mixed with 20 μL of trypan blue, and 20 μL
of this mixture was applied to a hemocytometer and observed by a
binocular microscope. The unstained cells (viable) in the negative
control and treated samples were counted, and the percentage of
viability was calculated from three independent tests.
Apoptosis Assay. DG75 cells (Burkitt’s lymphoma-derived

human B cell line; DSMZ no. ACC-83) or Jurkat cells (leukemia-
derived human T cell line; DSMZ no. ACC-282) were cultivated in
medium containing the indicated concentrations of compounds for 24
h, and apoptosis was measured. Nuclei were prepared by lysing cells in
hypotonic lysis buffer (1% sodium citrate, 0.1% Triton X-100, 50 μg/
mL propidium iodide) and subsequently analyzed by flow cytometry
using FACSDiva software. Nuclei to the left of the 2 N peak were
considered as apoptotic.
Cell Extracts and Immunoblotting. DG75 B cells or Jurkat T

cells were treated with the different compounds at the indicated
concentrations for the indicated times. Cells were lysed in lysis buffer
[20 mM Tris-HCl, pH 7.5, 150 mM NaCl, 0.5 mM EDTA, 1% Triton
X-100, 10 mM NaF, 2.5 mM NaPP, 10 μM Na2MoO4, 1 mM Na3VO4,
protease inhibitors (P2714)], and the lysates were clarified by
centrifugation at 16000g for 10 min. Equal total protein amounts, as
determined by Bradford, were separated on 10% SDS-polyacrylamide
gels and transferred to a PVDF membrane. Immunoblot analysis was
performed using primary mouse antibodies to PARP (no. BML-
SA250) or β-actin (no. A5316) and IRDye800- or IRDye680-
conjugated secondary antibodies. Signals were detected with an
infrared imaging system.
FACS Analysis of Immune Cell Activation Markers. Spleens of

female C57BL/6 mice were digested with collagenase VIII and DNase
I and homogenized using a cell strainer. Cell suspensions were
incubated with the indicated compounds for 12 h in DMSO as 1:100
dilutions in medium at the indicated final concentrations. As positive
controls, cells were stimulated for 12 h with 10 ng/mL PMA and 500
ng/mL ionomycin or 100 ng/mL LPS (Salmonella Minnesota, List
Laboratories). For FACS analysis cells, were labeled with the following
antibodies: CD11b (M1/70), B220 (Ra3-6B2), CD11c (HL3), CD3ε
(145-2C11), CD19 (1D3), CD86 (GL1), CD69 (H1.2F3), MHC
class II (AF6-120.1), and CD49 (DX5). DAPI was added for dead cell
discrimination. Samples were acquired on a flow cytometer and
analyzed with FlowJo software. T lymphocytes were defined as
CD3ε+CD49−, B lymphocytes as B220+CD11c−, NK cells as
CD49+CD3ε−, and MΦs as CD11b+CD11c−.
X-ray Crystallography. Single crystals of phomoxanthone A (1)

suitable for X-ray diffraction were crystallized from EtOAc at room
temperature. A single crystal was mounted on a loop under a
polarizing microscope. Data for compound 1 were collected as follows:
diffractometer (with microfocus tube), Cu Kα radiation (λ = 1.54178
Å), 123 ± 2 K, multilayer mirror, ω and ϕ scan, data collection with
Apex2,74 cell refinement and data reduction with SAINT,74 and
experimental absorption correction with SADABS.75

The structure of 1 was solved by direct methods using SHELXS-97;
refinement was done by full-matrix least-squares on F2 using the
SHELXL-97 program suite.76 All non-hydrogen positions were refined
with anisotropic displacement parameters. Hydrogen atoms of two
hydroxyl groups, aromatic CH groups, and aliphatic CH, CH2, and
CH3 groups were positioned geometrically (O−H = 0.84 Å for OH;
C−H = 0.95 Å for aromatic CH; C−H = 1.00 Å for aliphatic and
olefinic CH; C−H = 0.99 Å for CH2; C−H = 0.98 Å for CH3) and
refined using riding models with Uiso(H) = 1.2Ueq(CH, CH2) and
Uiso(H) = 1.5Ueq(O, CH3). Hydrogen atoms of the other two hydroxyl
groups (C−OH) were found and refined with Uiso(H) = 1.5Ueq(O).
The absolute structure assignment was based on anomalous

dispersion using the Flack parameter.48−51 Friedel opposites were
not merged. The correct assignment in the absence of any heavy atoms

was checked by inverting the structure (MOVE 1 1 1 −1), which then
led to a Flack parameter close to 1.

The crystal solvent molecules EtOAc and water in the channels of 1
were found to be highly disordered and could not be properly defined.
Hence, the SQUEEZE option in PLATON for Windows77−80 was
used to refine the framework structure without the disordered electron
density in the voids. One EtOAc and one water molecule per unit cell
were squeezed. With two phomoxanthone molecules in the unit cell, 1
should be named as phomoxanthone A hemi(ethyl acetate) hemi-
hydrate. The SQUEEZE routine suggested a 277 Å3 (13.8%) cavity in
the unit cell with a population of 87 electrons [roughly in agreement
with 48 electrons for CH3C(O)OC2H5 and 10 electrons for H2O] for
the solvated form. A PLATON77−80 void calculation for the solvent-
free form with a probe radius of 1.2 Å gave a total potential solvent
volume of 291 Å3 (14.5%).

The crystal structure is disordered at the O16 and C36 positions
(the CO moiety) as part of a torsional disorder of the acetyl group.
The respective A atoms and B atoms were refined with about equal
occupations, and A and B components were separated by a PART
instruction. This torsional disorder is due to the presence of only very
weak C−H···O interactions in the packing diagram, allowing this
moiety to assume two different orientations (Figure S7 in the
Supporting Information). The displacement of the acetyl group does
not affect and is independent of the absolute structure assignment.

Crystal data and details of the structure refinement are given in
Table S1 in the Supporting Information. Graphics were drawn with
DIAMOND,81 and analyses of the O−H···O hydrogen bonds were
performed with PLATON for Windows.77−80 The structural data have
been deposited with the Cambridge Crystallographic Data Center
(CCDC no. 937755).

■ COMPUTATIONAL SECTION
Mixed torsional/low-frequency mode conformational searches were
carried out by means of the Macromodel 9.9.223 software using the
Merck Molecular Force Field (MMFF) with an implicit solvent model
for chloroform.82 Geometry reoptimizations were carried out at the
B3LYP/6-31G(d) level in vacuo, the B3LYP/TZVP level with a PCM
solvent model for acetonitrile, and the M06/TZVP level47 with the
PCM model for acetonitrile. TDDFT ECD calculations were run with
various functionals (B3LYP, BHandHLYP, PBE0) and the TZVP basis
set as implemented in the Gaussian 09 package.83 Scans and TS
calculations were carried out at the B3LYP/6-31G(d) level in vacuo.
ECD spectra were generated as sums of Gaussians with 2400 and 3000
cm−1 widths at half-height (corresponding to ca. 13 and 16 at 230
nm), using dipole-velocity-computed rotational strengths.84 Boltz-
mann distributions were estimated from the ZPVE-corrected B3LYP/
6-31G(d) energies in the gas phase calculations and from the B3LYP/
TZVP and M06/TZVP energies in the solvated ones. For computation
of the rotational barriers, the ZPVE-corrected B3LYP/6-31G(d)
energies were applied. The MOLEKEL software package was used for
visualization of the results.85

■ ASSOCIATED CONTENT

*S Supporting Information
Supplementary figures showing structures of the low- and high-
energy transition states for the inversion of the C2−C2′ bond
of (5R,6R,10aR,5′R,6′R,10a′R)-2, solution conformers and
populations (≥2%) of (5R,6R,10aR,5′R,6′R,10a′R)-2 and
(5R,6R,10aR,5′R,6′R,10a′R)-3, molecular structure of phomox-
anthone A (1) with determined absolute configuration
(different views), previous and redetermined absolute struc-
tures of phomoxanthone A (1), experimental and calculated
ECD spectra of the nonoptimized “old” (aS,5R,6R,10aR,5′R,6′-
R,10a′R) X-ray structures of 1 in vacuo, and section of the
packing diagram of phomoxanthone A (1); supplementary
tables showing crystal data and structure refinement for 1, inter-
and intramolecular interactions with lengths (Å) and angles
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(deg) in 1, and selected bond lengths (Å) and angles (deg) in
1; references; description of the Flack parameter; thermal
ellipsoid plots for 1; 1H and 13C NMR spectra of the new
compounds (4−6 and 9a−10); and Cartesian coordinates of
the low-energy reoptimized conformers of 2 and 3, the low-
and high-energy transition states for the inversion of the C2−
C2′ bond of 2, and the optimized X-ray structures of 1. This
material is available free of charge via the Internet at http://
pubs.acs.org.
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ORIGINAL ARTICLE

PDK1 controls upstream PI3K expression and PIP3 generation
AM Dieterle1,9, P Böhler2,9, H Keppeler1, S Alers1, N Berleth2, S Drie�en2, N Hieke2, S Pietkiewicz2,7, AS Löffler2, C Peter2, A Gray3,
NR Leslie3,8, H Shinohara4, T Kurosaki4, M Engelke5, J Wienands5, M Bonin6, S Wesselborg2 and B Stork2

The PI3K/PDK1/Akt signaling axis is centrally involved in cellular homeostasis and controls cell growth and proliferation. Due to its
key function as regulator of cell survival and metabolism, the dysregulation of this pathway is manifested in several human
pathologies including cancers and immunological diseases. Thus, current therapeutic strategies target the components of this
signaling cascade. In recent years, numerous feedback loops have been identified that attenuate PI3K/PDK1/Akt-dependent
signaling. Here, we report the identification of an additional level of feedback regulation that depends on the negative
transcriptional control of phosphatidylinositol 3-kinase (PI3K) class IA subunits. Genetic deletion of 3-phosphoinositide-dependent
protein kinase 1 (PDK1) or the pharmacological inhibition of its downstream effectors, that is, Akt and mammalian target of
rapamycin (mTOR), relieves this suppression and leads to the upregulation of PI3K subunits, resulting in enhanced generation of
phosphatidylinositol-3,4,5-trisphosphate (PIP3). Apparently, this transcriptional induction is mediated by the concerted action of
different transcription factor families, including the transcription factors cAMP-responsive element-binding protein and forkhead
box O. Collectively, we propose that PDK1 functions as a cellular sensor that balances basal PIP3 generation at levels sufficient for
survival but below a threshold being harmful to the cell. Our study suggests that the efficiency of therapies targeting the aberrantly
activated PI3K/PDK1/Akt pathway might be increased by the parallel blockade of feedback circuits.

Oncogene (2014) 33, 3043–3053; doi:10.1038/onc.2013.266; published online 29 July 2013
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INTRODUCTION
The PI3K/PDK1/Akt pathway regulates various cellular processes,
including cell growth, survival and proliferation. Accordingly, the
dysregulation of this pathway has been implicated in several
human cancers and immunological diseases, and the components
of this pathway are attractive targets of current therapeutic
strategies (reviewed in references1–8).
Phosphatidylinositol 3-kinases (PI3Ks) are intracellular lipid

kinases, which are grouped into three classes (I–III). Class I PI3Ks
generate phosphatidylinositol-3,4,5-trisphosphate (PIP3) by phos-
phorylating phosphatidylinositol-4,5-bisphosphate (PIP2) at the D3
position of the inositol ring.9 Class I PI3Ks are heterodimers
consisting of a p110 catalytic subunit (p110a, p110b, p110d and
p110g) and a regulatory subunit. The class IA isoforms p110a,
p110b and p110d pair with the p85 subfamily of regulatory
subunits (p85a, p85b, p55a, p50a and p55g). The class IB p110g
isoform associates with p101 or p84/p87 subunits.9,10 In turn, PIP3
levels are negatively regulated by the action of lipid phosphatases,
which remove the different phosphate groups from the inositol
ring.11

Most of the cellular responses to PI3K activation and PIP3
generation are mediated by the activation of AGC kinases such
as Akt (also termed protein kinase B), p70S6K and serum-
and glucocorticoid-induced protein kinase (SGK) (reviewed by
Mora et al.12 and Pearce et al.13). For full activation, these kinases

have to be phosphorylated both in an activation segment (T-loop)
and within a hydrophobic motif.13 The common upstream
activator of these kinases is the AGC kinase 3-phosphoinositide-
dependent protein kinase 1 (PDK1), which catalyzes the T-loop
phosphorylation.13–23 PDK1 possesses an N-terminal serine/
threonine kinase domain and a C-terminal pleckstrin homology
(PH) domain, which binds to PIP3 and its degradation product
phosphatidylinositol-3,4-bisphosphate.14,15,24,25 The constitutively
active PDK1 itself is not stimulated by PI3K.14 However, the
mechanism by which PDK1 activates its substrates is controlled
by PIP3. In case of Akt, PIP3 induces a conformational change
of Akt by binding its N-terminal PH domain, which leads to
PDK1-mediated phosphorylation of T308 in the activation
segment of Akt.25 Full Akt activation is achieved by phospho-
rylation of S473 within the hydrophobic motif via the mammalian
target of rapamycin complex 2 (mTORC2).26,27 In contrast to Akt,
the kinases p70S6K and SGK lack a PH domain. They get
phosphorylated in the hydrophobic motif by mTORC1 or
mTORC2 following PI3K activation.13,28,29 The hydrophobic motif
phosphorylation does not directly activate p70S6K and SGK but
regulates their interaction with PDK1.30,31 PDK1 binds to the phos-
phorylated hydrophobic motif via its PDK1-interacting fragment
pocket and consequently phosphorylates the activation segment
and thereby activates these kinases.13 Upon activation of PI3Ks by
insulin, growth factors or antigens, AGC kinases get activated and

1Department of Internal Medicine I, University Hospital Tübingen, Tübingen, Germany; 2Institute of Molecular Medicine, University Hospital Düsseldorf, Düsseldorf, Germany;
3Division of Cell Signaling and Immunology, College of Life Sciences, University of Dundee, Dundee, UK; 4Laboratory for Lymphocyte Differentiation, RIKEN Research Center for
Allergy and Immunology, Yokohama, Japan; 5Institute of Cellular and Molecular Immunology, University Hospital Göttingen, Göttingen, Germany and 6Department of Medical
Genetics, MFT Services, University Hospital Tübingen, Tübingen, Germany. Correspondence: Dr B Stork, Institute of Molecular Medicine, University Hospital Düsseldorf, Building
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in turn phosphorylate various downstream targets, for example,
glycogen synthase kinase 3b (GSK3b), tuberous sclerosis complex
2 (TSC2) or forkhead box O (FOXO) transcription factors.6,13

Additionally, in recent years, it became evident that PI3K is tightly
controlled by its downstream targets, thus providing feedback
regulation in response to extracellular signals.32

To further characterize the involvement of PDK1 in pro-survival
signaling pathways and its contribution to feedback regulation of
PI3K, we analyzed the transcriptome in an inducible PDK1-
knockout system. We show that upon PDK1-knockout induction
in DT40 B lymphocytes the PI3K class IA subunits p85a, p110b and
p110d are upregulated on both mRNA and protein level.
Furthermore, we demonstrate that PDK1 depletion increases the
amount of the PI3K product PIP3 in the plasma membrane. It
appears that this PDK1-dependent transcriptional repression of
PI3K class IA subunits is mainly mediated via the Akt/mTORC1
signaling axis and members of different transcription factor
families, including cAMP-responsive element-binding protein
(CREB) and FOXOs. Collectively, we propose a transcriptional level
of feedback regulation targeting the PI3K/PDK1/Akt/mTOR signal-
ing pathway. This novel feedback mechanism might further
emphasize the need for dual inhibitors of PI3K and mTOR in
cancer therapy.

RESULTS
Tonic PDK1 signaling is essential for survival of DT40
B lymphocytes
To gain further insight into the function of PDK1 in survival
signaling, we made use of the conditional PDK1-knockout
chicken DT40 B cell line (PDK1� /cond).33 In these cells, 4-hydroxy-
tamoxifen (OH-TAM)-activated Cre recombinase induces the
deletion of the floxed PDK1 gene. We treated DT40 PDK1� /cond
cells with OH-TAM and verified the absence of PDK1 expression by
immunoblotting. In DT40 wild-type (wt) cells, OH-TAM alone had
no effect on PDK1 expression (Figure 1a).
PDK1 plays an important role in survival signaling, and embryos

of Pdk1� /� mice die at day 9.5.34 Thus, we analyzed apoptosis in
OH-TAM-treated DT40 PDK1� /cond and wt cells by measuring
hypodiploid nuclei. OH-TAM-treated PDK1� /cond cells under-
went apoptosis from day 6 of treatment, but not the wt or ethanol
(EtOH)-treated cells (Figure 1b). As DT40 cells are immature B
lymphocytes and therefore respond with apoptosis induction
upon crosslinking of the B-cell antigen receptor (BCR),35 we
investigated if the loss of PDK1 has any effect on BCR-induced
apoptosis. We stimulated DT40 PDK1� /cond cells on day 4 of
OH-TAM treatment, on which the cells were PDK1 negative but
still viable (Figures 1a and b), with anti-chicken-IgM antibodies
and analyzed apoptosis by measuring hypodiploid nuclei. As
control, we used EtOH-treated PDK1� /cond and wt cells.
Although loss of PDK1 strongly increased BCR-induced apoptosis,
wt cells did not display any differences in BCR-induced apoptosis
following OH-TAM treatment (Figure 1c).
Taken together, PDK1 is mandatory for the constitutive survival

signaling in DT40 cells, and its loss sensitizes these cells to
BCR-induced apoptosis.

Microarray analysis of PDK1� /cond cells
Next, we addressed the question whether PDK1 also regulates
long-term transcription dynamics. To investigate this, we per-
formed microarray analyses using the Affymetrix GeneChip
Chicken Genome Array. We treated DT40 PDK1� /cond cells with
OH-TAM or EtOH to identify PDK1-dependent target genes.
Additionally, we treated DT40 wt cells with OH-TAM or EtOH to
exclude OH-TAM-dependent effects. Successful depletion of PDK1
in PDK1� /cond cells used for microarray analyses was confirmed
by immunoblotting and real-time reverse transcription (RT)–PCR

(Supplementary Figures 1A and B). Only transcripts that were
regulated with X2-fold changes were considered as relevant.
When comparing the transcripts of PDK1� /cond and wt cells
both treated with OH-TAM, we identified 1696 relevant transcripts.
In turn, the comparison of PDK1� /cond cells treated with
OH-TAM or EtOH revealed 764 relevant transcripts. Altogether
503 transcripts were regulated in both entity lists (Supplementary
Figure 1C). Next, we performed global function and pathway
analyses of the gene products of the 503 transcripts using
Ingenuity Pathway Analysis Software (Supplementary Figure 1D).
We observed that the 503 gene products play key roles in cellular
homeostasis and immune responses. Due to the fact that PDK1
deletion is lethal, we were mostly interested in regulated genes of
survival signaling pathways. It has been previously reported that
transcription factors of the FOXO family are regulated via the PI3K/
PDK1/Akt signaling pathway.36,37 In our microarray analysis,
several apoptosis-relevant FOXO target genes such as TNFSF10
(TRAIL), CDKN1B and BCL6 were PDK1-dependently regulated
(Figure 2a). Strikingly, our microarray results revealed PDK1-
dependent regulation of gene products that regulate the signaling
pathway upstream of PDK1. Among these gene products were the

Figure 1. PDK1 is essential for survival of DT40 cells. (a) Conditional
PDK1� /cond chicken DT40 B cells (PDK1� /cond) and DT40 wt cells
were treated with 0.5mM OH-TAM or 0.05% EtOH for 48h or left
untreated (control). Then, cells were transferred to normal DT40
medium. On days 2–4 after beginning of OH-TAM/EtOH treatment,
cleared cellular lysates were prepared and analyzed for PDK1 and
Hsp90 by immunoblotting. Data shown are representative of
three independent experiments. (b) DT40 PDK1� /cond and wt cells
were treated with 0.5mM OH-TAM or 0.05% EtOH for 48h. Then, cells
were transferred to normal DT40 medium. On days 4–8 after
beginning of OH-TAM/EtOH treatment, apoptosis was assessed
by propidium iodide staining of hypodiploid apoptotic nuclei
and flow cytometry. Data shown are mean of triplicates ±s.d. and
are representative of three independent experiments. (c) DT40
PDK1� /cond and wt cells were treated with 0.5mM OH-TAM or 0.05%
EtOH for 48h. Then, cells were transferred to normal DT40 medium.
On day 4 after beginning of OH-TAM/EtOH treatment, cells were
stimulated with 10mg/ml anti-chicken IgM antibody (M4) for 24h.
Apoptosis was assessed by propidium iodide staining of hypodiploid
apoptotic nuclei and flow cytometry. Data shown are mean of
triplicates ±s.d. and are representative of three independent
experiments.
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PI3K class IA subunits p110b and p110d (catalytic subunits), p85a
(regulatory subunit), additional phosphoinositide-modifying
enzymes (INPP5B, PIP5K1-b), the PI3K-interacting protein 1 and
the B-cell-specific Src family tyrosine kinase Lyn (Figures 2a and b).
Lyn links the BCR to the activation of PI3K/PDK1/Akt signaling in B
lymphocytes, as it directly phosphorylates CD19 and contributes
to the activation of the tyrosine kinases Syk and Btk, which both
phosphorylate the B-cell adapter for PI3K.38 Tyrosine-phospho-
rylated CD19 and/or B-cell adapter for PI3K then recruit the
regulatory PI3K subunit p85a.38

Next, we performed quantitative real-time RT–PCRs of the
PIK3CB (PI3K p110b subunit), PIK3CD (PI3K p110d subunit), PIK3R1
(PI3K p85a subunit), LYN (Lyn) and INPP5B (phosphoinositide
5-phosphatase) genes to confirm the microarray results. We

treated DT40 PDK1� /cond and wt cells with OH-TAM or EtOH and
determined the mRNA level at the indicated time points
(Figure 2c). In accordance with the microarray results, PIK3CB,
PIK3CD, PIK3R1 and LYN were upregulated, and INPP5B was
downregulated.
Taken together, we showed that knockout of PDK1 indirectly

alters the PI3K/PDK1 signaling axis by regulating gene transcrip-
tion of Lyn, PI3K subunits and phosphoinositide-modifying
enzymes.

PDK1 negatively regulates expression of PI3K subunits
To confirm the results obtained by microarray analysis and RT–PCR
on the protein level, we used immunoblotting to analyze the

Figure 2. PDK1 negatively regulates transcription of PI3K subunits. (a) The table lists known and newly identified target genes of PDK1 and
their regulation in PDK1� /cond cells compared with that in control cells. (b) Cluster analysis for selected probe sets was performed using the
statistics software R 2.15.1. Signal intensities were scaled and centered, and the distance between two expression profiles was calculated using
Manhattan distance measure. Hierarchical cluster analysis was performed with average linkage. Heatmaps were generated with Bioconductor
package geneplotter. (c) DT40 PDK1� /cond and wt cells were treated with 0.5 mM OH-TAM or 0.05% EtOH for 48 h. Then, cells were transferred
to normal DT40 medium. At the indicated time points, the relative mRNA expression of PIK3CB (PI3K p110b), PIK3CD (PI3K p110d), PIK3R1
(PI3K p85a), LYN (Lyn) and INPP5B was analyzed by quantitative real-time RT–PCR.
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expression of the PI3K subunits p110b, p110d and p85a, Lyn and
INPP5B in DT40 PDK1� /cond cells treated with OH-TAM or EtOH.
We observed an increase of protein expression of all three PI3K
subunits (Figure 3a). Similarly, protein levels of the Src family kinase
Lyn were elevated upon PDK1 depletion (Figure 3a). In contrast and
confirming the microarray and RT–PCR results, deletion of PDK1
resulted in a downregulation of INPP5B (Figure 3b).
To analyze whether known downstream signaling pathways are

affected by the loss of PDK1, we analyzed the phosphorylation
status of different PDK1 effector proteins following OH-TAM
treatment, such as Akt (T308), GSK3b (S9), FOXO1 (S256) and TSC2
(S939). With loss of PDK1, T308 phosphorylation of Akt is strongly
reduced in PDK1-deleted cells (Figure 3c). Additionally, phospho-
rylation of the Akt substrates GSK3b, FOXO1 and TSC2 was
significantly decreased, whereas total expression levels of these
proteins remained largely unaffected (Figure 3c). All results
obtained by the OH-TAM-induced PDK1 deletion were compared
with the effect of the PDK1 inhibitor BX-795.39 BX-795 essentially
phenocopied the effect of the induced PDK1 deletion, that is,
reduced phosphorylation of Akt and its substrates, upregulation of
the PI3K subunits p110b and p110d and downregulation of
INPP5B (Figure 3c).
To prove the PDK1-mediated regulation of PI3K subunit

expression in alternative cell models, we treated human DG75
and Ramos B cells with the PDK1 inhibitor BX-795 and analyzed
p110b, p110d and p85a expression. A significant upregulation of
the PI3K subunits was detectable in both cell lines (Supplementary
Figures 2A and B). Furthermore, we were interested whether the
observed transcriptional control is valid for cells derived from solid
tumors. Accordingly, we treated prostate carcinoma PC-3 cells with
BX-795 for 2 days. The efficacy of BX-795 in this cell line was
confirmed by analyzing the phosphorylation of Akt, GSK3b, TSC2

and FOXO1, respectively. Similar to the B cell lines described
above, the expression of the PI3K subunits p110b and p110d
increased upon BX-795 treatment (Supplementary Figure 2C).
Collectively, these findings indicate that the PDK1-dependent
control of PI3K subunit expression also exists in mammals and
non-lymphoid cells.
To ultimately confirm that the above-described effects can

be attributed to the loss of PDK1, we reconstituted DT40
PDK1� /cond cells with chicken PDK1 complementary DNA
(cDNA). Expression of chicken PDK1 in knockout cells was able
to restore the wt phenotype and prevented the decrease of GSK3b
phosphorylation and the upregulation of the PI3K subunits
following OH-TAM treatment (Supplementary Figure 3A). Further-
more, exogenous PDK1 expression completely inhibited apoptosis
induced by PDK1 knockout (Supplementary Figure 3B).

In summary, the conditional knockout of PDK1 leads to
upregulation of the upstream PI3K subunits p110b, p110d and
p85a in different cellular model systems. This effect can be
prevented by the exogenous expression of PDK1.

Promoter analysis of PDK1� /cond cells
As FOXOs are known downstream targets of the PI3K/PDK1/Akt
signaling pathway and we observed reduced FOXO1 phospho-
rylation upon induced PDK1 depletion or BX-795 treatment, we
were next interested in the common transcriptional regulation
of these genes. Thus, we analyzed the promoter regions of the
genes encoding the PI3K subunits p110b, p110d and p85a; the
phosphoinositide-modifying enzymes (INPP5B, PIP5K1-b); the PI3K-
interacting protein and Lyn by performing transcription factor
mapping using Genomatix Software. Within the promoter regions
of these regulated genes, we mainly identified binding sites for

Figure 3. PDK1 negatively regulates expression of PI3K subunits. (a) DT40 PDK1� /cond and DT40 wt cells were treated with 0.5 mM OH-TAM or
0.05% EtOH for 48 h or left untreated. Then, cells were transferred to normal DT40 medium. On days 2–4 after beginning of OH-TAM/EtOH
treatment, cleared cellular lysates were prepared and analyzed for PI3K p110b, PI3K p110d, PI3K p85a, Lyn, Hsp90 and vinculin by
immunoblotting. Data shown are representative of three independent experiments. * Indicates unspecific background bands. (b) DT40
PDK1� /cond cells were treated with 0.05% EtOH or 0.5 mM OH-TAM for 48 h. Then, cells were transferred to normal DT40 medium and
incubated for additional 48 h. Cleared cellular lysates were prepared and analyzed for INPP5B and actin by immunoblotting. Data shown are
representative of three independent experiments. (c) DT40 PDK1� /cond cells were treated with 0.05% EtOH or 0.5mM OH-TAM for 48 h. Then,
cells were transferred to normal DT40 medium and incubated for additional 48 h. Alternatively, DT40 PDK1� /cond cells were treated with
10mM of the PDK1 inhibitor BX-795 for 48 h. Cleared cellular lysates were prepared and analyzed for Akt1, phospho-Akt (T308), TSC2, phospho-
TSC2 (S939), FOXO1, phospho-FOXO1 (S256), GSK3b, phospho-GSK3b (S9), PI3K p110b, PI3K p110d, PI3K p85a, INPP5B, GAPDH and actin by
immunoblotting. Protein/loading control ratios were calculated and normalized to EtOH-treated controls. Data shown are representative of
three independent experiments.
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E-twenty six factors (ETSF), sex/testis-determining and related HMG
box factors (SORY), forkhead domain factors (FKHD), heat-shock
factors (HEAT) and cAMP response element-binding proteins (CREB)
(Figure 4a). Next to FOXOs, which belong to the forkhead domain
family, and CREB, the transcription factor families nuclear factor-kB
and p53 have previously been shown to be regulated by the PDK1/
Akt axis.6,40,41 However, binding sites for both transcription factor
families were not significantly enriched in the promoter regions of
the analyzed transcripts (Figure 4a), and functional p53 is absent in
DT40 cells.42 Accordingly, we concentrated on the known Akt-
regulated transcription factors FOXO and CREB. First, we employed
the FOXO1 inhibitor AS1842856 (ref. 43) and analyzed its effect on
the transcriptional upregulation of PI3K subunits upon OH-TAM-
induced PDK1 depletion or BX-795-mediated PDK1 inhibition,
respectively. Notably, the upregulation of the PI3K subunits
p110b, p110d and p85a was strongly blocked by the
simultaneous inhibition of FOXO1, albeit not completely
(Figure 4b). In turn, induction of CREB with forskolin (FSK) or CREB
inhibition with the CBP–CREB interaction inhibitor resulted in the
up- or downregulation of Lyn in DT40 cells (Figure 4c). Additionally,
BX-795 treatment led to the induction of CREB-dependent
transcription in Jurkat T lymphocytes as detected by a reporter
gene assay (Figure 4d). Collectively, these experiments indicate that

the CREB transcription factor (family) might also contribute to the
transcriptional regulation of the PI3K/PDK1/Akt signaling axis. To
further validate these results, we performed an upstream regulator
analysis using Ingenuity Pathway Analysis Software with the two
complete entity lists obtained by the microarray analysis. Indeed,
both transcription factor families were identified as significant
upstream regulators (Supplementary Figure 4).
It appears that the transcriptional regulation of Lyn, PI3K

subunits and phosphoinositide-modifying enzymes in response to
lack of active PDK1 is mainly mediated by transcription factors of
the FOXO and CREB family, although the contribution of
additional transcription factor families such as ETS has to be
investigated in future studies.

PDK1 deficiency leads to increased PIP3 levels in the plasma
membrane
As PI3K class I enzymes produce PIP3 and INPP5B can degrade
PIP3, we asked if the abundance of this lipid is affected upon
upregulation of the PI3K subunits and downregulation of INPP5B
following induction of PDK1 knockout. To address this question,
we treated DT40 PDK1� /cond and wt cells with OH-TAM or EtOH
and analyzed the amount of PIP3 in these cells by a time-resolved

Figure 4. Promoter analysis of PDK1-regulated genes. (a) The promoter regions of the genes encoding the PI3K subunits p110b, p110d and
p85a; the phosphoinositide-modifying enzymes (INPP5B, PIP5K1-b); the PI3K-interacting protein and Lyn were analyzed by performing
transcription factor mapping using Genomatix Software. The total number of identified promoter regions for these genes is 18 (black bar). The
number of promoter regions containing binding sites for the following transcription factors are depicted (gray bars): E-twenty six factors
(ETSF), sex/testis-determining and related HMG box factors (SORY), forkhead domain factors (FKHD), heat-shock factors (HEAT), cAMP
response element-binding proteins (CREB), nuclear factor-kB (NFKB) and p53 family (p53F). (b) DT40 PDK1� /cond cells were treated with
0.05% EtOH or 0.5 mM OH-TAM for 48 h. Then, cells were transferred to normal DT40 medium and incubated for 24 h. Either the PDK1 inhibitor
BX-795 or the FOXO1 inhibitor AS1842856 or both were added to a final concentration of 10 mM, and 0.1% v/v dimethylsulfoxide (DMSO) was
used as control. After another 24 h, cleared cellular lysates were prepared and analyzed for PDK1, TSC2, phospho-TSC2 (S939), PI3K p110b,
PI3K p110d, PI3K p85a and actin by immunoblotting. Data shown are representative of three independent experiments. (c) DT40 PDK1� /cond
cells were incubated with 5mM forskolin (FSK) for the indicated times or the CREB–CBP interaction inhibitor for 24 h with the indicated
concentrations. Cleared cellular lysates were prepared and analyzed for Lyn, the known CREB-regulated protein DUSP1 and vinculin by
immunoblotting. Data shown are representative of three independent experiments. (d) Jurkat T lymphocytes were transfected with a CREB
reporter plasmid or a control plasmid (CRE/CREB Reporter Assay Kit, BPS Bioscience) as described in the Materials and methods section. A
plasmid containing a constitutively expressed Renilla luciferase gene served as a control of transfection efficiency. The PDK1 inhibitor BX-795
was added to a final concentration of 1 or 10 mM, and 0.1% DMSO was used as a negative control. The cells were incubated for 24 h. Cells
treated with 5mM of the CREB-inducer FSK for 6 h were used as positive control. Firefly luciferase activity was measured using a Dual-Luciferase
Reporter Assay System (Promega) according to the manufacturer’s instructions. The firefly luminescence value of each well was divided by the
respective Renilla luminescence value. Each column was individually compared with the negative control by unpaired two-tailed Student’s
t-test. Data shown are mean of three independent experiments±s.d. **Po0.01, ***Po0.001.
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fluorescence resonance energy transfer assay.44 As controls, we
treated DT40 PDK1� /cond cells with H2O2, which activates PI3K,
or with the broad-band PI3K inhibitor LY294002. Strikingly, the
amount of PIP3 was significantly increased in the PDK1� /cond
cells, but not in the control cells (Figure 5a). Furthermore, it
appears that incubation with LY294002 for 30min is not potent
enough to completely block the increase of PIP3 upon PI3K
subunit upregulation, whereas it is sufficient for control cells.
Subsequently, we asked if increased PIP3 levels at the plasma

membrane can be detected in vivo by exogenous expression of
the PDK1 PH domain fused to enhanced green fluorescent
protein (EGFP). For that, we generated DT40 PDK1� /cond cells
stably expressing fluorescently labeled chicken PDK1 PH domain
(EGFP-PHchPDK1) or a mutant version (EGFP-PHchPDK1-K468E), which
cannot bind to PIP3.

45 We induced the deletion of PDK1 in these
cells and analyzed the recruitment of the EGFP-tagged PH
domain by confocal microscopy. Indeed, the PDK1 knockout led
to increased binding of EGFP-PHchPDK1 to the plasma membrane
compared with that in EtOH-treated cells (Figure 5b). Next, we

wanted to investigate whether the recruitment could be
inhibited by the addition of different PI3K inhibitors. As we
observed that incubation with LY294002 for 30min could not
completely block PIP3 generation (Figure 5a), we made use
of a more selective PI3K class I inhibitor (GDC-0941) and treated
the cells for 12 h. The translocation of EGFP-PHchPDK1 to the
plasma membrane was entirely blocked by the simultaneous
treatment with this pan-specific PI3K class I inhibitor. In contrast,
application of the p110b- and p110d-specific inhibitors
TGX-221 and IC87114 (for 24 h) only resulted in a partially
blocked recruitment, suggesting that the two catalytic PI3K
subunits fulfill partially redundant functions. In cells expressing
the mutant PH domain, no recruitment was detectable,
confirming that PH domain translocation depends on PIP3 in
the plasma membrane (Figure 5b).
Collectively, these results indicate that PDK1 negatively

regulates the amount of PIP3 in the plasma membrane via the
negative transcriptional regulation of PI3K subunits. This feedback
suppression is apparently relieved upon depletion of PDK1.

Figure 5. PDK1 deficiency increases PIP3 levels in the plasma membrane. (a) DT40 PDK1� /cond and wt cells were treated with 0.5 mM OH-TAM
or 0.05% EtOH for 48 h or left untreated. Then, cells were transferred to normal DT40 medium. On day 4 after beginning of OH-TAM
treatment, control cells were treated with 10 mM LY294002 (LY) for 30min (cells treated with OH-TAM or left untreated), 5mM H2O2 for 2min or
left untreated. PIP3 levels were measured using a time-resolved fluorescent resonance energy transfer displacement assay as described in
detail in the Materials and methods section. Data shown are mean of triplicates ±s.d. and are representative of three independent
experiments. *Po0.014 (two-tailed paired t-test). (b) DT40 PDK1� /cond cells, retrovirally transfected with EGFP-PH(chPDK1 wt) or EGFP-
PH(chPDK1 K468E) cDNAs, were treated with 0.5 mM OH-TAM or 0.05% EtOH for 48 h. Then, cells were transferred to normal DT40 medium and
incubated for additional 48 h. Alternatively, OH-TAM-treated DT40 PDK1� /cond cells expressing EGFP-PH(chPDK1 wt) were incubated with
5mM GDC-0941 (for 12 h prior to analysis), 10mM TGX-221 (for 24 h prior to analysis) or 10mM IC87114 (for 24 h prior to analysis). Cells were
analyzed by confocal laser scanning microscopy. Data shown are representative of three independent experiments.
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Akt and mTOR are important for the regulation of PI3K expression
PDK1 is an upstream activator of at least 23 different AGC family
protein kinases including Akt, SGK, p70S6K, ribosomal S6 kinase,
protein kinase C and protein kinase N.12,13 The recruitment and
activation of Akt can be blocked by mutating K465 in the PH
domain of human PDK1 to glutamate.45 In contrast, mutation of
L155 to glutamate in the PDK1-interacting fragment pocket of
human PDK1 reduces phosphorylation of SGK and p70S6K.30,31

To address the relative contribution of the two different branches
of PDK1 signaling to the negative transcriptional regulation of PI3K
subunits, we mutated the corresponding amino acids in chicken
PDK1 (L158 and K468) to glutamate, expressed these mutants in
DT40 PDK1� /cond cells and analyzed the ability of both

mutations to retain the knockout phenotype. Upon deletion of
endogenous PDK1, PI3K subunit expression was increased in both
cell lines expressing the single-mutated PDK1 variants, but not to
the extent as in completely PDK1-depleted cells (Figure 6a). In
contrast, cells expressing the double-mutated PDK1 version
retained the knockout phenotype, indicating that both branches
of PDK1 signaling are involved in the regulation of PI3K expression
(Figure 6a). Next, we directly inhibited Akt using the inhibitor Akti-
1/2/3 (MK-2206).46,47 This led to a strong increase of the expression
of the PI3K subunits p110d and p85a and to a lesser extent p110b
(Figure 6b). Similarly, treatment of human Jurkat T lymphocytes,
DG75 B lymphocytes or Nalm-6 B lymphocytes with Akti-1/2/3
resulted in increased p110d levels (Supplementary Figure 5A).

Figure 6. The PDK1 effector proteins Akt and mTOR are involved in the suppression of PI3K subunits. (a) DT40 PDK1� /cond cells, retrovirally
transfected with chicken PDK1-L158E cDNA (L158E), chicken PDK1-K468E cDNA (K468E), chicken PDK1-L158E/K468E cDNA (L158E/K468E) or
an empty vector (vec) were treated with 0.5mM OH-TAM or 0.05% EtOH for 48 h. Then, cells were transferred to normal DT40 medium. On day 4
after beginning of OH-TAM/EtOH treatment, cleared cellular lysates were prepared and analyzed for PDK1, PI3K p110b, PI3K p110d, PI3K p85a,
phospho-GSK3b (S9) and vinculin by immunoblotting. Data shown are representative of three independent experiments. * Indicates
unspecific background bands. (b) DT40 PDK1� /cond cells were treated with 1 mM Akti-1/2/3 for 48 h. Cleared cellular lysates were prepared
and analyzed for PI3K p110b, PI3K p110d, PI3K p85a, phospho-Akt (T308 and S473), Akt1, phospho-GSK3b (S9) and vinculin
by immunoblotting. Data shown are representative of three independent experiments. * Indicates unspecific background band. (c) DT40
PDK1� /cond cells were treated with 100 nM rapamycin (Rapa) for 48 h. Cleared cellular lysates were prepared and analyzed for PI3K p110b,
PI3K p110d, PI3K p85a, phospho-Akt (T308 and S473), Akt1, phospho-GSK3b (S9), p70S6K, phospho-p70S6K (T389), vinculin and GAPDH by
immunoblotting. Data shown are representative of three independent experiments. (d) DT40 PDK1� /cond cells were treated with 0.5 mM OH-
TAM or 0.05% EtOH for 48 h or left untreated. Then, cells were transferred to normal DT40 medium. On day 4 after beginning of OH-TAM/EtOH
treatment, cleared cellular lysates were prepared and analyzed for p70S6K, phospho-p70S6K (T389) and GAPDH by immunoblotting. Data
shown are representative of three independent experiments. (e) Schematic diagram of the negative feedback regulation of the PI3K/PDK1/Akt
signaling pathway. PDK1 activates Akt and other AGC kinases such as SGK, p70S6K or PKC. These kinases together with their downstream
effectors (e.g., mTOR) in turn inhibit the transcription of PI3K subunits via the regulation of transcription factors of the CREB, FOXO, ETS and/or
other families. By this means, cellular PIP3 amounts are fine-tuned to levels that are sufficient for cell survival.
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Several feedback signaling loops targeting the PI3K/PDK1/Akt
pathway are controlled by mTOR. Thus, we analyzed the
contribution of mTOR to the negative transcriptional regulation
of the PI3K subunits. Inhibition of mTORC1 with rapamycin
resulted in a similar effect as observed for Akt inhibition, that is,
distinctly increased expression of p85a and p110d and slightly
increased expression of p110b (Figure 6c). Additionally, we
observed that PDK1 depletion results in a complete inhibition of
mTORC1 activity, as detected by phospho-p70S6K immunoblot-
ting (Figure 6d). The rapamycin-mediated increase of PI3K subunit
expression could also be demonstrated in Jurkat T lymphocytes
(Supplementary Figure 5B). Collectively, we conclude that the Akt/
mTORC1 axis is mainly responsible for the negative regulation of
PI3K subunit expression downstream of PDK1. Additionally, the
above-described feedback suppression appears to exist in
different species and cell types.

DISCUSSION
The PI3K/PDK1/Akt signaling pathway plays a central role in
cellular homeostasis by producing specific ‘zip codes’ at the inner
leaflet of the plasma membrane. The PI3K product PIP3 serves as
an anchor for the recruitment of downstream effectors, including
PDK1 and Akt. It has been confirmed that PIP3 is the essential
component of PI3K-mediated oncogenesis,48 and accordingly
increased levels of PIP3 caused by either activation of PI3K or
inactivation of phosphatase and tensin homolog (PTEN) are
frequently found in tumor cells.1–7 Concomitantly, aberrantly
activated downstream effectors are frequently detectable in these
cells. Generally, PI3K and PTEN activity is tightly controlled by a
complex network of feedback regulations to maintain basal PIP3
levels below a threshold for signaling activation. In this study, we
identified an additional level of feedback control, that is, the
PDK1-dependent transcriptional regulation of PI3K subunits and
additional phosphoinositide-modifying enzymes. We showed that
depletion of PDK1 or inactivation of its downstream effectors Akt
or mTOR leads to the transcriptional upregulation of enzymes able
to elevate PIP3 levels in the plasma membrane and the
concomitant downregulation of a PIP3-degrading phosphatase.
This transcriptional control is at least in part mediated by
transcription factors of the FOXO and/or CREB family, although
we cannot exclude the contribution of additional transcription
factors (families) at this stage. Our observations strongly support a
model of PDK1-dependent negative feedback regulation and
indicate that the PIP3-binding kinase PDK1 is a central negative
regulator of PI3K expression. In this scenario, PDK1 functions as a
sensor for PIP3 levels and orchestrates pro-survival signals via the
direct regulation of the activation threshold and signaling
strength of Akt and mTOR.
It appears that the sole upregulation of PI3K subunits is

sufficient to increase PIP3 levels in DT40 B cells and that no
additional activating stimulus is necessary. Along these lines, it has
been previously reported that the overexpression of wt subunits
p110b and p110d is sufficient to induce an oncogenic phenotype
in cultured chicken embryonic fibroblasts49 and that p110b and
p110d subunits can lead to basal PI3K activity in PTEN-deficient
human prostate cancer cells independently of receptor tyrosine
kinase activation.50

Multiple branches of PI3K-dependent signal transduction
converge on the level of PDK1.12,13 The model of PDK1 as a
gatekeeper of PI3K expression levels is attractive, as (1) PDK1 itself
is constitutively active and (2) it regulates the activation of several
downstream kinases that depend on the PI3K product PIP3. This
PIP3 dependency might be either direct, for example, by PH
domain-mediated recruitment in the case of Akt, or indirect, for
example, by PIP3-induced signaling cascades leading to the
phosphorylation of the hydrophobic motif in the case of p70S6K
or SGK.13 According to our mutational analyses, both branches of

PDK1 signaling participate in the negative regulation of PI3K
subunit expression. It is tempting to speculate that the different
branches of PDK1 signaling differently affect the expression of
PI3K subunits. Indeed, the usage of Akti-1/2/3 and rapamycin
leads to an upregulation of p110d and p85a, whereas the p110b
increase is rather moderate. This would suggest that the indirect
PIP3 signaling axis regulates p110b expression. Interestingly, the
PH domain mutant in turn does not preferentially regulate the
levels of p110d and p85a, which might be explained by the fact
that this mutation does not completely abolish Akt T308
phosphorylation.45 Furthermore, it has recently been published
that Akt might also be activated by a PDK1-interacting fragment
pocket-dependent mechanism.51 Accordingly, our data obtained
with the pharmacological inhibition of Akt or mTORC1 in different
cell lines indicate that this axis is centrally involved in the
transcriptional regulation of PI3K expression.
Next to the PI3K catalytic subunits, PIP3 levels are regulated by

additional enzymatic activities. Interestingly, our microarray results
revealed that non-PI3K PIP3-regulating proteins are also regulated
on a transcriptional level. These targets include the lipid
phosphatase INPP5B, the phosphatidylinositol kinase PIP5K1-b
and the PI3K-interacting protein 1. Of note, the transcriptional
regulation of INPP5B and PIP5K1-b follows the ultimate goal to
increase cellular PIP3 levels: INPP5B, which accepts PIP3 as
substrate and has been implicated in the systemic depho-
sphorylation of PIP3 to PI-3-P,52 is downregulated upon PDK1
depletion, whereas PIP5K1-b, which participates in the synthesis of
the PI3K substrate phosphatidylinositol-4,5-bisphosphate,53 is
upregulated.
At first glance, it seems paradoxical that Akt should contribute

to the negative regulation of PIP3 levels, as PIP3 itself is mandatory
for Akt activation and many tumorigenic effects of increased PIP3
concentrations are mediated by Akt. However, it appears
comprehensive that PIP3 levels are tightly kept at a certain level
sufficient for Akt-dependent pro-survival signaling. In this regard,
one might speculate that ‘basally active’ PDK1/Akt adjust PIP3
levels to a value that is sufficient for their own activation and the
generation of survival signals but does not exceed a harmful
threshold leading to the demise of the cell. Indeed, it has
been reported that chronic Akt activation leads to apoptosis and
that Akt sensitizes cells to reactive oxygen species-induced
apoptosis.40,41,54 Given the existence of this ‘dark side’ of
Akt together with the observation that Akt is the only critical
target activated by increased PIP3 concentrations due to loss of
PTEN (at least in Drosophila),55 it readily makes sense that PI3K
expression levels are adjusted to a certain level. As soon as one
interferes with these PI3K/PIP3 levels necessary for the mere pro-
survival machinery, for example, by PDK1 depletion or Akt
inhibition, this repression is relieved and PIP3 generation is
increased.
Major classes of transcription factors are controlled by Akt, such

as the FOXO family of transcription factors, CREB, nuclear factor-kB
or p53.6,56,57 Akt-mediated phosphorylation of CREB enables the
binding of accessory proteins that are necessary for the
transcription of pro-survival genes such as BCL2 and MCL1.6,58,59

According to our data, it appears that either the deletion of PDK1
or the inhibition of Akt might positively affect CREB-dependent
transcription. The second major component that participates in
the transcriptional control of PI3K subunits and PIP3-modifying
enzymes are members of the FOXO famiy of transcription factors.
Akt-catalyzed phosphorylation of FOXO1, FOXO3a and FOXO4
transcription factors leads to their binding to 14-3-3 proteins and
their retention in the cytoplasm. This in turn prevents the
transcription of pro-apoptotic target genes such as the BH3-only
family proteins and the Fas ligand.6,36 Accordingly, so far CREB and
FOXOs have been essentially placed downstream of the PI3K/
PDK1/Akt signaling cascade. Although our data suggest that the
CREB and FOXO transcription factors mediate the observed
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upregulation of Lyn, PI3K subunits and phosphoinositide subunits,
we cannot exclude the involvement of additional transcription
factor families. Our in silico analysis revealed that binding sites for
family members of the ETS transcription factor exist in most
promoter regions of the relevant genes, and different reports
describe the Akt-mediated control of ETS family members or even
the cooperativity between CREB and c-Ets1.60–62 Additionally, a
highly conserved transcription factor-binding cluster containing
an ETS-binding sequence has been identified for the murine and
human PIK3CD gene encoding p110d.63 Nevertheless, further
experiments are required to elucidate the exact mechanistic
details. This is also underlined by the observation that the Akt
effector protein mTOR participates in the described regulation.
The kinase mTOR has been shown to be involved in the regulation
of gene transcription.64 Gene expression-profiling experiments
have shown that B5% of the transcriptome are differentially
expressed in response to rapamycin-mediated mTOR inhibition.65

Accordingly, we cannot exclude that mTOR also directly regulates
the expression of PI3K subunits and PIP3-modifying enzymes. The
antidromic regulation of PIP3-generating kinases and the PIP3-
degrading phosphatase INPP5B already indicates that additional
factors are necessary for this transcriptional regulation. It is
tempting to speculate that different Akt effectors (CREB, FOXOs
and mTOR) control the overall signaling strength of the upstream
tyrosine kinase/PI3K/PDK1/Akt signaling pathway, for example,
CREB-mediated control of Lyn or FOXO-mediated control of PI3K
subunits.
In summary, we identified a novel negative feedback regulation

of the PI3K/PDK1/Akt pathway. This feedback depends on the
PDK1-mediated suppression of regulatory and catalytic PI3K
subunits. Upon PDK1 deletion or Akt inhibition, this suppression
is relieved and the corresponding mRNAs are transcribed under
the control of CREB/FOXO transcription factors (Figure 6e).
This transcriptional feedback regulation adds to the existing
‘catalog’ of feedback mechanisms that attenuate PI3K/PDK1/Akt
signaling. These feedback loops include the mTORC1-dependent
transcriptional downregulation or post-translational inhibition of
insulin receptor substrate-1/2, insulin-like growth factor-1 or
insulin-like growth factor-1R or the recently reported Akt-
dependent suppression of receptor tyrosine kinase expression
and activity.32,66 Collectively, all these regulatory feedback loops
underscore the necessity of novel therapeutic strategies based
upon combinatorial approaches. In recent years, mTOR inhibitors
have been developed as potential therapeutics. However, one
might hypothesize that the efficiency of therapies that are mainly
aiming at mTOR inhibition could be further improved by the
parallel inhibition of PI3K, PIP3, PDK1 or Akt, depending on the
malignancy-dependent existence or emergence of feedback
signaling cascades.

MATERIALS AND METHODS
Cell culture
Chicken DT40 wt B cells, human DG75 B cells, human Nalm-6 B cells,
human Ramos B cells, human Jurkat T cells and human prostate carcinoma
PC-3 cells were obtained from DSMZ (Braunschweig, Germany). Chicken
DT40 conditional PDK1� /cond cells (DT40 PDK1� /cond) have been
previously described33 and were kindly provided by Tomohiro Kurosaki
(RIKEN Research Center for Allergy and Immunology, Yokohama, Japan). All
cell lines were maintained in 5% CO2 at 37 1C. All chicken DT40 cell lines
were cultivated in RPMI 1640 (Lonza, Cologne, Germany) supplemented
with 10% fetal calf serum, 1% chicken serum, 3mM L-glutamine, 50 mM
b-mercaptoethanol, 50 U/ml penicillin and 50mg/ml streptomycin. Human
DG75 and Nalm-6 B cells and human PC-3 prostate carcinoma cells were
grown in RPMI 1640 supplemented with 10% fetal calf serum, 50U/ml
penicillin and 50 mg/ml streptomycin. Human Jurkat T cells and human
Ramos B cells were cultivated in RPMI 1640 supplemented with 10% fetal
calf serum, 10mM HEPES (4-(2-hydroxyethyl)-1-piperazineethanesulfonic
acid), 50U/ml penicillin and 50 mg/ml streptomycin.

Antibodies and reagents
Anti-Akt, anti-phospho-Akt (T308 and S473), anti-FOXO1, anti-phospho-
FOXO1 (S256), anti-phospho-GSK3b (S9) and anti-GSK3b antibodies were
purchased from Cell Signaling Technology (New England Biolabs,
Frankfurt, Germany), anti-Akt1, anti-PI3K p110d, anti-Lyn and anti-GAPDH
(glyceraldehyde 3-phosphate dehydrogenase) antibodies from Abcam
(Cambridge, UK), anti-PDK1 and anti-PI3K p85a antibodies from Epitomics
(Abcam), anti-PI3K p110b from Santa Cruz Biotechnology (Heidelberg,
Germany), anti-Hsp90 from BD Biosciences (Heidelberg, Germany), anti-
INPP5B from GeneTex (Irvine, CA, USA), anti-DUSP1 from Novus Biologicals
(Acris Antibodies, Herford, Germany) and anti-actin and anti-vinculin from
Sigma-Aldrich (Schnelldorf, Germany). OH-TAM was purchased from
Sigma-Aldrich and the broad-band PI3K inhibitor LY294002 from Cell
Signaling Technology. The pan-PI3K inhibitor GDC-0941, the PI3K p110b
inhibitor TGX-221 and the PI3K p110d inhibitor IC-87114 were purchased
from Selleckchem (ICS International Clinical Service GmbH, Munich,
Germany). FSK, the CBP–CREB interaction inhibitor, and the FOXO1
inhibitor AS1842856 were purchased from Calbiochem (Merck KGaA,
Darmstadt, Germany). Anti-chicken-IgM (M4) was obtained from Southern
Biotech (Biozol, Eching, Germany). Puromycin was purchased from
InvivoGen (Toulouse, France). BX-795 was purchased from Axon Medchem
(Groningen, The Netherlands). Akti-1/2/3 (MK-2206) was kindly provided by
Dario R Alessi.

Expression constructs and retroviral infection
Wild-type chicken PDK1 cDNA was cloned into pMSCVpuro (Clontech,
Takara, Saint-Germain-en-Laye, France). cDNA encoding the chicken PDK1
PH domain (codons 409–557) was cloned into pEGFP-C1 (Clontech).
pMSCVpuro-EGFP-PHchPDK1 was generated by cloning of EGFP-PHchPDK1

cDNA into pMSCVpuro. Substitutions of leucine 158 and lysine 468 to
glutamate were generated by site-directed mutagenesis to create a PDK1-
interacting fragment-binding pocket mutant, PH domain mutant or
double-mutant chicken PDK1. For retroviral gene transfer, Plat-E cells
were transfected with pMSCV-based vectors using FuGENE 6 transfection
reagent (Roche, Mannheim, Germany). The MMLV was pseudotyped with
VSV-G. DT40 PDK1� /cond cells were incubated with retroviral supernatant
containing 3 mg/ml Polybrene (Sigma-Aldrich) and selected in a medium
containing 0.5 mg/ml puromycin.

Reporter gene assay
A number of 4� 106 Jurkat cells was harvested by centrifugation at
600� g for 5min at 4 1C, washed with phosphate-buffered saline and
transfected with 300 ng of either CREB reporter plasmid or control plasmid
(CRE/CREB Reporter Assay Kit, BPS Bioscience, San Diego, CA, USA) using an
Amaxa Nucleofector I device with program K-25 and Solution T (Lonza)
according to the manufacturer’s instructions. After transfection, the cells
were incubated at room temperature for 10min and then transferred to a
prewarmed medium and incubated overnight. BX-795 was added to a final
concentration of 1 or 10mM, and 0.1% dimethylsulfoxide was used as a
negative control. After 24 h of incubation, FSK was added to previously
untreated cells to a final concentration of 5 mM. The cells were transferred
to a white opaque 96-well plate and incubated for another 6 h. The plate
was then centrifuged at 600� g for 5min at 4 1C. The cells were washed
with phosphate-buffered saline, and firefly luciferase activity was
measured using a Dual-Luciferase Reporter Assay System (Promega,
Mannheim, Germany) according to the manufacturer’s instructions, using
a Synergy MX multiwell reader with dispenser (BioTek, Bad Friedrichshall,
Germany).

Measurement of apoptosis
DT40 cells were cultivated in a medium containing 0.5 mM OH-TAM or
0.05% EtOH as control. After 48 h, OH-TAM-treated cells were transferred to
a normal medium. Either the leakage of fragmented DNA was measured
4–8 days after beginning of OH-TAM treatment or on day 4 cells were
stimulated with 10mg/ml anti-chicken-IgM (M4) for 24 h and apoptosis was
measured. Nuclei were prepared by lysing cells in hypotonic lysis buffer
(1% sodium citrate, 0.1% Triton X-100 and 50 mg/ml propidium iodide) and
subsequently analyzed by flow cytometry. Nuclei to the left of the 2N peak
were considered as apoptotic. Flow cytometric analyses were performed
on FACSCalibur (BD Biosciences) using CellQuest software or on
LSRFortessa (BD Biosciences) using FACSDiva software.
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Cell extracts and immunoblotting
DT40 cells were incubated in a medium containing 0.5mM OH-TAM or
0.05% EtOH as control. After 48 h, OH-TAM-treated cells were transferred to
a normal medium and harvested at the indicated time points. Following
treatment of DT40, DG75, Nalm-6 or Jurkat cells with the different
compounds at the indicated concentrations for the indicated times, cells
were lysed in lysis buffer (20mM Tris–HCl, pH 7.5, 150mM NaCl, 0.5mM

EDTA, 1% Triton X-100, 10mM NaF, 2.5mM NaPP, 10mM Na2MoO4, 1mM

Na3VO4 and protease inhibitors (P2714, Sigma-Aldrich)), and lysates were
clarified by centrifugation at 16 000� g for 10min. Equal total protein
amounts, as determined by the Bradford method, were separated on 8% or
10% SDS–polyacrylamide gels and transferred to PVDF membrane (Merck,
Millipore, Darmstadt, Germany). Immunoblot analysis was performed using
the indicated primary antibodies and appropriate IRDye 800- or IRDye 680-
conjugated secondary antibodies (LI-COR Biosciences, Bad Homburg,
Germany). Signals were detected with an Odyssey Infrared Imaging system
(LI-COR Biosciences).

Analysis of PIP3 levels
DT40 cells were incubated in a medium containing 0.5mM OH-TAM or
0.05% EtOH as control. After 48 h, OH-TAM-treated cells were transferred to
a normal medium. On day 4, control cells were treated with 10 mM
LY294002 (LY) for 30min (cells treated with OH-TAM or left untreated),
5mM H2O2 for 2min or left untreated. Subsequently, cells were harvested
and the mass of PIP3 was determined. Cells were precipitated by the
addition of 0.5ml ice-cold 0.5 M trichloroacetic acid and kept on ice
for 5min. The precipitated cells were collected by centrifugation,
trichloroacetic acid was aspirated and the pellet was immediately frozen
on dry ice until lipids were extracted. The mass of PIP3 was estimated using
a time-resolved fluorescence resonance energy transfer displacement
assay as described previously.44

Quantitative real-time RT–PCR
Quantitative real-time RT–PCR analysis was performed using the ABI Prism
7000 Sequence Detection System (Applied Biosystems, Darmstadt,
Germany) and Maxima qPCR Master Mix (Fermentas, Thermo Scientific,
St Leon-Rot, Germany). Total RNA from 1� 106 cells was isolated using the
NucleoSpin RNA II-Kit (Macherey–Nagel, Düren, Germany). cDNA was
generated from 1 mg of total RNA with 200U RevertAid H Minus reverse
transcriptase, 50 mM random hexamers, 400mM dNTPs and 1.6 U/ml
RiboLock RNase inhibitor (all from Fermentas), according to the
manufacturer’s recommendations. A portion of 50 ng of the resulting
cDNA was applied to quantitative RT–PCR analyses (20ml final volume) and
amplified in the presence of 200 nM primers and 100 nM probe or 300 nM
primers in the case of SYBR Green detection with the standard
temperature profile (2min 50 1C, 10min 95 1C, 40 cycles 15 s 95 1C and
1min 60 1C). Relative quantification was performed employing the
standard curve method. The results were normalized on the reference
gene 18S ribosomal RNA. The cell populations on day 0 of OH-TAM
treatment were used as calibrator.

Confocal laser scanning microscopy
Cells were resuspended in Krebs–Ringer solution (10mM HEPES, pH 7.0,
140mM NaCl, 4mM KCl, 1mM MgCl2, 1mM CaCl2 and 10mM glucose) and
seeded onto chambered cover glasses (Nunc, Thermo Scientific, Langen-
selbold, Germany). After 20min, cells were analyzed on a Leica TCS SP II
confocal laser scanning microscope (Leica, Wetzlar, Germany). EGFP was
excited at 488 nm.
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oligomers [11] and polyethylenimine- conjugated gold 
nanoparticles [12]. None of these particles provide spe-
cific on-site delivery. Magnetic nano particles (MNPs) 
offer this feature when applied under gradient magnetic 
fields. Recent studies report the use of MNPs for targeted 
gene and drug delivery in cancer therapy [13,14], includ-
ing delivery of therapeutic plasmid for treatment of 
melanoma [15] and adenocarcinoma [16]. In eye research, 
MNPs have been successfully tested for both drug deliv-
ery and cell therapy to the retina [17] and to corneal endo-
thelium [18,19]. In numerous studies, including long-term 
studies [18,20–22], diverse MNPs have been reported to 
show little or no toxicity to ocular cells. As magnets can 
be shaped concavely to meet the requirements of corneal 
therapy [23], this type of carriers represents a promis-
ing tool to deliver therapeutic nucleic acids to corneal 
 endothelium in vivo.

The purpose of this study was to develop an opti-
mized magnetic delivery vector formulated of differ-
ent MNPs combined with liposomal enhancers for 
gene delivery to human CECs. This method, further 
referred to as magnetofection, was tested for its effi-
ciency, bio- and immunocompatibility and effects on 
corneal endothelial cell function. The long-term goal 
of the project is to develop a safe and efficient delivery 
system for targeted gene therapy of corneal endothe-
lium in vivo to reduce the need for transplantation, 
for example, by protecting the endothelium of the 
patients’ own cornea against apoptosis.

Materials & methods
Synthesis & characterization of iron oxide 
nanoparticles
Three types of MNPs were tested in this study: PEI-
Mag2 [24], SO-Mag5 [25] and PalD1-Mag1 [26]. All 
aqueous MNP suspensions were sterilized using 60Co 
gamma-irradiation at a dose of 25 kGy. The MNP con-

centration was determined in terms of the iron content 
in aqueous suspension as described previously [27].

The different MNPs have an average magnetite core 
size from of 6.5 to 9 nm and high saturation magne-
tization of the core material. Positive (PEI-Mag2) or 
negative (PalD1-Mag1 and SO-Mag5) surface charge 
(Table 1) enables assembling with pDNA and liposo-
mal transfection reagents into magnetic lipoplexes. 
These were assembled at Fe-to-pDNA w/w ratios 
ranging from 1:4 (0.25) to 1:1 and possessed intensity 
weighted hydrodynamic diameters from about 800 to 
1000 nm (Table 3).

Preparation of magnetic lipoplexes
To prepare the magnetic lipoplexes for single trans-
fection in 48-well cell culture plates, 16.4 l of MNP 
suspension (19.7 g Fe/ml in water) were mixed 
with 5.2 l of transfection reagent (DreamFectGold, 
OZBiosciences, Marseille, France or X-tremeGENE 
HP™, Roche, Basel, Switzerland) and 108 l of 
pDNA solution (12 g/ml in serum- and supplement-
free DMEM) resulting in 129.6 l of complex with 
a final pDNA concentration of 10 g/ml for complex 
assembly. The transfection reagent-to-pDNA v/w ratio 
was 4:1, and the MNP-to-pDNA w/w ratio in terms of 
iron-to-pDNA w/w ratio was 0.25. The mixture was 
incubated for 20 min at RT to allow the complexes to 
assemble, as described before [27]. After that, 158.4 l 
of DMEM was added for a total volume of 288 l, and 
1:1 dilutions were performed, resulting in doses of 6, 3, 
1.5 and 0.75 pg/cell given in 120 l of complexes. Lipo-
plexes were used as reference and prepared following 
the same protocol with water instead of MNPs. For the 
complexes with MNP-to-pDNA w/w ratios of 0.5 and 
1, the nanoparticle concentration was adjusted accord-
ingly. The pDNAs used in this study were pcDNA3.1-
EGFP for HCEC-12 in all experiments, pcDNA3.1 

Table 1. Characteristics of core-shell type iron oxide magnetic nanoparticles.

Characteristics Core-shell type MNPs

 PEI-Mag2 SO-Mag5 PalD1-Mag1

Average crystallite size of the core, <d> (nm) 9 6.8 8.5

Saturation magnetization of the core, Ms (A m2/kg of Fe) 62 94 55

Effective magnetic moment of the particle, meff (A m2)† 8.2 × 10-20 5.4 × 10-20 6.2 × 10-20

Iron content of the particle (g of Fe/g dry weight) 0.56 0.50 0.526

Shell composition Fluorosurfactant 
ZONYL FSA and PEI-25Br

TEOS‡, THPMP§ Palmitoyl dextran

Mean hydrodynamic diameter of the particles in ddH2O, Dh (nm) 28 ± 2 40 ± 14 55 ± 10

Zeta potential of the particles in ddH2O,  (mV) +55.0 ± 0.7 -38.0 ± 2.0 -15.6 ± 1.6
†

‡

§
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for peripheral blood mononuclear cells (PBMCs) and 
either pCB-MCS-IZsGreen or pCB-P35-IZsGreen for 
corneas. For 96- or 6-well plate transfections, amounts 
of components were adjusted proportionally.

Characterization of magnetic lipoplexes
To confirm proper complexing and stability of magnetic 
lipoplexes, a gel retardation assay and heparin displace-
ment assay were performed (Supplementary Figure 1).

The mean hydrodynamic diameter (D
h
) and elec-

trokinetic or -potential of the MNPs and magnetic 
lipoplexes were determined by photon correlation spec-
troscopy (PCS) using a Zetasizer Nano Series 3000 HS 
(Malvern Instruments, Malvern, UK).

To evaluate the rate of the magnetic vector migra-
tion in inhomogenous magnetic fields (magnetopho-
retic velocity), the clarification kinetics were registered 
for the suspensions of the vectors by measuring space- 
and time-resolved extinction profiles using a custom-
ized LUMiReader® device (LUM GmbH, Berlin, Ger-
many) equipped with a set of Neodymium-Iron-Boron 
magnets positioned underneath the cuvette (Figure 1A) 
as recently described [28]. The integral extinction (E) 
was calculated by averaging over a selected region of 
extinction profiles between meniscus and bottom 

of the cuvette, and the relative extinction E/E
0
 was 

determined and plotted versus time. Here, E
0
 is the 

initial extinction of the sample. In the linear range of 
the Lambert-Beer law, the relative extinction E

rel
 can 

be considered as a relative concentration and repre-
sents the rate of the complexes remaining in suspen-
sion. The relative concentration E/E

0
 plotted against 

the magnetophoretic velocity  represents a cumula-
tive distribution function ( ), which describes the 
particle ratio having a magnetophoretic velocity 

ı
 less 

or equal to the 
ı
 value. The efficient magnetopho-

retic velocity of particles was calculated as =<L>/t. 
Here, <L> is a mean path of the particles upon mag-
netophoresis. With a sample height of 5 mm (250 l 
probe), <L>=2.5 mm. The median values of magnetic 
moment M of the complex and number of magnetic 
nanoparticles N=M/m

eff
 per complex/complex assem-

bly were calculated as previously described [29]. Here, 
m

eff
 is an effective magnetic moment of the core of the 

nanoparticles accounting for the average diameter and 
 saturation  magnetization of the magnetite core.

Cell & organ culture
Human corneal endothelial cells (HCEC-12) were 
obtained from DSMZ (Braunschweig, Germany) 

Table 2. qPCR primers (human).

Gene Accession Forward primer Reverse primer Product size

ATP1A1 NM_000701.7 TCTCTGATTCTCCAGCGACA GGCTCATACTTATCACGTCCAA 87 bp

SLC4A4 NM_001098484.2 CCTCAAGCATGTGTGTGATGA ACTCTTCGGCACATGGACTC 76 bp

COL4A2 NM_001846.2 TCCCTATAGACCACTGGGTTTG GCAAGGCTGACAATGATGTCTA 74 bp

COL8A2 NM_005202.2 GGGCAAAGGCCAGTACCT GGGCTCTCCCTTCAGGTC 64 bp

CDH2 NM_001792.3 GGTGGAGGAGAAGAAGACCAG GGCATCAGGCTCCACAGT 72 bp

GAPDH NM_002046.3 AGCCACATCGCTCAGACAC GCCCAATACGACCAAATCC 66 bp

Table 3. Characteristics of the magnetic lipoplexes assembled at a pDNA concentration of 10 g/ml and different Fe-
to-pDNA w/w ratios: electrokinetic ( ) potential, intensity weighted hydrodynamic diameter Dh; time for magnetic 
separation of 50% of the complexes t0.5, median values of the magnetophoretic mobility 0.5, effective magnetic 
moment M of the complex, and number of magnetic nanoparticles N per complex/complex assembly measured 
at an applied magnetic flux density and field gradient of 0.16 T and 33.5 T/m, respectively; meff is the effective 
magnetic moment of the core of the nanoparticles as given in Table 1.

Complex Fe:pDNA 
w/w ratio

 (mV) Dh (nm) t0.5 (s) 0.5 ( m/s) M (10-15 Am2) n = M/meff 

SO-Mag5/X-tremeGENE HP/
pDNA-EGFP

0.25 -0.1 ± 0.8 834 428 5.8 1.2 2.3 × 10+04

0.5 1.2 ± 1.0 862 180 13.9 3.0 5.5 × 10+04

 1 2.8 ± 1.3 1098 98 25.6 7.0 1.3 × 10+05

PalD1-Mag1/X-tremeGENE 
HP/pDNA-EGFP

0.25 4.9 ± 0.7 1052 222 11.3 3.0 4.8 × 10+04

PEI-Mag2/X-tremeGENE HP/
pDNA-EGFP

0.25 -1.3 ± 0.6 930 1379 1.8 0.4 5.1 × 10+03
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and were cultured in MEM supplemented with 5% 
fetal calf serum (FCS) and 50 g/ml gentamycin at 
37°C/5% CO

2
.

Explanted human donor corneas were kindly pro-
vided by the Cornea Bank of the Düsseldorf University 
Hospital. Informed consent for research use was given 
for all corneas beforehand, and this study was approved 
by the university ethics committee. Corneas were 
stored in Culture Medium I (Biochrome AG,  Berlin, 
Germany) at 37°C and 5% CO

2
.

Magnetofection studies on HCEC-12 and 
explanted human corneas
HCEC-12 were seeded at 9 × 104 cells/cm2 in 48-well 
cell culture plates. After addition of regular or mag-
netic lipoplexes 24 h later, the cells were incubated for 
20 min on a magnetic plate creating a magnetic field of 
70-250 mT and a field gradient of 50-130 T/m, respec-
tively, at the cell layer location (Super Magnetic Plate, 
OZBiosciences, Marseille, France). Magnetofection 
time was set based on magnetophoretic mobility exper-
iments (Figure 1). At 24 h after transfection, HCEC-12 
were harvested by trypsinization and resuspended in 
DMEM supplemented with 5 g/ml propidium iodide 
(PI). EGFP expression and PI uptake were measured 
by flow cytometry (LSRFortessa, FACSDiva Software, 
BD Biosciences, NJ, USA).

Human corneas with intact endothelium were used. 
Each cornea was cut into four pieces. Transfection 
complexes were prepared estimating 7 × 104 endothe-
lial cells per piece. Estimation was based on endothelial 
cell density of 2000 cells/mm2 as determined by eye 
bank and posterior corneal surface area of 137 mm2 
as calculated by Kwok LS [30]. Estimated dose of 1.6 
and 3.2 pg pDNA/cell were tested, both for regular 
lipoplexes and magnetic lipoplexes formulated at an 
MNP-to-pDNA ratio of 0.25. At 72 h after magneto-
fection, corneal pieces were fixed in 4% formaldehyde, 
stained with DAPI (1 g/ml in PBS, 10 min, RT), and 
mounted with VectaShield mounting medium (Vector 
Laboratories, CA, USA). EGFP expression was exam-
ined by confocal microscopy (Zeiss LSM 780, Carl 
Zeiss GmbH, Jena, Germany).

Immunocytochemistry
HCEC-12 were seeded in 4-well chamber slides (BD 
Biosciences) and transfected as described above. 
At 24 h after magnetofection, cells were fixed using 
4% formaldehyde, washed with PBS and incubated 
in PBS-based buffer containing 1% BSA and 0.1% 
Triton X-100 for 30 min. Cells were incubated over-
night at 4°C with rabbit anti-ZO-1 antibody (1 g/
ml; Life Technologies, CA, USA) or Phalloidin 
CF™647-conjugate (according to manufacturer’s pro-

tocol; Biotium, Inc., CA, USA). After washing with 
PBS, cells were incubated for 1 h at RT with Alexa® 
Fluor 647-labelled anti-rabbit-IgG (3 g/ml; Jackson 
ImmunoResearch Laboratories Inc., PA, USA). Nuclei 
were counterstained with DAPI (1 g/ml). Specimens 
were mounted using Dako Fluorescence Mounting 
Medium (Dako, Glostrup, Denmark) and observed 
with an inverted microscope (Axio Observer; Carl 
Zeiss GmbH, Jena, Germany).

qPCR
Total RNA from cells was extracted using the RNeasy 
Mini Kit (Qiagen, Venlo, The Netherlands). Syn-
thesis of cDNA was performed using SuperScript® II 
Reverse Transcriptase (Life Technologies, CA, USA). 
Quantitative real-time PCR (qPCR) was conducted on 
a CFX Connect™ Real-Time PCR Detection System 
using the Roche LC480 Probes Master (Roche, Basel, 
Switzerland). Each reaction was carried out in tech-
nical duplicates, using cDNA obtained from 25 ng of 
total RNA as template. Primer pairs for each gene were 
used at 300 nM. Results were analyzed using GAPDH 
as reference gene. The qPCR primers for all targets 
were designed using the Roche Universal ProbeLibrary 
Assay Design Center and employed with correspond-
ing UPL probes (Table 2). The data were analyzed 
using the 2- Ct method utilizing Biorad CFX Manager 
Software (Bio-Rad Laboratories Inc.).

Western Blot
At 24 h after magnetofection, HCEC-12 cells were lysed 
in Laemmli Buffer (63 mM Tris pH 6.8, 8.6% v/v glyc-
erol, 2% w/v SDS, 0.1% v/v -mercaptoethanol). The 
lysates were centrifuged at 11,000 × g for 15 min, and the 
total protein concentration was measured using Pierce 
660nm Protein Assay Reagent (Thermo Fisher Scien-
tific Inc., MA, USA). For each sample, bromophenol 
blue was added and 25 g of total protein was loaded. 
The proteins were then separated by SDS-PAGE and 
transferred to a PVDF membrane by western blotting. 
Antibodies used for detection were mouse anti-Na+/
K+-ATPase (Santa Cruz, TX, USA) and mouse anti- -
Actin (Sigma Aldrich, MO, USA). A LI-COR Odyssey 
fluorescence scanner system using Image Studio v4.0 
software (LI-COR Biosciences, NE, USA) was used for 
visualization and  quantification of the western blots.

Isolation of human PBMCs
Heparinized venous blood was obtained from healthy 
volunteers. PBMCs of the leukocyte-rich plasma were 
separated by gradient centrifugation via Ficoll-Paque 
(Amersham, UK). The PBMC fraction was collected 
and washed twice with PBS. The residual erythrocytes 
were lysed with ice-cold dH

2
O for 10 s. The purity of 
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Figure 1. Magnetophoretic velocity of the magnetic vectors characterized by kinetics of clearance of the suspensions in applied 
gradient magnetic fields.  (A) Extinction profiles at 410 nm for the suspension of the magnetic SO-Mag5 magnetic lipoplexes, 
registered along the vertical axis of the cuvette with a customized LUMiReader® device with two disk Neodymium-iron-boron-
magnets positioned underneath optical cuvette; resulting magnetic flux density and gradient averaged over vertical sample height 
were of 0.16 T and 33.5T/m, respectively. (B) Integral normalized extinction at 410 nm, E/E0, averaged through the selected probe 
height, versus time upon exposure to magnetic field or with no field applied and derived data on cumulative distribution functions of 
the effective magnetophoretic mobility ( ). E0 is an initial extinction of the cell suspension.
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the isolated PBMCs was 92–96% as determined by 
flow cytometry (FACS Calibur with CellQuest soft-
ware; BD Biosciences). PBMCs were then cultured in 
RPMI supplemented with 10% (v/v) heat inactivated 
FCS, 2 mM  l -glutamine, 100 IU/ml penicillin and 
100 mg/ml streptomycin.

Magnetofection in human PBMCs
Freshly isolated PBMCs from healthy individuals were 
sedimented in culture plates by centrifugation (105 cells/
well in 96-well plate). For each tested component, naive 
PMBCs as well as PBMCs stimulated with anti-CD3 
antibody (125 ng/ml, clone OKT3; Biolegend, CA, 
USA) were analyzed. Either magnetic lipoplexes for-
mulated at an MNP-to-pDNA w/w ratio of 0.25 at an 
applied dose of 90 ng pDNA/well (resulting in 0.9 pg 
pDNA/cell and 0.225 pg Fe/cell) or an equivalent dose 
of single components were added to the cells. Cells were 
incubated for 20 min on a magnetic plate.

Analysis of the cell survival, CD69 and CD25 
expression and proliferation of PBMC
Cell viability was tested at 24 and 72 h after magneto-
fection by Annexin-FITC/ PI staining according to the 
manufacturer’s protocol (Immunotools, Friesoythe, 
Germany). Activation of T cells was measured at 30 
h after magnetofection. PBMCs were collected and 
labeled with FITC-coupled anti-CD69 and anti-
CD25 antibody (5 g/ml; Immunotools). For prolif-
eration studies, PBMCs were labeled with CFSE using 
the CellTrace™ CFSE Cell Proliferation Kit accord-
ing to manufacturer’s protocol (Life Technologies, 

CA, USA) and magnetofected. CFSE fluorescence was 
measured at day 4. All measurements and analysis were 
performed using FACSCalibur flow cytometer with 
the CellQuest software (BD Biosciences).

Anti-apoptotic gene transfer
Cells were seeded and magnetofected with either the 
plasmid pCB-P35-IZsGreen (tandem construct for 
expression of both the anti-apoptotic Early 35 kDa 
protein (P35) and ZsGreen) or pCB-MCS-IZsGreen 
(empty vector control). At 24 h after magnetofection, 
cells were treated either with 2.5 M staurosporine 
(Adipo gen Int., CA, USA) for 5 h, or with 85 M 
 etoposide (Sigma Aldrich) for 7 h to induce apoptosis.

Caspase-3 activity assay
Cells were harvested and lysed with 50 l of ice-cold 
Lysis Buffer (20 mM HEPES, 84 mM KCl, 10 mM 
MgCl

2
, 200 M EDTA, 200 M EGTA, 0.5% NP-40, 

1 g/ml leupeptin, 1 g/ml pepstatin, 5 g/ml apro-
tinin) on ice for 10 min. Cell lysates were transferred to 
a black flat-bottom multiwell plate and mixed with 150 

l of ice-cold Reaction Buffer (50 mM HEPES, 100 
mM NaCl, 10% sucrose, 0.1% CHAPS, 2 mM CaCl

2
, 

13.35 mM DTT, 70 M Ac-DEVD-AMC). The 
kinetics of the AMC release were monitored by mea-
suring fluorescence intensity (Ex 360 nm, Em 450 nm) 
at 37°C in intervals of 2 min over a time course of 
150 min using a Synergy Mx multiwell plate reader 
(BioTek, VT, USA). The slope of the linear range of 
the fluorescence curves ( rfu min-1) was considered as 
corresponding to caspase-3 activity.
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Figure 2. Magnetofection versus lipofection efficacy in HCEC-12 cells. (A) Percentage of EGFP and propidium 
iodide (PI) positive cells at 24 h after pDNA-GFP transfection using lipoplexes or magnetic lipoplexes formed 
with PEI-Mag2, SO-Mag5 and PalD1-Mag1 magnetic nanoparticles at an MNP-to-pDNA w/w ratio of 0.25 and 
DreamFect-Gold or X-tremeGENE HP. For X-tremeGENE, MF efficiency was significantly higher comparing to LF 
(One-way ANOVA/Uncorrected Fisher’s LSD ***p < 0.0005). SO-Mag5 magnetic lipoplexes provided significantly 
higher transfection efficiency than PalD1 Mag1magnetic lipolexes (*p = 0.0305). (B) Microscopy images (FL 
and FL/BF overlay) for LF and magnetofection MF using X-tremeGENE HP and DreamFect Gold, with SO-Mag5 
nanoparticles at optimal pDNA dose of 3 pg/cell and iron to pDNA ratio of 0.25. Scale bars indicate 50 m. 
Representative data for three independent experiments are shown. 
LF: Lipofection; MF: Magnetofection.
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Statistical analysis
All data are reported as mean with standard deviation 
(SD). qPCR data are reported as mean with SEM. 
Statistical significance was determined by comparison 
to untreated controls or to day 1 values (for normal-
ized data), using GraphPad Prism v6.0 for Windows 
(GraphPad Software, CA, USA).

Results
Characterization of magnetic nanoparticles & 
magnetic lipoplexes
The characteristics of the MNPs used to formulate mag-
netic lipoplexes are listed in Table 1. A gel retardation 
assay confirmed that all magnetic lipoplexes assembled 
properly and that pDNA was fully bound within the 



www.futuremedicine.com 1793

Figure 3. Functional markers of corneal endothelium before and after magnetofection with SO-Mag5/X-
tremeGENE/pcDNA3-EGFP at optimal pDNA dose of 3 pg/cell. (A) Gene expression levels for ATP1A1, CDH2, 
COL4A2, COL8A2 and SLC4A4. (B) ATP1A1 protein levels as investigated by western blot. (C) Distribution of 
endothelial markers ZO-1 and F-actin filaments (red) examined by immunofluorescence. GFP-expressing cells are 
shown in green, cell nuclei are shown in blue. Scale bars indicate 50 m. No significant differences were measured 
in both untreated cells and after magnetofection. Representative data for three independent experiments are 
shown.
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complex. Additionally, a heparin displacement assay 
showed the release of intact pDNA from complexes 
after their disassembling (Supplementary Figure 1). 
STEP-Mag measurements were performed as described 
in Figure 1A to evaluate the magnetic responsiveness of 
the complexes, which is important for the efficient local 
transfection of the cornea. Without magnetic field appli-
cation, no complex sedimentation was observed in the 
time window sufficient for magnetic separation of the 

complexes upon magnetic field application (Figure 1B, 
left). The data on clarification of the complex suspen-
sion, when subjected to a defined gradient field, were 
plotted against the magnetophoretic velocity  to give a 
cumulative velocity distribution function ( ), which 
describes the particle ratio having a magnetophoretic 
velocity 

ı
 less or equal to the 

ı
 value (Figure 1B, right). 

The derived median magnetophoretic values 
0.5

 for the 
three complexes and the correspondent median values 
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Figure 4. Viability of peripheral blood mononuclear cells after magnetofection. Naive (upper panel) and CD3-
stimulated (lower panel) PBMCs from six healthy donors were exposed to SOMag5/X-tremeGENE HP/pcDNA 
magnetic lipoplexes (Fe:pDNA w/w ratio of 0.25, 0.9 pg pDNA/cell) or equivalent dose of single components. At 
day 1 (black symbols) and day 3 (gray symbols), cell viability/cell death were assessed. AnnexinV-/PI- cells were 
considered viable. Individual values for each donor normalized to untreated cells are shown, black line indicates 
mean. Tested treatments did not cause statistically significant differences in cell viability.

V
ia

b
le

 c
e
ll
s
 (

%
 u

n
tr

e
a
te

d
)

40

60

80

100

120

Day 1 Day 3

Unstimulated

40

60

80

100

120

SO-Mag5 pcDNA3 SO-Mag5/
X-tremeGENE HP/

pcDNA3

X-tremeGENE HP

CD3-stimulated

Donor 1
Donor 2
Donor 3
Donor 4
Donor 5
Donor 6

future science group

Research Article    Czugala, Mykhaylyk, Böhler et al.

of magnetic moment M of the complex and number of 
magnetic nanoparticles N per complex/complex assem-
bly are given in Table 3. The results suggest that each 
individual complex contains multiple nanoparticles. 
Increasing the MNP-to-pDNA ratio in SO-Mag5/X-
tremeGene HP/pDNA complexes resulted in a consid-
erable increase in the number of the particles associated 
with the complex and in an increase in magnetophoretic 
velocity of the complexes in applied magnetic fields up 
to about 25 m/s at an MNP-to-pDNA w/w ratio of 1.

Optimization of gene transfer into HCEC-12 by 
magnetofection
To test the ability of MNPs to enhance the transfec-
tion efficiency in HCEC-12 cells, the two liposomal 
enhancers X-tremeGENE HP and DreamFectGold 
were applied either alone or in combination with dif-
ferent types of MNPs. Association with MNPs gen-
erally increased transfection efficiency compared with 
the lipoplexes (Figure 2A). The lipoplexes formulated 

with X-tremeGENE HP achieved considerably higher 
transfection efficiency than DreamFect Gold lipo-
plexes (25.8 vs 8.0% maximum). This difference is 
also visible microscopically (Figure 2B). While MNPs 
increased the transfection efficiency of both reagents, 
the increase was much more pronounced with the 
already more efficient X-tremeGENE HP, reaching 
40.4% comparing to 11.2% for DreamFect Gold in 
case of SO-Mag5 nanoparticles at an applied pDNA 
dose of 3 pg/cell (Figure 2A & B).

Out of the three types of magnetic particles tested 
here, both SO-Mag5 as well as PEI-Mag2 particles 
enhanced transfection efficiency best when combined 
with X-tremeGENE HP, with up to 40.4% for SO-
Mag5 and 38.3% for PEI-Mag2, comparing to about 
34% for PalD1-Mag1 particles. When combined with 
the DreamFectGold transfection reagent, the overall 
transfection efficiency was minimal, so that no signifi-
cant difference between three magnetic nanoparticle 
types could be noticed (Figure 2A, green panel).
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Figure 5. Expression of T-cell activation markers CD69 (A) and CD25 (B) in naive and in CD3 stimulated PBMCs 
at 30 h after magnetofection. Treatment with magnetic lipoplexes (SOMag5/X-tremeGENE HP/pcDNA, Fe:pDNA 
w/w ratio of 0.25, 0.9 pg pDNA/cell) did not cause statistically significant differences in the expression levels. (C) 
Influence of magnetofection on proliferation of naive and CD3-stimulated PBMCs as assessed by CFSE fluorescence 
at 4 days post-transfection. Exemplary flow cytometry dataset of one individual is presented. No significant 
difference was observed in the proliferation profile after magnetofection (C & D).
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Next, we assessed cell viability after transfec-
tion. All three MNPs examined (PEI-Mag2, SO-
Mag5 and PalD1-Mag1), both in combination with 
X-tremeGENE HP as well as with DreamFectGold, 
resulted in cell viability values comparable to the lipo-
fection reagents alone, indicating that MNPs do not 
negatively affect cell viability of HCEC-12 (Figure 2A, 
red panel). However, a correlation between an increase 
in pDNA and MNP dose per cell with an increase 
in the percentage of nonviable cells was seen, from 
about 1.1% at 0.75 pg/cell to 11.3% nonviable cells at 

6 pg/cell. MNPs and magnetic field treatment alone 
or combined showed no significant effect (data not 
shown).

Summarizing, the combination of X-tremeGENE 
HP with SO-Mag5 MNPs at an applied pDNA dose 
of 3 pg/cell appeared to be most efficient and was used 
for following experiments. The data refer to com-
plexes formulated at MNP-to-pDNA ratio of 0.25. 
Other ratios were also tested in optimization phase but 
proved inferior in regard to transfection efficiency and 
cell viability and therefore were omitted.
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Figure 6. Cornea magnetofection ex vivo. Explanted cornea (A) was quartered (B), and the pieces were positioned 
at the bottom of the well of 48-well plate placed on a magnetic plate. The SO-Mag5/X-tremeGENE HP/pcDNA-
EGFP magnetic lipoplexes formulated at MNP:pDNA w/w ratio of 0.25 were added to the wells at a dose of 
122.5 and 225 ng pDNA, resulting in 1.6 and 3.2 pg/cell (C). Efficacy of transfection was evaluated at 72 h after 
magnetofection by confocal microscopy. (D) shows exemplary visual fields of corneal endothelium with overlaid 
GFP fluorescence (green) and cell nuclei staining (DAPI, blue) for negative controls and magnetofected samples; 
scale bars indicate 50 m. (E) Percentage of the EGFP-positive cells from a total of ten visual fields per corneal 
piece (1.6 pg/cell: ntotal=995, nGFP+=43; 3.2 pg/cell: ntotal=648, nGFP+=72; negative control ntotal=855, nGFP+=0).
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Magnetofection does not negatively affect 
endothelial function
Next we analyzed whether the process of magnetofec-
tion affects the endothelial function. We used qPCR to 
analyze the expression of endothelial functional markers 
Na+/K+-ATPase (ATP1A1), sodium bicarbonate cotrans-
porter 1 (SLC4A4), N-cadherin (CDH2), collagen type 
IV alpha-2 chain (COL4A2) and collagen type VIII 
alpha-2 chain (COL8A2). No significant effect of mag-
netofection on any of the markers was found (Figure 2A). 
In addition, we analyzed the expression of the crucial 
functional marker Na+/K+-ATPase (ATP1A1) by west-
ern blot. Again, there was no significant effect caused by 
magnetofection (Figure 3B).

 Furthermore, morphology and organization of the 
cytoskeleton in transfected cells were investigated by 
immunofluorescence staining of the tight junction 
protein 1 (ZO-1) and F-actin filaments, respectively 

(Figure 3C). No differences caused by magnetofection 
appeared, also in GFP expressing cells.

Effect of magnetofection on immune cell 
survival, differentiation and proliferation
To evaluate the immunocompatibility of our optimized 
magnetofection protocol, we investigated immuno-
modulatory effects of applied reagents in combination 
with magnetic field on naive and activated human 
immune cells of the peripheral blood (PBMCs). Stim-
ulation with anti-CD3 antibody was used in order to 
mimic conditions of inflammation.

To exclude immunosuppressive effects, the influence 
of the magnetofection reagents on PBMC survival was 
monitored over the course of 3 days (Figure 4). Both 
the individual reagents and the magnetic lipoplexes did 
not significantly decrease cell viability or cell survival 
in naive as well as in stimulated PBMCs (Figure 4).
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Figure 7. Anti-apoptotic effect of magnetofection with P35-coding pDNA in HCEC-12. Cells were magnetofected 
either with empty pCB-MCS-IZsGreen (empty pCB) or pCB-P35-IZsGreen carrying the baculoviral antiapoptotic 
p35 gene (pCB-P35) using SOMag5/X-tremeGeneHP/pDNA complexes (MNP:pDNA w/w ratio of 0.25, 3 pg pDNA/
cell). At 24 h after magnetofection, transfection efficiency was 35.4 and 31% ZsGreen-expressing cells for empty 
plasmid and pCB-P35, respectively. Apoptosis was induced by addition of either staurosporine (2.5 M, 5 h) or 
etoposide (85 M, 7 h). Negative control represents untreated cells. Sixfold and fourfold decreases in Caspase-3 
activity after apoptosis induction with etoposide and staurosporin, respectively, were revealed in the cells 
magnetofected with P35 compared with the empty vector (slope values: staurosporine: empty pCB 15.9, pCB-P35 
3.8; etoposide: empty pCB 2.5, pCB-P35 0.42).
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To explore immunostimulatory effects of magne-
tofection, the expression of the early and late T-cell 
activation markers CD69 and CD25, respectively, was 
measured by flow cytometry (Figure 5A & B). While 
stimulation with anti-CD3 expectedly caused an 
increased expression of both activation markers within 
30 h, magnetofection alone had no effect. Additionally, 
magnetofection did not alter the percentage of CD69- 
or CD25-positive cells, neither with nor  without 
 anti-CD3 stimulation.

Finally, the mitogenic effect of magnetofection on 
PBMC was examined by CFSE assay. Under unstimu-
lated conditions, no proliferation of PBMCs was induced 
both with and without magnetofection. In CD3-stimu-
lated PBMCs, a slight but nonsignificant proliferation-
inhibiting effect was seen (Figure 5C & D). This indi-
cates that under tested conditions the magnetofection 
procedure triggered no  significant  immunomodulatory 
effects.

Magnetofection is suitable for gene delivery to 
explanted human corneas
Having optimized magnetofection in HCEC-12, we 
applied this approach to the primary endothelium of 
explanted human donor corneas. The overall workflow 
of this procedure as well as the outcome are presented 
in Figure 6. The corneas were cultivated, quartered and 

prepared for magnetofection (Figure 6A–C). We used a 
pDNA dose of 122.5 ng/well (1.6 pg/cell) and 225 ng/
well (3.2 pg/cell) (Figure 6C). Transfection efficiency 
proved to be dose-dependent and varied between dif-
ferent sections of the same specimen with an average 
of 4.7 ± 2.2% and 13.4 ± 8.9% of transfected endothe-
lial cells for applied DNA doses of 125 ng and 225 ng 
pDNA per cornea piece, respectively (Figure 6D & E). 
Lipofection alone did not achieve observable levels of 
GFP expression in explanted corneas (data not shown).

Magnetofection with the P35 gene reduces 
apoptosis in human corneal endothelial cells
To prove suitability of our optimized magnetofection 
method for anti-apoptotic gene therapy into corneal 
endothelium, we transfected HCEC-12 cells with 
a plasmid coding for the pan-caspase inhibitor P35 
(baculoviral Early 35 kDa protein). Subsequently, we 
analyzed whether this treatment leads to the protection 
of CECs from apoptosis induced by two well-known 
stimuli, staurosporine and etoposide. Caspase-3 activ-
ity was measured as a metric for apoptosis. As shown in 
Figure 7A & B, magnetofection with P35 could strongly 
attenuate apoptosis caused by both, staurosporine 
and etoposide, resulting in a fourfold and in a sixfold 
decrease in apoptosis, respectively, as compared with 
an empty control vector.
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Discussion
In this study, we have developed an efficient magne-
tofection protocol for in situ gene delivery to corneal 
endothelium combining selected lipofection reagents 
with suitable magnetic nanoparticles. We have proven 
that pDNA is fully bound within the magnetic lipo-
plexes, thus excluding any false-positive effects on 
transfection efficiency due to release of pDNA in the 
culture medium. We optimized the conditions for use 
of the selected magnetic lipoplexes and extensively 
tested their biocompatibility and impact on viability 
and function of corneal endothelium and – more glob-
ally – on the immune system. The results presented 
in this work demonstrate a high suitability of MNPs, 
especially silica-coated SO-Mag5 particles, for the 
transfer of nucleic acids to human CECs. Selected 
magnetic lipoplexes have proven to enhance the effi-
ciency of pDNA delivery to CECs and to explanted 
human corneas, while not altering endothelial cell via-
bility or cell function. Moreover, the results obtained 
in PBMCs from healthy donors indicate that under 
tested conditions magnetofection can be considered 
both a bio- and immunocompatible delivery system.

Using our optimized magnetofection in CECs, we 
achieved a transfection efficiency of more than 40% 
transgene positive cells at a low pDNA dose of only 
3 pg/cell. This result is a considerable improvement 
over lipofection and many existing nanoparticle-based 
nonviral transfection methods. For example, hyaluronic 
acid-chitosan nanoparticles merely achieved a transfec-
tion efficiency of 15% in the same cell line using similar 
pDNA dose per cell [9]. It is also important to empha-
size that the dose of pDNA used in this experiment 
was very low. In our previous study utilizing calcium 
phosphate nanoparticles (CaP/pDNA/CaP/PEI0.5), 
we achieved a similar efficiency of 39% but applied a 
more than five-times higher dose of pDNA [31].

In endothelium of explanted human corneas, mag-
netofection achieved a transfection efficiency of up to 
28% in some parts of the specimen. In comparison 
to other available transfection methods for primary 
HCECs summarized in a recent study, with efficien-
cies ranging from 5 to 30% [32], this is a relatively high 
value. The concave shape of the cornea in combina-
tion with a one-directional magnetic field leads to an 
uneven distribution of magnetic force and thus limits 
the efficiency. This issue will be addressed in future 
studies employing a concavely shaped magnet to 
achieve homogenous complex distribution through the 
targeted area of corneal endothelium.

Regarding the use of MNPs in living tissue, a pos-
sible concern is their potential toxicity to cells through 
oxidative stress due to their high iron content [22]. How-
ever, previous studies applying MNPs to CECs already 

reported very low or no toxicity [21,33], and our results 
are congruent with these findings. Still, it seems reason-
able to reduce the amount of iron introduced to the eye 
to necessary minimum. It is thus worth noting that the 
amount of iron introduced into the cells with SO-Mag5 
MNPs is much lower than with any other nanoparticles 
reported in similar studies. In this study we used MNPs 
at a final dose of only 0.75 pg Fe/cell, while dose com-
monly used to label the cells for magnetic resonance 
imaging (MRI) is usually around 10–30 pg Fe/cell [34].

In addition to its low toxicity, we also found no 
detrimental effects of the applied magnetofection 
protocol on the expression of genes important for the 
endothelial pump function, collagen secretion or api-
cal junction [2,35]. Changes in Na+/K+-ATPase expres-
sion were additionally investigated on the protein level, 
and again, no significant differences were encountered. 
This all indicates that magnetofection does not alter 
endothelial functionality.

To minimize the risk of any immunological rejection 
reactions, it is crucial to use transfection reagents that 
are possibly bio-inert. Our results show that SO-Mag5 
MNPs at the applied dose and formulation do not have 
any significant effects on the immune system, neither 
inducing nor suppressive. This is consistent with and 
extends beyond the scope of previous studies on the 
effect of MNPs on the immune system, which merely 
examined their potential toxicity to naive PBMCs [36,37]. 
We investigated not only viability, but also the presence 
of activation markers and proliferation of both naive as 
well as activated PBMCs. Although the values among all 
tested subjects showed individual variations, the results 
show clearly that no immune response was elicited, 
and an already ongoing response was not  significantly 
 suppressed.

Concerning the promising outcome of this study, 
we intended to combine our previous experience on 
anti-apoptotic gene therapy in corneal tissue [38,39] with 
the advantages of magnetofection. Our first data on 
magnetofection with the anti-apoptotic P35 gene have 
shown that this method can be used to inhibit apoptosis 
in CECs even after treatment with the known strong 
apoptosis inducers, staurosporine and etoposide. Fur-
ther studies on magnetofection of corneal cells with P35 
and other anti-apoptotic genes are currently ongoing.

Taken together, we present an efficient magne-
tofection procedure for gene delivery to human cor-
neal endothelial cells and primary endothelial cells 
of explanted human corneas. The presented method 
is highly bio- and immunocompatible and has no 
negative influence on functionality of the cells. Suc-
cessful protection of CECs against apoptosis by mag-
netofection with the anti-apoptotic P35 gene suggests 
that this system presents a promising tool for on-site 
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anti-apoptotic gene therapy in the treatment of corneal 
endothelial dystrophies. Advantages of magnetofection 
using the silica stabilized MNPs will next be further 
investigated in vivo in a mouse model.
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Executive summary

Background
The development of a safe and efficient method for targeted gene therapy of the corneal endothelium 
remains an ongoing challenge in ocular research. Magnetic nanoparticles (MNPs) are a promising tool to 
address this issue, since a magnetic field can be used to guide them to the endothelium in situ.

Aims
To test the ability of magnetofection, an approach combining MNPs with lipofection, to transfect corneal 
endothelial cells (CECs).
To test the bio- and immunocompatibility of magnetofection.
To use magnetofection for anti-apoptotic gene therapy of CECs.

Results
Out of the MNPs and lipofection reagents tested, the combination of SO-Mag5 MNPs with the reagent 
X-tremeGENE yielded the highest transfection efficiency (40.4%) with low cytotoxicity (<5%) in corneal 
endothelial cell line.
Magnetofection does not negatively affect corneal endothelial function, cell morphology or endothelial 
structure.
Magnetofection does not have any immunosuppressive or immunostimulatory effects in human PBMCs.
Magnetofection in ex vivo corneal tissue allowed transfection of corneal endothelium with average efficiency 
of 13.4 ± 8.9%.
Magnetofection with the anti-apoptotic p35 gene was efficient in preventing staurosporine- and etoposide-
induced apoptosis in corneal endothelial cells.

Conclusion
The developed magnetofection protocol employing SO-Mag5 MNPs achieves high efficiency and protects CECs 
from apoptosis, while resulting in low toxicity and no detrimental effects on cell function or on the immune 
system. The transfection efficiency is higher than that of comparable nanoparticle-based methods, while 
additionally enabling targeted gene delivery.
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Summary 31 

The transcription factor BMAL1 (ARNTL) is a key regulator of the mammalian circadian clock with 32 

functions extending to other cellular pathways such as cell cycle control and tumour suppression. 33 

Here, we show that BMAL1 is inactivated upon induction of apoptosis. The apoptotic effector caspase 34 

CASP3 cleaves BMAL1 at residue D585, both in vitro and in vivo, and thus removes its 35 

transactivation domain. Cleaved BMAL1 has no transcriptional activity and cannot generate circadian 36 

rhythms. We thus demonstrate that apoptosis causes a shutdown of the circadian clock and thus an 37 

interruption of the myriad of processes it regulates, and we discuss how this may contribute to a shift 38 

of the DNA damage response away from cell cycle arrest and towards cell death. 39 

Introduction 40 

The protein BMAL1 (ARNTL) is a core component of the mammalian circadian clock. This network 41 

of cellular pathways generates physiological day/night cycles that govern processes such as sleep, 42 

metabolism, and DNA damage repair (Takahashi, 2017). 43 

Within the circadian clock, BMAL1 is an activating part of the main transcription / translation 44 

feedback loop (TTFL). BMAL1 dimerizes with another TTFL activator, CLOCK, both of which are 45 

members of the basic helix–loop–helix (bHLH)/ Per-ARNT-Sim (PAS) family of transcription factors. 46 

The BMAL1:CLOCK heterodimer binds to E-box regulatory elements located in the 5' region of its 47 

target genes to upregulate their expression. Among the target genes of BMAL1:CLOCK are its own 48 

repressors, CRY1/CRY2 and PER1/PER2/PER3, whose expression decreases the transcriptional 49 
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activity of BMAl1:CLOCK until the repressors are proteasomally degraded and the circadian cycle 50 

begins again. This delayed negative feedback loop results in a 24 h rhythm of alternating 51 

transcriptional activation and repression (Partch et al., 2014). 52 

BMAL1 contains several structural elements related to its function as a transcription factor: a nuclear 53 

localisation signal (N-terminal) and two nuclear export signals (internal) (Kwon et al., 2006), as well 54 

as the bHLH domain (N-terminal) that enables DNA binding if BMAL1 is dimerized with CLOCK. In 55 

addition, BMAL1 contains two functional PAS domains (internal) that mediate its interaction with 56 

CLOCK (Huang et al., 2012). 57 

The transactivation domain (TAD) of BMAL1, located at its very C-terminus, is essential to its 58 

transcriptional activity and to circadian rhythmicity in general (Kiyohara et al., 2006; Xu et al., 2015). 59 

Two types of proteins compete for binding to the TAD: The transcriptional activators CBP and P300 60 

(via their KIX domains), and the transcriptional repressor CRY1 (via its C-terminal coiled-coil 61 

domain) (Czarna et al., 2011; Takahata et al., 2000; Xu et al., 2015). CBP and P300 facilitate 62 

transcription by recruiting the transcription preinitiation complex as well as by their histone acetylase 63 

(HAT) activity, which causes local chromatin decondensation and thus allows transcription to take 64 

place (Etchegaray et al., 2003; Hosoda et al., 2009). Conversely, CRY1 displaces CBP and P300 from 65 

the TAD and thus represses the transcription of BMAL1:CLOCK target genes.(Xu et al., 2015) 66 

Among the BMAL1:CLOCK target genes are, aside from the repressors CRY and PER, a plethora of 67 

diverse other genes. A recent study estimated the percentage of genes undergoing circadian regulation 68 

at the mRNA level to be about 5–20% in any given tissue (Zhang et al., 2014). In genome-wide 69 

screenings, more than 5900 BMAL1 binding sites were found, corresponding to about 3000 unique 70 

genes that could be directly regulated by BMAL1:CLOCK (Koike et al., 2012; Rey et al., 2011). 71 

Many genes regulated by the circadian clock play a role in metabolic pathways, cell cycle control, and 72 

insulin signalling, all of which are linked to cell survival and proliferation (Hunt and Sassone-Corsi, 73 

2007; Koike et al., 2012; Rey et al., 2011). However, so far, no direct crosstalk between the circadian 74 

clock and the pathways of apoptosis is known. 75 
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In the present study, we provide evidence for a direct interaction between BMAL1 and the apoptotic 76 

executioner protease CASP3. BMAL1 is proteolytically cleaved by CASP3 at residue D585, resulting 77 

in removal of the BMAL1 TAD. This cleavage inactivates BMAL1 and interrupts the circadian clock 78 

upon induction of apoptosis. 79 

Results 80 

Apoptosis induction results in CASP3-dependent cleavage of BMAL1 81 

We observed that induction of apoptosis results in disappearance of the BMAL1 immunoblot band at 82 

the normally observed apparent size of 80 kDa (actual size 69 kDa). At the same time, a number of 83 

bands of apparent degradation products appear at about 76, 72, 68, and 65 kDa. Over time, all of these 84 

bands except the one at 65 kDa disappear, suggesting this is the final degradation product. This pattern 85 

of cleavage was observed in a number of different cells lines including Jurkat J16 (acute T cell 86 

leukaemia) and CASP3-positive MCF7 (breast cancer) (Figure 1a & 1c, right panel). Addition of the 87 

pan-caspase inhibitor QVD (Q-VD-OPh) before apoptosis induction completely prevented BMAL1 88 

degradation independently of the type of apoptotic stimulus, suggesting the degradation is a direct 89 

consequence of apoptosis. We thus tried to determine whether BMAL1 is directly cleaved by a 90 

caspase, and if yes, by which one. For this purpose, we used Jurkat JMR cells, which are deficient for 91 

the initiator caspase CASP9 (Samraj et al., 2006), and MCF7 cells, which are naturally deficient for 92 

the executioner caspase CASP3 (Jänicke et al., 1998), as well as corresponding cells in which the 93 

respective caspases were reconstituted. In CASP9-deficient cells, treatment with staurosporine, an 94 

inducer of intrinsic apoptosis, resulted in neither apoptosis induction nor BMAL1 cleavage. However, 95 

treatment with TRAIL, an inducer of extrinsic apoptosis, still caused both apoptosis and BMAL1 96 

cleavage, indicating that CASP9 is dispensable for this process (Figure 1b). In CASP3-deficient cells, 97 

however, no BMAL1 cleavage whatsoever was observed upon staurosporine treatment, yet 98 

reconstitution of CASP3 fully restored the phenotype with a cleavage pattern similar to that observed 99 

in other cell lines (Figure 1c). This indicates that CASP3 is required for BMAL1 cleavage in vivo. To 100 

determine whether CASP3 directly cleaves BMAL1, we performed an in vitro protease assay with 101 

purified recombinant CASP3 and N-terminally GST-tagged recombinant BMAL1 (Figure 1d). While 102 
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GST-BMAL1 itself produced a single band at about 110 kDa, addition of CASP3 resulted in a second 103 

band at about 105 kDa already after 1 min of incubation at 37°C. After longer incubation, the 110 kDa 104 

band disappeared while the 105 kDa band remained even after 4 h of incubation with CASP3, 105 

although it grew fainter over time. Both bands were observed at the same apparent size in 106 

immunoblots against both BMAL1 and GST. Since cleavage near the N-terminus would detach the 107 

GST tag, this indicates that CASP3 cleaves BMAL1 near its C-terminus. 108 

CASP3 cleaves BMAL1 at D585 both in vitro and in vivo 109 

We next tried to determine the location of the CASP3 cleavage site in BMAL1. For this purpose, we 110 

employed the heuristic cleavage site prediction tool Cascleave to predict high-probability cleavage 111 

sites in silico (Song et al., 2010). The five putative sites with the highest predictive score, in 112 

decreasing order, are the three C-terminal sites D610, D621 and D585, and the two N-terminal sites 113 

D45 and D56 (Table 1 & Figure 2a). Out of these five, only C-terminal cleavage at D585 would result 114 

in a size shift of the large cleavage fragment by roughly 5 kDa, as observed. We thus generated the N-115 

terminally GST-tagged alanine mutant BMAL1-D585A and performed an in vitro protease assay. 116 

Indeed, mutation of D585 completely prevented cleavage of BMAL1 by CASP3 (Figure 2b). In 117 

addition, we also performed in vitro protease assays with BMAL1-D45A, BMAL1-D56A, BMAL1-118 

D610A, and BMAL1-D621A, yet no difference in band size was observed in comparison to BMAL1-119 

wt (data not shown). To test the effect of the D585A mutation on apoptotic BMAL1 cleavage in vivo, 120 

we used the BMAL1-deficient Burkitt lymphoma cell line BJAB (deficiency confirmed on both 121 

mRNA and protein level by qPCR and immunoblot, respectively – data not shown). We stably 122 

transfected BJAB cells with either BMAL1-wt or BMAL1-D585A and induced apoptosis via the 123 

extrinsic pathway using TRAIL. Again, BMAL1-wt was cleaved resulting in a fragment about 5 kDa 124 

smaller while BMAL1-D585A was not cleaved (Figure 2c). We additionally expressed a truncated 125 

form, BMAL1-M1-D585, which mimics the putative large cleavage fragment. Indeed, this truncated 126 

form has about the same size as the cleaved fragment (Figure 2c). 127 
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Cleaved BMAL1 has no transcriptional activity and cannot restore circadian function 128 

Cleavage of BMAL1 cleavage at D585 results in removal of its transactivation domain (TAD), which 129 

is required for its transcriptional activity and for circadian rhythmicity in general. To confirm this 130 

effect, we expressed either full-length BMAL1 or the cleavage product BMAL1-M1-D585 in Bmal1-131 

KO murine lung fibroblasts (MLFs) to test whether this could restore circadian function in these cells. 132 

For this purpose, we used qPCR to measure the circadian changes in mRNA levels of the BMAL1-133 

regulated gene Per2. While both wild-type (Bmal1-wt) cells as well as Bmal1-KO cells reconstituted 134 

with full-length BMAL1 (BMAL1-RE) displayed 24 h rhythmicity in Per2 mRNA levels, this could 135 

not be observed in non-reconstituted Bmal1-KO cells or in cells reconstituted with the cleavage 136 

product BMAL1-M1-D585. These results indicate that the cleaved form of BMAL1 is unable to 137 

restore circadian function (Figure 3a). Comparable results were obtained using a reporter gene assay 138 

employing a BMAL1-regulated luciferase gene: Again, reconstitution with full-length BMAL1 139 

restored circadian function, while BMAL1-M1-D585 did not (Figure 3b). Taken together, these results 140 

show that cleavage of BMAL1 at D585 causes loss of its transcriptional activity and inactivates the 141 

circadian clock. 142 

Discussion 143 

That apoptosis inactivates BMAL1 came as a surprise, since BMAL1 is often considered a tumour 144 

suppressor that restricts proliferation and cell cycle progression, and that can sensitize cells to 145 

apoptosis (Fu and Lee, 2003; Jiang et al., 2016). Common antagonists of BMAL1 include positive 146 

regulators of proliferation, such as insulin signalling (Dang et al., 2016). However, BMAL1 has also 147 

been shown to promote tumour growth in certain types of cancer, where BMAL1 depletion results in 148 

cell cycle disruption and apoptosis (Elshazley et al., 2012). 149 

One possible explanation for apoptotic BMAL1 inactivation is the known antagonism between 150 

BMAL1 and the oncogene MYC. Both of these compete for binding to some of the same E-box motifs 151 

in the DNA and act as mutual regulators: BMAL1 can negatively regulate the transcription of MYC 152 

(Fu et al., 2005; Hunt and Sassone-Corsi, 2007), whereas MYC in turn represses the expression of 153 
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BMAL1 through a variety of mechanisms (Altman et al., 2015; Shostak et al., 2016). This goes so far 154 

that many cell lines that overexpress MYC do not express BMAL1 at all due to epigenetic silencing 155 

(Shostak et al., 2016; Taniguchi et al., 2009). Overexpression of MYC can result in uncontrolled cell 156 

proliferation and has been observed in many cancers (Dang, 2012). However, MYC can also induce, 157 

or sensitize cells to, apoptosis. This apparently paradoxical function is believed to be a failsafe feature 158 

to prevent MYC-induced oncogenesis, and cancer cells that overexpress MYC consequently often also 159 

display defects in apoptosis induction (Hoffman and Liebermann, 2008). Apoptotic cleavage is thus 160 

another mechanism through which MYC can inactivate its regulator BMAL1. 161 

A second possibility is that the cleavage of BMAL1 serves a similar purpose as the cleavage of the 162 

tumour suppressors WEE1 and p21WAF1/CIP1 (CDKN1A), all three of which are cleaved by CASP3 163 

upon apoptosis induction. WEE1 and p21 normally function as negative cell cycle regulators via 164 

inhibition of CDK1 and CDK2, respectively. In apoptotic cells, CASP3 cleaves both WEE1 and p21, 165 

most likely to further shift the DNA damage response from cell cycle arrest to apoptosis (Zhang et al., 166 

1999; Zhou et al., 1998). Just like WEE1 and p21, BMAL1 is a negative cell cycle regulator (Cardone 167 

and Sassone-Corsi, 2003). In addition, BMAL1 regulates both p21 and WEE1 as well as another cell 168 

cycle regulator, cyclin B1 (CCNB1). For p21, both positive (Elshazley et al., 2012) and negative 169 

(Gréchez-Cassiau et al., 2008) regulation by BMAL1 have been reported, whereas for WEE1 and 170 

cyclin B1, only positive regulation has been reported (Elshazley et al., 2012; Farshadi et al., 2019; 171 

Matsuo et al., 2003). Active BMAL1 might thus keep a cell stuck in cell cycle arrest without 172 

progressing to cell death. Therefore, it is feasible that BMAL1 cleavage contributes to the shift away 173 

from DNA repair and towards apoptosis. 174 

The null hypothesis, of course, has to be that apoptotic BMAL1 inactivation is merely the result of 175 

bystander cleavage and serves no specific function. This hypothesis is difficult to test since the effect 176 

of cleavage may be relevant only in certain cell types or under specific conditions (Crawford and 177 

Wells, 2011). Considering, however, that the CASP3 cleavage site in BMAL1 identified in this work 178 

is highly conserved between species, yet not conserved in the otherwise closely related BMAL1 179 

paralog BMAL2 (ARNTL2), it appears likely to have an evolutionarily selected function. 180 
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In summary, we could show that BMAL1 is cleaved by CASP3 in apoptotic cells, resulting in loss of 181 

the BMAL1 transactivation domain and consequently loss of BMAL1 transcriptional activity. The 182 

inactivation of BMAL1 may serve a role in the DNA damage response and in particular in the shift 183 

from cell cycle arrest to apoptosis. 184 
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Figure legends 298 

Figure 1: Apoptosis induction results in CASP3-dependent cleavage of BMAL1. (a-c) Apoptosis 299 

induction and cleavage of BMAL1 by CASP3 in different cell lines as detected by immunoblot. Either 300 

staurosporine (STS) or TRAIL were used to induce intrinsic or extrinsic apoptosis, respectively. The 301 

pan-caspase inhibitor QVD was used to test if the observed effects were the result of caspase activity. 302 

(a) Jurkat J16 T lymphocytes were treated with STS for up to 10 h. (b) Jurkat JMR T lymphocytes that 303 

were either deficient for CASP9 or reconstituted were treated with STS or TRAIL for 6 h. (c) MCF7 304 

breast cancer cells that were either deficient for CASP3 or reconstituted were treated with STS for up 305 

to 10 h. (d) In vitro protease assay using recombinant GST-BMAL1 produced in wheat germ and 306 

recombinant CASP3-His produced in E. coli. Samples were subjected to SDS-PAGE and 307 

immunoblotting for BMAL1 and GST, respectively.  308 

Figure 2: CASP3 cleaves BMAL1 at D585 both in vitro and in vivo. (a) Schematic of the BMAL1 309 

protein showing the five putative CASP3 cleavage sites and recognition sequences at D45, D56, D585, 310 

D610, and D621; the antibody binding site at G552; and the transactivation domain (TAD, yellow). 311 

(b) In vitro protease assay using recombinant GST-BMAL1-wt or GST-BMAL1-D585A, both 312 

produced in wheat germ, and recombinant CASP3-His produced in E. coli. The pan-caspase inhibitor 313 

QVD was used to test if the observed effects were the result of caspase activity. Samples were 314 

subjected to SDS-PAGE and immunoblotting for BMAL1 and GST, respectively. (c) Effect of 315 

apoptosis induction on BMAL1-wt and BMAL1-D585A expressed in BJAB cells as detected by 316 

immunoblot. VC = vector control, M1-D585 = truncated BMAL1 mimicking the putative cleavage 317 

product. 318 
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Figure 3: Cleaved BMAL1 is transcriptionally inactive and cannot generate circadian rhythms. 319 

The effect of Bmal1 deficiency and reconstitution with either BMAL1 (BMAL1-RE) or BMAL1-M1-320 

D585 on the circadian cycle was measured by (a) qPCR analysis of Per2 mRNA levels or (b) reporter 321 

gene assay employing a BMAL1-regulated luciferase gene. 322 

Tables 323 

Table 1: Putative CASP3 cleavage sites in human BMAL1 and sizes of the respective cleavage 324 

fragments as predicted by Cascleave. 325 

Position Score Site N-term. fragment size C-term. fragment size 
45 0.815 SSTD*YQES 5 kDa 64 kDa 
56 0.804 DKDD*PHGR 6 kDa 63 kDa 

585 1.040 DMID*NDQG 65 kDa 4 kDa 
610 1.131 LEAD*AGLG 67 kDa 2 kDa 
621 1.076 DFSD*LPWP 68 kDa 1 kDa 

Experimental procedures 326 

Cell lines and cell culture 327 

BJAB cells (#ACC-757) and Jurkat-wt cells (#ACC-282) were obtained from DSMZ. Jurkat JMR 328 

cells (CASP9-deficient and reconstituted) have been described previously (Samraj et al., 2006). MCF7 329 

cells (CASP3-deficient and reconstituted) were kindly provided by Reiner U. Jänicke (Laboratory of 330 

Molecular Radiooncology, Heinrich Heine University Düsseldorf, Germany) and have been described 331 

previously (Jänicke et al., 1998). Primary murine lung fibroblasts (MLFs; Bmal1-KO and 332 

corresponding wild-type cells) were kindly provided by Charlotte von Gall (Institute of Anatomy II, 333 

Heinrich Heine University Düsseldorf, Germany) and were immortalised by the “plate-and-wait” 334 

method, i.e. spontaneous immortalisation. Ramos cells were kindly provided by Michael Engelke 335 

(Institute of Cellular and Molecular Immunology, University Hospital Göttingen, Göttingen, 336 

Germany). Cell lines stably expressing BMAL1-wt, BMAL1-D585A, or BMAL1-M1-D585 were 337 

generated by retroviral transfection using the Platinum-E (Plat-E) packaging cell line (kindly provided 338 

by Toshio Kitamura, Institute of Medical Science, University of Tokyo, Japan) and the retroviral 339 

vector pBABEpuro (Addgene plasmid #1764; kindly provided by Hartmut Land & Jay Morgenstern & 340 
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Bob Weinberg and described previously (Morgenstern and Land, 1990)). The following transfection 341 

vectors were generated and deposited at Addgene: pBABEpuro-BMAL1-wt (Addgene plasmid 342 

#107760), pBABEpuro-BMAL1-D585A (Addgene plasmid #107761), and pBABEpuro-BMAL1-M1-343 

D585 (Addgene plasmid #107762). Cells lines stably expressing the Bmal1-luc reporter were 344 

generated by lentiviral transfection using the pLV6-Bmal-luc reporter construct (Addgene plasmid 345 

#68833; kindly provided by Steven Brown, Chronobiology and Sleep Research Group, Institute of 346 

Pharmacology and Toxicology, University of Zurich, Zurich, Switzerland). The medium used for the 347 

cultivation of BJAB and Jurkat cells was RPMI 1640 medium. All other cells were cultivated in high-348 

glucose DMEM. All media were supplemented with 10% foetal calf serum (FCS), 100 U/mL 349 

penicillin, and 100 μg/ml streptomycin. All cell lines were maintained at 37°C and 5% CO2 in a 350 

humidity-saturated atmosphere. 351 

Reagents 352 

Ac-DEVD-AMC was purchased from AAT Bioquest (Biomol GmbH, Hamburg, Germany), #ABD-353 

13402; Q-VD-OPh (QVD) from Sigma (Munich, Germany), #SML0063; staurosporine (STS) from 354 

LC Laboratories (Woburn, MA, USA), #9300; and TRAIL from R&D Systems (Bio-Techne GmbH, 355 

Wiesbaden, Germany), #375-TL-010. All cell culture reagents were purchased from Life 356 

Technologies, and all other reagents where no manufacturer is explicitly mentioned were purchased 357 

from Carl Roth GmbH (Karlsruhe, Germany). 358 

Replicates and statistical analysis 359 

Experiments were replicated at least three times, and representative data are shown. Error bars indicate 360 

standard deviation. All statistical analysis was performed using Prism v7.01 (GraphPad Software, La 361 

Jolla, CA, USA). 362 

Immunoblotting 363 

Cells were harvested by centrifugation at 11,000 rcf in 4°C for 10 s, quick-frozen in liquid nitrogen, 364 

thawed on ice, incubated in Lysis Buffer (20 mM Tris pH 7.5, 150 mM NaCl, 1% v/v Triton X–100, 365 

0.5 mM EDTA, 1 mM Na3VO4, 10 mM NaF, 2.5 mM Na4P2O7, protease inhibitor (Sigma, #P2714)) 366 

for 30 min and vortexed repeatedly. The cell lysates were then cleared from cell debris by 367 
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centrifugation at 20,000 rcf for 15 min. SDS-PAGE and immunoblot were performed according to 368 

standard protocol. Membranes were scanned by a LI-COR Odyssey fluorescence scanner using Image 369 

Studio v4.0 software. The antibodies used for protein detection were mouse anti-ACTB (Sigma; clone 370 

AC-74, #A5316); rabbit anti-BMAL1 (Cell Signaling Technologies, clone D2L7G, #14020); goat anti-371 

CASP3 (R&D Systems, Minneapolis, MN, USA; #AF-605-N); and goat anti-GST (GE Healthcare, 372 

#27-4577-01). 373 

In vitro protease assay 374 

N-terminally GST-tagged recombinant BMAL1 expressed in wheat germ was purchased from Abnova 375 

(BMAL1-wt: #H00000406-P01, lot no. FB101; fusion protein sequence identical to Addgene plasmid 376 

#107763. BMAL1-D585A: custom-made; fusion protein sequence identical to Addgene plasmid 377 

#107764). Expression and purification of recombinant CASP3 were performed as described previously 378 

(Lauber et al., 2001). For the in vitro protease assay, 0.5 μg of GST-BMAL1 per sample were mixed 379 

with 0.5 μg of active CASP3 in a final volume of 50 μL of Reaction Buffer (10 mM Tris pH 7.6, 380 

150 mM NaCl, 10 mM DTT) and incubated at 37°C for up to 240 min. After incubation, 10 μL of 6× 381 

Laemmli Buffer (375 mM Tris pH 6.8, 51.6% v/v glycerol, 12.3% w/v SDS, 0.6% w/v bromophenol 382 

blue, 6% v/v β-mercaptoethanol) were added, and the samples were incubated at 95°C for 5 min. The 383 

proteins were then separated by SDS-PAGE with 4 μl of sample per lane and were detected by 384 

immunoblotting as described above. 385 

Quantitative PCR 386 

Cells were grown for 24 h to a density of ~60–90%. The circadian cycles of all cells were 387 

synchronised by 30 min incubation in serum-free medium supplemented with 100 nM dexamethasone 388 

(Sigma #D4902). The cells were then washed and covered with pre-warmed full growth medium. At 389 

the indicated time points, the cells were harvested using a cell scraper, pelletised by centrifugation at 390 

11,000 rcf in 4°C for 10 s, quick-frozen in liquid nitrogen, and thawed on ice. Total RNA was isolated 391 

using the NucleoSpin® RNA kit (Macherey-Nagel, Düren, Germany) and transcribed into cDNA using 392 

the High-Capacity cDNA Reverse Transcription Kit (Thermo Fisher Scientific) according to the 393 

respective manufacturer‘s instructions. The relative mRNA levels of both the BMAL1-regulated gene 394 
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Per2 as well as of the housekeeping gene Actb were determined by qPCR using the TaqMan method 395 

(TaqMan Universal PCR Master Mix, #4324018; MicroAmp Optical 96-Well Reaction Plate, 396 

#N8010560; Optical Adhesive Covers, #4360954; Per2 TaqMan probe, #Mm00478099; Actb TaqMan 397 

probe, #Mm01205647; all from Thermo Fisher Scientific). The qPCR reactions were run on a 7300 398 

Real-Time PCR System using Sequence Detection Software v1.4.0.25 (Applied Biosystems). The 399 

relative mRNA levels are shown as 2−ΔΔCt values calculated in reference to Actb mRNA levels. 400 

Luciferase reporter assay 401 

Cell lines stably expressing the Bmal1-luc reporter construct as described above were used in this 402 

experiment. Phenol red-free high-glucose (4.5 g/l) DMEM supplemented with 4 mM L-glutamine, 403 

1 mM pyruvate, and 25 mM HEPES was used at every step in this experiment. A number of 5×105 404 

cells was seeded in 3.5 mm dishes and grown for 24 h. The circadian cycles of the cells were 405 

synchronised by 30 min incubation in serum-free medium supplemented with 100 nM dexamethasone 406 

(Sigma #D4902). The cells were then washed and covered with pre-warmed medium supplemented 407 

with 10% FCS and 100 μM luciferin (Promega, Mannheim, Germany). The dishes were sealed with 408 

Parafilm®, and luminescence was continuously measured for up to five days using a LumiCycle 32 409 

luminometer with LumiCycle Data Collection v5 software (Actimetrics, Evanston, IL, USA). 410 
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