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A Research Framework 

1 Introduction 

“Organizations survive or disappear primarily thanks to the quality of management that leads 

them. Decision-making is not the only, but the basic function of management that contributes 

most to the success or failure of the organization” (Puseljic et al. 2015, p. 234). Entrepreneurial 

and managerial projects involve many decision-making processes and decision points that are 

highly relevant in the context of behavioral decision-making. These decision processes and de-

cision points – such as growth, investment, or personnel decisions – are important milestones 

in entrepreneurship and management and point the way for further entrepreneurial action, re-

source allocation and the potential success of a business unit or entire company (Shepherd et 

al. 2015). In addition, it is a major challenge for all established companies to remain innovative, 

identify new business opportunities and act entrepreneurially throughout the entire lifecycle of 

a company (Phan et al. 2009; Hornsby et al. 2009; Kammerlander et al. 2015). 

Decision-making becomes already important in the early beginning of a company’s life cycle. 

Starting with the opportunity assessment decisions, entrepreneurial decisions set the course for 

further development and management of companies (Shepherd et al. 2015; Mitchell and Shep-

herd 2010). Following the purely entrepreneurial idea, entrepreneurial entry decisions have to 

be addressed to become an entrepreneur and manager of a young company (Levesque and Min-

niti 2006; Shepherd et al. 2015). Thus, the next step is to implement this idea and develop a 

strategy that can be realized. After the conception of how to implement the idea regarding the 

product or the service, the question arises for an enterprise about the procurement of necessary 

resources (Baker and Nelson 2005). If resources can be obtained, decisions are to be made 
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regarding the piloting of the business intentions (Kolvereid and Isaksen 2006). Particularly in 

the context of entrepreneurship research, it is frequently examined which factors favor success-

ful market entry in the early phases of a start-up and which success factors are necessary in 

these early phases in order to successfully establish oneself or rather one’s venture in the desired 

market (Bailey 1986; Sarasvathy et al. 2013; Hsu et al. 2015). In the context of entrepreneurial 

entry decisions, prior research has shown that pursuing the path of an entrepreneurial career is 

influenced by an individual’s desires, abilities, perceptions of the environment (e.g. dynamism), 

opportunity costs and decision-making heuristics (Bird and Schjoedt 2009; Liñán and Fayolle 

2015; Summers 2000; Shepherd et al. 2015). This indicates that business decisions can depend 

on several influencing factors that need to be identified and considered if successful decisions 

are to be made. 

Within the scope of this dissertation, the focus in the area of behavioral decision-making in 

entrepreneurship and management is on factors that address the success and influencing factors 

on entrepreneurial decisions but also go beyond the initial phase of starting a venture. Thus, 

managerial decision-making and influencing factors on management decisions are also address-

ing in this dissertation. 

During an entrepreneurial lifecycle, an entrepreneur or company leader is particularly faced 

with the question of what kind of innovation and growth he or she wants to achieve in the 

market. On the one hand, there is the possibility of making progress with the existing products 

and services and, if necessary, modifying these products and services slightly in order to offer 

consumers a varied range of products. In accordance with the minor modifications to the prod-

uct or service, growth and innovation here is limited to an expansion of existing offerings and 

can also be called an exploitative innovation (March 1991; Benner and Tushman 2003). Besides 

those exploitative innovations, there is also the possibility of actively opting for a radical change 
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in existing products and services and, in the sense of a complete revision of the existing business 

model or creating new markets, going into a complete reconfiguration. In research, a decision 

in favor of such radical innovation and entrepreneurial change is also referred to as explorative 

innovation (March 1991; Benner and Tushman 2003). Following these fundamental entrepre-

neurial and managerial decisions regarding the question of innovation and further market de-

velopments, the phase of the implementation of these decisions follows, in which one also rec-

ognizes how successful the idea for further innovation actually was. This shows once again the 

importance of entrepreneurial and managerial decision-making on the respective form of inno-

vation for the course of a company. Accordingly, this dissertation also deals with the question 

of innovation in the sense of an explorative and exploitative innovation and which cognitive 

influencing factors as part of the characteristics of an entrepreneur can favor or trigger such a 

decision (Shepherd et al. 2015). 

But what happens if those innovations have not led to the desired success and an entrepreneurial 

unit has closed or the company has failed as a whole? Another important consideration in the 

context of this dissertation is the factor of entrepreneurial failure. If the desired growth or a 

stable position in the market could not be achieved, if a successful exit was not possible, the 

failure of a young company can be promoted. If entrepreneurs have failed with their venture, 

there is an important decision-making challenge for them (Hsu et al. 2015; Baù et al. 2016; e.g., 

Amaral et al. 2011; Jenkins and Wiklund 2012). Here, entrepreneurs are faced with the decision 

of whether they should found a new company and whether the immediate consequences of the 

failure experience exceed the chances of a new start-up and thus, further entrepreneurial activity 

is excluded or barely favorable for the now ex-entrepreneurs (Shepherd et al. 2009). Influenced 

by the immediate aftermath or costs of failure, sensemaking processes begin of what actually 

happened and how to cope with the failure (Cope 2011; Singh et al. 2007). That occurs primarily 
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through cognitive processes which in turn influence his or her decision-making and resulting 

cognitive outcomes. The entrepreneur allocates whether a new foundation is desirable and fea-

sible and builds up intentions for himself or herself of founding a new company again. This 

management decision includes a high degree of cognitive influences, reflection and entrepre-

neurial consideration and represents an important component of an entrepreneurial, as well as 

managerial decision-making process (Shepherd et al. 2015; Shapero and Sokol 1982). Accord-

ingly, this dissertation aims at showing how the individual's perception of failure also has an 

influence on the intention to re-enter into entrepreneurship and the decision to start again, and 

which cognitive factors favor an entrepreneur or manager to take the plunge into business one 

more time. 

2 Research Gaps and Overview of Studies 

2.1 Overview of studies 

Judgment and decision-making research is a central stream in the field of entrepreneurship and 

management literature and yet, it is not as established as in the fields of psychology, sociology, 

and political science (Shepherd et al. 2015). Despite growing research interest in entrepreneur-

ial and managerial decision-making, many research gaps remain. The present dissertation con-

sists of three studies relating to the common theme of entrepreneurial and managerial decision-

making within the framework of the topics Failure, Innovation and Subjective Time Perception. 

In the following, a summary is provided of the research gaps, objectives and each contribution 

of the three independently conducted studies.  

An overview of the topics examined in my three studies including the methodological approach 

chosen to examine my research questions and the contribution of each study is presented in 
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Table A-1 below. Study 1 is a conceptual study that bridges established theories and constructs 

into a research framework. It addresses the topics of entrepreneurship, cognitive psychology, 

failure, coping and the attribution theory. Study 2 then focusses on the topics of entrepreneurial 

and managerial decision-making, as well as time perception, innovation and the external envi-

ronment by examining psychological mechanisms via a survey with CEO´s and TMT´s. Study 3 

addresses both entrepreneurial and managerial decision-making aspects and tests the robustness 

of differences in times perceptions in innovation decisions in an experimental setting and en-

riches the nascent literature of individual time perception in entrepreneurial and management 

research. 
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2.2 Study 1: When entrepreneurs get serial? - A cognitive model on entre-

preneurial re-enter after failure 

The first study of this dissertation seeks to investigate the following research questions: 

 What are the cognitive drivers for a re-enter after failure? 

 What role plays the individual perception of the failure? 

 What are implications of a re-enter for future entrepreneurship?  

When people become entrepreneurs and start their first business, many of them fail (Brüderl et 

al. 1992; Shane 2009). Some of them leave the domain of entrepreneurship and some decide to 

start anew, despite of their often traumatic failure experience – i.e. there is substantial variance 

in entrepreneurs’ individual responses to a failure event (Jenkins et al., 2014). The question 

what drives those failed entrepreneurs to start again and become a serial entrepreneur has re-

ceived interest in the entrepreneurship literature (e.g., Amaral et al., 2011; Baù et al., 2016; Hsu 

et al., 2015; Jenkins & Wiklund, 2012). However, underlying mechanisms why so many re-

enter and become serial entrepreneurs is still a “black box” as current scholars are stating (Baù 

et al., 2016; Stam et al., 2008). Understanding the mechanisms and its consequences have im-

portant implications for the success of serial entrepreneurship and thus, can impact economic 

growth (Gompers et al. 2010) and wealth creation (Scott and Rosa 1996). 

The first study of the dissertation aims at addressing this research gap by developing a concep-

tual model and bridging theories on entrepreneurial intentions with the literature streams on 

entrepreneurial failure and serial entrepreneurship to explain intentions to re-enter after previ-

ously failing with one’s venture. As prior research identified intentions as the single best pre-

dictor of actual future behavior (Schlaegel and Koenig 2014; Zapkau et al. 2015), the study 

draws on prominent intentions theories to explain entrepreneurial re-entry (Ajzen 1991; 
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Krueger and Carsrud 1993; Krueger et al. 2000). Furthermore, the study examines antecedents 

and implications of entrepreneurial failure that lead to increased re-enter intentions and builds 

up on the aspect of the drastic cut in the life and work of a founder when he or she has failed. 

The perception of the situation and the magnitude of failure is individually different (Jenkins et 

al. 2014). The study suggests that the costlier the failure (in terms of economic, psychological 

and social cost), the lower the perceived feasibility and desirability of an entrepreneurial retry 

and in turn, the lower the intentions to try again. Moreover, during the process of coping with 

failure and building intentions to re-enter post business failure, the study implies that the rela-

tionship between costs of failure and perceptions of feasibility and desirability to re-enter is 

contingent on an entrepreneurs’ attributional style, i.e. how entrepreneurs make sense of what 

happened during failure and how they interpret causes of failure (Askim & Feinberg, 2001; 

Cardon & McGrath, 1999; Shaver et al., 2001). 

Research implications point to psychological mechanisms that explain the intention to re-enter 

after a failure and that the attributional style of an entrepreneur not only influences the for-

mation of re-entry intentions but has critical implications for serial entrepreneurship. By failing 

with one’s business, entrepreneurs can learn from that experience and use their knowledge post 

failure for new business ideas (Cope 2011; Sarasvathy et al. 2013; Minniti and Bygrave 2001; 

Ucbasaran et al. 2013; Sitkin 1992). Accordingly, entrepreneurial failure can partly generate 

learning effects that would not be present in successful businesses (Rerup 2005).  

We contribute to the entrepreneurship, psychological and behavioral literature by complement-

ing prior research on serial entrepreneurship and entrepreneurial failure with a theoretical 

frame. Therewith, our study enhances our understanding of the process from failing with one 

venture to the emergence of another one and therewith, sheds some light on the “black box” of 

the mechanisms why so many re-enter and become serial entrepreneurs after failure. 
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2.3 Study 2: Exploratory and Exploitative Innovation in SMEs: The role 

of CEO’s Temporal Focus 

The second study aims at gaining an understanding how perception and cognitive filters influ-

ence entrepreneurial decision-making. In study two, the research questions focused on the fol-

lowing aspects: 

 How do temporal filters mold expectations and evaluation of executives? 

 Does the temporal focus of CEO’s influence different forms of innovation in SMEs? 

 How does the external environmental influence this relationship? 

These questions arose from existing research gaps in the context of entrepreneurial decision-

making, subjective time perspective and the different forms of innovation, namely explorative 

and exploitative innovations. How executives think and perceive time, i.e. their temporal focus 

has an impact on entrepreneurial and strategic decision-making (Das 2004; Nadkarni and Chen 

2014). In the second study of this dissertation it is examined how temporal focus – a relatively 

stable individual trait that refers to the attention that we pay to thinking about different time 

periods (Shipp et al. 2009; Chishima et al. 2017) – influences innovation activity in small and 

medium-sized enterprises (SMEs). Using a matched sample of CEOs and members of the top 

management team (TMT) in 150 SMEs in the Netherlands, the study finds that CEO’s temporal 

focus contributes significantly to adopting generative thinking and pursuing of exploratory and 

exploitative innovation. Furthermore, the environmental context plays a role and it is argued 

that environmental dynamism acts as a boundary condition and needs to be taken into account 

to fully understand the impact of time perceptions on strategic outcomes. The study finds that 

the influence of temporal focus on innovation strategies varies under different degrees of envi-

ronmental dynamism. 
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This study contributes to the literature in several ways. First, prior research focus on the ques-

tion of which organizational factors influence explorative or exploitative innovations (Chang et 

al. 2011; Eriksson 2013; Sidhu et al. 2004). However, studies at the individual or team level 

that study the cognitive antecedents of exploitation and exploration based on individual’s char-

acteristics are scarce (Ahmadi et al. 2017; Laureiro‐Martínez et al. 2015; Lavie et al. 2010). 

This study addresses the research gap with regard to the decisions of managers and executives 

on the type of innovation, influenced by psychological attributes (Gupta et al. 2006). This is 

particularly relevant in a SME context, given the common low hierarchy levels and the authority 

structures there, the influence of CEOs in SMEs is even stronger compared to larger firms 

(Bierly and Daly 2007; Man et al. 2002; Kammerlander et al. 2015, p. 583). Second, consider-

ing the impact of subjective time perceptions is a nascent field of research in entrepreneurial or 

management decisions and is increasingly considered important. Different views of time create 

distinct temporal filters that influence how entrepreneurs and company leaders view the world, 

in turn affecting their strategic decisions and business outcomes. However, there are only a few 

studies so far examining this relationship so far (Das 1987; Yadav et al. 2007; Nadkarni and 

Chen 2014). By drawing on temporal focus theory (Shipp et al. 2009; Zimbardo and Boyd 

1999), a psychological perspective on executive’s strategic decisions is developed in the second 

study and hence, a contribution to the emerging literature of the role of subjective time percep-

tion in strategic decision-making. Third, the study provides a more comprehensive understand-

ing of the boundary conditions through contextualizing this relationship in different states of 

the external environment. By drawing on the executive’s demand literature (Hambrick et al. 

2005; Hambrick 2007), the study explains how the influence of a CEO’s temporal focus on 

exploratory and exploitative innovation is contingent upon dynamic environmental conditions.  
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2.4 Study 3: The Influence of Temporal Focus on Exploratory and Exploi-

tative Innovation 

The third study’s research objective is to investigate the influence of individual’s temporal fo-

cus on explorative and exploitative innovation in an experimental research approach.  

Accordingly, study 3 was based on the following research questions: 

 How do individual temporal differences affect different forms of innovation?  

 Are there systematic differences between individuals towards innovation decisions 

based on their temporal focus? 

The aim of the third study is to test whether there are systematic differences in the decision to 

pursue explorative or exploitative innovation based on differences in individual’s temporal fo-

cus. While previous studies mainly observe managers in companies (Yadav et al. 2007; Nad-

karni and Chen 2014), an experiment will clarify to what extent temporal focus generally pre-

dicts differences in innovation decisions. Study 2 nuances prior research by examining the in-

fluence of temporal focus and two different forms of innovation – namely explorative and ex-

ploitative innovation. That was done by examining the relationship of temporal focus and in-

novation with experienced CEOs of small and medium-sized enterprises who have substantial 

industry experience and pre-existing views which might lead to priming effects through this 

experience and the specific firm context they are acting in. To set this concern aside, Study 3 

uses a sample of participants with various backgrounds instead of experienced managers and a 

more controlled empirical setting to isolate the decision-making context. 

A broader application of this consideration is whether the view of experienced managers and 

CEOs is generally transferable to entrepreneurs without certain industry experience. More spe-

cifically, Study 3 shall provide a robustness test for the findings of Study 2 and whether these 
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findings can be generalized to entrepreneurs or other decision-makers in general. Accordingly, 

a broader basis of individuals will be examined in this study.  

Therefore, study three examines how temporal focus affects the different forms of innovation 

– exploration and exploitation. The investigation of this existing research gap is important be-

cause decision-makers often have to allocate resources through their decisions and change or-

ganizational structures to such an extent that favors a particular form of innovation (Benner and 

Tushman 2003; Ahmadi et al. 2017). In order to be able to apply the appropriate form of inno-

vation in the situation and to allocate resources correctly, the underlying mechanisms for deci-

sion-making must be carefully examined and understood. 

Furthermore, the study investigates whether this relationship is contingent on the external en-

vironment by manipulating environmental conditions experimentally. An essential factor 

within the framework of the environmental influences that may affect the decision-making of 

individuals is environmental dynamism which refers to the degree of instability and unpredict-

ability of the external environment (Dess and Beard 1984; Jansen et al. 2006). To test the sug-

gested relationships, study 3 takes on two survey experiments on Amazon Mechanical Turk 

with 104 participants in the first and 117 participants in the second experiment.  

In particular, the study’s aim is to validate the existing research approaches through an experi-

mental research approach and therewith, expand the literature on the influence subjective time 

perceptions on innovation activities by distinguishing the two different types of innovation, 

exploitative and explorative innovation. 
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1 Introduction 

Business failure is a traumatic, life changing and, in most cases, a very costly experience in the 

personal life of an entrepreneur (Ucbasaran et al. 2013). While some failed entrepreneurs 

choose to abandon entrepreneurship, others come back from venture failure and find new ven-

tures (Mandl et al. 2016; Hessels et al. 2011). What drives failed entrepreneurs to start again or 

re-enter entrepreneurship has been among recent interest in the entrepreneurship literature (Hsu 

et al. 2015; Baù et al. 2016; e.g., Amaral et al. 2011; Jenkins and Wiklund 2012). However, the 

mechanisms why so many re-enter and become serial entrepreneurs are still new and relatively 

unexplored (Stam et al. 2008; Baù et al. 2016). A number of scholars therefore recently stated 

that there is a pressing need for additional theoretical development (Amaral et al., 2011; Baù et 

al., 2016; Hsu et al., 2015; Sarasvathy et al., 2013). We address this call with this study.  

By serial entrepreneurs we refer to individuals who started a venture, sold or closed it and start 

another in sequential order (Ucbasaran et al. 2006). Serial entrepreneurship is important and a 

wide-spread phenomenon (Hyytinen and Ilmakunnas 2007; Plehn-Dujowich 2010; Sarasvathy 

et al. 2013). It has been identified as a driver of economic performance (Westhead et al. 2003; 

Colombo and Grilli 2005), especially economic growth (Gompers et al. 2010), wealth creation 

(Scott and Rosa 1996) and as an important source of employment (Westhead et al. 2005).  

In this study, we propose a conceptual model to explain re-entry into entrepreneurship after 

previously failing with a venture. For this purpose, we build up on two prominent intentions 

theories to explain entrepreneurial re-entry: (1) the Entrepreneurial Event Model (Shapero and 

Sokol 1982; Shapero 1975) and (2) the Theory of Planned Behavior (Ajzen 1991) and extent 

these frameworks to the context of venture failure. We examine antecedents and implications 

of entrepreneurial failure on re-enter intentions.  



 

Study 1: When entrepreneurs get serial? – A cognitive model on entrepreneurial re-enter after failure  

 

15 

 

Experiencing failure can be a drastic and incisive event in the personal life of an entrepreneur. 

How drastic and incisive this experience is depending on how entrepreneurs perceive the mag-

nitude of failure which in turn may influence the decision to re-enter or to seek regular employ-

ment (Ucbasaran et al. 2013; Cope 2011; Singh et al. 2007). Specifically, we argue that the 

costlier the failure (in terms of economic, psychological and social cost), the lower the per-

ceived feasibility, desirability and the lower the intentions to try again. Moreover, during the 

process of coping with failure and building intentions to re-enter post business failure, we argue 

that the relationship between costs of failure and perceptions of feasibility and desirability to 

re-enter is contingent on an entrepreneurs’ attributional style. The attributional style describes 

how entrepreneurs make sense of what happened during failure and how they interpret causes 

of failure (Askim & Feinberg 2001; Cardon and McGrath 1999; Shaver et al. 2001). Finally, 

we consider the propensity to act as a substantial element to the formation of re-enter intentions. 

When external circumstances may not look as rosy as they might have been in the formation of 

first-time entrepreneurial intentions, a thinker-or-doer mentality may be the decisive element 

that leads to re-enter intentions in case of pronounced feasibility and desirability perceptions 

(Krueger 1993).  

Implications of our research suggest psychological mechanisms that explain re-enter intentions 

post failure. Moreover, we point out implications of our conceptual model for future entrepre-

neurship, i.e. when a new venture is started after failure. We argue that an entrepreneur’s attrib-

utional style will influence the sensemaking process and learning from failure. By failing with 

one’s business, entrepreneurs can learn from that experience and use their knowledge post fail-

ure for new business ideas (Cope 2011; Sarasvathy et al. 2013; Minniti and Bygrave 2001) 

which is then in turn mainly responsible that some serial entrepreneurs are more successful than 

others with their subsequent venture (Kirschenhofer and Lechner 2012).  
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We contribute to the entrepreneurship, psychological and behavioral literature by examining 

the impact of failure on future entrepreneurship. Specifically, we complement prior empirical 

studies on serial entrepreneurship and entrepreneurial failure with a theoretical frame. Our study 

provides a theoretical framework to the questions why and under which conditions failed en-

trepreneurs will start subsequent ventures. Thus, it extends our understanding of the entrepre-

neurial process from failing with one venture to the emergence of another one.  

2 Entrepreneurial Failure 

2.1 Definitional issues 

Failure has been conceptualized in various ways. Past studies often applied the general defini-

tion for business failure as the entrepreneur’s exit from the business or the “discontinuity of 

ownership” (see Singh et al. 2007 and Watson and Everett 1996 for a review). However, there 

is substantial variance in firm exits and failure goes beyond discontinuity of ownership, as an 

exit does not necessarily imply failure. Reasons for those who discontinue ownership of their 

successful business could be due to a harvest sale of their firm or the liquidation of their prof-

itable firm due to age or health reasons, divorce, a desired career change or simply because they 

want to move on to another venture (Wennberg et al. 2010; Ucbasaran et al. 2013). Thus, exit 

is not a sufficient criterion for failure but rather is failure a specific form of exit (Jenkins and 

McKelvie 2016). 

Only recently Jenkins and McKelvie (2016) saw the need for a study focusing solely on the 

question what entrepreneurial failure is. They developed a framework to cluster previous stud-

ies in which they distinguished the level of analysis (individual vs. firm level) and whether 

criteria used were objective or subjective (e.g. bankruptcy vs. performance below a self-set 
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threshold). On the one hand, they called for differentiating firm failure from the failed entre-

preneur which had barely been done in research (Cardon et al. 2011). This is important how-

ever, as these two levels are often confounded and failure of the firm means not necessarily 

failure of the entrepreneur and vice versa (Sarasvathy et al. 2013). An entrepreneur can fail in 

a successful company, for example when the firm is profitable but a self-set threshold for suc-

cess was not reached (Gimeno et al. 1997). Conversely, a firm can fail, while entrepreneurs 

having generated personal and social resources such as relationships to customers and capital 

providers (Sarasvathy et al. 2013; Jenkins and McKelvie 2016).  

This study investigates the response of entrepreneurs to a failure at the individual level. How-

ever, it is almost impossible to separate a firm from its founder. The human capital of entrepre-

neurs are key resources for their firms and the firm can become a part of the identity of entre-

preneurs (Ucbasaran et al. 2013). Therefore, relevant to a conceptualization of failure at the 

individual level are both, elements of firm- and individual-level criteria (Jenkins and McKelvie 

2016). We use a conceptualization that is closest to an objective individual-level definition be-

cause “the conceptualization is relatively broad in scope as it potentially captures objective firm 

failures such as bankruptcy, failures involving financial loss, and other cases where entrepre-

neurs perceive that they have failed relative to personal benchmarks and expectations despite 

the firm being profitable” (Jenkins and McKelvie 2016, p. 182). That means entrepreneurs’ 

expectations have not been met and they dropped out of business due to (but not limited to) the 

perception of insufficient own performance. Therefore, we apply the definition introduced by 

McGrath (1999, p. 14) “failure is the termination of an initiative that has fallen short of its 

[owner’s] goals.” This includes bankruptcy and insolvency but also business closure due to 

personal failure. Thus, diverse types of failure are covered which allows our model and con-

ceptual analysis to be of broad relevance for entrepreneurship theory and practice. 
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2.2 A conceptual model from failure to building re-enter intentions – Per-

ception is what matters  

Building on theories of intentions (Ajzen 1991; Krueger and Carsrud 1993; Shapero and Sokol 

1982) and attributional style (Heider 1958; Peterson et al. 1982; Weiner 1985) we develop in 

the following a conceptual model of generating re-enter intentions after entrepreneurial failure. 

When examining the impact of failure on future entrepreneurial intentions, we first tap on the 

matter that there is substantial variance in entrepreneurs’ individual responses to a similar stim-

uli, the failure event (Jenkins et al. 2014) and effects of venture failure on entrepreneurs can be 

quite paradoxical (Ucbasaran et al. 2013). For some is failure the motivation for future success 

while it leads to depression for other (Askim & Feinberg 2001). However, the effects of failure 

are more complex. Failing with one’s venture is seldom a sudden occurrence and instead a 

process, which is unlikely to be linear and homogenous for each entrepreneur.  

The process from terminating a venture that has fallen short of its owner’s goals due up to the 

beginning of forming new intentions to re-enter can be seen as a journey from taking stock of 

consequence over coping with what happens, sensemaking and recovery that unfolds over time 

(McGrath 1999; Cope 2011; Ucbasaran et al. 2013). Thus, when entrepreneurs fail with their 

business, they go through different stages of processing the failure. This involves at first striking 

a balance of the immediate consequences of failure – the “aftermath” in the form of financial 

strains, impact on social relations and emotional distress, i.e. the financial, social and psycho-

logical costs of failure (Ucbasaran et al. 2013; Cope 2011). We propose that the immediate 

aftermath will directly influence the intentions to re-enter. In line with literature on intentions 

(Ajzen 1991; Krueger and Carsrud 1993; Shapero and Sokol 1982), we suggest that this rela-

tionship will be partially mediated through perceptions of feasibility and desirability to re-enter. 

Moreover, we argue that the relationship between the aftermath and perceptions of feasibility 
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and desirability to re-enter is contingent upon failed entrepreneurs’ sensemaking and how they 

interpret causes of failure, i.e. their attributional style (Askim & Feinberg 2001; Cardon & 

McGrath 1999; Shaver et al. 2001). Lastly, we propose that a thinker-or-doer mentality, i.e. the 

propensity to act, may be the decisive element that directs to re-enter intentions in case of dis-

tinctive feasibility and desirability perceptions (Krueger 1993). 

Our model is depicted in Figure B-1 and shows the proposed relationships in this study, more 

precisely the process of how the aftermath of failure influences subsequent stages of the sense-

making and coping processes as well as lastly recovery of the failure with cognitive and behav-

ioral outcomes such as the forming of re-enter intentions (Ucbasaran et al. 2013).  

 

 
Figure B-1: Conceptual framework for explaining re-enter intentions after failure 
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3 Entrepreneurial Re-Enter Intentions Post Failure  

For an understanding why some people re-enter after a failure and become serial entrepreneurs 

while others leave the domain of entrepreneurship to seek regular employment, we need to 

understand the impact of failure on entrepreneurial behavior. Entrepreneurship involves diligent 

planning and considering and that is why founding one’s first venture is regarded as a purpose-

ful and planned behavior (Bird 1992; Schlaegel and Koenig 2014). And for those types of 

planned behavior, behavioral intentions have been identified as the most accurate predictor to 

perform a given behavior (Ajzen 1991). Building up a new venture after one has gone through 

a failure process will most likely be an even more deliberate and planned decisions as the failed 

entrepreneur went through a lot of thinking during the coping process (Cope 2003; Cope 2011; 

Singh et al. 2007). This makes a strong case for the investigation of entrepreneurial intentions 

to re-enter after failure and seems to be the most promising route towards understanding serial 

entrepreneurship after failing with one’s business.  

3.1 Theoretical models of entrepreneurial intentions 

The evolution of literature on entrepreneurial intention has been rapidly growing in recent years 

and can be subdivided into two different strands of research (Liñán and Fayolle 2015). The first 

is based on the Theory of Planned Behavior (Ajzen 1991), shedding light on social-psycholog-

ical processes leading from attitudes and beliefs to intentions towards a behavior in general. 

The second is the Entrepreneurial Event Model (Shapero and Sokol 1982; Shapero 1975), which 

is specific to the entrepreneurship domain and the forming of intentions towards starting a new 

business.  

The Theory of Planned Behavior explains intentions through three factors: (1) Attitude towards 

the behavior which refers to the degree an individual has a favorable appraisal of the 



 

Study 1: When entrepreneurs get serial? – A cognitive model on entrepreneurial re-enter after failure  

 

21 

 

entrepreneurial behavior, (2) subjective norms, which are perceived social norms that entrepre-

neurship is an acceptable career path, (3) perceived behavioral control, the perceived ease to 

‘perform’ entrepreneurial behavior (Ajzen 1991; Clercq et al. 2013). Shapero’s intention model 

is specific to the entrepreneurship domain and intentions to start a venture are explained 

through: (1) the perceptions of feasibility or the degree to which one feels capable of starting a 

venture, (2) the perception of desirability refers to the personal attractiveness of being an entre-

preneur. Additionally, the theory comprises a volitional component, (3) the propensity to act 

upon opportunities, without which significant actions may not be taken (Shapero and Sokol 

1982; Shapero 1975; Krueger et al. 2000).  

3.2 An integrated conceptualization of entrepreneurial intentions  

The convergence of both literature strands described above has led to further advancement in 

explaining intentions in the entrepreneurship domain (Liñán and Fayolle 2015). For our model 

we use an integrated theoretical approach of the two strands of entrepreneurial intentions as a 

starting point and try to build a bridge between a prior failure experience to a re-building of 

entrepreneurial intentions, i.e. re-enter intentions.  

When comparing the two theories, Krueger and Brazeal (1994) find a considerable conceptual 

overlap as both theories predict that an individual’s capability and readiness explain entrepre-

neurial intentions (Schlaegel and Koenig 2014). Further empirical research confirmed this over-

lap and that the proportion of variance in intentions appears to be of little difference between 

the models using different approaches (Krueger et al. 2000; Peterman and Kennedy 2003). 

There have been several approaches integrating the two theories into one model, fully or partly 

integrated (Iakovleva and Kolvereid 2009; Krueger and Brazeal 1994; Liñán and Fayolle 2015; 

Schlaegel and Koenig 2014).  
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For the concept of re-enter intentions in our model, we build up on above research and use an 

aggregated conceptualization similar to Clercq et al. (2013) as this is particularly developed for 

the entrepreneurship domain. The authors argue that applications of the Ajzen’s Theory of 

Planned Behavior operate through an individual’s perception of feasibility- and desirability-

driven motivations (Krueger et al. 2000; Fitzsimmons and Douglas 2011; Clercq et al. 2013). 

Perceived feasibility motivation refers to Ajzen’s perceived behavioral control dimension while 

perceived desirability includes attitudes and subjective norms from the Theory of Planned Be-

havior (Kolvereid 1996; Krueger and Brazeal 1994). The segregation into perceptions of feasi-

bility and desirability also reflects findings in career choice literature, in which it is indicated 

that interests in a certain career are formed by whether individual’s view themselves as capable 

to attain a certain outcome and find the career path attractive and desirable (Lent et al. 1994; 

Betz and Rottinghaus 2006; Clercq et al. 2013). The same logic applies when entrepreneurs 

have failed with their first business and consider what their next career step will be after the 

failure. Entrepreneurs weight current options, consciously or unconsciously and update believes 

about an entrepreneurial career based on the outcome and magnitude of their failure. In this 

article, we examine the antecedents of feasibility and desirability perceptions in a failure con-

text. This has received only limited attention so far but is important to understand the formation 

of intentions to become a serial entrepreneur after failing with one’s first business.  

4 Starting the Sensemaking Process with an Evaluation of the 

Costs of Failure 

As immediate consequences of failure are considered as the starting point of the process which 

eventually influences future entrepreneurial intentions and behavior (Ucbasaran et al. 2013), 

we now turn to the question how these costs arise. The aftermath or costs of failure represent 
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the failure magnitude which depends to a large extend on perceptions (Cope 2011). The costs 

of failure result in the first stage from objectively accruable costs, such as loss of invested 

money, loss of business partners through the failure or a possible state of depression. In a second 

stage, the costs of failure are ultimately the emotional strain resulting from the objectively ac-

cruable costs and adverse circumstances entrepreneurs perceive to be in due to their failure. 

Thus, the costs depend to a large degree on perceptual and chronological occurrences, as they 

are contextually and situationally unique to each failed entrepreneur. More precisely, this means 

that if two entrepreneurs failed with their ventures with equal objectively accruable costs, the 

resulting reactions and perceived costs of failure might be very different, depending on personal 

circumstances and perceived emotional strain (Jenkins et al. 2014). 

Appraisal theory and loss appraisals for instance can provide an explanation for this variance 

of different reactions of entrepreneurs who face a similar failure event (Jenkins et al. 2014; 

Folkman et al. 1986). Central to this theory is that subjective evaluations or appraisals lead to 

varying emotional reactions of individuals to a similar event (Lazarus and Folkman 2015; Folk-

man et al. 1986). Reactions such as emotional distress and grief are a considerable part of the 

aftermath and thus, subjective appraisals can be seen as antecedents to costs of failure (Jenkins 

et al. 2014).  

The perception of the costs of failure are, metaphorically speaking, the ruins entrepreneurs are 

left with immediately after the failure. Depending on these perceptions of failure magnitude, 

i.e. costs of failure, decision-makers will react accordingly (Ford 1985). The numerous costs of 

failure can be categorized into three subcategories that affect the entrepreneur on different lev-

els: financial, social and psychological (Ucbasaran et al. 2013; Cope 2011). These costs can be 

seen as the starting point for the analysis of subsequent sensemaking processes as well as 
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cognitive and behavioral outcomes such as the forming of re-enter intentions (Ucbasaran et al. 

2013). We discuss these costs and their implications in the following.  

4.1 Financial costs of failure  

In almost any case, failure entails a financial loss for the entrepreneur. That may be in the form 

of a reduced income, personal debts, opportunity costs for e.g. not being employed elsewhere 

or for not pursuing another opportunity during that time and the financial resources that are 

sunk in the failed venture (Shepherd et al. 2009).  

While the financial costs are quantifiable in terms of a certain money value, the more interesting 

issue in terms of the failure magnitude is how these costs are subjectively assessed and absorbed 

by the entrepreneur (Ucbasaran et al. 2013). How high these perceived financial costs are de-

pending on factors such as family background (in term of wealth) or opportunity costs. For a 

person from a wealthy family business failure may not be particularly damaging in financial 

terms while it could well be damaging for another without considerable personal resources. 

Thus, heterogeneity in family wealth can lead to different financial implications and what may 

be a large financial loss for one person could be only a little concern for another (Cope 2011). 

In addition, opportunity costs can differ largely, although the impact on the perceived financial 

costs can be ambiguous and may vary substantially between individuals. On the one hand, those 

with more outside alternative may absorb high financial costs more easily (Ucbasaran et al. 

2013). On the other hand, from a behavioral perspective higher opportunity costs can lead to 

more impatience for success and to a more aggressive investment behavior (Arora and Nandku-

mar 2011). This in turn leads to increased financial costs in the case of failure.  

In addition to lost income and opportunity costs, a debt burden and the lost investment from the 

failed venture can hinder the entrepreneur from a re-enter. For example, George (2005) suggests 
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that financial slack is important for successful entrepreneurship and if the perceived financial 

costs of the failure are high, the possibility of investing the resources necessary for future ven-

tures is limited. This implies that high financial costs of failure represent a major barrier to 

future entrepreneurial activities (Shepherd and Patzelt 2017, p. 68). Therefore, we propose: 

Proposition 1a: The higher the perceived financial costs of failure, the lower the re-entry 

intentions. 

4.2 Social costs of failure 

Failure entails social costs, i.e. costs that influence personal and professional relationships. On 

a personal level, it has been found that failure can lead to the breakdown of social ties, friend-

ships and even marriages (Cope, 2011; Singh, Corner, & Pavlovich, 2007). On a professional 

level, direct implications of failure might not be as severe as on the personal level. Other pro-

fessionals may “accept that every now and again things don’t go well” as one interviewed failed 

entrepreneur suspects (Cope 2011, p. 612). Some entrepreneurs who failed with their venture, 

still perceive that they built up a useful professional network which facilitated starting a new 

venture (Sarasvathy et al. 2013). However, the loss of a venture can destroy major social arenas 

in which members have spent much of their time and therefore, failure could also lead to the 

loss of a network due to the cease of mutual obligations (Harris and Sutton 1986).  

Personal and professional relationships can also be adversely affected when a failed entrepre-

neur is socially stigmatized (Simmons et al. 2014). As pointed out by March and Shapira (1987, 

p. 1413) “Society values risk taking but not gambling, and what is meant by gambling is risk 

taking that turns out badly”. Stigma is a deeply discrediting attribute that reduces an individual 

“to a tainted, discounted one” (Goffmann 1963, p. 3). Social stigmatization can reduce future 

employment chances and access to resources such as financial and human capital (Ucbasaran 
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et al. 2013; Cope 2011; Sutton and Callahan 1987). Costs arise early in the failing process when 

failure is already anticipated, through fear of being stigmatized, and sum up until the failed 

venture is ultimately exited (Singh et al. 2015). These social costs may lead to the loss of per-

sonal status and identity and to a social disengagement and self-imposed isolation of the failed 

entrepreneur (Singh et al. 2007; Cope 2011).  

The culture in which the failure occurs may have major implication in terms of the social costs 

(Ucbasaran et al. 2013). Cardon and McGrath (1999) suggest that failures are more likely to be 

forgiven in individualistic cultures while it can have devastating social impact in collectivistic 

cultures. For example, while there is a comparatively high social stigma of failure in Japan 

(Yamakawa et al. 2010) that can even lead to suicide after venture failure (Yamakawa and 

Cardon 2015), Australia and New Zealand represent the other extreme. There are the high 

achievers those who are stigmatized and an ambivalence in society about those who succeed so 

much that they stand out (namely the “tall poppy syndrome”, see e.g. Kirkwood 2007). Even 

within a country, there are substantial differences of social perception of stigma. Cardon et al. 

(2011) conducted a study to investigate whether entrepreneurial failure is ascribed to fortunes 

or mistakes by analyzing major U.S. newspaper. Their analysis found support for social stigma 

variations within the local area where failure occurs. While failed entrepreneurs from areas 

where tolerance for failure is high find it easier to startup another venture (Cope 2011), entre-

preneurs from high-stigma regions are less likely to re-enter entrepreneurship (Simmons et al. 

2014).  

Social costs of failure can vary by country, region, family relations and societal group. How-

ever, if those social costs are perceived to be high, they put a heavy burden on to the failed 

entrepreneur. Therefore, we propose: 
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Proposition 1b: The higher the perceived social costs of failure, the lower the re-entry 

intentions. 

4.3 Psychological costs of failure 

Psychological costs of failure manifest itself as a spectrum of issues regarding reduced subjec-

tive well-being and emotional consequences of business failure (Ucbasaran et al. 2013; Cope 

2011). Entrepreneurship generates considerable emotions (Baron 1998). As entrepreneurs in-

vested enormous resources in their ventures, they are likely to have generated a sense of own-

ership towards their business (Detienne 2010). This psychological ownership can create some-

what of a connection between entrepreneurs and their ventures (Zhu et al. 2011). This makes it 

particular hard when they fail with their endeavor and have to walk away from their creation. 

Or, phrased more drastically by Baron (1998, p. 288): “doing so would almost be akin to dis-

owning one’s children – in this case, intellectual rather than biological offspring.” 

The loss of a venture has been linked to emotional distress and thereby leading to grief, defined 

as the negative emotional response generated from the venture failure (Jenkins et al. 2014; 

Shepherd 2003; Shepherd et al. 2009). Grief serves as an umbrella term and characterizes a 

number of negative emotions such as guilt, anxiety, humiliation, anger, panic attacks, phobias, 

sadness and forms of depression, capable to trigger behavioral, experiential, and even physio-

logical manifestations (Cope 2011; Singh et al. 2007; Ucbasaran et al. 2013; Shepherd 2003). 

This grief over the loss of the business can be similar to the loss of a loved one (Shepherd 2003, 

p. 320). These negative emotions can have a negative effect on the cognition (Shepherd and 

Patzelt 2017). First, grief may narrow the momentary thought-action repertoire and calls out 

specific actions tendencies such as to leave the current domain (Fredrickson and Branigan 



 

Study 1: When entrepreneurs get serial? – A cognitive model on entrepreneurial re-enter after failure  

 

28 

 

2005). Second, high grief after failure can have a harmful effect on the commitment to entre-

preneurship (Shepherd 2003). Therefore, we propose: 

Proposition 1c: The higher the perceived psychological costs of failure, the lower the re-

entry intentions. 

4.4 Interrelationships among the three dimensions 

Besides the single effects of financial, social, and psychological costs, these dimensions can be 

interrelated and can reinforce each other (Ucbasaran et al. 2013). First, the social costs of failure 

influence the financials. Singh et al. (2015) found that due to fear of being stigmatized the 

decision to terminate a failing venture is delayed and entrepreneurs try to cover up signs of 

failure. This escalation of commitment can lead to avoidance of professional help, investment 

of more money and thus, to increased financial costs of failure. Furthermore, social stigma has 

indirect financial implications. If a social stigma is attached to the failure, the entrepreneur may 

have difficulties to find investors for subsequent ventures or even to find regular employment 

after failure (Cope, 2011; Singh, Corner, & Pavlovich, 2007). Conversely, financial implica-

tions can influence social costs. When the business failure included a bankruptcy of the firm, 

the institutional setting, particularly in term of the bankruptcy laws has implications for the 

individual social costs of failure. Bankruptcy laws may also reflect the societal attitudes and 

norms towards business failure and therewith financial implications can affect the social costs 

of failure (Ucbasaran et al. 2013). Second, social costs can increase psychological costs. The 

magnitude of social stigma will affect the psychological costs of failure. If individuals are ex-

posed to social exclusion feelings of guilt and shame will be increased (Tangney 1993). 

Through shame and embarrassment generated by the perception of other’s judgment the failed 

entrepreneur may amplify psychological well-being in terms of behavioral, experiential, and 
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even physiological manifestations (Ucbasaran et al. 2013). Third, psychological costs affect 

social costs. If an entrepreneur experiences high levels of grief, this can lead to more social 

isolation. For instance, one entrepreneur in the study of Cope (2011) found it hard that his en-

trepreneurial inventions did not lead to a sufficient return on investment which led him to feel-

ings of guilt and impotence. These kinds of feelings in turn can lead to social distancing and 

withdrawal (Cope 2011; Singh et al. 2007; Ucbasaran et al. 2013). This breakdown of different 

costs of failure illustrates that with an increment of these costs there arise many forms of bur-

dens for entrepreneurs and re-enter intentions after failure will be lower (Ucbasaran et al. 2013, 

p. 164).  

5 The Partial Mediation of Perceived Feasibility and Perceived 

Desirability  

Krueger et al. (2000) point out that exogenous influences such as venture failure do not entirely 

influence intentions or behavior directly. Instead, they also operate through person-situation 

variables as perceptions of feasibility and desirability. In line with this reasoning we argue that 

the costs of failure operate in their influence on re-enter intentions at least partly via mediating 

factors, namely the perceived feasibility and the perceived desirability of re-entering entrepre-

neurship post failure. As pointed out in the previous section, venture failure can be a significant 

and traumatic life event. How drastic and decisive the failure experience is depending on per-

ceptions of the total costs of failure, which in turn impact on the perceptions of feasibility and 

desirability.  
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5.1 Perceived feasibility of re-entering after failure 

The construct of perceived feasibility refers to the degree to which individuals (1) are confident 

that they are personally capable to re-entering entrepreneurship and (2) consider the possibility 

to become an entrepreneur again as being feasible (Shapero and Sokol 1982; Schlaegel and 

Koenig 2014). After experiencing failure, these implied two dimensions are (1) based on ability 

beliefs within entrepreneurs such as the believe in own competences that they can successfully 

re-enter, namely a high self-efficacy (Bandura 1997; Krueger 1993). In addition, (2) feasibility 

perceptions concern issues with external circumstances of the situation as feasible and hence, 

reasons and burdens to overcome such as liquidity constrains and access to new capital (Shap-

ero and Sokol 1982; Schlaegel and Koenig 2014).  

Entrepreneurial self-efficacy. Self-efficacy refers to one’s belief in the capacity to success-

fully engage and perform a certain behavior (Bandura 1977, 1997) and is seen as one of the 

main antecedents of perceived feasibility (Krueger et al. 2000; Schlaegel and Koenig 2014). It 

is ascribed as a substantial explanator in the career or employment choice of individuals (Chan-

dler and Jansen 1992; Kolvereid 1996; Segal et al. 2002) and in the formation of entrepreneurial 

intentions (Zhao et al. 2005; Drnovšek et al. 2010; Chen et al. 1998). As self-efficacy is viewed 

as task-specific, the construct of entrepreneurial self-efficacy has been suggested (Chen et al. 

1998). Entrepreneurial self-efficacy is defined as individuals’ belief in their ability to succeed 

in entrepreneurship situations or tasks (Bandura 1997; Chen et al. 1998). We argue that the 

costs of failure will impact one’s entrepreneurial self-efficacy and therewith entrepreneurial 

self-efficacy partly mediates the relationship of costs of failure on re-entry intentions. Further-

more, the relationship of costs of failure and entrepreneurial self-efficacy will be contingent 

upon attributions about the failure. It has been found to be not only a crucial factor for the 

initiation of the first venture founding but also for serial entrepreneurship intentions. One’s self-
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efficacy may be altered through attributions concerning a preceding success or failure event 

(Gist and Mitchell 1992). For example, Hsu et al. (2015) suggest that entrepreneurial self-effi-

cacy is a good predictor why successful entrepreneurs re-enter into entrepreneurship but is less 

well suited to do same for failed entrepreneurs as failure is likely to decrease self-efficacy. The 

effect of failure on entrepreneurial self-efficacy is also pointed out by Shepherd (2003, p. 325): 

“the loss of a business likely lowers an individual's entrepreneurial self-efficacy and, therefore, 

the motivation to be self-employed again”. Hence, prior entrepreneurial outcomes affect entre-

preneurial self-efficacy (Gist and Mitchell 1992). Although there might be boundary conditions 

as the relationship of prior experience and its influence on self-efficacy is complex and contin-

gent on several factors in process of attribution and sensemaking with experiencing (Gist and 

Mitchell 1992; Hsu et al. 2015). For the immediate consequences, i.e. perceived costs associ-

ated with failure we expect a reduction in entrepreneurial self-efficacy. For example, a failed 

entrepreneur who experiences high levels of grief and social stigma, is likely to question his or 

her beliefs in the own competence of being successful with a re-start. The belief in own com-

petence, i.e. self-efficacy, occurs through positive feedback on own actions. In other words, 

entrepreneurial self-efficacy increases when entrepreneurs received positive feedback on their 

actions. Such feedback can occur in different forms: a successful company, a successful exit, 

satisfaction with own actions and the resulting consequences. Hence, the crucial point here is 

that if an entrepreneur evaluates something as an entrepreneurial failure, it means that the dis-

advantages exceed the advantages from a business exit, and he is not satisfied with the outcomes 

as personal income goals are not met or insolvency or bankruptcy occurs. These negative eval-

uations are likely to lower the belief in performing entrepreneurial actions successfully, i.e. 

entrepreneurial self-efficacy.  
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External barriers. However, financial costs associated with business failure may also affect 

the perceived feasibility beyond the notion of entrepreneurial self-efficacy. New ventures are 

predominately funded by personal savings (or those from friends and family) and loans by 

banks, guaranteed with personal assets (White 2001). Thus, if entrepreneurs have high debt 

burdens due to their failure or if they secured business loans with personal assets, they are likely 

to encounter personal financial strains and therewith they will perceive a re-enter as much less 

feasible due to liquidity constrains (Jenkins and Wiklund 2012). Additionally, the social costs 

of failure often bring barriers with it such as a signaling to financiers. As stated in the costs of 

failure section, if the failure has a high level of social stigma attached to it, the entrepreneur 

may have it difficult to find investors or other capital providers for subsequent ventures (Cope 

2011; Singh et al. 2007). 

Arguably, the higher the perceived costs of failure, the more difficult it becomes to process the 

failure financially, socially and psychologically. The failure experience will reduce the per-

ceived feasibility of re-entering, which again reduces the intentions to re-enter. Hence, we de-

rive proposition 2a: 

Proposition 2a: Perceived feasibility mediates the relationship between perceived costs of 

failure and re-enter intentions insofar as the higher the perceived costs of failure, the lower 

the perceived feasibility, which again lowers the re-enter intentions. 

5.2 Perceived desirability of re-entering after failure 

Perceived desirability in this context refers to the attractiveness towards the re-enter into entre-

preneurship and that consequences of a re-enter are desirable despite a prior failure (Clercq et 

al. 2013). It functions as the motivational factor that transforms favorable attitudes and norms 

into re-enter intentions. The construct subsumes the two attractiveness factors from the Theory 
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of Planned Behavior, “attitude towards the behavior” and “subjective norms” (Krueger and 

Brazeal 1994).  

Attitudes to re-enter. The concept of attitude taps on perceptions of what an individual con-

siders desirable and is the predisposition to respond in a generally favorable or unfavorable 

manner to start a new venture (Robinson et al. 1991; Ajzen 1982; Krueger and Brazeal 1994). 

Attitudes are developed reasonably from beliefs individuals hold about a re-enter. This happens 

through associating the re-enter with attributes such as certain outcomes or to the cost incurred 

by performing the re-enter. Individuals learn to favor behaviors they believe have desirable 

outcomes and form unfavorable attitudes they associate with undesirable consequences (Ajzen 

1991). In this fashion, attitudes are seen as relatively malleable and dynamic, changing across 

situations through interactive processes with the environment (Chaiken 1987; Robinson et al. 

1991). The rate of change in attitude varies depending on the intensity and valence of the expe-

rience that influence a particular attitude (Robinson et al. 1991).  

In case of a costly failure experience the drivers of a change in attitude – intensity and valence 

– are given. However, it remains the question towards what attitudes are changing when there 

are high costs of failure. To answer this, we need to ascertain the impact of failure on anteced-

ents of attitudes, which are beliefs individuals hold about a specific behavior (Ajzen 1991; 

Fishbein and Ajzen 1977). Prior beliefs entrepreneurs had when they formed attitudes towards 

founding their first business may have fundamentally changed through a failure experience and 

this can significantly affect their attitudes towards entrepreneurship as a career choice (Politis 

and Gabrielsson 2009). In particular, when entrepreneurs have experienced a costly failure with 

high levels of financial, social and psychological strains, the failure experience can be an in-

tense and life changing event that fundamentally changes their beliefs about entrepreneurship 

(Cope 2011; Ucbasaran et al. 2013). It appears likely that high costs of failure lead to the 
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formation of unfavorable attitudes toward a re-enter as this is associated with undesirable con-

sequences (Ajzen 1991).  

Subjective norms of a re-enter. The concept of subjective norms consists of normative beliefs 

regarding expectations of important reference groups and the motivation to comply with the 

expectations of the relevant persons (Ajzen 1991). Normative beliefs are tied to perceived ex-

pectations of people or subgroups important to the entrepreneur and what they think of a re-

enter. These expectations can manifest itself in social pressure, family wishes, and friends’ or 

partners’ wishes. The strengths of subjective norms are driven by normative beliefs weighted 

by the motivation to comply with such norms and it can be thought of as a concept that sub-

sumes perceptions of extra-personal influences on the decision maker (Krueger and Brazeal 

1994). Subjective norms operate by its influence on perceptions of desirability (Krueger et al. 

2000; Schlaegel and Koenig 2014; Ajzen 1991). When failed entrepreneurs perceive that rele-

vant others think positively about a re-entry, starting over again will appear more desirable and 

given the motivation to engage with subjective norms, this will encourage the failed entrepre-

neur to form favorable perceptions regarding the re-enter intention. In contrast, if relevant oth-

ers have mainly negative thoughts on a re-entry, it recreates social pressure that lowers percep-

tions of desirability towards a re-entry behavior (Schlaegel and Koenig 2014).  

Subjective norms are most likely to be affected by the social costs of failure as well as by its 

interrelations with financial and psychological costs. When personal and professional relation-

ships have suffered due to the failure, entrepreneurs do know that these important referent oth-

ers view failure negatively. That may be on a personal level the spouse, relative or children; on 

a professional level, the former business partners; or on macro level, the community or culture 

the entrepreneur lives in. High costs of failure may imply unfavorable views of relevant others 

in terms of a re-entry as they have experienced the severe negative consequences an 
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entrepreneurial failure can entail (Ucbasaran et al. 2013). Examples for this could be a spouse 

who experienced that entrepreneurship can be time intense and still did not bring the expected 

return or even a negative one. It may appear natural that in such a case the spouse is not in favor 

towards a re-enter and instead prefers regular employment as career alternative. On the macro 

level, it can be the community or country, which attaches high levels of stigma to failure or has 

harsh bankruptcy laws that may let entrepreneurs perceive a re-enter after failure is seen as 

unfavorable in this community. In contrast, if parents or friends are entrepreneurs, may even 

also have previously failed with a venture and became successful in their next try, normative 

beliefs of a re-enter could be perceived as more favorable. Prior exposure in an entrepreneurial 

environment is associated with a positive influence on subjective norms of further pursuing an 

entrepreneurial career path (Zapkau et al. 2015). However, prior entrepreneurial exposure might 

mitigate the effect of failure on subjective, it seems reasonable to assume that relevant others 

would perceive a re-enter as more favorable if the consequences of ventures were moderate. If 

the costs of failure were high and the failed entrepreneur suffers from depressions and private 

insolvency even tolerant relevant others might not favor a re-enter in this situation.  

Although the strengths of the relationship of costs of failure and subjective norms are dependent 

on variety of factors outside of the entrepreneur, the above argumentation led conclude that 

high costs of failure influence subjective norms negatively. Hence, we propose:  

Proposition 2b: Perceived desirability mediates the relationship between perceived costs 

of failure and re-enter intentions insofar as the higher the perceived costs of failure, the 

lower the perceived desirability, which again lowers the re-enter intentions. 
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5.3 Propensity to Act 

In comparisons to the Theory of Planned Behavior, the Entrepreneurial Event Model has an 

additional element to intentions, the propensity to act. Shapero (1975; 1982) conceptualized 

propensity to act as relatively stable dispositional trait which reflects a volitional variable to 

intentions and can be seen similar to willpower (Krueger 1993). Entrepreneurial thinking and 

well-formed intentions should contain some propensity to take action upon new opportunities 

as individuals are unlikely to form serious intentions towards the behavior of starting a venture 

without perceiving a likelihood of taking action to actually perform the behavior (Krueger et 

al. 2000; Krueger 1993; Summers 2000; Bagozzi and Yi 1989). This particularly accounts for 

phenomena such as the many nascent entrepreneurs who then never start their intended busi-

nesses (Reynolds 1994; Kautonen et al. 2015) or on the contrary, those who start a business but 

had little intentions to so a few years before (Katz 1994).  

In empirical studies, propensity to act is often captured by locus of control although this has not 

proven fruitful in predicting entrepreneurial intentions. As a recent meta-analysis states locus 

of control “might fail to capture the specific features of the propensity to act” (Schlaegel and 

Koenig 2014, 315 f.). Propensity to act represents a concept, deliberated on the intention and 

conceptually depends on control perceptions, i.e. the desire to gain control by initiating and 

maintaining goal-directed behaviors (Krueger et al. 2000; Krueger and Brazeal 1994). Hence, 

it can be seen as a propensity for a proactive behavior, which might capture more precisely 

what Shapero had in mind (Summers 2000, p. 34). A prototypic proactive person is described 

as “one who is relatively unconstrained by situational forces and who effects environmental 

change” (Crant 1996, p. 43). This personality trait is the primary difference between the Entre-

preneurial Event Model and the Theory of Planned Behavior and may be a uniquely required 

feature in entrepreneurial intentions (Krueger et al. 2000). The propensity to act seems to be 
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especially material after venture failure, as there can be a variety of situational forces and bar-

riers an entrepreneur needs to overcome before he or she is capable to re-enter. As Summers 

(2000) argues, new ventures are neither forced into existence, nor is the venture creation process 

the passive result of external conditions (Bird 1992). Re-entering entrepreneurship is a deliber-

ated and planned result of acting upon opportunities that influences the environment in such a 

way as to allow the re-entering process. Hence, intentions to re-enter are determined by one’s 

desire to take actions that influence the environment in a proactive way (Crant 1996; Bateman 

and Crant 1993). In that manner, we consider the propensity to act as a substantial element to 

the formation of re-enter intentions, in particular in the face of failure. When external circum-

stances may not look as rosy as they might have been in the formation of first-time entrepre-

neurial intentions, propensity to act may be the decisive element that lead to re-enter intentions 

in case of pronounced feasibility and desirability perceptions. Krueger (1993) suggests that 

propensity to act might impact the influence of perception of feasibility and desirability on 

intentions. Thus, instead of a direct antecedent of intentions, propensity to act is better viewed 

as moderating influence (Krueger 1993). Hence, we propose:  

Proposition 2c: Propensity to act moderates the relationship of i) perceived desirability 

and ii) perceived feasibility and re-enter intentions. The higher the propensity to act in 

individuals, the more pronounced the positive link between i) perceived desirability and ii) 

perceived feasibility and re-enter intentions.  

6 The Moderating Effect of Attributional Style  

Originally proposed by Heider (1958), attribution theory intents to model the process by which 

individuals try to explain causes of behavior and events they both observe and that have hap-

pened to them. Most individuals seek explanations for why events in the past, whether good or 
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bad, happened the way they did. People act as “naïve psychologists” in trying to ascertain cause 

and effect. In other words, causal attributions answer the “why” question, such as “Why did I 

fail with my venture?” and through this process, it gives individuals the feeling of controlling 

and being able to predict their environment (Heider 1958; Kelley 1967; Weiner 1985). These 

questions are the beginning of sensemaking with what happened. Sensemaking is an interpre-

tative process in which entrepreneurs assign meaning to occurrences in conjunction with action 

(Yamakawa et al. 2013; Gioia and Chittipeddi 1991). Entrepreneurs structure previous failure 

through this sensemaking and interpretation, which involves retrospectively linking what has 

happened to them to possible causes (Yamakawa et al. 2013; Ford 1985). Attributions of causes 

of the failure represents a variant of sensemaking (Ucbasaran et al. 2013).  

Prior research in entrepreneurship confirms the importance of attribution theory to entrepre-

neurial activities such as becoming a novice entrepreneur (Shaver et al. 2001) or predicting 

persistence in the new venture creation process (Gatewood et al. 1995). Although individuals 

may see the reasons for failure as more of a combination of different factors that play together 

than a single cause, attribution theorists argue that causes can be arrayed on different dimen-

sions that form an attributional style Peterson and Seligman (1984). The construct of attribu-

tional style refers to the habitual and characteristic manner in which individuals explain causes 

of events (Martinko et al. 2007). Attribution theorist argue that especially with uncontrollable 

and unfavorable events such as business failure, there is a relatively stable way in which indi-

viduals attribute those events habitually throughout their lives (Askim & Feinberg 2001; Burns 

and Seligman 1989; Peterson et al. 1993; Abramson et al. 1978).  

Weiner (1985, 1986) applied the attributional style to achievement situations such as pursuing 

an entrepreneurial career and operating an own venture. Building up on this research, Askim & 

Feinberg (2001) propose that an individual’s attributional style will help explain outcomes in 
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the failure of an entrepreneurial venture. Weiner proposes several dimensions of the attribu-

tional style, among which two of them are most relevant for explaining re-enter intentions after 

business failure: the locus of causality and stability (Askim & Feinberg 2001). The locus of 

causality dimension embodies whether the entrepreneur’s perception of the cause of failure is 

within the entrepreneur or lays on outside forces as the environment or situation. Internal at-

tributions include ability (aptitude) and strategy or effort since they constitute characteristics of 

the person. Task difficulty and chance (luck) are dominant external or environmental determi-

nants of outcomes. The stability dimension indicates the relative duration, which is attached to 

a cause. The dimension ranges from stable to variable (Graham 1991). The locus and stability 

dimensions combined yield in the category in which the individual habitually attributes failure 

events. The possible combinations and their implication on entrepreneurial motivation post-

failure will be discussed below. 

6.1 Helplessness condition 

When entrepreneurs are distinct on the internal and stable dimensions of their attributional style, 

they will seek reasons for failure in their ability. Such a mindset among these respective entre-

preneurs produces a feeling of helplessness (Dweck and Leggett 1988). They may feel the ap-

propriate skills were not possessed to start the business in the first place and to manage it suc-

cessfully and that this will not change in the near future (Askim & Feinberg 2001). If entrepre-

neurs ascribe the failure to personal inadequacy, their levels of guilt and shame increase which 

results in self-blame (Askim and Feinberg 2001). This self-blame may not only amplify the 

influence of social and psychological costs of failure, this can also lead to lower feasibility and 

desirability perceptions as entrepreneurs feel personal responsible for the occurred damage. 

This sense of helplessness increases the perceived influence of the failure so that consequences 
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in terms of costs of failure will diminish entrepreneurs’ beliefs in their ability to undertake a 

specific task successfully in the future and thus, entrepreneurial self-efficacy levels (Bandura 

1991; Cardon and McGrath 1999; Silver et al. 1995). This in turn directly relates to a lower 

perception of feasibility to re-enter. Individuals with a strong internal-stable attributional style 

may view achievement situations such as their performance as an entrepreneur as tests or 

measures of competence and seek in these situations to be judged competent or incompetent 

(Dweck and Leggett 1988). Transferred to the entrepreneurial context, persons may try found-

ing a venture but when they perceive strong negative feedback, their desirability of repeating 

this behavior is easily diminished.  

Ironically, although they blame themselves for the failure in private, in public they may well 

cite the failure on market conditions, a co-founder’s inability or other external reasons to divert 

attention away from them (Dweck and Leggett 1988; Askim & Feinberg 2001). Particularly, 

with high financial and social costs of failure, the failed entrepreneurs seek to adopt a defensive 

posture, devaluing the task and expressing boredom or disdain towards it to. This results in 

declined motivation and in distancing from starting over again (Dweck and Leggett 1988). This 

reaction can be interpreted as a strong motivation to comply with social norms and thus, the 

influence of subjective norms plays a major role here for desirability perceptions. In addition, 

this devaluing of the task could lead to a change in attitude towards re-enter intentions. Espe-

cially since the malleability of attitude is depending on the magnitude of the failure experience 

(Robinson et al. 1991), we expect that incurred costs of failure will have a much stronger neg-

ative effect on the perception of desirability in the helplessness condition.  

Arguably, attributional style moderates the relationship between perceived (social, psycholog-

ical, financial) costs of failure and perceived desirability and perceived feasibility. We derive 

proposition 3a:  
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Proposition 3a: An internal-stable attributional style moderates the relationship of per-

ceived costs of failure on perceptions of desirability and feasibility insofar that it strength-

ens the negative link between perceived cost of failure and i) perceived desirability and ii) 

perceived feasibility.  

6.2 Mastery condition 

A distinction on the internal and unstable dimensions in attributional style on the other side may 

dampen the effect of costs of failure on perceptions of feasibility and desirability. Individuals 

seek ascription for causes of failure in a lack of effort or an inadequate strategy (Seligman 

1991). Rather than reacting helpless, unsolved problems are viewed as challenges and entrepre-

neurs become motivated to solve them. Therefore, reasons here are also seen internally but 

perceived as changeable if only their effort will be increased, or the strategy is adapted. Such a 

condition is associated with redoubling efforts in an attempt to master the situation (Askim & 

Feinberg 2001; Dweck and Leggett 1988). Persons in this condition are concerned with increas-

ing their own competence and feel the adequacy of their present ability level is unimportant as 

they put emphasis on development. As negative feedback through failure is not ascribed to 

one’s own competence but rather used to improve one’s ability, entrepreneurs will use effective 

strategies to solve problems and remain optimistic despite high costs of failure (Askim & Fein-

berg 2001).  

We expect that perceptions of feasibility in this condition are much less affected by increasing 

costs of failure. If entrepreneurs feel that mistakes that led to failure can be avoided if they exert 

themselves or at least if they know what mistakes are to avoid, their levels of entrepreneurial 

self-efficacy believes will be much less affected by a costly failure and instead, they will set 

themselves strategies to achieve this. Contrary to a helplessness reaction, mastery-oriented 
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individuals are less influenced by subjective norms and are more likely to pursue learning goals 

instead of using them to be judged competent (Dweck and Leggett 1988). They persist in chal-

lenging situations, attempting to extend their skills and thus, strive to enhanced mastery (Dweck 

and Leggett 1988; Gist and Mitchell 1992). This implies that entrepreneurs in this mastery-

condition do not seek to prove their ability but rather to improve it (Dweck and Leggett 1988), 

the negative flavor of failure is dampened and a positive attitude towards entrepreneurship is 

likely to be maintained (Politis and Gabrielsson 2009; Cave et al. 2001).  

The distinction on the stability dimension seems to make an important difference in terms of 

perceived feasibility and desirability to re-enter. Although entrepreneurs tend to ascribe the 

reasons for the failure internally, they feel that those causes are changeable if only they put in 

more effort or adapt the strategy. They will try to maximize their attainment in the long run, so 

we propose they sustain high feasibility and desirability perceptions despite high costs of fail-

ure. Therefore, proposition 3b follows:  

Proposition 3b: An internal-unstable attributional style moderates the relationship of per-

ceived costs of failure on perceptions of desirability and feasibility insofar that it weakens 

the negative link between perceived cost of failure and i) perceived desirability and ii) 

perceived feasibility. 

6.3 Victim-of-circumstances condition 

In the external-stable attributional style condition, entrepreneurs will seek causes for failure in 

the difficulty of the task and blame it on permanent outside reasons. The reasons are seen in a 

fatalistic manner, i.e. beyond their control and as not changeable in the near future. Examples 

can be failure attributions to governmental actions, demographic shifts or the difficulty of being 

successful with entrepreneurship in general (Ford 1985; Askim & Feinberg 2001). Thus, 
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individuals see causes in unfavorable outside sources and prefer to be a victim of environmental 

circumstances instead of seeking responsibility within them-selves (Zacharakis 1999). Influ-

ences on feasibility and desirability perceptions in this condition are not as clearly derivable 

from the literature as entrepreneurs do not seek the causes within themselves and at the same 

time believe the causes to be permanent. While for example Yamakawa and Cardon (2015) 

argue that external-stable attributions lead to a sense of helplessness, a meta-analysis conducted 

by Sweeney et al. (1986) found no significant relation between task difficulty attributions and 

helplessness. It could be argued that because of the long time required to change the external 

permanent causes, if possible at all, more radical behavioral changes are expected and with high 

costs of failure an abandonment from the domain (i.e. from entrepreneurship) is the most likely 

outcome (Ford 1985). In addition, as for instance environmental conditions are seen as unlikely 

to change any time soon the interaction with cost of failure is expected to be strong on desira-

bility perceptions, in particular on the attitude towards re-entering. Drawing on goal theory, it 

is implied that more difficult tasks can increase desirability of a certain behavior (Locke and 

Latham 2002). However, Baron et al. (2016) found that when goals are appearing too difficult 

to attain this generates discouragement and lowered perceptions of attraction towards the be-

havior. As business failure provides a clear signal that obstacles are currently too difficult to 

overcome, we suggest that in this condition the higher the costs of failure the more difficult the 

perception of barriers for a re-entry and thus, the lower re-entry intentions. Following from that, 

we derive proposition 3c: 

Proposition 3c: An external-stable attributional style moderates the relationship of per-

ceived costs of failure on perceptions of desirability and feasibility insofar that it strength-

ens the negative link between perceived cost of failure and i) perceived desirability and ii) 

perceived feasibility. 
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6.4 Self-serving condition 

Distinct on the external and unstable dimensions, this is what Seligman (1991) called learned 

optimism (Krueger et al. 2000). Entrepreneurs will tend to ascribe their business failure to 

chance or bad luck and hence, seek reasons in causes such as market conditions, competitors’ 

actions, shortages of resources or changes in consumer demand they perceive that this happened 

by chance and that they could have barely predicted such an outcome. While these external and 

unstable causes for the failure are augmented, ability attributions in this condition are dis-

counted in a way that self-esteem is protected (Tice 1991; Weiner and Kukla 1970). Psycho-

logical literature from depression research suggest that a combination of unstable and external 

attributions is the healthiest attributional style as the confidence remains intact (Miller and Ross 

1975; Mezulis et al. 2004). However, literature also highlights that in a pronounced external-

unstable attributional style a self-serving bias may occur (Zuckerman 1979; Miller and Ross 

1975). This bias can lead failed entrepreneurs to ignore past situations and experiences when 

making predictions about future outcomes as causes for failure were beyond their control and 

as well seen as due to pure luck (Baron 1998). These self-serving attributions are linked to 

overconfidence (Libby and Rennekamp 2012), i.e. the tendency to overestimate the accuracy 

of one’s predictions (Simon and Houghton 2002). This in turn is associated with over-entry in 

new markets (Camerer and Lovallo 1999) and the escalation of commitment or in other words 

‘throwing good money after bad’ (McCarthy et al. 1993; Staw and Ross 1989). The implications 

are on the one hand that overconfidence is partly responsible for failure in the first place and 

that costs of failure might be much higher. On the other hand, when failed entrepreneurs remain 

high in confidence and entrepreneurial self-efficacy after failure this likely leads to a develop-

ment of financial, social and psychological resilience that will dampen any effects of costs of 

failure on feasibility and desirability perceptions (Hayward et al. 2010).  
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Therefore, in the self-serving condition, we would expect a weakened impact of the failure 

magnitude on feasibility and desirability perceptions. Therefore, we derive:  

Proposition 3d: An external-unstable attributional style moderates the relationship of per-

ceived costs of failure on perceptions of desirability and feasibility of a re-enter insofar 

that it weakens the negative link between perceived cost of failure and i) perceived desira-

bility and ii) perceived feasibility.  

We argue in line with attributional theorist that individual differences in the interpretation of 

experienced failure can be explained through their attributional style (Abramson et al. 1978). 

We conclude that the more distinct entrepreneurs are on the stability and internality dimension, 

the stronger we expect the moderating effect of attributional style to be and vice versa (the 

conditions resulting from different combinations are depicted in Figure B-2). The most inter-

esting contribution of the attributional style as a moderating effect of a failure experience and 

antecedents of re-entry intentions seems to lay upon the stability dimension. When entrepre-

neurs tend to attribute the outcome to permanent causes, they believe failure is likely to happen 

to them again, no matter what they do. Contrary, when their attributional style is stronger pro-

nounced on the unstable side of the dimension, entrepreneurs do not believe as much in this 

carryover effect and are thus not as affected in their feasibility and desirability perceptions as 

with a stable attributional style (Bandura 1997).  

 

Figure B-2: Moderating conditions of attributional style for explaining failure 
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7 Discussion 

Despite the acknowledged role of serial entrepreneurs as a driver of economic performance 

(Westhead et al. 2003; Colombo and Grilli 2005) and economic growth (Gompers et al. 2010), 

wealth creation (Scott and Rosa 1996) it has largely been overlooked so far what drives entre-

preneurs who failed with their first business to start again and become serial entrepreneurs. This 

article has synthesized available research from management, entrepreneurship and psychology 

into a conceptual framework to enhance our understanding of entrepreneurial failure and cog-

nitive processes that form re-enter intentions. We make a first step in explaining re-enter inten-

tions of previously failed entrepreneurs with our conceptual model. The perception and inter-

pretation of what happened is what we consider as the decisive element of coping and sense-

making with failure. The aftermath manifests itself in form of financial, social, and psycholog-

ical costs of failure which in turn influences the formation of re-enter intentions (Cope, 2011; 

Singh et al., 2007; Ucbasaran et al., 2013). As the integrated model of entrepreneurial re-enter 

intentions suggests, this mechanism will be mediated by perceptions of feasibility and desira-

bility to re-start.  

Moreover, we consider the propensity to act as a substantial element to the formation of re-

enter intentions. When external circumstances may not look as rosy as they might have been in 

the formation of first-time entrepreneurial intentions, a thinker-or-doer mentality may be the 

decisive element that leads to re-enter intentions in case of pronounced feasibility and desira-

bility perceptions (Krueger 1993).  

Finally, during the process of coping with failure and building intentions to re-enter post busi-

ness failure, we argue that the relationship between costs of failure and perceptions of feasibility 

and desirability to re-enter is contingent on an entrepreneurs’ attributional style. The attribu-

tional style describes how entrepreneurs make sense of what happened during failure and how 
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they interpret causes of failure (Askim & Feinberg 2001; Cardon & McGrath 1999; Shaver et 

al. 2001). In line with prior literature, we distinguish between two dimensions of one’s attribu-

tional style: (1) locus of causality and (2) stability. We theorize that combinations of both at-

tributional dimensions will lead to diverging reactions for a similarly perceived failure event. 

For entrepreneurs whose attributional style belongs to the helplessness or victim-of-circum-

stances condition, the costs of failure will have an amplified negative influence of subsequent 

perceptions of feasibility and desirability to re-enter thereby lowering re-enter intentions. Con-

trary, entrepreneurs attributing in line with the mastery or self-serving condition will discount 

previously experienced costs of failure, which in turn will increase feasibility and desirability 

perceptions of a re-enter and finally re-enter intentions. In the following, we discuss implica-

tions of our model for future entrepreneurship and state future research opportunities.  

7.1 Implications of our conceptual model for serial entrepreneurship 

Although certainly not desirable, failure can be a “stepping stone” to new opportunities and 

thus, to serial entrepreneurship (Amaral et al. 2011; Sarasvathy et al. 2013). Accordingly, it is 

important to understand the mechanisms that encourage and promote entrepreneur’s re-entry 

intentions and recent scholars undermined the pressing need for additional theoretical develop-

ment (Amaral et al., 2011; Baù et al., 2016; Hsu et al., 2015; Sarasvathy et al., 2013). Previous 

research considers in terms of failure and re-entry the aspects perceived cost of failure, attribu-

tional style, and intentions to re-enter separately and not in any combined model (e. g. Cope 

2003; Cope 2011; Higgins and Hay 2003; Jenkins 2012; Jenkins and Wiklund 2012) and this 

study is the first bridging different aspects into one conceptual model. Therewith, this paper 

provides initial insights into possible links and implications arising from the combination of the 
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above stated research topics that may shed light on the mechanisms why failed entrepreneurs 

re-enter and become serial entrepreneurs (Stam et al. 2008; Baù et al. 2016). 

Specifically, our research model provides a conceptual framework on the psychological mech-

anisms leading to re-entry intentions after entrepreneurial failure. In the following we discuss 

beyond that implications of our model, concretely as to when a founder has learned from prior 

failure. Since learning from experiences of failure can be an essential element for a successful 

re-entry (Minniti and Bygrave 2001; Parker 2009), specifically the attribution of causes of the 

failure provides relevant implications for practice as to how entrepreneurs can learn from the 

experience of failure and which psychological mechanisms can lead to learning effects and re-

enter intentions. 

An entrepreneur’s attributional style influences not only the formation of re-enter intentions but 

has also implication for future entrepreneurship, i.e. when a new venture is started post failure. 

Research on entrepreneurial failure has pointed out that failure can be an important learning 

source for entrepreneurs and that they could benefit from it through learning from the experi-

ence (Cope 2011; Sarasvathy et al. 2013; Minniti and Bygrave 2001; Ucbasaran et al. 2013; 

Sitkin 1992). Failure can provide a unique base to gain knowledge that could not be obtained 

from success (Rerup 2005). When entrepreneurs are still motivated after their failure, i.e. have 

high re-enter intentions and learned from past mistakes, they may have a revitalized awareness 

of their abilities and accumulated human capital through the learning from mistakes (Cope 

2011, p. 620). These learning effects are then in turn mainly responsible that serial entrepre-

neurs are on average more successful than novice entrepreneurs (Kirschenhofer and Lechner 

2012). There has been a debate whether all entrepreneurs learn equally from mistakes and the 

mechanisms that influence whether entrepreneurs have learned from failure are still poorly un-

derstood (Cope 2011; Shepherd 2003). As Nielsen and Sarasvathy (2011, p. 4) put it “the mere 



 

Study 1: When entrepreneurs get serial? – A cognitive model on entrepreneurial re-enter after failure  

 

49 

 

fact of failing did not result in learning effects” which means that the positive effects of learning 

do not come by itself (Shepherd 2003) and prior failure does not automatically lead to future 

success (Green et al. 2003).  

Learning is seen as a process through which failed entrepreneurs experience, reflect, contem-

plate, and act (Bailey 1986). Therefore, learning as a process brings meaning to the failure 

experience through contemplation and reflection (Yamakawa and Cardon 2015; Marsick and 

Watkins 2001; Rae and Carswell 2000). Particularly unexpected and life changing events such 

as venture failure can provide a greater stimulus for contemplation and reflection that can lead 

to high-level entrepreneurial learning (Cope 2005; Jarvis 1987; Yamakawa and Cardon 2015). 

For example, Cope (2011, p. 617) finds that the importance for improvement after failure lies 

“in the ability to challenge current practices by drawing attention to previously overlooked in-

consistencies; fueling an “unfreezing” process in which old ways of perceiving, thinking and 

acting are shaken and new ways accommodated”. Given, the failed entrepreneur decides to re-

enter and everything else being equal, only when the entrepreneur is able to apply the lessons 

from the failure subsequent performance can improve.  

In order to learn from failure, one has to indulge in critical self-reflection which challenges 

personal assumptions and behaviors and the entrepreneur needs to reflect and think about the 

causes of why a failure has occurred (Mezirow 1991; Sitkin 1992). That is why the way entre-

preneurs attribute the causes of failure may have crucial implications for learning and achieving 

success upon previous failures (Ucbasaran et al. 2013; Shepherd 2009). Entrepreneurs can learn 

from their failure once they can use information about why their prior ventures failed to revise 

existing believes and knowledge of how to effectively manage a business (Ucbasaran et al. 

2013; Shepherd 2003). This contemplation may be influenced through the attributional style of 

entrepreneurs – i.e. how they selectively focus on certain aspects of the experience.  
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When entrepreneurs have a tendency to attribute failure to personal inadequacy, they are in a 

state of helplessness (Abramson et al. 1978). The entrepreneur does not involve in effective 

sensemaking and instead, is trapped in spiral of negative feelings and emotions (Dweck and 

Leggett 1988; Abramson et al. 1978; Peterson et al. 1993). As Shepherd's (2009, 2003) concep-

tual works pointed out failed entrepreneurs must first overcome the loss of the business and 

deal with distinctive grief recovery. These high levels of self-blame and negative emotions 

(grief) however draw the entrepreneur away from constructive recovery which in turn can ob-

struct learning from their experience (Ucbasaran et al. 2013) and thus, would be anticipated 

with a lower subsequent performance.  

Entrepreneurs in the mastery condition on the other side are much more likely to engage in this 

constructive recovery processes. When they attribute failure to internal and unstable causes 

entrepreneurs use effective strategies to overcome their loss and focus on improving their abil-

ities (as argued in the motivational section), they challenge their current practices (Cope 2011) 

and are thus, lead to more constructive behavior than other forms of attributions (Homsma et 

al. 2007). This condition is associated with redoubling efforts level in an attempt to “master” 

the situation (Askim & Feinberg 2001; Dweck and Leggett 1988) to apply what is learned from 

past mistakes. Providing empirical evidence, Yamakawa et al. (2013) focus on the relationship 

between attributions, learning and performance and found that a higher growth in subsequent 

ventures is more likely when entrepreneurs blame themselves for the failure. As explanation, 

they state that through internal attributions entrepreneurs reflect what went wrong. Thus, re-

flection on internal attributions is more likely to impact subsequent venture growth via learning. 

While this finding relates to the locus of causality dimension of attributional style, in a further 

study with the same data set, Yamakawa and Cardon (2015) theorized with the stability dimen-

sion and used internal and unstable attributions to explain the positive learning and performance 
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effect. That is in line with the reasoning that an internal-unstable attributional style could lead 

to more learning from failure. 

Entrepreneurs who tend to ascribe failure to external reasons are in general not as prone to be 

affected on their personal levels as they seek the blame for the failure in outside forces. This 

might not trigger the processes of critical self-reflection which challenges personal assumptions 

and behaviors (Homsma et al. 2007). When it is believed that the failure is solely due to external 

factors are also less likely to revise their mental models and therefore, they have no need to 

change their behaviors (Jenkins 2012; Yamakawa and Cardon 2015). As a result, little learning 

can occur and thus, their subsequent performance is not likely to be any different. We believe 

that is even more the case for those in a self-serving condition than for those in the task-diffi-

culty condition. When entrepreneurs are blaming too difficult outside conditions for their fail-

ure, they are at least conscious about the highly complex environment in a venture context. 

There might be a chance that they recapitulate what has gone wrong and eventually might re-

flect critically what could they have done better. Those in a self-serving condition on the con-

trary are not assumed to indulge in such a reflecting behavior. They maintain their high levels 

of (over-)confidence despite failure provided them with a signal that something clearly went 

wrong, and that can further decrease decision quality (Ucbasaran et al. 2013; Hayward et al. 

2010). 

Those in with an internal-unstable attributional style are those who most likely to have gained 

the most out of failure. As they are also likely to re-enter entrepreneurship, for them failure 

might actually be the route to success. Entrepreneurs in the helplessness condition are those 

who probably the least concerned about learning from mistakes, as they need time to restore 

their self-esteem and for emotional healing. For those with a tendency to attribute external, 

learning is not likely to occur. But as those in a self-serving condition are quite likely to re-
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enter after failure but do not seem to learn from it, they might represent a threat to future inves-

tors, shareholders and co-founders.  

In summary, while a helplessness and victim-of-circumstances condition seems to hinder a re-

entry, a mastery reaction and the self-serving condition appear to be a steppingstone for serial 

entrepreneurship post failure. Entrepreneurs in the mastery condition are most likely to have 

learned the most out of a failure and therefore, entrepreneurs in this condition are more likely 

to be successful in subsequent entrepreneurial endeavors. It is the opposite for those in a self-

serving condition. Despite they will be more likely to form higher re-enter intentions, they are 

less likely to learn from their negative experience and thus, might be more likely to fail again. 

7.2 Future research  

The conceptually derived framework presented in this article may serve as a point of departure 

for future empirical research on re-entering after entrepreneurial failure. An avenue for future 

research could be to address and develop operationalizations of constructs of our framework, 

and empirically test the propositions to confirm or reject the conceptual assumptions in this 

study. For researching re-enter intentions of failed entrepreneurs and its direct antecedents – 

the perceived feasibility and the perceived desirability, scholars can draw on the established 

stream of entrepreneurial intention literature (e.g. Liñán and Fayolle 2015; Schlaegel and 

Koenig 2014). Researchers should be cautious to prevent possible biases in retrospective stud-

ies, i.e. post failure. This might be particularly challenging in surveys with failed entrepreneurs 

(e.g. hindsight bias or recall bias) and with archival data (e.g. success bias). Thus, a field study 

or longitudinal research in which serial entrepreneurs are followed after a failure with their first 

venture would be of high value (Hsu et al. 2015). In assessing entrepreneurs’ attributional style, 

the most widely used scale is the one from Peterson et al. (1982) and researchers could draw on 
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measures similar to this or one of the various situationally adopted scales (Peterson and Barrett 

1987; Higgins and Hay 2003; Anderson et al. 1988; Furnham et al. 1992).  

The aftermath or costs of failure represent the full failure magnitude, and this offers probably 

the largest potential for future research opportunities. Avenues for further studies exist in ex-

amining each of the costs and its determinants (see e.g. Ucbasaran et al. 2013). It must be 

stressed that the perceptual and chronological boundaries of each of these costs in the aftermath 

of failure may not be easily determined and measured, as they will remain contextually and 

situationally unique to each individual (perceived costs of failure). However, the content and 

processes of the aftermath of failure and the complex, interdependent relationships represent 

key areas for research as this has major implications for subsequent entrepreneurial activities 

(Cope 2011; Ucbasaran et al. 2013; Shepherd 2003). Future research on the costs of failure 

would therefore be of particular interest. In addition to the processes mentioned in this article, 

there are a number of further areas that should be examined in this context. In the following we 

name a few examples. First, we expected financial costs of failure to be negatively associated 

with re-enter intentions as they create a substantial barrier to subsequent business creation, 

simply due to resource scarcity. However, this resource scarcity due to high financial costs of 

failure may create a situation that facilitates bricolage, i.e. “making do by applying combina-

tions of the resources at hand to new problems and opportunities” (Baker and Nelson 2005, 

p. 333). Resource scarcity can stimulate entrepreneurial activity and, if the scarce resources still 

available are used creatively, even turn high financial costs of failure into an advantage 

(Ucbasaran et al. 2013). Thus, venture failure creates an excellent ground for extending research 

on bricolage and how new opportunities are created out of resource scarcity after failure. Sec-

ond, we know that venture failure can lead to high levels of social stigma which may harm 

private and professional relationships (Singh et al. 2015; Simmons et al. 2014) and that the 



 

Study 1: When entrepreneurs get serial? – A cognitive model on entrepreneurial re-enter after failure  

 

54 

 

degree of social stigma after failure varies to large between different countries (Yamakawa and 

Cardon 2015; Ucbasaran et al. 2013). However, we do not know yet how politics, cultures and 

institutions can be changed towards more tolerance for business failure and thus, less social 

stigma. One dimension is for instance to further study the impact of a community’s attributions 

of entrepreneurial failure. For instance, Cardon et al. (2011) have shown that regional differ-

ences in public attribution exists, i.e. whether the public blamed the entrepreneur for their mis-

takes, or placed blame upon outside factors deriving from the environments. Future research is 

here needed to examine the social dimensions in terms of impact of community’s attribution on 

the individual entrepreneur and rehabilitation possibilities of entrepreneurs after failure.  

Third, regarding psychological costs of failure, our article has considered the psychological 

costs of a failing with one’s first venture on re-enter intentions and discussed implications of 

this. Here, further research should be conducted on how the perceived costs of failure can be 

influenced, since lower perceived costs of failure can lead to a higher probability of re-enter 

after failure. Also, it should be examined whether economic, social or psychological perceived 

costs of failure do have the most impact here and should therefore be highlighted within this 

research framework. Another so far understudied but interesting avenue for future research is 

to study the notion of multiple entrepreneurial failures and how the second or third failure is 

different from the first one (Shepherd and Patzelt 2017; Ucbasaran et al. 2013). It could be 

possible that entrepreneurs build up resilience through multiple failure experiences and are bet-

ter prepared to deal with it. Alternatively, unresolved issues from the first failure could exacer-

bate matters with the second or third failure (Ucbasaran et al. 2013). Research on this topic 

would make a valuable contribution and provide further insight into the links between multiple 

failure experiences and insights in understanding the costs and benefits for entrepreneurs after 

failure. 



 

Study 1: When entrepreneurs get serial? – A cognitive model on entrepreneurial re-enter after failure  

 

55 

 

Fourth, while we do not consider a time lag between the failure event and a re-enter to change 

the proposed relationships of our model, underlying reasons and determinants of a time lag 

should be further explored in future studies. It is necessary to examine the mechanism analyzed 

in this article and taking into account different time spans between failure and the formation of 

re-enter intentions (Shepherd and Patzelt 2017). This includes future research on the costs of 

failure and could explain how and why some entrepreneurs recover faster than others. It would 

be interesting for instance, whether an early or late re-enter into entrepreneurship would affect 

learning or success in the next round.  

Furthermore, as a major contribution of this article lies in the influence of the attributional style 

of failed entrepreneurs, the question may arise if the attributional style can be altered through 

training or workshops. There are indications in the psychological literature that the attributional 

style can be altered through training over time (Dweck and Leggett 1988). This suggests that it 

might be possible to train failed entrepreneurs in a helplessness or victim-of-circumstances con-

dition so that they attribute the failure experience to effort rather than ability (Cardon and 

McGrath 1999). However, as argued in the previous section, improper attributions can be prob-

lematic as they may prevent learning from failure. As McGrath (1999) points out, misattribu-

tions can lead to erroneous distinctions between luck and causality which makes ultimately 

further failure more likely (Cardon and McGrath 1999). Therefore, it is not necessarily useful 

to do a re-training of the attributional style if it inhibits learning from failure or promotes ill-

conceived ideas - neither for the economy nor for the individual. There is also the question 

whether additional influencing factors, besides the attributional style, have affect learning from 

failure and thus, impact the performance of a subsequent new venture. Research suggests that 

an important prerequisite for organizational learning is the formation of new goals and forecasts 

(Baumard and Starbuck 2005; Cope 2011). This indicates that there may be other influencing 
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factors in addition to attributional style and therefore, additional parameters could be added by 

future research to the model.  

Ultimately, the research model presented here is not context specific. However, a different con-

text can have an influence on entrepreneurial behavior (Khan and Quaddus 2015; Stroeva et al. 

2015). Thus, future research could nuance the model for more specific context and settings in 

which entrepreneurial failure can occur and thus, it should be examined if and to what extent 

different institutional, cultural, and economic settings influence the proposed relationships. 

8 Conclusion 

The objective of our study has been to explain re-entry into entrepreneurship after previously 

failing with a venture and therewith, sheds some light on the “black box” of the mechanisms 

why so many re-enter and become serial entrepreneurs (Stam et al. 2008; Baù et al. 2016). 

Understanding the mechanisms and its consequences have important implications for the suc-

cess of serial entrepreneurship and thus, can impact economic growth and wealth creation. We 

contribute to the entrepreneurship, psychological and behavioral literature by examining the 

impact of failure on future entrepreneurship. Specifically, we complement prior empirical stud-

ies on serial entrepreneurship and entrepreneurial failure with a theoretical frame by bridging 

prior concepts of consequences of entrepreneurial failure in terms of its costs arising to the 

failed entrepreneur and extend the emerging stream of entrepreneurial intentions to a failure 

context. We specify psychological mechanism which are responsible for the impact of failure 

magnitude on the factors that directly impact the intention to re-enter. Furthermore, we suggest 

boundary conditions of cognitive processes that may impact the former relationship. Therewith, 

this study enhances our understanding of the entrepreneurial process from failing with one ven-

ture to the emergence of another one and we hope our research opens up a new stream of 
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discussion of failure in entrepreneurship and stimulates future research on implications of fail-

ure for serial entrepreneurship. 
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1 Introduction 

People vary in their perceptions of time periods, i.e. the past, the present, and the future and 

devote different amounts of cognitive resources to those time periods (Bluedorn 2002; Zim-

bardo and Boyd 1999; Shipp et al. 2009). Temporal focus is a psychological attribute that refers 

to the attention that we pay to thinking about different time periods (Shipp et al. 2009; Chishima 

et al. 2017). For example, individuals who have a present orientation focus on solving current 

problems, dealing with urgent tasks and living in the ‘here and now’, whereas those who have 

a future orientation spend most of their time on planning future activities, thinking about the 

long-term consequences of their behavior, and – in the case of entrepreneurs – attempting to 

predict reactions of competitors and customers. The amount of time and attention individuals 

spend on the past, present and future has important consequences for how they process infor-

mation and make decisions (George and Jones 2000; Zimbardo and Boyd 1999; Shipp et al. 

2009). According to Das (1987) a present focus leads decision-makers to make plans with 

shorter time horizons, whilst at the same time it is linked with risk taking and impulsive behav-

ior and the disregard of long-term consequences (Zimbardo and Boyd 1999). A future perspec-

tive is associated with a longer time horizon in planning (Das 1987). It can foster goal setting, 

achievement motivation, and willingness to delay immediate gratifications. (Zimbardo and 

Boyd 1999).  

The perception of time and its influence on strategic decision-making is an emerging stream of 

research (Yadav et al. 2007; Nadkarni and Chen 2014). Different views of time may act as 

distinct temporal filters that shape judgements and influence how executives view the world, in 

turn affecting their strategic decisions and business outcomes (Shi et al. 2012; Chen and Nad-

karni 2017). For example, the temporal focus of managers has been linked with decision 
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outcomes such as strategic change (West and Meyer 1997), innovation (Nadkarni et al. 2016; 

Nadkarni and Chen 2014), and performance (Mohammed and Harrison 2013). 

In this study, we investigate how the temporal focus of CEOs in small and medium enterprises 

(SMEs) influences exploitative and exploratory innovation activities. Exploitative innovations 

involve refinement and efficiency of existing technologies, products, and services (Levinthal 

and March 1993; Jansen et al. 2006; Benner and Tushman 2003). Explorative innovations are 

based on discovery and experimentation which requires new knowledge and deviation from the 

already known (Levinthal and March 1993; March 1991). The notion of exploitation and ex-

ploration (March 1991; Levinthal and March 1993) has been shown to be of importance in 

theories of technological innovation, organizational adaption, and organizational learning (Ben-

ner and Tushman 2003; Jansen et al. 2006; Jansen et al. 2009). As SMEs typically have fewer 

slack resources, less mature organizational routines and less operational experience in different 

business areas than large enterprises, additional conceptional and empirical research what leads 

to the different forms of innovation is required (Li et al. 2014; Brigham et al. 2014). 

CEOs characteristics have a strong influence on the general direction of a company (Hambrick 

and Mason 1984) and on innovation in particular (Gerstner et al. 2013; Yadav et al. 2007). 

Previous research found that CEOs as key decision-makers in firms have an important role in 

driving exploitative and exploratory innovation (Gibson and Birkinshaw 2004; O'Reilly and 

Tushman 2011; Ahmadi et al. 2017). Given the common low hierarchy levels and the authority 

structures, the influence of CEOs in SMEs is even stronger compared to larger firms (Bierly 

and Daly 2007; Man et al. 2002; Kammerlander et al. 2015, p. 583). However, most of prior 

research has primarily considered organizational determinants that influence exploitative and 

explorative innovation (Chang et al. 2011; Eriksson 2013; Sidhu et al. 2004) and there is a 

paucity of research on psychological attributes that may influence CEOs orientation towards 

exploitation and exploration (Gupta et al. 2006). We aim to address this research gap by 
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examining what mechanism make CEOs more inclined towards exploitation or exploration 

(Sitkin et al. 2011; Ahmadi et al. 2017). Specifically, we look at the attention executives devote 

to present and future challenges in their company. We argue that a CEO present focus leads to 

more exploitative innovation while a CEO future leads to more explorative innovation. Further-

more, we propose that these relationships are contingent upon environmental conditions.  

Our study contributes to the literature in several ways. First, we build on and extend the work 

of Yadav et al. (2007), focusing on the link between CEO attention and incremental innovation, 

and that by Nadkarni and Chen (2014), linking CEO temporal focus to new product introduc-

tions. With some exceptions (e.g. Nadkarni and Chen 2014; Yadav et al. 2007), prior research 

in strategic management primarily considered often short- and long-term orientation on a firm 

level (Marginson and McAulay 2008; Flammer and Bansal 2017) without giving attention to 

the psychological mechanisms of time perspectives. By drawing on temporal focus theory 

(Shipp et al. 2009; Zimbardo and Boyd 1999), we develop a psychological perspective on ex-

ecutive’s strategic decisions. Hence, we contribute to the emerging literature of the role of sub-

jective time perception in strategic decision-making. Second, prior research on exploration-

exploitation largely focused on a firm-level perspective and studies at the individual or team 

level that study the cognitive antecedents of exploitation and exploration based on managers’ 

characteristics are scarce (Ahmadi et al. 2017; Laureiro‐Martínez et al. 2015; Lavie et al. 2010). 

We examine the influence of temporal considerations in exploitation and exploration and how 

this can be evoked by executives’ temporal focus. Our study thereby contributes to the research 

on the link between executives’ characteristics and firm-level outcomes (Hambrick 2007; Ham-

brick et al. 2005; Finkelstein et al. 1996). Third, a growing body of research has regarded envi-

ronmental dynamism as key factor in understanding how executives act, behave and respond in 

different decision-making contexts (Akgün et al. 2008; Ensley et al. 2006; Schilke 2014). We 

provide explanations that enable a better understanding of the psychological foundations of 
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executive’s exploitation and exploration activities in response to changing environmental con-

ditions. By drawing on the executive’s demand literature (Hambrick et al. 2005; Hambrick 

2007), our study explains how the influence of a CEO’s temporal focus on exploratory and 

exploitative innovation is contingent upon dynamic environmental conditions. We test our the-

oretical framework using a survey approach with a matched sample of 150 CEOs and members 

of the top management team (TMT) in SMEs in the Netherlands. 

The study is structured as follows. We first present the theoretical background of the constructs 

used in this study. After developing hypotheses, we provide details about data collection, sam-

ple and the measurement instruments in the method section. In the following, we present em-

pirical findings and conclude with a discussion of our results, implications and avenues for 

future research.  

2 Theoretical Foundations and Development of Hypotheses 

2.1 The concept of temporal focus  

Findings from psychological research on temporal focus dates back to Lewin (1942) and re-

search interest has grown rapidly in recent years. An individual’s time perspective is a broad 

term for a multifaced and overarching concept towards various views related to time (Shipp et 

al. 2009; Zimbardo and Boyd 1999; Holman and Silver 1998). Psychological time perspective 

is considered as a relatively stable difference between individuals which is developed in early 

years through many learned factors, such as national culture, parental beliefs about time, edu-

cation, occupation, and personal experiences (Shipp et al. 2009; Zimbardo and Boyd 1999). 

Temporal focus can be viewed as one component of time perspective and relates to the extent 

executives characteristically devote their attention to the past, present, and future (Shipp et al. 
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2009; Bluedorn 2002). While early studies on time perception treated time perspective as a 

continuum where individuals are pronounced towards either past, present or future (de Volder 

and Lens 1982; Nuttin 1985), more recent research emphasized that different time perspectives 

are distinct dimensions, which are best represented by separate dimensions of different times 

instead of points on a continuum. People can be high on more than one dimension and a person 

who is high on both, present and future focus might be equally interested in today’s occurrences 

and planning for tomorrow (Zimbardo and Boyd 1999; Shipp et al. 2009). As Shipp et al. (2009, 

p. 2) point out “people can shift their attention among different time periods and that focusing 

on one period does not necessarily prevent thinking about the other two.” Hence, temporal focus 

represents the general tendency to focus on particular time periods to varying degrees (Zim-

bardo and Boyd 1999; Shipp et al. 2009). This conceptualization does not impose any a priori 

boundaries of specific events where executives might focus on and is content neutral (Nadkarni 

and Chen 2014). This general conceptualization of a present and future focus avoids tautologi-

cal problems such as thinking about innovation leads to more innovation (Chandy and Tellis 

1998; Yadav et al. 2007).  

A strong present focus is associated with a “here and now” framing in decision-making with 

may lead to emphasizing current opportunities and a more spontaneous behavior (Shipp et al. 

2009; Nadkarni and Chen 2014). In contrast, a high future focus refers to an emphasis on events 

that are yet to occur (Chandy and Tellis 1998) and thus, actions taken by executives, anticipated 

outcomes, other general developments in strategic decision contexts (Yadav et al. 2007).  
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2.2 Temporal Focus and the Pursuit of Exploitative and Explorative Inno-

vation 

Following an established stream of the management literature, we classify innovation along the 

two distinctions: (1) exploitative innovations, classified as incremental innovations that involve 

refinement and efficiency (Levinthal and March 1993; Jansen et al. 2006; Benner and Tushman 

2003). These innovations usually built upon already existing technologies, products, and ser-

vices and are designed to meet needs of current markets or customers. This could be for example 

by increasing the efficiency of existing processes, expand a product line with minor features, 

improve an established design, or broaden existing knowledge and skills (Jansen et al. 2006; 

Abernathy and Clark 1985). (2) explorative innovations, classified as radical innovations that 

involve discovery and experimentation. Those innovations require new knowledge and devia-

tion from the already known (Levinthal and March 1993; March 1991). These innovations are 

designed to meet needs of, for instance, new markets or emerging customer demands and offer 

new technologies, create new markets, and develop new distribution channels (Benner and 

Tushman 2003; Jansen et al. 2006; Levinthal and March 1993).  

A key role in determining whether a firm sets an exploitative or explorative innovation strategy 

is played by its top management (Gibson and Birkinshaw 2004; O'Reilly and Tushman 2011; 

Ahmadi et al. 2017). This is particularly the case with SMEs, given the low hierarchy levels 

and authority structures that are common there, which increases the influence of CEOs even 

more in SMEs compared to larger firms (Bierly and Daly 2007; Man et al. 2002). CEOs as the 

central decision-makers of a firm are most capable in setting the general strategy of a firm and 

therewith, steering the attention focus of its members. Hence, CEOs temporal attention focus 

has direct and long-term impact on the type and magnitude of innovation (Yadav et al. 2007). 

For example, Yadav et al. (2007) found that a CEO future focus is positively associated with 
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innovation. Nadkarni and Chen (2014) found that both, a CEO present and future focus can 

positively influence the number of new products a firm launches. As Nadkarni and Chen (2014) 

point out, a present focus can enable quick recognition of new opportunities by providing better 

understanding of a current market or technology situation and facilitates the implementation of 

real-time information into innovation ideas (Eisenhardt and Tabrizi 1995). A future focus leads 

executives’ attention to prospective technologies and market needs and thus, is associated with 

higher anticipation and advance preparedness for opportunities yet to occur (Yadav et al. 2007). 

However, planning and developing for further in the future is difficult, fraught with risk and 

costly (Helfat 1998; Smith et al. 2005; Nerkar and Roberts 2004). While both, a present and 

future focus might positively affect innovation activities, the types of innovation, exploitative 

and explorative, do not seem to be the same and need to be distinguished. We are nuancing 

prior findings of temporal attentions on innovation activity (Nadkarni and Chen 2014) by dif-

ferentiating between exploitative and explorative innovation. For example, exploitative activi-

ties help companies to learn and adapt rapidly in the short term but also investment rewards of 

exploitative innovation are relatively certain and can be reaped close in time (Benner and Tush-

man 2002; Jansen et al. 2006; Levinthal and March 1993; March 1991). On the contrary, ex-

plorative innovations are much more uncertain and possible rewards lie distant in the future 

(March 1991; Levinthal and March 1993).  

Despite the highly influential role of executives in driving a firm’s innovation, research on the 

psychological mechanisms influencing exploitation and exploration is lacking (Laureiro‐Mar-

tínez et al. 2015; Soo et al. 2013; Ahmadi et al. 2017). We focus on the relation between exec-

utives’ temporal focus and the extent of exploitative and explorative innovation. Recent studies 

mentioned the significance of time “as a reference point for the strategic decision maker” (Mar-

ginson and McAulay 2008, p. 273) and has identified temporal perspective as highly relevant 

for strategic decision-making in organizations (Nadkarni and Chen 2014; Nadkarni et al. 2016; 
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Yadav et al. 2007). Thus, integrating temporal perceptions of executives into strategic decision-

making is a nascent field of research in management.  

2.3 CEO’s Present Focus, Exploitation and Exploration 

While an emphasis on the needs of today might be essential to maintain a current level of ex-

cellence of the firm, it less likely to be the basis for innovation (Yadav et al. 2007; Chandy and 

Tellis 1998). Although executives with a present focus will recognize the need for investing in 

innovation to keep the firm competitive and successful, we expect that they are more likely to 

restrict their efforts to types of innovation that lead to a foreseeable pay-off of endeavors and 

hence, exploitative innovation. Exploitation refers to manager’s tendency for optimizing and 

refining existing winning formulas. A present focus is associated with concentrating on ener-

getic engagement, impulsiveness and immediate gratification (Zimbardo and Boyd 1999). This 

relates to the expected pay-off profile of exploitative innovation which may be achieved in a 

smaller time horizon, from six months to two years (Leifer 2000). Thus, a potential pay-off can 

be achieved early on and successes can be seen in the short-term already (Zellweger 2007). 

Some scholars argue that CEOs are frequently giving more importance to the handling of actual 

day-to-day matters than to those of yesterday or tomorrow (Finkelstein 2005; Khurana 2002; 

Tripsas and Gavetti 2000). This might be of advantage for maintaining the level excellence a 

firm may have achieved (Yadav et al. 2007) but in terms of innovation we expect that a CEO 

with a present focus concentrate on actions where a quick pay-off is possible and thus, exploi-

tation. 

In contrast, explorative innovation is a tendency for probing and developing new technologies 

and generate new markets (Abernathy and Clark 1985; Benner and Tushman 2003; Levinthal 

and March 1993). It bears more chances but also more risks and is rather long-term. Particularly, 

explorative and industry-creating or -changing innovations only pay-off after an appreciable 
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delay of sometimes greater than ten years (Leifer 2000). We expect that a temporal present 

focus will be negatively associated with exploration where a possible pay-off is linked to high 

efforts today but results not foreseeable any time soon (Levinthal and March, 1993). A focus 

on the present can discourage experimentation as outcomes are usually expected in the long-

term future and therefore, a present focus might inhibit explorative innovation efforts (Zellwe-

ger 2007; Lumpkin et al. 2010). Thus, our resulting hypotheses are:  

H1: A CEO present focus will be positively associated with exploitative innovation 

H2: A CEO present focus will be negatively associated with exploratory innovation 

2.4 CEO’s Future Focus, Exploitation and Exploration 

Prior research hints a high future focus will be associated with innovation in general (Yadav et 

al. 2007; Chandy and Tellis 1998; Flammer and Bansal 2017). A high future focus of executives 

leads to more awareness and greater anticipation for future events and markets. Further, it de-

creases the probability of attending exclusively concerns of current issues and rather looking 

onto the long-term impact of today’s decisions and actions (Shipp et al. 2009). When the CEOs 

have a future focus, they will be more willing to delay immediate gratification in term of ex-

pecting instant payoffs and instead striving for strategies which are more promising for long-

term success (Zimbardo and Boyd 1999). As exploitative innovations aim at the adjustment of 

minor features and efficiency, their objectives are usually rather short-term nature (Jansen et al. 

2006; Abernathy and Clark 1985). Hence, we expect a negative relationship between a future 

focused CEO and exploitation. Formally, we derive: 

H3: A CEO future focus will be negatively associated with exploitative innovation 
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A focus on the future guides executives’ attention to future technologies and market needs and 

thus, is associated with higher anticipation and advance preparedness for opportunities yet to 

occur. This in turn enables quicker development of explorative innovation activities (Yadav et 

al. 2007). Managers with a future market focus are also better informed about new and emerging 

technologies, making them less concerned with past investments in current technology and less 

inert and thus, a future focus causes managers are concerned with more radical innovations 

rather than incremental (Chandy and Tellis 1998). Moreover, a future focus echoes Gavetti and 

Levinthal’s (2000) forward-looking cognition, which is related to more distant search. This 

leads to discrete solutions to existing problems which in turn relates to exploratory innovation, 

as this implies a higher likelihood of embracing radical solutions. So, not only are CEOs with 

future focus more oriented on future viability, they are also more inclined to pursue new-to-the-

firm solutions to existing problems. Therefore, we derive:  

H4: A CEO future focus will be positively associated with exploratory innovation 

2.5 The Moderating Role of Environmental Dynamism 

Research in the field of strategic management and innovation has long acknowledged the im-

portant role of the external environment (Garg et al. 2003; Khan and Manopichetwattana 1989; 

Levinthal and March 1993; Jansen et al. 2009) and its interaction with executives’ traits and 

characteristics in strategic decision-making (Finkelstein et al. 1996; Hambrick 2007). Executive 

job demands literature has been used in several studies to show that there is variation in the fit 

of executives’ abilities and characteristics and demands of the environmental context they are 

confronted with (Finkelstein et al. 1996; Hambrick 2007; Hambrick et al. 2005; Nadkarni and 

Chen 2014). CEOs who are faced with high job demands are more likely to take mental 

shortcuts and fall back on what they have focused on in the past (Hambrick 2007). Therefore, 
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we assume that challenging environments increase the influence of existing characteristics or 

traits such as temporal focus on decisions or actions. Conversely, CEOs in lower job demands 

environments can afford to be more comprehensive and detailed in their analyses and less in-

fluence is exerted by their characteristics or traits and their decisions (Hambrick 2007, p. 336).  

Regarding the pursuit of explorative and exploitative innovation, prior research argued that dy-

namism as environmental state may act as a boundary condition (Jansen et al. 2006; Jansen et 

al. 2009). Environmental dynamism refers to the degree of instability and unpredictability of 

the external environment (Dess and Beard 1984; Jansen et al. 2006). This definition includes 

both volatility, meaning the rate and amount of change, and uncertainty as key characteristics 

(Miller and Friesen 1983). Stable and dynamic environments differ for example in terms of the 

rapidness technological change or industry structure, variation of customer preferences, and 

fluctuation in product demand or material supply (Jansen et al. 2009; Jansen et al. 2006). Con-

sequently, stable environments are characterized by a small and infrequent rate of change, pre-

dictability and when changes occur, they can be usually anticipated by market participants. In 

highly dynamic environments on the other hand, where changes occur on regular basis and 

rapidly, changes are less foreseeable or predictable (Schilke 2014).  

Prior research on time perceptions indicates that specific time perspectives operate differently 

in specific environmental conditions. As perceptions of the present and the future can be un-

derstood as filters on how executives perceive, evaluate and allocate attention to events, their 

consequences may be contingent on different environmental states and how executives address 

demands in differing contexts (Huy 2001; Nadkarni et al. 2016; Nadkarni and Chen 2014). 

Through constant and unpredictable alteration of states, dynamic environments are assumed to 

be more challenging for CEOs to handle than stable environments. Thus, we expect in line with 

the executive job demands literature that the degree of environmental dynamism will moderate 

the relationship of CEO’s temporal focus and the distinct forms of innovation. More 
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specifically, we expect that in dynamic environment the influence of temporal focus on inno-

vation forms will be more strongly pronounced than in stable environments.  

Accordingly, we propose that environmental dynamism amplifies the positive relationship of a 

CEO present focus and exploitative innovation. Timely recognition of market opportunities and 

possibilities for improvements require a strong focus on the here-and-now based on real-time 

information (Eisenhardt and Martin 2000; Nadkarni and Chen 2014). With an emphasis on the 

here-and-now and the use real time information to find solutions (Zimbardo and Boyd 1999), 

executives can use instant feedback from dynamic environments to improve processes, to vali-

date their exploitative innovations rapidly and fine tune developments based on that feedback 

(Nadkarni and Chen 2014). Therefore, we derive:  

H5: Environmental dynamism positively moderates the relationship between CEO present 

focus and exploitative innovation such that the positive relationship between present 

focus and exploitation is stronger in dynamic than in stable markets. 

We expect that environmental dynamism amplifies the negative relationship of a CEO present 

focus and explorative innovation. The fast and unpredictable changes in dynamic markets create 

a strong urge for CEOs for quick successes instead of investing in experimentation and devel-

opment – i.e. exploration activities – which only materialize in the long-term future. Hence, we 

propose that in dynamic environments CEO’s are even more reluctant to pursue explorative 

innovation activities and formulate:  

H6: Environmental dynamism positively moderates the relationship between CEO present 

focus and explorative innovation such that the negative relationship between present 

focus and exploration is weaker in dynamic than in stable markets. 
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Furthermore, we propose that environmental dynamism amplifies the negative relationship of 

a CEO future focus and exploitative innovation. Following Gavetti and Levinthal (2000), dy-

namic conditions imply discontinuities in the market where technological change is unpredict-

able or customer demand changes erratically. This reaffirms future focused CEOs’ negative 

inclination towards continual, incremental solutions to existing problems, thus enforcing the 

negative relationship between future focus and exploitation. 

H7: Environmental dynamism positively moderates the relationship between CEO future 

focus and exploitative innovation insofar that the negative relationship between future 

focus and exploitative innovation is stronger in dynamic than in stable markets.  

In dynamic environments, the tendency of future focused executives to image and plan for the 

future is particularly suitable. Here, a tried-and-true approach is not applicable as markets are 

frequently changing. Technological and market information are shifting rapidly and thus, po-

tential for feedback learning is low and opportunities are transient (Atuahene-Gima and Li 

2004; Nadkarni and Chen 2014). Thus, we expect that the relationship of a CEO future focus 

and explorative innovation will be stronger in dynamic environments. Current products and 

services become quickly obsolete and require experimentation (Gavetti and Levinthal 2000; 

Sørensen and Stuart 2000). Here, a future focused CEO will require explorative innovations 

that diverge from existing products, services and markets. When markets are changing fast and 

unpredictably, it is necessary for future success that new markets are created, new technologies 

are offered, and new distribution channels are developed (Jansen et al. 2006). Hence, we derive  

H8: Environmental dynamism positively moderates the relationship between CEO future 

focus and explorative innovation insofar that the positive relationship between future 

focus and explorative innovation is stronger in dynamic than in stable markets.  
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The hypotheses and proposed relationships are depicted in our theoretical framework (Figure 

C-1). 

  
 

Figure C-1: Research model  

3 Methodology 

3.1 Data collection 

For the data collection, we used a commercial database and randomly identified 3,000 small 

and midsized enterprises within the Netherlands. The empirical study took place in 2014 and 

we restricted our search to private organizations with a minimum of five and a maximum of 

250 employees, covering a broad variety of industries.  

We sent out two surveys to each organization, one addressed to the CEO, and one to another 

team member of the management asking the CEO to give the second survey for completion to 
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another member of the top management team. The data collection resulted in a total response 

from 358 distinct companies and a total number of 509 questionnaires (either filled in by the 

CEO or the other management team member), resulting in a response rate of 11.9%. The num-

ber of firms for which we have a matched sample for, means responses from the CEO and 

another TMT member includes 151 companies. We removed one case as there were missing 

values on almost all items of the temporal focus construct. There was one missing value in item 

1 of our construct environmental dynamism, for which we inserted the median. Thus, we had a 

final sample size of 150 companies.  

The companies in our sample are distributed across the following industries: administrative and 

support (7.33%), financial services (3.33%), information and communications technology 

(14.00%), manufacturing (27.33), professional services (35.33%), transportation (10.67%), and 

others, which do not fall into either of the following (2.00%). The mean company age in our 

final sample is 30.19 years and the average number of employees is 39. An overview over the 

sample characteristics is provided in Table C-1.  

Table C-1: Sample characteristics 
 

Sample Characteristics  
Frequency   Percentage       

Employees     
< 10 21   14,00% 
10-50 97   64,67% 
51-100 17   11,33% 
> 100 15   10,00% 

     
Mean   39,38  
Standard Deviation   42,78  
Median   23,00  
N   150  

    
Company Age     

Mean   30,19  
Standard Deviation   25,80  
Median   23,50  
N   150  

   (continued on next page) 
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Industry Distribution     

Administrative and support 11   7,33% 
Financial services 5   3,33% 
ICT 21   14,00% 
Manufacturing 41 

 
 27,33% 

Other 3 
 

 2,00% 
Professional services 53 

 
 35,33% 

Transportation 16   10,67%      
N   150  

          

3.2 Measurements  

We used existing scales and verified them through a variety of analyses as described in the 

following section. All items were measured on a seven-point psychometric scale, anchored by 

1=strongly disagree and 7=strongly agree. The main variables in our research model constitute 

latent constructs consisting of three to six items. We calculated our variables using the mean 

rating of the items comprising of a scale as this approach for scale aggregation “is strongly 

recommended, and this method is almost always used in published research” (Robinson 2018, 

p. 748).  

Temporal Focus. Our measures for present and future temporal focus were inspired by Soo et 

al. (2013) who developed and validated a four-item scale for senior managers and executive 

based on work about temporal focus of Shipp et al. (2009) and Marginson and McAulay (2008). 

In line with our theoretical reasoning, we took the temporal focus measure of the CEO. We 

conducted an exploratory factor analysis to test the validity of our adapted scales of temporal 

focus. We decided to take one item out of present focus due to low communality value (0.31) 

and a high cross loading with future focus (it loaded with 0.39 on the present focus factor and 

with 0.36 on the future focus factor). The final pattern matrix of exploratory factor analysis can 

be found in Table C-2. Our two factors, consisting of three and four items together explain 

56.65% of the variance. To exemplify our scale, an example for present focus is “We give 
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priority to dealing with issues currently facing the organization”. We measured future focus 

with e.g. “We place importance on trying to imagine what opportunities tomorrow will bring”. 

As the items were formulated with “we” instead of “I”, we assessed the interrater reliability 

between the ratings of the CEO and the TMT member. Interrater reliability is calculated using 

intra-class correlation as the appropriate measure for ordinal, interval, and ratio variables 

(Hallgren 2012). The intra-class correlation for present focus is 0.291 and for future focus 

0,344. This indicates poor levels of agreement as the cutoff criteria for an acceptable intra-class 

correlation is >0.40 (Cicchetti 1994; Hallgren 2012). The poor level of agreement suggests that 

the wording of the plural had no major influence on the trait of temporal focus and that the 

temporal focus measures was captured on an individual level instead of a team level.  

Exploitation and Exploration. Measures for the dependent variables exploitative innovation 

and exploratory innovation where adopted by Jansen et al. (2006). Both variables were meas-

ured with 6-items scales. One example item for exploitation is “We regularly implement small 

adaptations to existing products and services” and an example for exploration is “We 

Item Factor 1 Factor 2

Factor 1: Present Focus
Our MT focuses attention mainly on immediate issues the organization has to deal with ,65 ,03
We concentrate on improving short-term budget performance ,66 ,10
We give priority to dealing with issues currently facing the organization ,72 -,10

Factor 2: Future Focus

Our MT devotes a lot of its attention to thinking about the organization’s future -,08 ,82
We find it important to try imagine what opportunities tomorrow will bring -,04 ,81
We often work on improving long-run financial effectiveness ,09 ,70
We encourage ideas and actions that address the organization’s long-term future ,06 ,81

Percentage of variance explained 18,67 36,87

Excluded items: 
We spend a lot of time thinking about where the organization is at present

Extraction Method: Principal Axis Factoring. 
Rotation Method: Promax with Kaiser Normalization.  
Rotation converged in 3 iterations.  

Table C-2: Results of exploratory factor analysis of temporal focus 
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commercialize products and services that are completely new to our organization”. For explo-

ration and exploitation, we used measures out of the matched sample from the TMT.  

Environmental Dynamism. The moderating variable environmental dynamism taps on the rate 

of the instability and change of the external environment. The variable was captured with a 

scale validated by Jansen et al. (2009) with a five-item measure from the TMT.  

Control variables. We controlled for possible alternative explanations by including relevant 

control variables identified by previous research. The control variables were assessed in the 

same manner as the study variables in psychometric scales. Executives demographics and char-

acteristics can play a major in innovation (Hambrick and Mason 1984; Barker and Mueller 

2002). To account for any effects that might be results of executive’s experience, we included 

executive’s age and tenure (e.g. Mom et al. 2009). Previous literature argued that “One of the 

most enduring findings about executive age is that older executives tend to be more conserva-

tive” (Barker and Mueller 2002, p. 785; Hambrick and Mason 1984). We applied tenure of the 

CEO and the TMT as a control variable as executives with longer tenures have been found to 

be less supportive for innovation activities than executives with shorter tenures (Barker and 

Mueller 2002). Executive’s education was assessed in terms of what their highest level of edu-

cation was. Additionally, firm level variables have been shown to influence exploitation and 

exploration activities (e.g. Jansen et al. 2006; Uotila et al. 2009). Smaller and younger compa-

nies are usually more dynamic and can proceed innovation processes more rapidly than larger 

firm, hence controlled for firm size, measured in as the total number of employees (Kammer-

lander et al. 2015). Firm age was measured in number of years since its foundation. We em-

ployed slack resources as control variable as slack in monetary and human resources has been 

shown to influence exploration and exploration activities (Eriksson 2013; Sidhu et al. 2004). 

We measured slack resources with a 5-item scale, asking about resource liquidity and general 

availability of financial and human resources. Expenditure for research and development (R&D 
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expenditure) was measured by asking executives how much their company invested on average 

in R&D over the last three years. Furthermore, TMT size was employed as a control variable. 

Lastly, we controlled for possible industry effects by including industry dummies (baseline is 

transportation industry).  

Confirmatory factor analysis. To assess the reliability and validity of the multi-item meas-

urement scale we performed a confirmatory factor analysis. According to our conceptual model, 

we estimated two four-factor-measurement models using IBM AMOS 23. The analysis includes 

the study’s major constructs, i.e. dependent variables, independent variables and the moderator 

variable. We assessed both of our models – one with exploitation as the dependent variable and 

one with exploration, respectively – in terms of their model fit, internal consistency reliability, 

convergent validity, and discriminant validity (Hair et al. 2010). Confirmatory factor analysis 

revealed that both models fit the data well. We used recommended combinations of fit measures 

(Hu and Bentler 1999) and calculated the measures with the “Model Fit Measure” Tool devel-

oped by Gaskin and Lim (2016b). Results in Table C-3 show that for both models the ratio of 

χ2/df is in the acceptable range of 1.0 and 3.0, comparative fit index (compares the fit of a target 

model to the fit of an independent, or null, model) is above the threshold of 0.9, standardized 

root mean square residual (a parsimony-adjusted index) below 0.1, root mean square error of 

approximation (square-root of the difference between the residuals of the sample covariance  

 matrix and the hypothesized model) below 0.08 and p of fit close (sampling error in root mean 

square error of approximation) above 0.01 (Hu and Bentler 1999).  

To calculate the validity and reliability values we used the “Master Validity Tool” for AMOS 

23 developed by Gaskin and Lim (2016a). Table C-4 gives an overview of the model validity 

and reliability measures. To assess the internal consistency reliability, we report the composite 

reliability and Cronbach’s alpha for each construct. Composite reliability is considered superior 

to other reliability measure (Hair et al. 2010), however, we report Cronbach’s alpha additionally 



 

Study 2: Exploratory and Exploitative Innovation in SMEs: The role of CEO’s Temporal Focus  

 

78 

 

to enable comparison with other studies. All our constructs reached values above the suggested 

thresholds for composite reliability of 0.7 and for Cronbach’s alpha 0.7 (Bagozzi and Yi 1998; 

Hair et al. 2010). 

Convergent validity, i.e. that variables correlate well with each other within their parent factor, 

is evaluated by analyzing the average variance extracted between a construct and its respective 

indicators (Fornell and Larcker 1981) and composite reliability. As a rule of thumb, values of 

the average variance extracted above 0.5 indicate support of convergent validity and that there 

are no significant measurement errors (Bagozzi and Yi 1998; Hair et al. 2010). The statistics 

displayed in Table C-4 show that is the case for all constructs except exploitation (average 

variance extracted = 0.341).  

We decided to keep the exploitation construct with all six items1 however, as this construct is 

conceptually established and validated by Jansen et al. (2006) and Malhotra and Dash (2011) 

argue that the rule of thumb for average variance extracted is often too strict, and reliability can 

be established through composite reliability alone. 

Discriminant validity is analyzed on the item-level in the exploratory factor analysis and the in 

the confirmatory factor analysis by the Fornell/Larcker-Criterion (Fornell and Larcker 1981). 

For the former, we conducted an exploratory factor analysis with principal axis factoring and 

 
1 Convergent validity of exploitation does not change significantly when deleting items with lower loadings.  

Table C-3: Model fit measures 

Model χ2 (df) p χ2/df Comparative fit 
index

Standardized 
root mean 

square residual

Root mean 
square error of 
approximation

p  of 
close fit

Exploitation model 209.217 (128) 
0.000 1.635 0.917 0.074 0.065 0.062

Exploration model 219.685 (128) 
0.000 1.716 0.923 0.068 0.069 0.024
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promax rotation Kaiser normalization for both models with results presented in Table C-5. The 

analysis clearly replicated the intended four-factor structure for both models with each item 

loading clearly on their intended factor. All items are represented by unique factors with load-

ings greater than 0.40, except one item of exploitation. We decided to keep that item however, 

as we consider it as conceptually important and we use a validated scale for this construct (Jan-

sen et al. 2006). The Fornell/Larcker-Criterion suggests that the square root of a construct’s 

average variance extracted should be greater than inter-construct correlations (Hair et al. 2010). 

All constructs fulfill this criterion and hence, we assume the existence of discriminant validity 

for all of our constructs. 

  

Dimension # of 
items Cronbach's alpha Composite 

reliability
Average 

variance extr.

Present Focus 3 0.784 0.789 0.556

Future Focus 4 0.859 0.864 0.614

Environmental 
Dynamism 5 0.830 0.832 0.503

Exploitation 6 0.747 0.747 0.341

Exploration 6 0.858 0.854 0.502

Table C-4: Model validity and reliability measures 
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Multicollinearity. We tested for multicollinearity in the models by examining the variance 

inflation factors for all of the main study variables. Inspection of the variance inflation factors 

in all models revealed the highest variance inflation factor to be 3.5, well below the maximum 

Table C-5: Results of exploratory factor analysis 

Exploitation 
model

Exploration 
model

Factor 1: Present focus
Our MT focuses attention mainly on immediate issues the organization has to deal with 0,74 0,79
We concentrate on improving short-term budget performance 0,80 0,77
We give priority to dealing with issues currently facing the organization 0,69 0,67

Factor 2: Future focus

Our MT devotes a lot of its attention to thinking about the organization’s future 0,82 0,84
We find it important to try imagine what opportunities tomorrow will bring 0,74 0,74
We often work on improving long-run financial effectiveness 0,79 0,79
We encourage ideas and actions that address the organization’s long-term future 0,80 0,79

Factor 3: Environmental dynamism

Environmental changes in our local market are highly unpredictable 0,64 0,66
Environmental changes in our local market are intense 0,70 0,66
Our clients regularly ask for new products and services 0,70 0,59
In our local market, changes are taking place continuously 0,81 0,79
Demand for products and services changes frequently and rapidly in our local market 0,70 0,74

Factor 4: Exploitation

We regularly implement small adaptations to existing products and services 0,59
We introduce improved, but existing products and services for our local market 0,74
We improve our provision’s efficiency of products and services 0,69
We increase economies of scales in existing markets 0,68
Our organization expands services for existing clients 0,47
Lowering costs of internal processes is an important objectives 0,36

Factor 4: Exploration

Our organization accepts demands that go beyond existing products and services 0,66
We invent new products and services 0,84
We experiment with new products and services in our local market 0,83
We commercialize products and services that are completely new to our organization 0,67
We frequently utilize new opportunities in new markets 0,70
Our organization regularly uses new distribution channels 0,52

Percentage of variance explained 51,17 56,14
Extraction Method: Principal Axis Factoring. 
Rotation Method: Promax with Kaiser Normalization.  
Rotation converged in 5 iterations.  

Factor loadings
Item
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threshold of 10, suggesting that multicollinearity was not a major problem in the regression 

analysis (Neter et al. 1996).  

Non-response bias. To address the possibility of a non-response bias, we conducted an inde-

pendent-sample t-tests of early and late responses, i.e. the first and the fourth percentile of re-

sponse dates (Whitehead et al. 1993). There were no significant differences in the independent 

study variables between early and late respondents. 

Common method bias. To test for a common method bias, we undertook several steps. First, 

we collected data on the main independent variables (temporal focus) from the CEO and the 

dependent variables from the TMT and thus, separately from each other. In addition to the 

surveys, we accompanied a letter in which we asked the CEO to give the second survey for 

completion to another member of the top management team. Second, participants filled in a 

comprehensive survey in which the questions related to our variables were embedded. The 

questions in this survey were ordered in a way that made it almost impossible for survey re-

spondents to draw any conclusions about research propositions and to adapt answering behavior 

accordingly (Podsakoff et al. 2003). Third, an ex-post assessment of common method variance, 

we conducted Harman’s One-Factor approach by loading all main study items into an explora-

tory factor analysis. Results revealed that no single factor explained more than 25% of the total 

variance, suggesting that common method bias was unlikely to be a serious problem in our 

study (Podsakoff et al. 2003). 
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4 Analysis and Results 

4.1 Descriptive statistics and correlations 

Table C-6 shows means and standard deviations of the study variables and correlations among 

the different constructs. Consistent with previous studies, also SME firms in our sample tend 

to prefer exploitation over exploration (March 1991; Jansen et al. 2009), with a significantly 

higher mean value for exploitation than exploration (4,96 vs 4,39, p < 0.01).  
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4.2 Hypotheses testing 

We tested our hypotheses in three models using the stepwise hierarchical ordinary least squares 

regression approach as for linear models such ours this approach generates unbiased coefficient 

estimates that tend to be relatively close to the true population values (minimum variance) (Ai-

ken and West 1991; Sserwanga and Rooks 2014). In Model 1, we entered only the control 

variables. In Model 2, we added the main effects of CEO’s temporal focus and environmental 

dynamism. In Model 3, interaction terms are included. Table C-7 and Table C-8 present the 

B SE B SE B SE

Controls
Age (CEO) -0.01 0.01 -0.01 0.01 0.00 0.01
Age (TMT) 0.00 0.01 0.00 0.01 0.00 0.01
Education (CEO) 0.24* 0.11 0.26* 0.11 0.26* 0.10
Education (TMT) 0.00 0.10 -0.02 0.10 -0.03 0.10
Tenure (CEO) 0.01 0.01 0.00 0.01 0.01 0.01
Tenure (TMT) 0.01 0.01 0.01 0.01 0.01 0.01
Firm Age 0.00 0.01 0.00 0.01 0.00 0.01
Firm Size 0.00 0.00 0.00 0.00 0.00 0.00
TMT Size 0.00 0.00 0.00 0.00 0.00 0.00
Slack Resources -0.05 0.05 -0.06 0.05 -0.05 0.05
R&D Expenditure 0.17* 0.08 0.11 0.08 0.08 0.08
Manufactoring -0.06 0.28 0.02 0.28 -0.08 0.27
Professional and 
technical services 0.07 0.28 0.02 0.27 -0.02 0.26

ICT 0.18 0.32 0.07 0.32 0.11 0.31
Other 0.01 0.32 -0.04 0.31 -0.09 0.30

Main effects
Present Focus 0.02 0.07 -0.80* 0.33
Future Focus 0.15 0.08 1.05** 0.39
Environmental Dynamism 0.17* 0.08 0.59 0.58

Interaction effect

0.19* 0.08

-0.23* 0.09

R²
Δ R²
R² Adj. 0.03 0.08 0.14
Δ R²  Adj. 0.03 0.07
F Change 1.24 4.49* 5.00**

* p  < 0.05; ** p  < 0.01, *** p < 0.001

0.03 0.07

Present Focus х Environmental 
Dynamism

Future Focus х Environmental 
Dynamism

0.14 0.21 0.28

Model 1 Model 2 Model 3

Variables

Dependent Variable: Exploitation

Table C-7: Results of OLS regression analyses: Effects of temporal focus and environmen-
tal dynamism on exploitative innovation  
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results of our analyses for the two types of innovation exploitation and exploration. Hypothe-

ses 1 to 4 proposed a direct relationship of CEO temporal focus and the two forms of innova-

tion. Model 2 in Table C-7 for exploitation and Table C-8 for exploration, respectively, show 

that there is no significant relation between a present focus and exploitation, contrary to our 

suggestions in Hypothesis 1 (B = 0.02, p > 0.05). In Hypothesis 2, we proposed a negative 

relationship of a CEO present focus and exploration which found support by the data (B = -

0.18, p < 0.05). Hypotheses 3 and 4 were about a negative effect of a future focus on exploita-

tive and a positive effect on explorative innovation. For Hypothesis 3, the data shows no evi-

dence for a negative relationship between a future focus and exploitation (B = 0.15, p > 0.05). 

Table C-8: Results of OLS regression analyses: Effects of temporal focus and environmen-
tal dynamism on exploratory innovation  

B SE B SE B SE

Controls
Age (CEO) -0.01 0.01 0.00 0.01 0.00 0.01
Age (TMT) 0.00 0.01 0.00 0.01 0.00 0.01
Education (CEO) 0.08 0.14 0.14 0.13 0.14 0.13
Education (TMT) 0.06 0.14 0.00 0.12 0.00 0.12
Tenure (CEO) -0.02 0.01 -0.02* 0.01 -0.02* 0.01
Tenure (TMT) 0.02 0.01 0.01 0.01 0.01 0.01
Firm Age 0.00 0.02 0.00 0.01 0.00 0.01
Firm Size 0.00 0.00 0.00 0.00 0.00 0.00
TMT Size 0.00 0.00 0.00 0.00 0.00 0.00
Slack Resources -0.02 0.06 -0.01 0.06 0.00 0.06
R&D Expenditure 0.26* 0.10 0.10 0.10 0.08 0.10
Manufactoring -0.01 0.37 0.21 0.33 0.14 0.33
Professional and 
technical services 0.08 0.36 0.01 0.32 -0.02 0.32

ICT 0.52 0.42 0.19 0.38 0.23 0.38
Other 0.14 0.41 0.12 0.37 0.09 0.37

Main effects
Present Focus -0.18* 0.08 -0.77 0.40
Future Focus 0.19* 0.10 0.85 0.47
Environmental Dynamism 0.50*** 0.09 0.82 0.70

Interaction effect

0.14 0.09

-0.17 0.11

R²
Δ R²
R² Adj. 0.05 0.26 0.27
Δ R²  Adj. 0.17 0.02
F Change 1.46 28.52*** 1.78

* p  < 0.05; ** p  < 0.01, *** p < 0.001

0.17 0.02

Present Focus х Environmental 
Dynamism

Future Focus х Environmental 
Dynamism

0.16 0.36 0.38

Model 1 Model 2 Model 3

Variables

Dependent Variable: Exploitation
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Hypothesis 4 is supported, a future focus is significantly positive associated with exploration 

(B = 0.19, p < 0.05).  

Hypotheses 5 to 8 proposed a moderating relationship of CEO temporal focus and environmen-

tal dynamism on the two forms of innovation – exploitation and exploration. We tested the 

interaction effects of CEO temporal focus and environmental dynamism on exploitation and 

exploration (hypotheses 5–8) in two different models. The main interaction terms are displayed 

in Model 3 in Table C-7 for exploitation and Table C-8 for exploration, respectively. In addition 

to the multiplicative interaction terms of the two temporal foci times environmental dynamism 

we conducted conditional tests for the moderation at different values of the moderator to pre-

vent the risk of understating or overstating moderation effects (Kingsley et al. 2017; Hayes 

2017b; Brambor et al. 2006). Thus, we calculated marginal effects of temporal focus and the 

corresponding standard errors of environmental dynamism (while holding all controls constant) 

with the PROCESS tool for SPSS developed by Hayes (2017a). As suggested by Kingsley et 

al. (2017) for a continuous moderating variables, we produced a graph of the marginal effect 

line along with 95% confidence intervals around the line that shows if a marginal effect is sta-

tistically significant at each value of the moderator. The corresponding graphs are depicted in 

Figure C-2 for exploitative innovation and in Figure C-3 for explorative innovation. 

In Hypothesis 5, we predicted that a CEO present focus will lead to more exploitation in dy-

namic environments than in stable environments. The interaction term of executive’s present 

focus and environmental dynamism is significant and positive (B = 0.19, p < 0.05) which shows 

support for H5. Further analysis of the marginal effect plot (Figure C-2, left plot) shows that 

the 95% confidence interval is above zero at values of the moderator greater than 5.13 and not 

for values below that point. Approximately 22.5% of the sample falls within the region of sig-

nificance. We found no support for H6, in which we suggested a negative interaction between 
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a present focus and environmental dynamism for explorative innovation (B = 0.14, p > 0.05, 

and none of the marginal effects reaching significance).  

Hypothesis 7 which suggested a positive interaction of a CEO’s future focus and environmental 

dynamism for explorative innovation did not find support either. The main interaction term is 

non-significant (B = -0.17, p > 0.05) and marginal effects are only significant within a range of 

low to medium values of the moderator (Figure C-3, right plot). A comparison of the effect of 

a CEO’s future focus at high and low values of environmental dynamism shows no support for 

an interaction. Hence, we reject H7. Hypotheses 8 proposed that the negative relationship be-

tween a CEO future focus and exploitative innovation is stronger in dynamic than in stable 

markets. The interaction term of CEO future focus × environmental dynamism is significant 

and negative for exploitation (B = -0.23, p < 0.05). This in line with the theorizing of H8, 

however, marginal effects and the corresponding plot show that the lower 95% confidence in-

terval crosses zero at 4.03 of environmental dynamism and the interaction is only significant 

for values of the moderator smaller than 4.03 (Figure C-3, right plot). This means that the in-

fluence of CEO’s future focus becomes stronger the more stable environment is which is the 

opposite direction as what we hypothesized. Hence, we are rejecting H8.  
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Figure C-2: Interaction effects of temporal focus and environmental dynamism on exploitative 
innovation 

  

Figure C-3: Interaction effects of temporal focus and environmental dynamism on explorative 
innovation 

5 Discussion  

This study’s purpose is to examine the differential impact of a CEO’s temporal focus (Bluedorn 

2002; Shipp et al. 2009; Zimbardo and Boyd 1999), on exploratory and exploitative innovation 

in SMEs. We therewith heed to calls of prior research that empirical research is needed to ex-

amine the relationship of temporal foci (i.e. a present and future focus) and its influence on 

exploitation and exploration strategies, especially in SMEs (Brigham et al. 2014). Further, 
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environmental conditions can influence the impact of temporal focus on the different forms of 

innovation. In doing so, we aim to advance theory on executive’s characteristics in firm deci-

sion-making and literature on entrepreneurship in later stages of a firm’s life cycle. 

Our data shows that executives vary in the degree they characteristically devote attention to the 

present or future and that these differences explain additional variance in exploitative and ex-

ploratory innovation beyond firm variables such as size, firm age, slack resources, R&D ex-

penditure or industry. By drawing on the psychological concept of temporal focus (Shipp et al. 

2009; Bluedorn 2002; Zimbardo and Boyd 1999), we propose in line with prior literature that 

CEO temporal focus may serve as an attentional filter in determining how current real-time 

information and future projections drive forms of innovation (Nadkarni and Chen 2014), par-

ticularly in SMEs. We nuance prior findings however by distinguishing between different types 

of innovation, namely exploitation and exploration. This differentiation is important to make as 

empirical research pointed out that too little of either exploitation or exploration reduces inno-

vation outcomes and firm performance (Levinthal and March 1993; He and Wong 2004; Katila 

and Ahuja 2002; Greve 2007).  

Contrary to our expectations, we found no direct relationship of a CEO’s present and future 

focus with exploitative innovation and that a CEO’s temporal focus is not associated with ex-

ploitative innovation without considering the external environment. When examining the con-

tingency of environmental dynamism, we found that a CEO’s present focus leads to signifi-

cantly more exploitative innovation in dynamic environments than in stable environments. We 

also found an interaction of CEO future focus and environmental dynamism; however, marginal 

effects of the interaction are only significant for stable environments. This contingency upon 

environmental conditions is in line with research that has regarded environmental dynamism as 

key factor in understanding how CEOs act, behave and respond (Akgün et al., 2008; Ensley et 

al., 2006; Schilke, 2014). For our data this is only the case for exploitative innovation, however 
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and not for explorative innovation. When environments are dynamic and change unpredictably, 

particularly CEO’s with a present focus seemed to be prone to exploitation. CEO’s with a pre-

sent focus put an emphasis on the needs of today (Shipp et al. 2009) and are motivated by instant 

feedback (Shipp et al. 2009). This instant feedback is what CEO’s receive for incremental ad-

aptations to products or process improvements in dynamic markets. Our finding, that a CEO 

future focus has a stronger effect on exploitative innovations, the more stable the environment 

is not as hypothesized - we expected that a future in CEOs leads to negative inclinations towards 

exploitation when environments are dynamic. This may be explained by Benner and Tushman 

(2003, p. 249) notion that “During eras of incremental change, organizations that sustain incre-

mental innovation will be more effective than those that initiate variance-increasing innova-

tion”. The authors point out than exploitative innovation activities are found to be more suc-

cessful in the stable auto industry but not in the dynamic computer industry (Ittner and Larcker 

1997). This means it might be the case that a future focus in CEOs lets them anticipate that 

greater consistency and efficiency – i.e. exploitative innovations rather than explorative inno-

vations – will benefit their firm more when the environment is more stable and predictable.  

For explorative innovation, we found a direct relationship with both hypothesized temporal 

foci. We expected a CEO present focus to be negatively associated with explorative innovation 

while a CEO future focus is positively associated with it. The theorized association finds sup-

port from our analyses. This observation enforces the notion that a present focus in CEOs leads 

to more attention on the handling of day-to-day matters than to those of tomorrow (Finkelstein, 

2005; Khurana, 2002; Tripsas and Gavetti, 2000) while a future focus in CEOs is related to a 

forward-looking cognition, a more distant search opportunities of their firms and thus, to radical 

innovations (Gavetti and Levinthal 2000). The hypothesized interaction effects with a CEO’s 

future focus and environmental dynamism on exploitative and explorative innovation were 
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rejected by our analyses. This suggests that a CEO future focus has a direct influence on the 

choice of exploitation and exploration, notwithstanding of environmental conditions.  

Our study advances theory on subjective time perception in strategic decision-making (Yadav 

et al. 2007; Nadkarni and Chen 2014) and provides new insights on how the CEOs' temporal 

focus affects different types of innovation in SMEs. Thereby, we contribute to the emerging 

literature of subjective time perception in management decisions and to the still nascent re-

search on individual factors explaining preferences towards the two different forms of innova-

tion – exploitation and exploration (Gupta et al. 2006; Ahmadi et al. 2017). Our results suggest 

that explorative innovation is directly influenced by the CEOs temporal disposition – it is pos-

itively affected by a CEOs future focus and negatively impacted by a CEOs present focus. For 

exploitative innovation, the influence of a CEO temporal focus not universal but the environ-

mental context is critical in determining whether and in what direction exploitation is influ-

enced.  

6 Limitations and Future Research 

As with most empirical work, our study has several limitations that that raises opportunities for 

future research. First, while our study investigated the relationship of CEO’s temporal focus 

and exploitative and exploratory innovation, we did not explicitly test the simultaneous appear-

ance of these two innovation outcomes (ambidexterity). Prior research has shown it is important 

for a firm’s long-term success that the firm is able to create short-term efficiency gains from 

improving processes and products, i.e. exploitative innovations, while at the same time pursuing 

long-term goal oriented activities, i.e. explorative innovations (Koberg et al. 2003; March 1991; 

Kammerlander et al. 2015; Ahmadi et al. 2017). Firms dealing only with exploratory innovation 

and excluding exploitative innovation will incur high costs for experimentation and discovery 
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without obtaining many of the benefits they would have with exploitation. Developments will 

be underdeveloped with too little distinctive competence. Conversely, companies that only ex-

ploit without exploration are likely to be trapped in sub-optimal stable equilibria. Therefore, 

maintaining an appropriate balance between exploration and exploitation is essential to the pro-

gress and prosperity of firms (March 1991, p. 71). Despite advancement in ambidexterity re-

search, “determinants that relate to the personality of the CEO are still poorly understood” 

(Kammerlander et al. 2015, p. 583). Given the findings of our study, we encourage researchers 

to conduct future studies to assess the link between CEO’s temporal focus and ambidexterity. 

Secondly, we have analyzed CEO temporal focus as two independent factors considering dif-

ferent combinations of CEO temporal profiles. Conceptual notions mention that combinations 

of different profiles of temporal focus are possible, for instance if CEOs are high on the dimen-

sions of present focus and future focus simultaneously, this would be referred to as “hyper-

temporal” and if they were low on both dimensions, this would be referred to as “atemporal” 

(Shipp et al. 2009). While we did not explicitly test for those combinations, prior research states 

that the dimensions of temporal focus have independent effects – i.e. for instance a present 

focus is not dependent on a future focus or vice versa – indicating that the temporal focus is 

best considered as separate effects of present focus and future focus (Shipp et al. 2009; Nadkarni 

and Chen 2014). Furthermore, according to our theorizing combinations of a temporal focus 

would cancel each other out in their effect on exploitative and exploratory innovation as we 

expected a CEO present focus to increase exploitative innovation while decreasing explorative 

innovation and the opposite for a CEO future focus. However, a fruitful avenue for future re-

search could be the investigation of different combinations of temporal focus profiles in relation 

to ambidexterity. As ambidexterity conceptualizes combinations of exploitative and explorative 

innovations which might be explained partly through CEO temporal profile combinations.  
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Thirdly, our data is cross-sectional, was captured at a single point of time, and uses perceptual 

scales, highlighting issues of common method bias and causal reciprocity. Concerning the issue 

of common method bias, it should be stated that the data on the dependent variables and the 

predictor variables come from different informants, namely the CEO and a TMT member, 

which reduces the common method variance bias. Additional ex-post assessment of common 

method variance did not show indication of potential issues (see subsection 3.2 Measurements). 

As indicated, our data is suited to establish relationships between the constructs but causality 

cannot be inferred. While it is conceivable that CEO temporal focus influences the pursuit of 

exploitative and exploratory innovation, it might be the case that a long tenure or a prior firm 

orientation on exploitation or exploration might have had an impact on a CEO’s temporal focus. 

We addressed this issue by including CEO’s tenure and age as a control variable. Furthermore, 

previous research states that temporal focus is developed through childhood experiences and 

provided some empirical evidence for the quite stable nature of temporal focus (Shipp et al. 

2009). Thus, it is indicated that reverse causality is relatively unlikely. However, to create more 

insight in the direction of causality, future studies may adopt a longitudinal approach to increase 

insight into how temporal focus causally relates to exploitative and exploratory innovation.  

Fourthly, our investigation is restricted to SME firms from the Netherlands and thus, may not 

be fully representative for all SME companies. For instance, Chishima et al. (2017) show that 

there are cultural differences in temporal focus between participants of the United Kingdom 

and Japan, and that there are temporal focus clusters that relate differently to other psycholog-

ical constructs such as self-esteem. The cultural specificity of relationships between temporal 

focus and other personality control variables needs further conceptual and empirical investiga-

tion.  

Lastly, our measure of CEO’s temporal focus was written in third personal plural, i.e. that in-

cluded the term “we” instead of “I”. However, interrater agreement scores do not indicate any 
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similarities between the temporal focus of the CEO and the TMT member of the firm as inter-

rater reliabilities indicated very poor levels of agreement (see subsection 3.2 Measurements). 

The poor levels of interrater agreement indicate responses on the individual level rather than on 

the team level despite the inclusion of the term “we”. Nevertheless, future research on temporal 

focus in teams would also be of high interest. Subjective perception of time has proven to be a 

persistent factor that explains differences in individuals (e.g. Bluedorn, 2002; Shipp, Edwards, 

and Lambert, 2009; Zimbardo and Boyd, 1999). Therefore, team compositions of members with 

characteristic differences in their temporal focus could influence the team's performance - be it 

positive or negative. If the underlying cause of successes or problems in teams is based on 

differences in temporal focus, but this is not recognized, different types of interventions and 

training programs cannot work, since it is not at all clear where to start (Mohammed and Har-

rison, 2013). The resulting question is how a team should be composed in order to work as 

effectively as possible and achieve better results. There is increasing conceptional interest and 

arising empirical studies on time-based personality traits in teams (e.g. Mohammed and Harri-

son 2007; Mohammed and Nadkarni 2011; Montoya-Weiss et al. 2001; Nordqvist et al. 2004; 

Kabanoff and Keegan 2009) and an examination of temporal focus in teams could contribute 

to this nascent research stream.  

7 Managerial Implications 

This study has important practical implications. Our results support the claim that CEO’s tem-

poral focus influences executive decision-making and the pursuing of different innovation di-

rections. This insight is particularly relevant for CEO hiring decisions. Depending on the needs 

of the firms, owners of SME firms are advised to pay attention of CEO’s temporal disposition. 

It is estimated that “senior management is devoting less than 3% […] of its energy to building 
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a corporate perspective of the future” (Prahalad and Hamel 1994, p. 4). When owners need their 

firm to be forearmed for long-term goal achievements they should search for CEO with a future 

focus. A present focus on the contrary does not necessarily have to be harmful for the firm as 

it is depending on the environment in which the firm is acting. A present focus in CEOs can be 

of advantage for using real-time information to handle immediate challenges more quickly and 

maintaining a level excellence that has been achieved (Yadav et al., 2007). However, for long-

term prosperity and concerning explorative innovation activities, we could show direct negative 

effects of a CEO present focus. Thus, particularly firms that require deviations from the current 

status with regard to their business model and need to achieve something new should whether 

potential CEO candidates are characterized by high levels of future focus. Furthermore, we 

could show that a CEO present focus leads towards more exploitative innovation activities 

when environments are dynamic and prior research shows that especially in dynamic environ-

ments it is rather explorative innovation that lead to positive performance outcomes (Jansen et 

al. 2009; Jansen et al. 2006). Therefore, a future focus is particularly important in dynamic 

environments, as a present focus could potentially lead to inappropriate decisions in such envi-

ronments as our results show. If the company has already hired a present focused CEO, two 

options could be considered. First, although psychological research has identified temporal fo-

cus as a relatively stable personality trait, general psychological research is still inconclusive 

about whether and to what extent personality traits can be deliberately changed (Roberts et al. 

2006; Kammerlander et al. 2015). For example, awareness of the existence of temporal focus 

and the shortfalls that are associated with a respective dimension of it could assist CEOs to 

evaluate their decisions-making more critically and, if necessary, seek advice. Second, research 

on minority dissent proposes that active contradiction or opposition against currently assumed 

ideas or policies can lead to better decisions and more innovation (De Dreu, Carsten K. W. and 

West 2001; Kammerlander et al. 2015). Hence, CEOs may be good advised to include people 
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with high levels of future focus in their top management teams or group of advisors. Ultimately, 

it is important that CEOs of SME firms recognize the need of forward thinking and tackling the 

future of their firms regardless what temporal disposition they have.  
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1 Introduction 

Individual perceptions of time may act as cognitive filters that shape evaluations of decision 

situations, general strategic initiatives and judgements (Shi et al. 2012; Chen and Nadkarni 

2017), as well as timing of strategic activities (Das 1987, 2004). If people focus only on the 

here-and-now, this may lead them to exclude long-term profitable alternatives from their deci-

sion filter if those alternatives do not deliver measurable short-term results (Marginson and 

McAulay 2008). Accordingly, the higher valuation and focus on short-term success can lead to 

an inhibition of innovation and of further development (van Everdingen and Waarts 2003). If 

such a distortion and short-term view exists in decision-makers of companies, this may lead to 

a reduction in competitiveness and economic instability in the long run (Souder and Bromiley 

2012). Individual judgements, views and perceptions are essential factors in decision-making 

which can impact the evaluation of alternatives, the ultimate decision, and behavior (Das 2004; 

D'Aveni et al. 2010; Bridoux et al. 2013; Nadkarni et al. 2016). However, people often do not 

realize that they are influenced by their personal perceptions and that their decision-making is 

no longer based on rational consideration of alternatives but on their own assumptions (Grondin 

2010). One dimension of individual perceptions can refer to the subjective view of time (Shipp 

et al. 2009; Zimbardo and Boyd 1999). A subjective view of time “implies that in the present 

moment individuals may recollect the past, perceive the present, and anticipate the future” 

(Shipp et al. 2009, p. 1). Mental resources compete with each other as we cannot think of the 

past, present, and future simultaneously. Rather, individuals allocate their attention to a certain 

time period. Depending on the context, people can vary their attentional focus (Nuttin 1985), 

however, there are dispositions and general tendencies towards a certain time period (Zimbardo 

and Boyd 1999; Shipp et al. 2009).  
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A subjective view of time can operate “as a reference point for the strategic decision maker” 

(Marginson and McAulay 2008, p. 273) and this impacts choices of persons in charge. How-

ever, research on this topic is still nascent and will benefit from further advancement and ex-

amination. To address this discussion and expand current knowledge, this study investigates 

the relationship of individual’s temporal focus – how they devote characteristically attention to 

the past, present, or future (Shipp et al. 2009) – and innovation activities in companies.  

The concept of temporal focus is particularly relevant for the innovation context as decision-

makers have to attend current market activities as well as future conjectures. Innovations are a 

fundamental organizational output for a firm’s viability and also create paths for socio-eco-

nomic change (Sørensen and Stuart 2000). While it has become a popular field for strategic 

management scholars to study antecedents of innovation, most research has concentrated on the 

firm level (Benner and Tushman 2003; Jansen et al. 2006; Uotila et al. 2009). While decision-

making on the individual level plays a critical role in innovation activities (Sitkin et al. 2011), 

our understanding of how psychological traits or attributes may influence individual decision 

towards different forms of innovation is underdeveloped and recent research emphasizes the 

need to examine antecedents of individual-level innovation decisions (Mom et al. 2015; Ah-

madi et al. 2017). Following previous research, I differentiate explorative and exploitative in-

novation activities (March 1991; Levinthal and March 1993; Benner and Tushman 2002; Ben-

ner and Tushman 2003). Exploitative innovations refer to refinement and efficiency while ex-

plorative innovations concentrate on discovery and experimentation (March 1991). Exploita-

tion can be achieved at lower costs and aims at incremental innovations to produce short-term 

gains (Benner and Tushman 2002). Exploration on the other hand is typically costlier, but also 

it is considered more important for long-term success (Jansen et al. 2006). Despite previous 

calls for research to investigate the influence of an individual’s temporal focus to decisions 

towards exploration and exploitation (Brigham et al. 2014), to the best of my knowledge, there 
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is no published study so far examining this relationship. This is important because it is the 

individual manager or decision-maker in charge who enables the allocation of resources and 

implementing organizational structures towards exploration and exploitation (Benner and Tush-

man 2003; Ahmadi et al. 2017).  

In the strategic management literature, environmental conditions and the context in which in-

dividuals act in are considered as determining factor for decision-making (Hambrick, 2007; 

Hambrick, Finkelstein, and Mooney, 2005). One key environmental facet is environmental dy-

namism, which is the degree of instability and unpredictability of the external environment 

(Dess and Beard, 1984; Jansen et al., 2006). Recent studies found indications that the relation-

ship of temporal focus on innovation activities is contingent on how dynamic the environment 

is (Prinz et al. 2019; Nadkarni and Chen 2014). Building upon a previous study with experi-

enced company leaders (Prinz et al. 2019), I want to further validate the influence of environ-

mental dynamism on the relationship between temporal focus and innovation by using an ex-

perimental setting and examine whether differences in decision-making are systematic based 

on environmental conditions.  

Specifically, I suggest that future focus is positively related to explorative innovation and neg-

atively related to exploitative innovation. For a present focus, I expect that it will be negatively 

related to explorative innovation and positively related to exploitative innovation. Furthermore, 

I propose that this relationship depends on the environmental context.  

To test the proposed model, two survey experiments were conducted via Amazon Mechanical 

Turk with 104 participants in the first and 117 participants in the second experiment. The study 

contributes to the literature in three ways. First, although research of subjective views of time 

has gained interest in recent years (Chishima et al. 2017), this is still a nascent field of research 

and there is a lack of studies examining the implications of time perceptions in business 
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decisions. Prior research has linked the concept of temporal focus to the rate of new product 

development (Nadkarni and Chen, 2014) and innovation outcomes (Yadav et al. 2007). One 

previous study finds indications of a relationship of CEO’s temporal focus to the pursuit of 

explorative and exploitative innovation with survey data in small and medium-sized enterprises 

(Prinz et al. 2019). To further advance our understanding of the influence of time perceptions 

in innovation decisions, this study aims to examine if there are systematic differences between 

individuals towards innovation decisions based on their temporal focus. Furthermore, the few 

existing studies investigated solely experienced managers whose time perceptions are more 

likely primed by the context and this might lead to endogeneity as decision-makers with certain 

time perceptions may self-select themselves to particular strategic contexts or become selected 

by others because of their perceptions (Westphal and Zajac 1995; Nadkarni and Chen 2014; 

Prinz et al. 2019). To set this concern aside, I developed vignettes settings and a sample with 

various backgrounds instead of experienced managers to test my hypotheses. Second, explora-

tion and exploitation has mostly been investigated as a firm-level construct and studies at the 

individual level and the antecedents of exploitation and exploration based on individuals’ char-

acteristics are scarce (Ahmadi et al. 2017; Laureiro‐Martínez et al. 2015; Lavie et al. 2010). As 

also few empirical studies have had limited or mixed evidence on individual antecedents of 

exploration and exploitation (Lavie et al. 2010), I use a more controlled empirical setting to 

isolate the decision-making context. Additionally, with the examination of how an individual’s 

temporal focus impacts innovation decisions, this study seeks to advance our understanding of 

how cognitive attributes as decision antecedents influence individuals’ alignment towards ex-

plorative and exploitative innovation. Third, a growing body of research has regarded environ-

mental dynamism as a key factor in understanding how individuals act, behave and respond in 

different contexts (Akgün et al. 2008; Ensley et al. 2006; Schilke 2014). Therefore, this study 

deals with the question of the extent to which environmental dynamics influence the 
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relationship between temporal focus and decision and whether, for example, high dynamics 

have a strong influence on innovative strength. 

The study is structured as follows. At first, I review the current literature on temporal focus and 

innovation decisions before I develop a conceptual model and derive my hypotheses. After-

wards, I discuss my research strategy and provide details about data collection, sample and the 

measurement instruments in the method section. Thereupon, I present empirical findings and 

conclude with a discussion of results, limitations and avenues for future research. 

2 Hypotheses Development 

2.1 Temporal Focus 

The concept of temporal focus is defined as “the attention individuals devote to thinking about 

the past, present, and future” (Shipp et al. 2009, p. 1) and thus, the allocation of attention to a 

certain time period. Psychological interest about different individual views of time has evolved 

more than seven decades ago (Lewin 1942) and has grown in popularity since the seminal study 

about individual’s time perspective of Zimbardo and Boyd (1999). Central is the consideration 

that the view, frame or bias towards a certain time – past, present or future - influences a per-

son’s decisions and actions. Time perspective is a broad term for a multifaced and overarching 

concept towards various views related to time, temporal focus can be viewed as one component 

of time perspective that relates to the extent decision-makers characteristically devote their at-

tention to the past, present, and future (Shipp et al. 2009, p. 3). The concept of temporal focus 

is considered as a relatively stable individual difference, which evolves over time and is deter-

mined by many learned factors, such as national culture, parental beliefs about time, education, 

occupation, and personal experiences (Shipp et al. 2009; Zimbardo and Boyd 1999).  
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While early studies on time perception treated temporal focus as a continuum where individuals 

are pronounced towards either past, present or future (de Volder and Lens 1982; Nuttin 1985), 

more recent research emphasized that different time perspectives are distinct dimensions, which 

are best represented by separate effects of different times instead of points on a continuum. 

Hence, temporal focus represents the general tendency to focus on particular time periods to 

varying degrees (Zimbardo and Boyd 1999; Shipp et al. 2009).  

The construct of temporal focus captures attentional preferences for either the past, the present 

and/or the future, this study’s focus is on a present and future focus in individuals. While a past 

focus is a robust predictor for emotional outcomes (e.g. Stolarski et al. 2014), a present and a 

future focus have been shown to impact decisions and behavior (Jochemczyk et al. 2017; Chit-

taro and Vianello 2013). 

A strong present focus is associated with a “here and now” framing in decision-making which 

may lead to emphasizing current opportunities, spontaneous behavior, inattentive of possible 

consequences (Shipp et al. 2009; Nadkarni and Chen 2014). In contrast, a high future focus 

refers to an emphasis on events that are yet to occur (Chandy and Tellis 1998) and thus, on 

prospective goals, anticipated outcomes and general developments in strategic decision con-

texts (Yadav et al. 2007).  

2.2 Temporal Focus and the Pursuit of Exploitative and Explorative Inno-

vation 

Following an established stream of the management literature, innovation is classified along 

the two distinctions: (1) explorative innovations, defined as radical innovations that involve 

discovery and experimentation. Those innovations require new knowledge and deviation from 

the already known (Levinthal and March 1993; March 1991). These types of innovations are 
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designed to meet needs of, for instance, new markets or emerging customer demands and offer 

new technologies, create new markets, and develop new distribution channels (Benner and 

Tushman 2003; Jansen et al. 2006; Levinthal and March 1993). (2) exploitative innovations, 

classified as incremental innovations that involve refinement and efficiency (Levinthal and 

March 1993; Jansen et al. 2006; Benner and Tushman 2003). These innovations are usually 

built up on already existing technologies, products, and services and are designed to meet needs 

of current markets or customers. This could be for example increasing the efficiency of existing 

processes, expand a product line with minor features, improve an established design, or broaden 

existing knowledge and skills (Jansen et al. 2006; Abernathy and Clark 1985). 

A key role in determining whether an organization sets an explorative or exploitative innovation 

strategy is played by its decision-makers in charge (Gibson and Birkinshaw 2004; O'Reilly and 

Tushman 2011; Ahmadi et al. 2017). Lavie et al. (2010, p. 118) point out that manager’s sub-

jective perceptions “may drive the organization toward exploration and/or exploitation”. How-

ever, still relatively little is known about those temporal filters and the individual decision-

making mechanisms influencing exploitation and exploration (Laureiro‐Martínez et al. 2015; 

Soo et al. 2013; Ahmadi et al. 2017). This study seeks to add to the current literature by pro-

posing that an individual’s temporal focus influences the decisions towards the extent of ex-

ploitative and explorative innovation. While this association is untested so far, there are several 

indications in recent studies between subjective time perception and innovation. For instance, 

Yadav et al. (2007) found that a future focus in company leaders is positively associated with 

innovation and its outcomes. Nadkarni and Chen (2014) found that both, a present and future 

focus in CEOs can positively influence the number of new products a firm launches. As Nad-

karni and Chen (2014) point out, a present focus enables quick recognition of new opportunities 

by providing better understanding of a current market or technology situation and facilitates the 

implementation of real-time information into innovation ideas (Eisenhardt and Tabrizi 1995). 
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A future focus leads individuals’ attention to prospective technologies and market needs and 

thus, is associated with higher anticipation and advance preparedness for opportunities yet to 

occur (Yadav et al. 2007). However, planning and developing for further in the future is diffi-

cult, fraught with risk and costly (Helfat 1998; Smith et al. 2005; Nerkar and Roberts 2004). 

While both, a present and future focus can lead to innovation activities, explorative and exploi-

tative innovation need to be distinguished. This study aims at further nuancing prior findings 

of temporal attentions on innovation activity (Nadkarni and Chen 2014; Yadav et al. 2007) by 

differentiating between exploitative and explorative innovation. For example, exploitative ac-

tivities help companies to learn and adapt rapidly in the short term. Also, investment rewards 

of exploitative innovation are relatively certain and can be reaped close in time (Benner and 

Tushman 2002; Jansen et al. 2006; Levinthal and March 1993; March 1991). Explorative inno-

vations can lead to higher rewards in the long run. However, they are much more uncertain and 

possible rewards lie distant in the future (March 1991; Levinthal and March 1993).  

Exploitative innovations may be achieved in a shorter time horizon, from 6 months to two years. 

These types of innovation pay-off potentially relatively quickly and successes can be achieved 

within a short time horizon (Zellweger 2007). In contrast, explorative innovation involves prob-

ing and developing new technologies and generate new markets (Abernathy and Clark 1985; 

Benner and Tushman 2003; Levinthal and March 1993). It bears more chances but also more 

risks and is rather long-term. Particularly, explorative and industry-creating or -changing inno-

vations only pay-off after an appreciable delay of sometimes greater than 10 years (Leifer 

2000). Deciding to either opt for long-term innovation, searching for new knowledge and pro-

spective opportunities or choose short term productivity, leveraging current competencies to 

address the immediate needs “is akin to the problem of deciding whether the present should be 

hedged for the future” (Lavie et al. 2010, p. 116). This already hints to a proximity of 
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exploration to a future focus and exploitation to a present focus – at least there is an implicit 

temporal component inherent in these strategic considerations (Brigham et al. 2014).  

2.2.1. The influence of a present focus on exploration and exploitation 

I argue that a present focus will be negatively related to explorative innovation while it will be 

positively related to exploitative innovation. High present focused individuals put an emphasis 

on the needs of today (Shipp et al. 2009) and tend to discount time more strongly than individ-

uals with a future focus (Daugherty and Brase 2010; Jochemczyk et al. 2017). While such an 

attentional focus might be essential to maintain a current level of excellence of the firm, it is 

less likely to be the basis for long-term advancement (Yadav et al. 2007; Chandy and Tellis 

1998). Although individuals with a present focus also recognize the need for investing in inno-

vation to keep the firm competitive and successful, I expect that they are more likely to restrict 

their efforts on types of innovation that lead to a foreseeable success of endeavors and hence, 

exploitative innovation. A present focus is associated with concentrating on the here-and-now 

and attending needs of today. This attentional focus on the here-and-now may increase efforts 

to accelerate innovation projects in terms of bringing a product or service faster to market or 

implementing production improvements sooner (Lumpkin et al. 2010). This might be of ad-

vantage for maintaining the level of excellence a firm may have achieved (Yadav et al. 2007) 

but on the contrary, a present focus may limit efforts on innovations that are explorative in 

nature, as the necessary perseverance for radical innovations is missing (Lumpkin et al. 2010).  

Therefore, I expect that in terms of innovation, individuals with a present focus will have a 

tendency for optimizing and refining existing winning formulas rather than seeking distant 

searching, experimenting and departing from the existing where success lays in the far future. 

They will concentrate on actions where a quick financial gain is possible and thus, a present 

focus will be positively related to exploitation. In contrast, I expect that a present focus will be 
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negatively related with exploration where a possible financial gain is linked to high efforts to-

day but results not foreseeable any time soon. Hence, the following hypotheses are:  

H1: A present focus will be negatively associated with exploratory innovation 

H2: A present focus will be positively associated with exploitative innovation  

2.2.2. The influence of a future focus on exploration and exploitation 

A high future focus leads to more awareness and greater anticipation for future events and mar-

kets. Moreover, future focused individuals are much more willing to postpone rewards in order 

to gain benefits in the future (Daugherty and Brase 2010) and this decreases the probability of 

attending exclusively concerns of the present (Yadav et al. 2007; Lumpkin et al. 2010). 

Thereby, future focused individuals are associated with planning and aligning long-term strat-

egies that create sustainable advantages in the future (Yadav et al. 2007). A future focus guides 

individual’s attention to future technologies and market needs and thus, is associated with 

higher anticipation and advance preparedness for opportunities yet to occur. This in turn enables 

quicker development of radical innovation activities. Furthermore, Chandy and Tellis (1998) 

suggest that individuals with a future focus are better informed about emerging trends and tech-

nologies which makes them less concerned with current technologies and how to optimize them 

but more about prospective technologies and markets. They are more likely to cannibalize the 

already existing for the radically new (Chandy and Tellis 1998, p. 479). Thus, they will be likely 

to pursue explorative innovation and less likely to strive for exploitative innovation. The result-

ing hypotheses are: 

H3: A future focus will be positively associated with exploratory innovation 

H4: A future focus will be negatively associated with exploitative innovation 
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2.3 The contingent role of the external environment 

Research in the field of strategic management and innovation has long acknowledged the im-

portant role of the external environment (Garg et al. 2003; Khan and Manopichetwattana 1989; 

Levinthal and March 1993; Jansen et al. 2009) and the interaction in decision-making of those 

in charge and their characteristics (Finkelstein et al. 1996; Hambrick 2007). Concerning the 

impact of temporal focus on managerial decisions, research indicates that specific temporal foci 

operate differently in specific environmental conditions. As perceptions of the present and the 

future can be understood as biases or filters on how individuals perceive, evaluate and allocate 

attention to events, consequences concerning decisions and behavior may be contingent on dif-

ferent environmental states (Huy 2001; Nadkarni and Chen 2014; Nadkarni et al. 2016). In 

terms of exploration-exploitation decisions, psychological attributes and the external environ-

ment are linked and the interaction of the two can have an impact on behavior, decision-making 

and outcomes (Gupta 1984; Venkatraman 1989; Nadkarni and Chen 2014). One key facet of 

the external environment is environmental dynamism, in particular concerning exploration and 

exploitation (Jansen et al. 2009). Environmental dynamism is defined by the extent of unpre-

dictable changes in the external environment (Dess and Beard 1984). This definition includes 

both volatility, meaning the rate and amount of change, and uncertainty as key characteristics 

(Miller and Friesen 1983). This is reflected in e.g. the rapidness of technological change or 

industry structure, customer preferences, and fluctuation in product demand or material supply 

(Jansen et al. 2006; Jansen et al. 2009; Sørensen and Stuart 2000). A dynamic environment is 

characterized by a rapid change of external surroundings in an unpredictable manner, thus, in-

creased levels of uncertainty for individuals and firms acting within those dynamic environ-

ments (Ensley et al. 2006; Dess and Beard 1984). In highly dynamic environments, changes 

occur on a regular basis and rapidly; they are less foreseeable or predictable; while in stable 
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environments the rate of change is small and infrequent, predictable and when changes occur 

they can be usually anticipated by market participants (Schilke 2014).  

When the external environmental changes, incremental or radial innovation becomes essential 

(March 1991, p. 80) and thus, in dynamic, fast changing environments the pursuit of exploration 

and exploitation is much more necessary than in stable environment. This reasoning is in line 

with the managerial discretion argument (Hambrick and Finkelstein 1987; Finkelstein and 

Hambrick 1990). Managerial discretion is individual’s latitude of action. Discretion exists when 

there are little or no constraints and when there are multiple plausible alternatives for decisions 

and actions (means-ends ambiguity). The argument proposes that if there is a great deal of dis-

cretion present then personal characteristics such as temporal focus will reflect in decision and 

strategy making (Finkelstein and Boyd 1998; Hambrick 2007). Discretion can emanate from 

environmental conditions such as environmental dynamism (Hambrick 2007) and several stud-

ies have shown that managerial discretion is a focal moderator between decision-makers char-

acteristics and decision outcomes (Finkelstein and Hambrick 1990; Crossland and Hambrick 

2011). Drawing on these insights, I expect that environmental dynamism will moderate the 

influence of temporal focus on exploration and exploitation. Increased dynamism, i.e. instabil-

ity and uncertainty, in environments raises individuals’ latitude in choices. As a consequence, 

dynamic environments reinforce the impact of characteristics and subjective perceptions – in 

this case the impact of temporal focus – on decision- and strategy-making (Li and Tang 2010). 

On the contrary, environments characterized by stability, predictability and infrequent changes 

are well understood which provides less discretion to individuals and in turn, decreases indi-

viduals’ latitude. Thus, in stable environments the influence of temporal focus and strategy-

making will be mitigated (Hambrick and Finkelstein 1987; Finkelstein and Hambrick 1990; 

Nadkarni and Chen 2014).   
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I propose that in dynamic environments, the negative relationship of a present focus and explo-

ration will be stronger, i.e. more negative and that the positive relationship of a present focus 

and exploitation will be stronger, i.e. more positive. A strong present focus can provide indi-

viduals with a more updated view and awareness of current environmental developments. The 

emphasis on the here-and-now and using real time information to improve processes and find 

solutions (Zimbardo and Boyd 1999), present focused individuals can use instant feedback from 

dynamic environments to validate exploitative innovations rapidly and fine tune developments 

based on that feedback (Nadkarni and Chen 2014). As present focused individuals are particu-

larly motivated by instant feedback rather than by long-term goals (Shipp et al. 2009, p. 18), 

they will considerate primarily exploitative types of innovation in dynamic environments. Fur-

thermore, Levinthal and Posen (2008, 19) argue that when environments are dynamic, this leads 

to a devaluation of prior knowledge but also to a reduction of the benefits of investing in new 

knowledge by pursuing explorative innovation as this will also be degraded by subsequent un-

predictable environmental change, i.e. dynamism. Thus, I expect that someone with a present 

focus will even more concentrate on the here-and-now in dynamic markets and therefore, on 

exploitative innovation strategies that benefit of usage of current period technologies or markets 

and trends instead of exploring new technologies for the distant future as those appears to be of 

even less value when markets are dynamic.  

 

H5: Environmental dynamism strengthens the negative relationship between a present 

focus and exploration.  

H6: Environmental dynamism strengthens the positive relationship between a present 

focus and exploitation. 
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Furthermore, in dynamic environments, the positive relationship of a future focus and explora-

tion will be more positive, and the negative relationship of a future focus and exploitation will 

be more negative. The tendency of future focused individuals to image and plan for the future 

is particularly suitable in dynamic environments. Future focused individuals are more inclined 

towards planning ahead and are stronger influenced by goals that are oriented towards future 

performance (Shipp et al. 2009). A tried-and-true approach is not applicable as markets are 

frequently changing. Technological and market information are shifting rapidly and thus, po-

tential for feedback learning is low in terms of future success and opportunities are transient 

(Atuahene-Gima and Li, 2004; Nadkarni and Chen, 2014).  

In dynamic environments, future focused individuals will anticipate that a higher rate of inno-

vation is required in order to survive and therefore, will strive for explorative innovation activ-

ities (Lant and Mezias 1992). The focus on the future lets individuals predict that current prod-

ucts and services will become quickly obsolete and require experimentation (Sørensen and Stu-

art, 2000) and new explorative innovations are required that diverge from existing products, 

services and markets. When markets are changing fast and unpredictably, it is necessary for 

future success that new markets are created, new technologies are offered, and new distribution 

channels are developed (Jansen et al., 2006). Therefore, I expect that a future focus will shift 

the balance between exploration and exploitation even further towards exploration in a dynamic 

environment. Dynamic environmental conditions imply discontinuities in the market where 

technological change is unpredictable or customer demand changes erratically (Gavetti and 

Levinthal 2000). This reaffirms future focused individuals’ negative inclination towards con-

tinual, incremental solutions to existing problems, thus increasing the negative impact on rela-

tionship between future focus and exploitation. Hence, I propose the following hypotheses:  
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H7: Environmental dynamism strengthens the positive relationship between a future focus 

and exploration. 

H8: Environmental dynamism strengthens the negative relationship between a future focus 

and exploitation. 

Figure D-1 shows my theoretical framework.  

 

Figure D-1: Research model  

3 Methodology 

In order to test the hypothesized relationships, I use an experimental survey with hypothetical 

scenarios in two studies, carried out in April and September 2018. Both studies were conducted 

on Amazon Mechanical Turk, an online platform. Before conducting the studies, I pre-tested 

the questionnaire, discussed the clarity, layout, understandability, as well as the overall content 

validity with several academics and ran a pre-test on Amazon Mechanical Turk with 20 

participants. 
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Temporal focus was measured at the beginning of the experimental survey. Environmental dy-

namism was manipulated experimentally through the scenarios.  

In study 1, I provided participants with a scenario of technology companies in which the deci-

sion to explore or to exploit is based on the technological advantage of the company. In order 

to provide an additional test of the proposed framework and rule out possible effects of a pref-

erence for or against the technology industry, I tested the framework in a second study with a 

different framing. In study 2, the decision towards exploration or exploitation was framed in 

terms of ecological sustainability.  

4 Study 1 

4.1 Research setting and participants 

Using information from pre-testing, I designed an experimental survey to be carried out on 

Amazon Mechanical Turk. It allows requesters to specify criteria for participants (called work-

ers) for a particular task or study (called Human Intelligence Task or HIT). Using a sample 

from the population on Amazon Mechanical Turk instead of real-world innovation managers 

should protect from pre-existing biases by the context of the job and their roles in this position 

(Fiet and Patel 2008; Hsu et al. 2017). This suits particularly well to this study’s purpose which 

aims at testing whether individual differences in temporal focus lead to a systematic difference 

in exploration and exploitation decisions. The sample consisted of United States workers with 

English as their mother tongue to ensure that participants understand the wording in the scenar-

ios and the subtle nuances of the content.  

For study 1, I excluded all participants of the pre-test to rule out possible biases through – what 

Bentley (2017) calls non-naïveté among participants – the awareness of experimental 
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conditions. After workers accepted the task, they were provided with an external link to fill out 

the survey2. Each participant was offered a reward of USD 2, - for their participation. In total, 

123 workers participated. I had to exclude 19 workers as their answers to the attention-check 

showed that they did not read or understood the scenario. The attention check was an open text 

field in which I asked respondents to explain their decision in a few sentences. I read through 

every answer and if participant’s explanation was simply “good” or an obvious copy-paste of 

sentences from the scenario description, this led me to indicate that their answers are most likely 

not meaningful for further analysis. I had to drop 15.5% of the answers leading to the study’s 

final sample size is n = 104. In the sample, occupations of participants were distributed as 

follows: 34 (32.7%) are Professionals, 29 (27.9%) administrative or support personnel, 22 

(21.1%) are Managers, 8 (7.7%) Unemployed, 2 (1.9 %) students and 1 (0.7%) Senior Vice, 1 

Director and 1 Top Level Executive. Of all participants, 40 (38.5%) had no university degree, 

44 (43.2%) had a bachelor’s degree, 10 (9.6%) a master’s degree, and 10 (9.6%) an advanced 

degree such as a PhD or MBA.  

4.2 Procedure and manipulations 

After workers on Amazon Mechanical Turk accepted the task, they are provided with a link to 

the experimental survey. Participants are told in the beginning that there is no right or wrong 

answer to prevent any kind of pressure in the situation and that it is important to us that they 

express their personal opinion and answer honestly. In the first set of questions participants are 

confronted with the temporal focus scale. Then, participants are confronted with the first of two 

vignettes. Afterwards, they are asked to think about the case before making any decisions. Sub-

sequently, the dependent variable is measured, followed by an attention and manipulation 

 
2 The survey was conducted on the online platform SurveyGizmo.  
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check. Lastly, control variables and demographics are collected, participants are thanked for 

their participation and received a completion code3 with which they can be tracked and paid in 

Amazon Mechanical Turk.  

For the setting, I confront participants with two vignettes in which they are asked to be a man-

ager in a company (inspired by Ahmadi et al. 2017). The scenarios and manipulation of envi-

ronmental dynamism can be found in Appendix A. Two vignettes are used to control for differ-

ent scenario framings. In the first scenario, participants are asked to set themselves in the posi-

tion of a digital manager of a mid-sized company that offers B2B solutions, in particular pay-

ment systems. The company is currently vetting a digitalization strategy and participants’ task 

is to assist the board in finding an innovation strategy. The board’s aim is to offer a new pay-

ment system to their major customers and there are two viable solutions possible, one that is 

explorative and one that is exploitative. In the second scenario, participants are asked to put 

themselves in the position of a strategic product manager of telecom vendor where now stream-

ing has become a customer demand. That the company intends to develop this technology and 

offers that in the future has been decided by the executive board and participants are set in the 

responsible role of managing this case. Again, they are two options presented, one explorative, 

one exploitative. In both scenarios, the options of exploration and exploitation contains framing 

words, carefully attended to the literature on exploratory and exploitative innovation. For in-

stance, the explorative option is described as involving strong renewal and change of current 

product architecture and that it would include the search of radically new technologies. The 

exploitative approach on the other hand was described as involving incremental adaption of 

currently existing technologies, including improvement and minor changes to current 

 
3 To ensure that each completion code is unique, a server technology called MemCache was used which stores unique identifier 

numbers and assures they are exclusive. 
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technologies. To induce a time sensing, I emphasize that the explorative option has high poten-

tial for the long-term future while the exploitative option can bring relatively safely quick re-

turns.  

In both scenarios, the manipulation of environmental conditions is operationalized via different 

descriptions of the environmental context. The sentence framing follows items of the environ-

mental dynamism measure established and validated by Jansen et al. (2009). The study includes 

three experimental groups: 1) with a stable environment framing, 2) with a dynamic environ-

ment framing, and 3) a control group without any environmental framings. This results in a 

three groups between-subjects experimental design. 

The assignment of participants into the three experimental groups was done via the online plat-

form SurveyGizmo using the “php rand function”. It randomly chooses a number between 1 

and 100 and then assigns that number to the three scenarios with a 33,33% probability for each 

case. 

4.3 Measurements  

Dependent variable. The dependent variables “Exploration” and “Exploitation” are measured 

following each of the two vignettes. As framing sentences for exploration and exploitation was 

implemented in the scenario, I used a single 7 point-Likert item for each construct, asking how 

likely it would be that participants would develop the explorative solution or the exploitative, 

respectively.  

Independent variable. To measure the temporal focus of each participant, I used the original 

and validated scale by Shipp et al. (2009). The total scale consists of 8 items, 4 items each for 

present, and future. Illustrative items include ‘‘I live my life in the present.” for present focus, 

and ‘‘I focus on my future” for future focus (the full scale can be found in Appendix B). Items 
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were measured on a 7-point Likert scale describing the frequency with which participants 

thought about the time frame indicated by the item (1 = never; 3 = sometimes; 5 = frequently; 

7 = constantly).  

Manipulation check. Respondents were asked to rate the dynamism of the environment as a 

manipulation check. Therefore, I included an item battery asking about the perception of envi-

ronmental conditions in the scenario. The items were adapted from a survey scale created by 

Jansen et al. (2009) which can be found in Appendix B.  

As described by Bentley (2017), one of the major challenges with Amazon Mechanical Turk is 

that participants are not always diligent and may not giving their best effort or do not fully 

attend the given task which can increase noise and decrease validity in the data. To test for 

inattentive subjects, I applied an Instructional Manipulation Check (Oppenheimer et al. 2009). 

The first is to test for inattentive subjects by asking them after each vignette to explain their 

decision in a few sentences. To not create a tone of distrust, it is important that they are not 

explicitly marked as attention-check questions (as in e.g. “to show you are paying attention, 

please select the third option below”) but rather appear more natural and as part of the study 

(Downs et al. 2010; Bentley 2017). To implement an Instructional Manipulation Check, I asked 

participants after each vignette to explain their decision in a few sentences. This appears as a 

natural part of the study and allows conclusion of whether participants read the vignette care-

fully or not.  

An alternative method of screening out inattentive subjects, proposed by Peer et al. (2014) is 

reputation, which is within Amazon Mechanical Turk workers’ approval rate. The authors 

found in experimental studies that workers with an approval rate >95% answered attention 

checks more accurately than workers with an approval rate <95%. While this procedure can 

reduce but not eliminate inattentive workers. Bentley (2017) suggests the following: to allow 
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only workers with an approval rate >95%, thus, can reduce low-quality answers and Instruc-

tional Manipulation Checks can filter out the remaining. Hence, both screening methods were 

applied.  

After the measurement of the dependent variable, participants were asked to rate the perceived 

environmental dynamism as a manipulation check. I tested the means of the above described 

environmental dynamism scale for differences in the two experimental groups. The means and 

t-values for both scenarios in which a manipulation was applied are reported in Table D-1. 

These results show that for the scenario, the perceived environmental dynamism is significantly 

different between participants in the two groups. For the second scenario, the t-test reveals no 

significant differences between the “Dynamic” and the “Stable” group. Following recommen-

dations from Kotzian et al. (2015), I did not drop cases based on the results of the failed manip-

ulation checks in order to prevent a bias towards more significant differences between experi-

mental groups and thereby jeopardizing results to be prone to an alpha error. 

Table D-1: Mean comparison of perceived environmental dynamism in the two scenarios of 
Study 1 

 

 

Control variables. I included relevant control variables to test for possible alternative explana-

tions. These controls are subjects’ years of relevant experience, age, education, employment 

status, and risk-taking propensity in my analyses. To control for risk-taking propensity is im-

portant to rule out that this disposition confounds effects of the temporal focus disposition as 

Variables N Mean Standard 
Deviation

t -test for equality 
of means

Dynamic Group 30 5,61 0,72 6,71***
Stable Group 35 3,49 1,70

Dynamic Group 30 3,87 2,06 0,95
Stable Group 35 3,39 1,91

Perc. Dynamism (Scenario 1)

Perc. Dynamism (Scenario 2)
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tendencies toward exploitation and exploration have inherent risk components (March 1991; 

Levinthal and March 1993; Benner and Tushman 2003). I used a general risk-taking propensity 

scale validated by Meertens and Lion (2008) (the full scale can be found in Appendix B).  

4.4 Analysis and results 

Descriptive statistics. Table D-2 shows means and standard deviations of the study variables 

and correlations among the different constructs. Consistent with previous studies, individuals 

in my sample tend to prefer exploitation over exploration (March 1991; Jansen et al. 2009) with 

a significantly higher mean value for exploitation than exploration for both scenarios (Scenario 

1: 5.12 vs 3.63, p < 0.01; Scenario 2: 4.75 vs 3.79, p < 0.01). 

Table D-2: Descriptive statistics and correlations for Study 1 

 

Hypotheses testing. In Table D-3 - Table D-6 I present the results of the stepwise hierarchical 

ordinary least squares regression (OLS) approach as for linear models such as the one proposed 

this approach generates unbiased coefficient estimates that tend to be relatively close to the true 

population values (minimum variance) (Aiken and West 1991; Sserwanga and Rooks 2014). I 

tested the hypotheses for the two types of innovation exploitation and exploration for each sce-

nario in four different models. The results for scenario 1 (Payment Systems) are shown in Table 

D-3 (exploration) and Table D-4 (exploitation) and for scenario 2 (Streaming Services) in Table 

Variable M SD 1 2 3 4 5 6 7 8 9 10

1 Exploration (1) 3,63 1,86
2 Exploitation (1) 5,12 1,64 -,78**
3 Exploration (2) 3,79 2,02 ,52** -,34**
4 Exploitation (2) 4,75 1,83 -,38** ,46** -,75**
5 Present Focus 5,17 1,10 ,06 -,06 -,02 ,05
6 Future Focus 4,95 1,27 ,21* -,13 ,25* -,25* ,03
7 Environmental Dynamism 1,41 1,30 -,04 ,01 -,06 -,10 ,13 -,09
8 Age 2,54 ,98 -,15 ,17 -,18 ,24* ,02 -,33** ,11
9 Education Level 3,10 ,93 ,09 -,17 -,04 ,01 ,08 ,09 ,09 -,16

10 Employment Status 2,55 1,23 -,09 ,01 ,06 -,11 -,01 -,05 -,05 -,03 -,10
11 Risk Propensity 3,95 1,51 ,44** -,44** ,45** -,37** ,13 ,25** -,11 -,17 ,04 .34**

* p  < 0.05, ** p < 0.01 (two tailed).
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D-5 (exploration) and Table D-6 (exploitation), respectively). For all tables (Table D-3 – Table 

D-6), Model 1 tests effects of the control variables Age, Education Level, Employment Status, 

and Risk Propensity, while Model 2 tests the direct effects of the independent variable Temporal 

Focus. In Model 3, the moderating variable Environmental Dynamism is captured, and interac-

tion effects of the independent variable and the moderating variable are tested in Model 4. 

Table D-3: OLS regression analyses: Results for exploration (Scenario 1, Study 1) 

 

B SE B SE B SE B SE

Control
Age -0.12 0.17 -0.10 0.18 -0.10 0.18 -0.08 0.18
Education level 0.08 0.18 0.08 0.18 0.07 0.18 0.08 0.19
Employment Status -0.40*** 0.14 -0.39*** 0.14 -0.39*** 0.14 -0.40** 0.15
Risk Propensity 0.64*** 0.11 0.63*** 0.12 0.63*** 0.12 0.62*** 0.13

Main effects
Present Focus -0.02 0.15 -0.03 0.15 -0.21 0.25
Future Focus 0.07 0.14 0.07 0.14 -0.02 0.22
Environmental Dynamism (D1) -0.06 0.40 -1.04 2.49
Environmental Dynamism (D2) 0.05 0.40 -3.48 2.63

Interaction effect

-0.02 0.37

0.60 0.37

0.21 0.33

0.09 0.33

R²
Δ R²
R² Adj. 0.24 0.23 0.21 0.21
Δ R²  Adj. -0.02 -0.02 0.00
F Change 0.15 0.04 0.91

* p  < 0.1; ** p  < 0.05, *** p < 0.01; N  = 104

Model 3 Model 4

Present Focus х Environmental 
Dynamism (D1)

Present Focus х Environmental 
Dynamism (D2)

Future Focus х Environmental 
Dynamism (D1)

Variables

Dependent Variable: Exploration (Scenario 1)

Model 1 Model 2

Future Focus х Environmental 
Dynamism (D2)

0.27 0.27 0.300.27
0.00 0.00 0.03
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Table D-4: OLS regression analyses: Results for exploitation (Scenario 1, Study 1) 

 

 

Table D-5: OLS regression analyses: Results for exploration (Scenario 2, Study 1) 

 

B SE B SE B SE B SE

Control
Age 0.11 0.15 0.13 0.16 0.14 0.16 0.12 0.16
Education level -0.21 0.16 -0.22 0.16 -0.21 0.16 -0.24 0.17
Employment Status 0.21* 0.12 0.22* 0.13 0.22* 0.13 0.18 0.14
Risk Propensity -0.52*** 0.10 -0.54*** 0.11 -0.54*** 0.11 -0.50*** 0.12

Main effects
Present Focus 0.03 0.13 0.03 0.14 0.18 0.23
Future Focus 0.05 0.12 0.05 0.13 0.15 0.20
Environmental Dynamism (D1) 0.14 0.35 1.43 2.25
Environmental Dynamism (D2) -0.07 0.36 2.86 2.38

Interaction effect

-0.18 0.34

-0.32 0.34

-0.08 0.29

-0.26 0.30

R²
Δ R²
R² Adj. 0.22 0.20 0.19 0.17
Δ R²  Adj. -0.01 -0.01 -0.02
F Change 0.10 0.16 0.39

* p  < 0.1; ** p  < 0.05, *** p < 0.01; N  = 104

0.25 0.25 0.26
0.00 0.00 0.01

Dependent Variable: Exploitation (Scenario 1)

Present Focus х Environmental 
Dynamism (D1)

Present Focus х Environmental 
Dynamism (D2)

Future Focus х Environmental 
Dynamism (D1)

Future Focus х Environmental 
Dynamism (D2)

0.25

Model 1 Model 2 Model 3 Model 4

Variables

B SE B SE B SE B SE

Control
Age -0.24 0.19 -0.17 0.19 -0.16 0.20 -0.14 0.20
Education level -0.19 0.20 -0.19 0.20 -0.19 0.20 -0.20 0.21
Employment Status -0.19 0.16 -0.17 0.16 -0.17 0.16 -0.17 0.17
Risk Propensity 0.63*** 0.13 0.61*** 0.13 0.61*** 0.13 0.62*** 0.15

Main effects
Present Focus -0.14 0.16 -0.15 0.17 -0.30 0.28
Future Focus 0.18 0.15 0.18 0.15 0.18 0.24
Environmental Dynamism (D1) -0.06 0.44 -1.23 2.78
Environmental Dynamism (D2) -0.30 0.45 -1.61 2.94

Interaction effect

0.15 0.42

0.33 0.42

0.07 0.36

-0.08 0.37

R²
Δ R²
R² Adj. 0.20 0.20 0.19 0.16
Δ R²  Adj. -0.01 -0.01 -0.03
F Change 1.08 0.24 0.19

* p  < 0.1; ** p  < 0.05, *** p < 0.01; N  = 104

0.25 0.25 0.26
0.02 0.00 0.01

Dependent Variable: Exploration (Scenario 2)

Present Focus х Environmental 
Dynamism (D1)

Present Focus х Environmental 
Dynamism (D2)

Future Focus х Environmental 
Dynamism (D1)

Future Focus х Environmental 
Dynamism (D2)

0.23

Model 1 Model 2 Model 3 Model 4

Variables
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Table D-6: OLS regression analyses: Results for exploitation (Scenario 2, Study 1) 

 

 

Hypotheses 1 to 4 proposed a direct relationship between temporal focus and the two forms of 

innovation. Results show that there is no significant relation between a present focus and ex-

ploration as suggested in Hypothesis 1 (B = -0.02, p > 0.05 for scenario 1; B = -0.14, p > 0.05 

for scenario 2). In Hypothesis 2, I proposed a positive relationship of a present focus and ex-

ploitation. This cannot be confirmed by the data (B = 0.03, p > 0.05 for scenario 1; B = 0.15, 

p > 0.05 for scenario 2). Hypotheses 3 suggested a positive association of a future focus and 

exploration, which does not find support either (B = 0.07, p > 0.05 for scenario 1; B = 0.18, p > 

0.05 for scenario 2). The same is true for Hypothesis 4, which assumed a negative association 

between a future focus and exploitation (B = 0.05, p > 0.05 for scenario 1; B = -0.18, p > 0.05 

scenario 2).  

Hypotheses 5 to 8 proposed a moderating relationship of temporal focus and environmental 

dynamism on the two innovation forms exploration and exploitation. Next, I included the 

B SE B SE B SE B SE

Control
Age 0.35** 0.17 0.27 0.18 0.28 0.18 0.28 0.19
Education level 0.11 0.18 0.10 0.18 0.13 0.18 0.17 0.19
Employment Status 0.02 0.15 0.00 0.15 0.00 0.14 0.00 0.16
Risk Propensity -0.41*** 0.12 -0.39*** 0.12 -0.41*** 0.12 -0.42*** 0.13

Main effects
Present Focus 0.15 0.15 0.19 0.15 0.28 0.25
Future Focus -0.18 0.14 -0.19 0.14 -0.17 0.22
Environmental Dynamism (D1) 0.66 0.40 2.64 2.54
Environmental Dynamism (D2) 0.88** 0.41 0.54 2.69

Interaction effect

-0.25 0.38

-0.01 0.38

-0.14 0.33

0.09 0.34

R²
Δ R²
R² Adj. 0.14 0.14 0.17 0.14
Δ R²  Adj. 0.03 0.03 -0.03
F Change 1.26 2.64* 0.28

* p  < 0.1; ** p  < 0.05, *** p < 0.01; N  = 104

0.19 0.23 0.24
0.02 0.04 0.01

Dependent Variable: Exploitation (Scenario 2)

Present Focus х Environmental 
Dynamism (D1)

Present Focus х Environmental 
Dynamism (D2)

Future Focus х Environmental 
Dynamism (D1)

Future Focus х Environmental 
Dynamism (D2)

0.17

Model 1 Model 2 Model 3 Model 4

Variables
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dummy variables4 for the experimental groups “Stable Environment (D1)” and “Dynamic En-

vironment (D2)”.  

The single effect of the inclusion of the moderator variable is shown in Model 3 and interaction 

terms are displayed in Model 4. Hypothesis 5 and 6 predicted that dynamic environments 

strengthen the negative relationship of a present focused and exploration (H5) and the positive 

relationship between a present focus and exploitation (H6). Both propositions do not find sup-

port, however. For exploration, the interaction between a present focus and high dynamism 

(Environmental Dynamism D2) is positive but non-significant (B = 0.60, p > 0.05 for scenario 

1 and B = 0.33, p > 0.05 for scenario 2). For exploitation, respectively, the interaction between 

a present focus and low dynamism (Environmental Dynamism D2) is negative and non-signif-

icant for scenario 1 (B = -0.32, p > 0.05) and scenario 2 (B = -0.01, p > 0.05). 

Hypotheses 6 and 7 proposed that a dynamic environment will strengthen the positive associa-

tion of a future with exploration (H7) and the negative association with exploitation (H8). The 

results do not show evidence for neither of the hypotheses. For exploration, the interaction be-

tween a future focus and high dynamism (Environmental Dynamism D2) is neither significant 

in scenario 1 (B = 0.09, p > 0.05) nor in scenario 2 (B = -0.08, p > 0.05). For exploitation, 

respectively, the interaction between a future focus and high dynamism (Environmental Dyna-

mism D2) is non-significant for scenario 1 (B = -0.26, p > 0.05) and scenario 2 (B = 0.08, p > 

0.05). I further tested our hypotheses by using the data obtained from manipulation checks as 

the moderating explanatory variable (Kotzian et al. 2015; Hauser et al. 2018), however, results 

did not change.  

 
4 All constellations of dummy baselines were tested, and results did not change. Furthermore, I conducted the tests also for the 

experimental groups only, i.e. without the control group. The results remain the same, however.  
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5 Study 2 

Study 2 was conducted to provide an additional test of the proposed model and used slightly 

adapted frame parameters regarding the experimental setting. Adaptions in comparison to 

Study 1 are the following: First, Study 2 includes an additional scenario, embedded in a differ-

ent context. While the two scenarios in Study 1 are concerned with rather technical back-

grounds, the additional third scenario in Study 2 is embedded in an environmental sustainabil-

ity. This enables an investigation of possible differences in results depending on the specific 

context in which the decision to explore or exploit takes place. The rationale is to cover for a 

variety of contexts in which the decision towards exploration/exploitation takes place. Second, 

in the experimental conditions of Study 2 directly compared a stable vs. a dynamic environment, 

i.e. without an additional control group without environmental framing to have an increased 

contrast on those conditions. This results in a two groups between-subjects experimental design. 

Third, in Study 1 the order of the vignettes was fixed. To exclude the possibility of order effects, 

the order of vignettes is randomized in Study 2 and the order of vignettes is included as control 

variable in the analysis (Auspurg and Jäckle 2017).  

Study 2 was also conducted on Amazon Mechanical Turk. Workers who participated in Study 

1 were excluded to rule out the possibility of non-naïveté among participants (Bentley 2017).  

5.1 Participants and experimental scenario 

The materials were similar to those used in Study 1, except that Study 2 has an additional sce-

nario. Each participant was offered a reward of USD 2.50 for their participation – USD 0.50 

more than in Study 1 to compensate for the additional third scenario. Participants were con-

fronted with three scenarios in which they were asked to be a manager in a company, responsi-

ble for innovation (inspired by Ahmadi et al. 2017). As the two scenarios from Study 1 are 
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embedded in a technical context – involving digital payment systems and streaming solutions 

– the third scenario is concerned with sustainable innovation. More specifically, participants 

are asked to set themselves in the position of an innovation manager of a company that pro-

cesses plastic waste and the manager instructed to find a solution for micro plastic. Again, after 

appropriate research, there are two viable solutions possible – one with explorative features and 

one with exploitative features.  

In total, 155 workers completed the questionnaire. Examination of the attention check5 revealed 

that 38 participants did not read the scenarios and therefore, their questionnaires were excluded 

from further analysis. This led to a final sample size of n = 117 participants in Study 2.  

Study 2 was conducted without a control group. Thus, the experimental design of Study 2 is a 

2x2 between-subjects design. To control for possible order effects, the order of the three exper-

imental scenarios was randomized between participants and the sequence in which scenarios 

were shown is included as a control variable in the analysis. Besides that, the dependent and 

independent variables were measured as in Study 1.  

Manipulation checks. Participants were asked to rate the perceived environmental dynamism 

in the scenarios after the dependent variable had been measured. To test whether the manipula-

tion in the scenarios was successful, I tested if the means of the perceived environmental dyna-

mism were different from each other in the three experimental groups. The means and t-values 

for the three scenarios of Study 2 are reported in Table D-7. The results show that for all three 

scenarios, the perceived environmental dynamism is significantly higher in the “Dynamic” 

group in comparison to the “Stable” group. In Study 1, one manipulation check failed to demon-

strate significant differences between the experimental groups while results of Study 2 demon-

strate a significant difference between all experimental groups. The scenarios remained 

 
5 Procedure and execution of attention-checks are the same as in Study 1.  
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unchanged compared to Study 1, however, in Study 1 the order of scenarios remained constant 

while in Study 2 the order of scenarios was randomized. As only one factor changed compared 

to Study 1 and it was the latter scenario of Study 1 that failed to demonstrate a significant 

manipulation check, I assume that survey fatigue has deployed and might have biased results 

of the manipulation check of the second scenario of study (Savage and Waldman 2008). 

 

Table D-7: Mean comparison of perceived environmental dynamism in the three scenarios of 
Study 2 

 

5.2 Analysis and results  

Descriptive statistics. Table D-8 shows means and standard deviations of the study variables 

and correlations among the different constructs. Similarly to Study 1, individuals in the sample 

tend to prefer exploitation over exploration with a significantly higher mean value for exploi-

tation than exploration in the three scenarios (Scenario 1: 5.15 vs 4.12, p < 0.01; Scenario 2: 

4.85 vs 4.2, p < 0.1; Scenario 3: 5.08 vs 3.96, p < 0.01). Correlations between exploration and 

exploitation is negative and significant for scenario 1 and scenario 2. For scenario 3, the corre-

lation between exploration and exploitation is negative but not on a significant level.  

 

Variables N Mean Standard 
Deviation

t -test for equality 
of means

Dynamic Group 60 5,54 1,10 6,42***
Stable Group 57 3,84 1,69

Dynamic Group 60 5,18 1,04 5,59***
Stable Group 57 3,70 1,72

Dynamic Group 60 5,40 1,19 5,45***
Stable Group 57 3,98 1,59

Perc. Dynamism (Scenario 1)

Perc. Dynamism (Scenario 2)

Perc. Dynamism (Scenario 3)
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Table D-8: Descriptive statistics and correlations for Study 2 

 

 

Hypotheses testing. Table D-9 - Table D-14 show the results of OLS regression analyses for 

the two types of innovation exploitation and exploration in Study 2. Analogously to Study 1, 

results of Study 2 for each scenario are displayed in four different models. The results for sce-

nario 1 (Payment Systems) are shown in Table D-9 (exploration) and Table D-10 (exploitation), 

for scenario 2 (Micro Plastic) in Table D-11 (exploration) and Table D-12 (exploitation), and 

for scenario 3 (Streaming Services) in Table D-13 (exploration) and Table D-14 (exploitation), 

respectively. Model 1 tests effects of the control variables Age, Education, Employment, Order, 

and Risk Propensity, while Model 2 tests the direct effects of the independent variable Temporal 

Focus. In Model 3, the moderating variable Environmental Dynamism is captured, and interac-

tion effects of the independent variable and the moderating variable are tested in Model 4. 

In my tests of Hypotheses 1 to 4, results of Study 2 cannot confirm the proposed direct rela-

tionships between temporal focus and the two forms of innovation, exploration and exploita-

tion. Results show that the negative relation between a present focus and exploration as sug-

gested in Hypothesis 1 could not be confirmed (B = 0.18, p > 0.05 for scenario 1; B = 0.14, 

p > 0.05 for scenario 2; B = 0.15, p > 0.05 for scenario 3). In Hypothesis 2, the suggested pos-

itive relationship of a present focus and exploitation could not be confirmed by the data either 

Variable M SD 1 2 3 4 5 6 7 8 9

1 Exploration (1) 4.12 2.07
2 Exploitation (1) 5.15 1.73 -.75**
3 Exploration (2) 4.22 2.01 .46** -.27**
4 Exploitation (2) 4.85 1.86 -.23* .36** -.65**
5 Exploration (3) 3.96 2.01 .42** -.09 .36** -.13
6 Exploitation (3) 5.08 1.73 -.26** .23* -.10 .20* -.69**
7 Present Focus 5.13 .99 .07 .00 .09 .04 .05 .17
8 Future Focus 4.92 1.05 .12 -.02 .08 .11 .05 .18 .24**
9 Environmental Dynamism .51 .50 -.18 .16 .07 -.07 .02 -.05 -.08 -.16
10 Risk Propensity 4.00 1.57 .40** -.32** .19* -.19* .32** -.27** -.06 .03 -.06

* p  < 0.05, ** p < 0.01 (two tailed).
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(B = - 0.04, p > 0.05 for scenario 1; B = 0.05, p > 0.05 for scenario 2; B = 0.17, p > 0.05 for 

scenario 3). Hypotheses 3 suggested a positive association of a future focus and exploration. 

However, there is no evidence which supports this in the data (B = 0.16, p > 0.05 for scenario 

1; B = 0.10, p > 0.05 for scenario 2; B = 0.04, p > 0.05 for scenario 3). Hypothesis 4, which 

assumed a negative association between a future focus and exploitation, could not be confirmed 

(B = 0.01, p > 0.05 for scenario 1; B = 0.19, p > 0.05 for scenario 2; B = 0.24, p > 0.05 for 

scenario 3). 

Hypothesis 5 and 6 suggested that dynamic environments strengthen the negative relationship 

of a present focused and exploration (H5) and the positive relationship between a present focus 

and exploitation (H6). The interaction terms of present focus and environmental dynamism 

were statistically non-significant for all three scenarios regarding both dependent variables: ex-

ploration (B = -0.13, p > 0.05 for scenario 1; B = 0.20, p > 0.05 for scenario 2; B = -0.06, 

p > 0.05 for scenario 3) and exploitation (B = -0.01, p > 0.05 for scenario 1; B = -0.16, p > 0.05 

for scenario 2; B = -0.09, p > 0.05 for scenario 3). Hence, the data in Study 2 neither supports 

H5 & H6.  

Hypotheses 6 and 7 proposed that a dynamic environment will strengthen the positive associa-

tion of a future with exploration (H7) and the negative association with exploitation (H8). There 

is no evidence that supports these hypotheses6. Interaction terms of future focus and environ-

mental dynamism are non-significant regarding exploration for scenario 1 and scenario 3 

(B = 0.16, p > 0.05 for scenario 1; B = -0.09, p > 0.05 for scenario 3) and exploitation (B = 0.11, 

p > 0.05 for scenario 1; B = -0.18, p > 0.05 for scenario 3). The interaction term for scenario 2 

regarding exploration is significant (B = -0.94, p < 0.05) and regarding exploitation it is on a 

10% significance level (B = 0.61, p = 0.09). However, as signs of the interaction coefficients 

 
6 I further tested our hypotheses by using the data obtained from manipulation checks as the moderating explanatory variable 

(Kotzian et al. 2015; Hauser et al. 2018), however, results did not change. 
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show, the moderation effects go in opposing directions as hypothesized. Further analysis of 

conditional effects (Kingsley et al. 2017; Hayes 2017b) revealed that in Scenario 2 moderation 

of environmental dynamism regarding exploration occurs only in the “low dynamism” assign-

ment (r = 0.06, p < 0.05) while the conditional effect of high dynamism is non-significant 

(r = - 0.33, p > 0.05). This means for this case that individuals tend to prefer exploration when 

environments are stable. For exploitation, here is the moderation effect of high dynamism for 

the future focus-exploitation relationship significant on 10% significance level (r = 0.46, 

p = 0.06) while it is non-significant for the low dynamism condition (r = -0.15, p > 0.05). The 

moderation in Scenario 2 is depicted in Figure D-2.  

 

 

 

0

1

2

3

4

5

6

7

8

Low Future Focus High Future Focus

Ex
pl

oi
ta

tio
n

Low Dynamism

High Dynamism

0

1

2

3

4

5

6

7

8

Low Future Focus High Future Focus

Ex
pl

or
at

io
n

Low Dynamism

High Dynamism

Figure D-2: Interaction plots for future focus, environmental dynamism, and explorative/ 
exploitative innovation (Scenario 2, Study 1) 
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Table D-9: OLS regression analyses: Results for exploration (Scenario 1, Study 2) 

 

Table D-10: OLS regression analyses: Results for exploitation (Scenario 1, Study 2) 

 

B SE B SE B SE B SE

Control
Age -0.01 0.02 -0.01 0.02 -0.01 0.02 -0.01 0.02
Education 0.01 0.14 0.01 0.14 0.05 0.14 0.07 0.14
Employment 0.11 0.14 0.13 0.14 0.11 0.14 0.11 0.14
Order 0.02 0.11 0.00 0.11 -0.06 0.11 -0.06 0.11
Risk Propensity 0.52*** 0.12 0.53*** 0.12 0.54*** 0.12 0.53*** 0.12

Main effects
Present Focus 0.18 0.19 0.16 0.19 0.23 0.27
Future Focus 0.16 0.18 0.12 0.18 0.03 0.26
Environmental Dynamism -0.67* 0.38 -0.79 2.33

Interaction effect

-0.13 0.37

0.16 0.37

R²
Δ R²
R² Adj. 0.15 0.15 0.16 0.15
Δ R²  Adj. 0.00 0.02 -0.01
F Change 1.10 3.14* 0.13

* p  < 0.1, ** p  < 0.05, *** p < 0.01; N =117

0.02 0.02 0.00
0.20 0.22 0.220.18

Model 3 Model 4

Present Focus х Environmental 
Dynamism

Future Focus х Environmental 
Dynamism

Model 2

Variables

Dependent Variable: Exploration (Scenario 1)

Model 1

B SE B SE B SE B SE

Control
Age 0.01 0.01 0.01 0.01 0.00 0.01 0.00 0.02
Education 0.08 0.12 0.08 0.12 0.05 0.12 0.06 0.12
Employment -0.04 0.12 -0.04 0.12 -0.03 0.12 -0.04 0.12
Order -0.09 0.09 -0.08 0.10 -0.04 0.10 -0.04 0.10
Risk Propensity -0.32*** 0.10 -0.33*** 0.11 -0.33*** 0.11 -0.34*** 0.11

Main effects
Present Focus -0.04 0.17 -0.03 0.17 -0.02 0.24
Future Focus 0.01 0.16 0.03 0.16 -0.02 0.23
Environmental Dynamism 0.45 0.34 -0.08 2.06

Interaction effect

-0.01 0.33

0.11 0.33

R²
Δ R²
R² Adj. 0.08 0.06 0.07 0.05
Δ R²  Adj. -0.02 0.01 -0.02
F Change 0.03 1.82 0.06

* p  < 0.1, ** p  < 0.05, *** p < 0.01; N =117

Dependent Variable: Exploitation (Scenario 1)

Model 1 Model 2 Model 3 Model 4

Variables

0.00 0.01 0.00

Present Focus х Environmental 
Dynamism

Future Focus х Environmental 
Dynamism

0.12 0.12 0.13 0.13



Study 3: The Influence of Temporal Focus on Exploratory and Exploitative Innovation    

 

131 

 

Table D-11: OLS regression analyses: Results for exploration (Scenario 2, Study 2) 

 

Table D-12: OLS regression analyses: Results for exploitation (Scenario 2, Study 2) 

 

B SE B SE B SE B SE

Control
Age -0.01 0.02 -0.01 0.02 -0.01 0.02 -0.01 0.02
Education 0.11 0.14 0.11 0.14 0.07 0.14 0.00 0.14
Employment -0.09 0.14 -0.08 0.15 -0.07 0.15 -0.05 0.14
Order 0.09 0.11 0.08 0.11 0.13 0.12 0.14 0.12
Risk Propensity 0.25** 0.13 0.26** 0.13 0.25** 0.13 0.29** 0.13

Main effects
Present Focus 0.14 0.20 0.15 0.20 0.03 0.28
Future Focus 0.10 0.19 0.13 0.19 0.61** 0.27
Environmental Dynamism 0.47 0.40 4.12* 2.39

Interaction effect

0.20 0.39

-0.94** 0.38

R²
Δ R²
R² Adj. 0.02 0.01 0.01 0.05
Δ R²  Adj. -0.01 0.00 0.04
F Change 0.52 1.39 3.10**

* p  < 0.1, ** p  < 0.05, *** p < 0.01; N =117

Dependent Variable: Exploration (Scenario 2)

Model 1 Model 2 Model 3 Model 4

Variables

0.01 0.01 0.05

Present Focus х Environmental 
Dynamism

Future Focus х Environmental 
Dynamism

0.06 0.07 0.08 0.13

B SE B SE B SE B SE

Control
Age 0.00 0.02 0.00 0.02 0.00 0.02 0.00 0.02
Education 0.04 0.13 0.04 0.13 0.07 0.13 0.12 0.14
Employment 0.09 0.13 0.09 0.13 0.08 0.13 0.07 0.13
Order -0.12 0.10 -0.13 0.11 -0.17 0.11 -0.17 0.11
Risk Propensity -0.23* 0.12 -0.22* 0.12 -0.21* 0.12 -0.24** 0.12

Main effects
Present Focus 0.05 0.18 0.04 0.18 0.13 0.26
Future Focus 0.19 0.17 0.17 0.17 -0.15 0.25
Environmental Dynamism -0.42 0.37 -2.61 2.25

Interaction effect

-0.16 0.36

0.61* 0.36

R²
Δ R²
R² Adj. 0.01 0.01 0.01 0.02
Δ R²  Adj. 0.00 0.00 0.01
F Change 0.74 1.25 1.47

* p  < 0.1, ** p  < 0.05, *** p < 0.01; N =117

Dependent Variable: Exploitation (Scenario 2)

Model 1 Model 2 Model 3 Model 4

Variables

0.01 0.01 0.03

Present Focus х Environmental 
Dynamism

Future Focus х Environmental 
Dynamism

0.06 0.07 0.08 0.11
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Table D-13: OLS regression analyses: Results for exploration (Scenario 3, Study 2) 

 

Table D-14: OLS regression analyses: Results for exploitation (Scenario 3, Study 2) 

 

B SE B SE B SE B SE

Control
Age 0.00 0.02 0.00 0.02 0.00 0.02 0.00 0.02
Education -0.07 0.14 -0.07 0.14 -0.08 0.14 -0.09 0.15
Employment -0.01 0.14 0.01 0.14 0.01 0.14 0.01 0.14
Order -0.03 0.11 -0.04 0.11 -0.02 0.12 -0.02 0.12
Risk Propensity 0.40*** 0.12 0.41*** 0.12 0.41*** 0.12 0.41*** 0.13

Main effects
Present Focus 0.15 0.19 0.15 0.20 0.18 0.28
Future Focus 0.04 0.18 0.05 0.19 0.10 0.27
Environmental Dynamism 0.20 0.40 0.95 2.43

Interaction effect

-0.06 0.39

-0.09 0.38

R²
Δ R²
R² Adj. 0.07 0.06 0.05 0.03
Δ R²  Adj. -0.01 -0.01 -0.02

F Change 0.36 0.26 0.05

* p  < 0.1, ** p  < 0.05, *** p < 0.01; N =117

Dependent Variable: Exploration (Scenario 3)

Model 1 Model 2 Model 3 Model 4

Variables

0.01 0.00 0.00

Present Focus х Environmental 
Dynamism

Future Focus х Environmental 
Dynamism

0.11 0.11 0.12 0.12

B SE B SE B SE B SE

Control
Age -0.02 0.01 -0.01 0.01 -0.01 0.01 -0.01 0.01
Education 0.04 0.12 0.04 0.12 0.04 0.12 0.03 0.12
Employment -0.07 0.12 -0.06 0.12 -0.07 0.12 -0.06 0.12
Order 0.11 0.10 0.09 0.10 0.09 0.10 0.09 0.10
Risk Propensity -0.34*** 0.11 -0.32*** 0.11 -0.32*** 0.11 -0.31*** 0.11

Main effects
Present Focus 0.17 0.17 0.17 0.17 0.22 0.24
Future Focus 0.24 0.16 0.24 0.16 0.33 0.23
Environmental Dynamism -0.01 0.34 1.35 2.05

Interaction effect

-0.09 0.33

-0.18 0.33

R²
Δ R²
R² Adj. 0.06 0.08 0.07 0.06
Δ R²  Adj. 0.02 -0.01 -0.01
F Change 0.36 0.26 0.05

* p  < 0.1, ** p  < 0.05, *** p < 0.01; N =117

Dependent Variable: Exploitation (Scenario 3)

Model 1 Model 2 Model 3 Model 4

Variables

0.04 0.00 0.00

Present Focus х Environmental 
Dynamism

Future Focus х Environmental 
Dynamism

0.10 0.14 0.14 0.14
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6 Supplemental Analysis  

In the main analysis, Model 1 shows that in Study 1 (Table D-3 - Table D-6) and Study 2 (Table 

D-9 - Table D-14) for both dependent variables – exploration and exploitation – the control 

variable risk propensity has statistically significant effects. Supplemental analysis reveals ef-

fects of an individual’s risk-taking propensity as the sole estimator for the pursue of exploratory 

and exploitative innovation decisions. Results of OLS regression analyses for Study 1 and 

Study 2 are presented in Table D-16 – Table D-18. Results are reported for all scenarios in 

separate tables for exploration and exploitation, whereby the displayed coefficients and stand-

ard errors for control variables, main effects and interaction effects were computed in separated 

models. R², R² Adjusted and F-Values are reported for the model with interaction terms. In the 

data of Study 1, a significant main effect of risk-taking propensity on both dependent variables 

can be observed, whereby the effect is positive for exploration (B = 0.64, p < 0.01 for scenario 

1; B = 0.63, p < 0.01 for scenario 2) and negative for exploitation (B = -0.52, p < 0.01 for 

scenario 1; B = -0.41, p < 0.01 for scenario 2). The same is true for the data in Study 2 – in all 

three scenarios, there is a positive main effect of risk-taking propensity on exploration (B = 

0.50, p < 0.01 for scenario 1; B = 0.25, p < 0.01 for scenario 2; B = 0.39, p < 0.01 for scenario 

3) and negative main effect on exploitation (B = -0.33, p < 0.01 for scenario 1; B = -0.24, p < 

0.05 for scenario 2; B = -0.31, p < 0.01 for scenario 3).  

For Study 1, directions of the interaction effects of risk-taking propensity and environmental 

dynamism can be observed through the dummy variables D1 “low dynamism” and D2 “high 

dynamism” (reference category is the group without an environmental framing). For explora-

tion in Scenario 1 (Payment Systems), the interaction terms of risk-taking propensity and envi-

ronmental dynamism are non-significant on a 5% level but on a 10% level (B = 0.49, p < 0.10 

in the high dynamism condition; B = 0.45, p < 0.10 in the low dynamism condition). For 
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exploration in Scenario 2 (Streaming Services), the interaction terms are both significant on a 

5% level (B = 0.73, p < 0.05 in the high dynamism condition; B = 0.95, p < 0.01 in the low 

dynamism condition). For exploitation in Scenario 1, the interaction term is negative and sig-

nificant on a 10% level for the high dynamism condition (B = -0.45, p < 0.01) while it is above 

a 10% significance level for low dynamism (B = -0.24, p > 0.10). For exploitation in Scenario 

2, both interaction terms high dynamism and low dynamism are significant on a 10% level. The 

interactions are graphically depicted in Figure D-3 for exploration and in Figure D-4 for ex-

ploitation. More risk prone individuals are higher on exploration in the high dynamic condition 

than in the low dynamic condition in both scenarios. For exploitation, the regression slopes do 

not show consistent moderating effects.  

For Study 2, the interaction terms were non-significant for both dependent variables exploration 

(B = 0.20, p > 0.05 for scenario 1; B = 0.34, p > 0.05 for scenario 2; B = 0.32, p > 0.05 for 

scenario 3) and exploitation (B = 0.04, p > 0.05 for scenario 1; B = -0.11, p > 0.05 for scenario 

2; B = -0.12, p > 0.05 for scenario 3). As there was no control group in Study 2, further analysis 

was conducted to explore conditional effects of the moderator (Kingsley et al. 2017; Hayes 

2017b). Marginal effects of risk-taking propensity at values of the moderator environmental 

dynamism are displayed for exploration in Table D-19 and for exploitation in Table D-20. For 

exploration, there is for all three scenarios a significant positive marginal effects (ME) in the 

high dynamism condition (ME = 0.60, p < 0.17 for scenario 1; ME = 0.43, p < 0.05 for scenario 

2; ME = 0.56, p < 0.01 for scenario 3). For exploitation, the marginal effects are negative in all 

three scenarios and are significant in Scenario 3 (ME = -0.37, p < 0.05), significant on a 10% 

level in Scenario 2 (ME = - 30, p < 0.10), and non-significant in Scenario 1 (ME = -0.31, 

p > 0.10). The interactions of Study 2 are graphically depicted in Figure D-5 for exploration 

and in Figure D-6 for exploitation. Consistent to results of Study 1, more risk prone individuals 

are higher on exploration in the high dynamic condition than in the low dynamic condition in 
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scenario 2 (Micro Plastic) and scenario 3 (Streaming Services). In scenario 1 (Payment Sys-

tems), the difference of a high and low dynamism conditions is smaller. Marginal effects of the 

moderation are only statistically significant (and positive) for the high dynamism condition in 

scenario 3 and scenario 3, the marginal effects for scenario 1 are statistically significant for both 

conditions. I do not expect major discrepancies however, as marginal effects in a high dyna-

mism conditions are larger than those in a low dynamism condition. This is consistent to results 

of Study 1 and the other two scenarios of Study 2. For exploitation, the regression slopes of 

scenario 1 and scenario 3 have statistically significant negative marginal effects for the moder-

ator. For exploitation, moderating effects do not show consistency similar to Study 1. While 

marginal effects of the moderator are negative in all scenarios, effects sizes of high and low 

dynamism condition vary between the scenarios. This leads to conclude that environmental 

dynamism plays an enhancing role for the positive relationship of risk-taking propensity and 

explorative innovation while it is not of major relevance for the negative relationship of risk-

taking propensity and exploitative innovation. 
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B SE B SE

Control
Age -0.39* 0.20 0.45** 0.18
Education -0.15 0.22 0.07 0.19
Employment 0.08 0.16 -0.15 0.14

Main effects
Risk Propensity 0.63*** 0.13 -0.41*** 0.12
Environmental Dynamism (D1) 0.02 0.43 0.57 0.40
Environmental Dynamism (D2) -0.25 0.44 0.83** 0.41

Interaction effect

0.96*** 0.27 -0.50* 0.26

0.96*** 0.27 -0.50* 0.26

R²
R² Adj. 0.01 0.04
F(6,110) 3.85***

* p < 0.1, ** p < 0.05, *** p < 0.01; N=104

5.95***

Risk Propensity х 
Environmental Dynamism

0.04 0.07

Variables

Dependent Variable: Exploitation

Risk Propensity х 
Environmental Dynamism

Scenario 1 Scenario 2

Table D-16: Supplemental OLS regression analyses: Results for exploitation (risk-taking 
propensity, Study 1) 

B SE B SE

Control
Age -0.28 0.19 0.24 0.16
Education 0.12 0.20 -0.25 0.18
Employment -0.14 0.15 0.00 0.13

Main effects
Risk Propensity 0.64*** 0.11 -0.52*** 0.10
Environmental Dynamism (D1) -0.04 0.39 0.14 0.35
Environmental Dynamism (D2) 0.06 0.40 -0.07 0.36

Interaction effect

0.45* 0.25 -0.24 0.22

0.45* 0.25 -0.24 0.22

R²
R² Adj. 0.01 0.02
F(6,110) 4.51***

* p < 0.1, ** p < 0.05, *** p < 0.01; N=104

5.13***

Risk Propensity х Environmental 
Dynamism (D2)

0.04 0.05

Variables

Dependent Variable: Exploration

Risk Propensity х Environmental 
Dynamism (D1)

Scenario 1 Scenario 2

Table D-15: Supplemental OLS regression analyses: Results for exploration (risk-taking pro-
pensity, Study 1) 
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Table D-17: Supplemental OLS regression analyses: Results for exploration (risk-taking propen-
sity, Study 2) 

 

 

Table D-18: Supplemental OLS regression analyses: Results for exploitation (risk-taking propen-
sity, Study 2) 

 

B SE B SE B SE

Control
Age -0.03 0.02 -0.01 0.02 0.00 0.02
Education -0.13 0.14 0.09 0.14 -0.08 0.14
Employment 0.15 0.14 -0.10 0.14 0.00 0.14

Main effects
Risk Propensity 0.50*** 0.12 0.09 0.17 0.24 0.16
Environmental Dynamism -0.61* 0.36 -1.06 1.02 -1.09 0.99

Interaction effect

0.20 0.23 0.34 0.24 0.32 0.23

R²
R² Adj. 0.15 0.02 0.07
F(6,110) 1.43

* p  < 0.1, ** p  < 0.05, *** p < 0.01; N =117

4.46*** 2.56**

0.20

Risk Propensity х 
Environmental Dynamism

0.07 0.12

Scenario 1 Scenario 2 Scenario 3

Variables

Dependent Variable: Exploration

B SE B SE B SE

Control
Age 0.01 0.01 0.00 0.02 -0.01 0.01
Education 0.16 0.12 0.09 0.13 0.13 0.12
Employment -0.06 0.12 0.08 0.13 -0.10 0.12

Main effects
Risk Propensity -0.33*** 0.10 -0.24** 0.11 -0.31*** 0.10
Environmental Dynamism 0.46 0.31 -0.32 0.35 -0.24 0.32

Interaction effect

0.04 0.20 -0.11 0.22 -0.12 0.20

R²
R² Adj. 0.08 0.00 0.05
F(6,110) 1.07

* p  < 0.1, ** p  < 0.05, *** p < 0.01; N =117

0.10

2.64** 1.96*

Scenario 1 Scenario 2 Scenario 3

Variables

Dependent Variable: Exploitation

Risk Propensity х 
Environmental Dynamism

0.13 0.06
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Table D-19: Marginal effects of risk-taking propensity on exploration (Study 2) 

 

Table D-20: Marginal effects of risk-taking propensity on exploitation (Study 2) 

 

 

 

 

Effect SE Effect SE Effect SE

Interaction effect

0.40** 0.20 0.09 0.21 0.24 0.22

0.60*** 0.17 0.43** 0.18 .56*** 0.15

* p  < 0.1, ** p  < 0.05, *** p < 0.01; N =117

Environmental 
Dynamism = 1

Moderating Variable

Dependent Variable: Exploration

Environmental 
Dynamism = 0

Scenario 1 Scenario 2 Scenario 3

Effect SE Effect SE Effect SE

Interaction effect

-0.35** 0.18 -0.19 0.15 -0.25* 0.15

-0.31* 0.16 -0.30 0.20 -0.37** 0.15

* p  < 0.1, ** p  < 0.05, *** p < 0.01; N =117

Scenario 1 Scenario 2 Scenario 3

Environmental 
Dynamism = 1

Moderating Variable

Dependent Variable: Exploitation

Environmental 
Dynamism = 0

Figure D-3: Supplemental analysis: Interaction plots for risk-taking propensity, environmental dynamism, 
and explorative innovation (Study 1) 
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Figure D-6: Supplemental analysis: Interaction plots for risk-taking propensity, environmental 
dynamism, and exploitative innovation (Study 2) 

Figure D-5: Supplemental analysis: Interaction plots for risk-taking propensity, environmental 
dynamism, and explorative innovation (Study 2) 
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Figure D-4: Supplemental analysis: Interaction plots for risk-taking propensity, environmental
dynamism, and exploitative innovation (Study 1) 
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7 Discussion  

This study has drawn upon the psychological concept of temporal focus (Bluedorn 2002; Shipp 

et al. 2009; Zimbardo and Boyd 1999) and examined how the temporal focus of individuals can 

serve as an attentional filter in determining how it relates to preferences of explorative or ex-

ploitative innovation activities. Therewith, I heed to calls of former research that empirical 

studies are needed to examine the relationship of temporal foci (i.e. a present and future focus) 

and its influence on exploitation and exploration strategies (Brigham et al. 2014). Further, it 

was proposed that environmental conditions can moderate the impact of temporal focus. To test 

this influence, I manipulated the environmental context in two vignettes to create a dynamic 

and a stable environmental context.  

The aim of the study was to extent prior findings of temporal focus and innovation so that 

strategy scholars might be able to build up on a more nuanced understanding of temporal con-

siderations based on characteristics of individuals. However, the theoretically derived frame-

work was not supported in this study. The data shows that individuals vary in the degree they 

characteristically devote attention to the present or future but that these differences do not ex-

plain additional variance in decisions concerning exploitative and exploratory innovation. 

Without control variables, there is partial support for H3 and H4, i.e. that a future focus is 

positively associated with exploration and negatively associated with exploitation (for scenario 

1: B = 0.31, p < 0.01 for exploration and B = -0.17, p > 0.05 for exploitation; for scenario 2, 

respectively: B = 0.40, p < 0.01 for exploration and B = -0.36, p < 0.01 for exploitation). When 

including risk-taking propensity, these statistically significant results of a future focus do not 

hold anymore, however. In fact, it becomes obvious that risk-taking propensity is the best esti-

mator of the study variables to explain decisions towards exploratory and exploitative innova-

tion. Namely, a higher risk-taking propensity is associated with exploration and a lower risk-
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taking propensity is associated with exploitation (for scenario 1: B = 0.54, p < 0.001 for explo-

ration and B = -0.48, p < 0.001 for exploitation; for scenario 2, respectively: B = 0.60, p < 0.001 

for exploration and B = -0.34 p < 0.001 for exploitation). Hence, I find no evidence for the 

proposed hypotheses H1 – H4, that a present focus or a future focus leads to the pursue of more 

exploration or exploitation. Furthermore, there is no support for Hypothesis 5-8, i.e. an interac-

tion of temporal focus with high dynamism concerning preferences for exploration and exploi-

tation. Therefore, H5-H8 are rejected after the analysis.  

This study’s findings cannot confirm previous findings of e.g. Prinz et al. (2019), Nadkarni and 

Chen (2014) and Yadav et al. (2007) that individual’s temporal focus influences innovation 

decisions. There are several explanations for those differences in findings. First, my sample is 

very different to most of the samples in previous research. While prior studies examined re-

sponsible individuals in a real-life setting where their decisions were actual ones, this study 

used hypothetical scenarios. This imposed artificial setting may suppresses many factors lead-

ing to a decision in real-life. Particularly, as Amazon Mechanical Turk workers may be unrep-

resentative of educated and trained executives or high-level innovation managers in companies 

(Huff and Tingley 2015). Although I included employment status and job experience as control 

variables and results did not change, the population of Amazon Mechanical Turk workers is 

very heterogenous (Bentley 2017) and my sample size is not large enough to adequately exam-

ine differences related to employment status and job experience in a particular industry. How-

ever, this study’s objective was to examine whether stable individual differences in temporal 

focus explain variance in exploration/exploitation decisions in general and not only for a certain 

sub-group such as executives or trained innovation managers. While one’s temporal focus is 

primarily formed in the early childhood and should be stable over time, it “could be reinforced 

or modified through additional socialization experiences such as education, occupational 

choice, or personal experiences” (Shipp et al. 2009, p. 2). Experienced managers and executives 
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who work for many years in their jobs and are confronted with innovation decisions on a regular 

basis might have reinforced or adapted their temporal focus to their domain over time. This 

may be a reason why findings between sub-populations differ to a large degree. If this was the 

case, however, then the temporal focus variable would not be independent anymore.  

Secondly, prior studies did not give attention to an individual’s risk-taking propensity. This is 

surprising as already March (1991) hinted that risk-taking propensity can be a main driver for 

the pursuit of exploration and exploitation. Risk-prone individuals may be more inclined to-

wards exploration while risk-averse managers may reinforce exploitation as returns are ex-

pected to be more proximate and certain (March 1991; Lavie et al. 2010). This argument is 

supported by the results of this study. As stated above, without control variables, there is partial 

support for associations between a future focus and exploration/exploitation. However, as soon 

as risk-taking propensity is added as a control into the models, all significant effects of temporal 

focus on exploration and exploitation disappear. On the one hand, exploration has an inherent 

risk component and thus, processes and decisions to allocate resources between exploration and 

exploitation, therefore, embody risk preferences (March 1991, p. 71). However, to the best of 

my knowledge, there is no empirical study on exploration/exploitation which tested the influ-

ence of risk-taking propensity. On the other hand, the aim of this research was to study rela-

tionships between individual’s characteristics, i.e. temporal focus on exploration/exploitation 

and that needs to be shown while holding other traits such as risk-taking propensity constant to 

ensure that the examined traits explain additional variance. Risk-taking propensity is signifi-

cantly positively correlated with exploration and significantly negatively correlated with ex-

ploitation (see Table D-2 and Table D-8) which already hints to the results of the supplemental 

analysis. In research a link between risk-taking propensity and innovative behavior has been 

identified in several studies (e.g. March 1996). Specifically, higher risk-taking propensity is 

linked to higher innovative results (Ling et al. 2008), which speaks for the results that risk-
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taking propensity is strongly positively associated with explorative and negatively with exploi-

tative innovation. A high risk-taking propensity ensures that individuals see less the risks of a 

highly innovative decision than the potential opportunities and outcomes that can result from 

risky decisions under greater uncertainty (Ling et al. 2008; Wu 2008). This aspect also supports 

the view that a high risk-taking propensity is more likely to be accompanied by explorative 

innovations. Research also shows that a high risk-taking propensity leads to uncertainty being 

accepted in decision-making. As a result, more out-of-the-box approaches to innovation are 

pursued and more innovative solutions are preferred (García-Granero et al. 2015). This also 

leads to more explorative innovations if the risk-taking propensity is correspondingly high. 

Prior research also found that individuals high in risk-taking propensity can encourage creative 

solutions and the challenge and change of an existing status-quo (García-Granero et al. 2015; 

Zhou and George 2001). This in turn further strengthens the theoretical finding of this study, 

that risk-taking propensity leads to more radical, explorative innovation. 

Regarding an association of risk-taking and temporal focus, this study is mainly in line with 

prior findings; risk-taking propensity is positively correlated with a present focus (r = 0.13; 

p > 0.05 and r = -0.06; p > 0.05 for Study 2) and positively correlated to a future focus (r = 

0.25; p < 0.05 for Study 1 and r = 0.03; p > 0.05 for Study 2). I expected a present focus to be 

stronger correlated to risk-taking propensity than a future focus, as prior scholars found a pre-

sent focus to be significantly more correlated to risky driving behavior (Zimbardo et al. 1997), 

substance abuse (Apostolidis et al. 2006) and general risk taking behavior (Jochemczyk et al. 

2017). However, correlation coefficients between temporal focus and risk-taking propensity are 

relatively low and inconsistent between the two Studies of this paper. Hence, I do not expect 

that the constructs are associated to another. Furthermore, these results deviate only slightly 

from research specifically examining correlations between the temporal focus construct and 
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risk-taking propensity (Shipp et al. 2009) that also suggest no association between temporal 

focus and risk-taking propensity.  

Third, the lacking moderating influence of environmental dynamism can have several reasons 

and implications. While concerns regarding the operationalization of the environmental manip-

ulation are discussed in the following section, I address the issues here that the theoretical der-

ivation yielded towards a reinforcement effect of a dynamic environment of the association 

between temporal focus and exploration/exploitation. This association was absent, however. In 

a supplemental analysis, I tested a moderation model without temporal focus – instead with 

risk-taking propensity as the main independent variable and environmental dynamism as mod-

erator. This resulted in significant interaction terms for risk-taking propensity and dynamism. 

This leads me to conclude that risk-taking propensity is a more appropriate explanatory variable 

to explain people’s preference towards exploitative and explorative innovation than temporal 

focus is. In summary, the analysis could not reveal evidence in the data for the hypothesized 

relationships. Hence, I cannot confirm that an individual’s temporal focus is associated with 

exploratory and exploitative innovation or that there is an interaction with environmental dyna-

mism.  

8 Limitations and Future Research 

This study’s findings and limitations both offer promising opportunities for future research. 

First to mention are challenges in conjunction with data gathering on the online platform Am-

azon Mechanical Turk. Online research platforms such as Amazon Mechanical Turk are gaining 

increasingly popularity as a source for experimental subjects and this brings several limitations 

with it. For instance, while in a laboratory experiment it is possible to control for many variables 

that could influence results, on Amazon Mechanical Turk many things cannot be controlled for 



Study 3: The Influence of Temporal Focus on Exploratory and Exploitative Innovation   

 

145 

 

(Bentley 2017). More concretely, it is impossible for a researcher to observe whether partici-

pants are doing other activities on the side while randomly clicking through a questionnaire. 

Some respondents may only participate “for quick cash rather than inherent interest, and may 

not be inclined to answer conscientiously” (Downs et al. 2010, p. 2402). Thus, they will not 

give their answers a great level of attention. The implemented instructional manipulation check 

for the vignettes showed that respondents in the experimental conditions perceived the environ-

ment significantly different from each other in all scenarios of both studies, except scenario 2 

(Streaming Services) of Study 1. The same scenario was used in Study 2, for which the instruc-

tional manipulation check showed significantly different results (see Table D-7). This leads me 

to conclude that the non-significance of perceived environmental dynamism in scenario 2 of 

Study 1 is due to a random error. Although it is unlikely that fatigue came to pass in Study 1 

(mean time = 9.21 minutes) as Study 2 had one scenario more (mean time = 13.08 minutes), it 

cannot be ruled out that participants were less attentive regarding their answers. This might be 

particularly the case for item batteries, i.e. that the clicked through them without really reading 

or thinking about the content. Especially, since I had only experienced workers with an approval 

rate >95% on Amazon Mechanical Turk, they may know when to pay attention and when not 

in order to get accepted and paid. Thus, it would be valuable to conduct similar studies in a 

laboratory or paper-pencil based setting to exclude any distortions of Amazon Mechanical Turk 

in comparison to other settings. Furthermore, the use of a very heterogenous population as those 

of Amazon Mechanical Turk may prevent the generalizability of my results to managers and 

executives leading companies. As argued above, many years of working experience might lead 

to an adaption or modification of temporal focus in managers or executives (Shipp et al. 2009). 

If that was the case, this would in turn question the theorized causal relationship of an influence 

of temporal focus on innovation as it may be possible that many years of working on innovative 

solutions could have altered manager’s temporal focus through socialization in this field. Thus, 
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more research is required on the stability of temporal focus in general as well as how and over 

what timespan one’s temporal focus can be altered. Furthermore, it would be particularly inter-

esting to examine differences in the relationship of temporal to innovation decisions between 

trained managers or executives against non-managers in a controlled setting.  

Secondly, to the best of my knowledge there are no studies on exploration and exploitation 

which include risk-taking propensity as predictor or control variable. While prior studies often 

suggest that a high risk-taking propensity drives to exploration while risk aversion leads to 

exploitation (Lavie et al. 2010, e.g.; Ahmadi et al. 2017), they do not explicitly control for risk-

taking propensity. Given the strong explanatory power in my results I highly recommend in-

cluding risk-taking propensity in future studies that examine individual antecedents of explor-

ative and exploitative innovation.  

Third, a limitation could be concerned with the conceptualization of the vignettes and the ma-

nipulation of environmental dynamism. Human behavior is sensitive to many factors that differ 

between artificial vignette settings and the real-world which may influence decision outcomes 

(Levitt and List 2007). To manipulate dynamism in the vignettes, I used an adapted version of 

a questionnaire from Jansen et al. (2009). However, a created artificial scenario is very different 

to naturally occurring environments in which choice sets and possibilities are almost limitless. 

These restrictions have been shown to affect decisions and behavior (Levitt and List 2007; 

Lazear et al. 2006). Furthermore, the question arises to what extent a dynamic environment can 

really be imposed in individuals and to what extent participants would be affected in their de-

cisions similarly to dynamism in the real world as whatever occurs in the external environment 

affects the degree of perceived uncertainty of the decision maker. In themselves, environments 

are neither certain nor uncertain but rather are perceived differently by different individuals and 

organizations (Achrol and Stern 1988, p. 37; Achrol et al. 1983). As a result of increased un-

certainty, organizations and its individuals are required to respond more rapidly to unpredicted 
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changes in order to survive which makes the decision-making process more challenging and 

complex (Wallace et al. 2010; Barr et al. 1992; Dess and Beard 1984). Although for most of 

the scenarios, there was a significant difference in the instructional manipulation check, i.e. 

participants perceived the scenario in a different environmental context, we do not yet know to 

what extent environmental dynamism is inducible through vignettes and whether it is compa-

rable to dynamism as experienced in managers in companies. Thus, it would be beneficial for 

future research to study if and to what degree environmental conditions can be induced in an 

experimental setting.  

Moreover, dynamism represents only one aspect of the environment and to further investigate 

the moderating influence of the environmental factors, additional dimensions should be consid-

ered. Besides a broader perspective of environmental dimensions, a deeper investigation of en-

vironmental dynamism could also be a promising avenue. Levinthal and Posen (2008) found in 

experimental studies with simulated data that when dynamism leads to a better and more mu-

nificent environment than exploration is best strategy. However, when a dynamic environment 

makes the environment less attractive and less munificent than an exploitation strategy is by far 

the better way. These findings have to be considered with care as simulated data was used 

instead of real-world data, but these findings may have an impact on how participants evaluated 

the scenario and thus, on the results of this study. Depending on how participants associated a 

more dynamic environment with a better and more munificent world this could have affected 

their decision in relation to an explorative or exploitative innovation strategy. Future research 

should therefore include environmental munificence as a study variable to control for such an 

influence.  

Lastly, I encourage researchers to employ more experimental investigations regarding individ-

ual antecedents of exploration and exploitation. While this method has its drawbacks like any 

other method, “[an experimental] approach has—in marked contrast to all other methods—the 
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advantages of yielding evidence from counterfactual situations and a strong control of the set-

ting” (Brüggemann and Bizer 2016, p. 11).  

E Concluding Remarks 

1 Core Results and Contribution 

Behavioral decision-making constitutes a key theme for entrepreneurship and management and 

is a complex research issue. Decisions that have to be made within the framework of entrepre-

neurship and management in every company include fundamentally important choices such as 

what kind of innovation should be further applied in the entrepreneurial or managerial context 

in order to ensure the success of the company. Entrepreneurs and managers are faced with the 

question of whether they prefer to explore radically new innovations or whether they exploit 

incrementally change existing products or services (March 1991; Jansen et al. 2009; Benner 

and Tushman 2003). If previous strategies of the founder have failed, the topic of entrepreneur-

ial failure becomes relevant. The focus here is also on decisions as to how founders can proceed 

further and how they deal with the situation of failure (Jenkins and McKelvie 2016; Jenkins 

and Davidsson 2015). The decisions made play a decisive role in determining whether or not a 

founder is starting a new business. The present dissertation contributes to developing a more 

comprehensive understanding on the decisions in the context of entrepreneurial failure and 

managerial innovation decisions. Moreover, the dissertation deduces implications that may 

pave the way for future scholars and that may prove beneficial to future entrepreneurs and man-

agers in international companies. 

The first study contributes to the entrepreneurship, psychological and behavioral literature by 

examining the impact of failure on future entrepreneurship. Implications of the research 
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conducted in this dissertation suggest psychological mechanisms that explain re-enter inten-

tions post failure. The study analyses which cognitive factors influence the decision to start a 

new business after first time entrepreneurs have failed with their venture and illustrates impli-

cation in terms of when it is likely that those failed entrepreneurs have learned from past mis-

takes. It is argued that the interpretation of causes of the failure – namely, the attributional style 

(Peterson et al. 1982; Seligman 1991) – play a substantial influencing role. In line with prior 

literature failure (Askim & Feinberg, 2001; Cardon & McGrath, 1999; Shaver et al., 2001), the 

study distinguishes between two dimensions of one’s attributional style: (1) locus of causality 

and (2) stability and proposes that combinations of those dimensions of the attributional style 

will lead to diverging reactions for a similarly perceived failure event. It is deduced conceptu-

ally that a helplessness or victim-of-circumstances condition may hinder an entrepreneurial re-

entry as those combinations will amplify the negative effect of the costs of failure on subsequent 

perceptions of feasibility and desirability to re-enter. Contrary, entrepreneurs in a mastery con-

dition and the self-serving condition show a different picture. Persons with these conditions 

will discount previously experienced costs of failure, which in turn will increase feasibility and 

desirability perceptions of a re-enter and finally re-enter intentions. Furthermore, the study sug-

gests that an entrepreneur’s attributional style influences not only the formation of re-enter in-

tentions but has also implication for future entrepreneurship, i.e. when a new venture is started 

post failure. While a helplessness and a victim-of-circumstances condition may to hinder a re-

entry, a mastery reaction and a self-serving condition appear to be steppingstones into serial 

entrepreneurship. Entrepreneurs in the mastery condition are most likely to have learned the 

most out of a failure and therefore, are more likely to be successful in subsequent entrepreneur-

ial activities. In the case of entrepreneurs in the self-serving condition. Even if people who are 

subject to this condition are more likely to start a new business, after a failure experience these 

people are less willing to learn or reflect their mistakes than entrepreneurs in other conditions. 
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Due to the lower learning effects for entrepreneurs from the self-serving condition, it is more 

likely that even if they start a new business, the new start-up is less promising because they 

have not learned enough from their mistakes from the first start-up. Founders from the mastery 

condition are assumed to have a higher probability to find a new company and to lead this 

business to success. 

The second study has revealed that strategic decisions can be influenced in particular by the 

aspect of temporal focus, so that it is also likely that temporal focus plays a decisive role in 

various decision-making processes in entrepreneurship and management. Since study 2 was 

based on data from CEOs and members of the top management level of 150 Dutch SMEs, the 

second study was able to show well the connections between the temporal focus and the type 

of innovation being pursued and the decision as to which innovation to choose. 

The results illustrate that the temporal focus of the decision-maker in charge has an influence 

on the generative thinking of the individual and influences the form of the chosen innovation, 

i.e. explorative or exploitative innovation. In particular, it was shown that temporal focus has a 

direct influence on explorative innovation, but that exploitative innovation is contingent on ex-

ternal circumstances, which is here environmental dynamism. Accordingly, this dissertation 

also contributes to a better understanding of the moderating effect of a dynamic environment 

on the choice of a particular innovation. This study validates previous research approaches that 

found associates between CEOs temporal focus and general innovation outcomes of firms (Nad-

karni and Chen 2014; Yadav et al. 2007) and extends those findings by differentiating the dif-

ferent innovation forms exploration and exploitation.  

Study 3 takes up these results regarding the influence of temporal focus on the innovation de-

cisions of CEOs and top-level managers and critically questions these results in the context of 

a further study. The links of Study 2 are tested in a survey experiment and it is tested whether 
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the influence of temporal focus on the different forms of innovation is systematically present. 

Therefore, it extends the previous approaches by connecting criteria and influencing factors 

with a different sample and method. Based on a sample of 117 completed surveys provided via 

Amazon Mechanical Turk, new findings on the influence of temporal focus in decision-making 

were obtained, particularly on how individuals who do not necessarily belong to the manage-

ment team or “upper echelon” are influenced by temporal focus in their actions. 

It turned out that the findings from study two could not be replicated with participants from the 

Amazon Mechanical Turk population in an experimental setting, so that statements about indi-

viduals at the management level cannot simply be transferred to the general population and 

broad mass of entrepreneurs and employees. In addition, results of two experimental studies 

showed that there are other influencing factors that have an effect on the innovation decision. 

Specifically, risk-taking propensity played a decisive role here. This dissertation enriches re-

search with the statement that risk-taking propensity has an influence on the chosen form of 

innovation. Although the importance of risk-taking was mentioned the seminal study on ex-

plorative and exploitative innovation from March (1991), there is to the best of my knowledge 

surprisingly no study so far examining the empirical link of an individual’s risk-propensity on 

explorative and exploitative innovation. The results of the two experimental studies in this dis-

sertation showed that this link is prevalent. More precisely, the higher the risk-taking propensity 

of the respondents, the more explorative innovation tended to be preferred. On the contrary, the 

lower the risk-taking propensity of the participants, the more they tended towards exploitative 

innovation. Moreover, there was a moderating effect of the external environment, that the link 

between risk-taking propensity and the two forms of innovation is strengthens through a dy-

namic environment.  
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2 Future Research Implications 

Based on the research – conceptual and empirical studies – conducted in each of the three stud-

ies, this dissertation sheds light on various aspect relating to entrepreneurial and managerial 

decision-making. This findings and limitations in this dissertation both offer promising oppor-

tunities for future research. 

Study one showed that the perceived costs of failure, how people deal with the post-failure 

situation and how they fit into conditions such as the mastery condition or the self-serving con-

dition can have an impact on the re-establishment of a company and the probability of success 

of a new business. Future research on the results and implications of this study should validate 

the theoretically derived framework and test the propositions empirically. For this purpose, op-

erationalization approaches should first be developed, which should serve as a basis for the 

examination of the theoretical model. In addition, further implications for action should be de-

rived after the operationalization and verification of the theoretical model. Further research 

should be conducted on how the perceived costs of failure can be influenced and, for example, 

how to prevent founders from simply not starting a new business after the failure of their own 

company due to a negative attitude towards the situation and their environment. Instead, re-

search approaches and implications should be developed on how the perceived costs of failure 

can be influenced in such a way that positive self-reflection and positive learning effects can 

occur and founders are less guided by their emotions after the failure than by their critical ques-

tioning of the situation, trying to learn from their mistakes and minimizing the blockade on re-

founding. Research should also examine how conditions, such as the self-serving condition, can 

be influenced in such a way that the negative effects of the condition are reduced. For example, 

approaches should be developed on how people in the self-serving condition can develop learn-

ing effects and reflection processes to help these people to pave the way for a new business 
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start-up. The first study has shown in particular that the probability of re-entering the market 

and setting up a new business often depends on emotionally driven processes and the perceived 

costs of failure, thus research approaches have to be developed that enable early countermeas-

ures in entrepreneurship processes to help founders to reflect better on what they are doing and 

if they should start a business one more time and what actions they need to take in order to 

successfully establish themselves in the market. 

Study two focused on another important topic in the field of entrepreneurship and management. 

Study two dealt with the question how a temporal focus affects the innovation decision of an 

individual. The subjective perception of time was used in some studies as an explanatory factor 

for the differences between individuals (e.g. Bluedorn 2002; Shipp et al. 2009; Zimbardo and 

Boyd 1999). Since, however, only research at the individual level is available here, research 

should be expanded to the aspect of teams. Especially in teams it is of special interest to examine 

how a different temporal focus of the individual in a team can influence decisions and actions 

and which consequences result from this (e.g. Mohammed and Harrison 2007; Mohammed and 

Nadkarni 2011; Montoya-Weiss et al. 2001; Nordqvist et al. 2004). This aspect is also interest-

ing against the background of targeted training in teams. If the individual cannot be understood 

correctly and the interplay in the team cannot be fully examined, there is a danger that training 

courses in companies cannot be properly designed and carried out. Therefore, research should 

be expanded so that training programs and intervention programs for teams can be designed 

correctly and there is no longer the question of where to begin with the design of the programs 

if there is uncertainty about the team and the actions in the team itself (Mohammed and Harrison 

2013). 

Further research that ties in with this topic should accordingly deal with deriving action impli-

cations for the optimal composition of teams against the background of different temporal fo-

cuses. Research is currently showing great interest in this aspect in particular. Some studies 
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deal with the factor of time-based personality traits and the resulting consequences and deriva-

tions that can be made on the basis of time-based differences (e.g. Mohammed and Harrison 

2007; Mohammed and Nadkarni 2011; Montoya-Weiss et al. 2001; Nordqvist et al. 2004; 

Kabanoff and Keegan 2009). This research interest should be enriched by further studies with 

research-relevant contents and supplemented by the aspect of the effectiveness and composition 

of teams with different temporal focusses of the individuals. 

In addition to the aspect of teams with regard to temporal focus, further research approaches 

should be considered in the context of future research. Basically, the concepts developed in 

Study 2 should be validated and further empirically tested and investigated. In addition, the 

concept should be further developed and new aspects should be included, which can also play 

a role in the decision-making of the individuum with different temporal focus. Further potential 

influencing factors should be identified which could have an influence on the construct pre-

sented in study 2. One aspect that can be of great interest here in further research is the aspect 

of culture-specific differences. Due to the fact that the database of study 2 refers to companies 

based in the Netherlands, it should first be critically questioned whether there are culturally 

related influencing factors that can influence or moderate the relationship between temporal 

focus and the innovation decisions. 

In addition to this approach for further research, the aspect of ambidexterity would be another 

fruitful avenue as this was not explicitly tested for in this dissertation. Previous research has 

shown great interest in the emergence and impact of ambidexterity (Gibson and Birkinshaw 

2004; Mom et al. 2009), which would be expressed here by the simultaneous presence of ex-

plorative and exploitative innovation. The simultaneous presence of both forms of innovation 

is of particular interest because research argues that only the presence of both forms of innova-

tion can achieve an adequate balance between sufficient innovation, improvements and progress 

as well as prosperity (March 1991). In the context of previous research results, purely 
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exploitative innovation proved to be particularly important in order to achieve short-term in-

creases in efficiency and to secure a strong position in the market, however, this may come at 

the costs of long-term losses (Koberg et al. 2003; March 1991; Kammerlander et al. 2015; Ah-

madi et al. 2017). On the contrary, explorative innovation leads to particularly high costs and 

even if many new discoveries are made, the further development of existing processes or of 

methods such as the explorative innovation processes themselves are not taken into account 

with regard to further development. Accordingly, research shows that the balance between the 

two forms of innovation can be a decisive factor for the success of a company (O'Reilly and 

Tushman 2011; Chang et al. 2011). Consequently, it is of interest to place the research results 

on ambidexterity of the innovation forms in the context of the findings from research on tem-

poral focus and to examine what effect a temporal focus of an individual or even of teams can 

have on ambidexterity and the decision-making in this context and what implications for action 

or managerial implications result from the contexts identified here. 

In addition to the findings on further research approaches resulting from the second study, ap-

proaches and recommendations for future research can also be derived from the findings of the 

direct study. In the third study of this dissertation, the results of the second study were examined 

on the basis of a broader sample and showed a different picture of the influence of temporal 

focus on the innovation decision than the results of the second study. Although temporal focus 

plays a decisive role for managers, this statement cannot be generalized to all individuals. This 

shows that the effect of temporal focus should be further investigated and validated in the con-

text of further research. It should be critically examined whether and what extent the temporal 

focus can change over time and which determinants and mechanisms are underlying a possible 

change of one’s temporal focus. Further research should also be conducted to determine what 

influences a changed temporal focus has and whether there may even be overlaps or dependen-

cies between the different temporal foci. Also, with regard to the different results between study 
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two and study three, further research should be conducted to investigate the differences between 

managers and persons who do not belong to the management team when it comes to the poten-

tial influence of the temporal focus on the innovation decision. 

The results of the third study also showed that risk-taking propensity can have a decisive influ-

ence on the innovation decision. This finding also offers scope for further research in relation 

to entrepreneurial decision-making. The scarce previous studies, which examined the influence 

of psychological attributes on explorative/exploitative innovation decisions did not take risk-

taking propensity as an alternative explanatory variable into account (Ahmadi et al. 2017; Lavie 

et al. 2010). Therefore, the findings of this dissertation encourage scholars to conduct future 

research on psychological factors on exploration and exploitation with risk-taking propensity 

as predictor or control variable. 

In addition to the factor of risk-taking propensity, this dissertation also revealed the influencing 

factor of environmental dynamism as a decisive element in entrepreneurial and managerial de-

cision-making. Environmental dynamism was manipulated within two experimental studies, so 

the setting presented here differs fundamentally from non-experimentally, real environmental 

dynamics. Studies have already shown that such limitations of the representations, here of en-

vironmental dynamism, can have an influence on the decisions as well as the behavior of indi-

viduals (Levitt and List 2007; Lazear et al. 2006). Consequently, further research approaches 

should be used to examine the extent to which the statements on the effect and moderation by 

environmental dynamism are robust, if the environmental dynamism can be measured and ver-

ified in real scenarios and if corresponding actions can be shown that can be influenced by the 

different environmental dynamism in a non-experimental environment. 

In summary, this dissertation supplements research with statements that are intended to con-

tribute to improving entrepreneurial and managerial decision-making in relation to decisions 

that have to be made in the context of entrepreneurship and in companies. Important topics such 
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as entrepreneurial failure or various forms of innovation, for example to counteract entrepre-

neurial failure, were examined, tested and questioned here. It came to light that some psycho-

logical factors, such as the perceived costs of failure, which affect the perception of entrepre-

neurs in relation to the processes of failure, or the perception of entrepreneurs of the factor of 

time, i.e. temporal focus, have a decisive influence on the procedure in entrepreneurship and 

management, both in the processing of past events (failure) and in the form of progress, i.e. 

explorative or exploitable innovation. Within the framework of further research approaches, the 

contexts of action identified here can thus be used and expanded to improve decision-making 

processes and to make a targeted contribution to entrepreneurial success through concrete 

measures. I hope that the analyses and findings of this dissertation inspires future behavioral 

decision-making research on both individual entrepreneurs and those acting entrepreneurially 

within established companies. 

 

 



References   

 

158 

 

F References  
 

Abernathy, W. J.; Clark, K. B. (1985): Innovation: Mapping the winds of creative de-
struction. In Research policy 14 (1), pp. 3–22. 

Abramson, L. Y.; Seligman, M. E.; Teasdale, J. D. (1978): Learned helplessness in hu-
mans: critique and reformulation. In Journal of abnormal psychology 87 (1), p. 49. 

Achrol, R. S.; Reve, T.; Stern, L. W. (1983): The environment of marketing channel dy-
ads: a framework for comparative analysis. In Journal of Marketing, pp. 55–67. 

Achrol, R. S.; Stern, L. W. (1988): Environmental Determinants of Decision-Making 
Uncertainty in Marketing Channels. In Journal of marketing research 25 (1), p. 36. 

Ahmadi, S.; Khanagha, S.; Berchicci, L.; Jansen, J. J. P. (2017): Are Managers Moti-
vated to Explore in the Face of a New Technological Change? The Role of Regulatory 
Focus, Fit, and Complexity of Decision‐Making. In Journal of Management studies 54 
(2), pp. 209–237. 

Aiken, L. S.; West, S. G. (1991): Multiple regression: Testing and interpreting interac-
tions: Sage. 

Ajzen, I. (1982): On behaving in accordance with one’s attitudes. In M. P. Zanna, E. T. 
Higgins, C. P. Herma (Eds.): Consistency in social behavior: The Ontario Symposium. 
Hillsdale, NJ: Erlbaum. 

Ajzen, I. (1991): The theory of planned behavior. In Organizational Behavior and Hu-
man Decision Processes 50 (2), pp. 179–211. 

Akgün, A. E.; Keskin, H.; Byrne, J. (2008): The moderating role of environmental dy-
namism between firm emotional capability and performance. In Journal of Organiza-
tional Change Management 21 (2), pp. 230–252. 

Amaral, A. M.; Baptista, R.; Lima, F. (2011): Serial entrepreneurship. Impact of human 
capital on time to re-entry. In Small Bus Econ 37 (1), pp. 1–21. 

Anderson, C. A.; Jennings, D. L.; Arnoult, L. H. (1988): Validity and utility of the at-
tributional style construct at a moderate level of specificity. In Journal of Personality 
and Social Psychology 55 (6), pp. 979–990. 

Apostolidis, T.; Fieulaine, N.; Soulé, F. (2006): Future time perspective as predictor of 
cannabis use: Exploring the role of substance perception among French adolescents. In 
Addictive behaviors 31 (12), pp. 2339–2343. 



References   

 

159 

 

Arora, A.; Nandkumar, A. (2011): Cash-out or flameout! Opportunity cost and entrepre-
neurial strategy: Theory, and evidence from the information security industry. In Man-
agement Science 57 (10), pp. 1844–1860. 

Askim, M. K.; Feinberg, R. A. (2001): Building theory: The relationship between attrib-
ution theory and the perceived outcomes of entrepreneurial venture failure. In Academy 
of Entrepreneurship Journal 7 (2), pp. 95–110. 

Atuahene-Gima, K.; Li, H. (2004): Strategic decision comprehensiveness and new prod-
uct development outcomes in new technology ventures. In Academy of Management 
Journal 47 (4), pp. 583–597. 

Auspurg, K.; Jäckle, A. (2017): First Equals Most Important? Order Effects in Vignette-
Based Measurement. In Sociological Methods & Research 46 (3), pp. 490–539. 

Bagozzi, R. P.; Yi, Y. (1989): The degree of intention formation as a moderator of the 
attitude-behavior relationship. In Social psychology quarterly, pp. 266–279. 

Bagozzi, R. P.; Yi, Y. (1998): On the evaluation of structure equation models. Acad. In 
Journal of the Academy of Marketing Sciences 16 (1), pp. 76–94. 

Bailey, J. (1986): Learning styles of successful entrepreneurs. In Frontiers of entrepre-
neurship research 6, pp. 199–210. 

Baker, T.; Nelson, R. E. (2005): Creating something from nothing: Resource construc-
tion through entrepreneurial bricolage. In Administrative Science Quarterly 50 (3), 
pp. 329–366. 

Bandura, A. (1977): Self-efficacy: toward a unifying theory of behavioral change. In 
Psychological review 84 (2), p. 191. 

Bandura, A. (1991): Social cognitive theory of self-regulation. In Organizational Be-
havior and Human Decision Processes 50 (2), pp. 248–287. 

Bandura, A. (1997): Self-efficacy. The exercise of control. New York, NY: W.H. Free-
man and Company. 

Barker, V. L.; Mueller, G. C. (2002): CEO characteristics and firm R&D spending. In 
Management Science 48 (6), pp. 782–801. 

Baron, R. A. (1998): Cognitive mechanisms in entrepreneurship: Why and when entre-
preneurs think differently than other people. In Journal of Business Venturing 13 (4), 
pp. 275–294. 

Baron, R. A.; Mueller, B. A.; Wolfe, M. T. (2016): Self-efficacy and entrepreneurs’ 
adoption of unattainable goals: The restraining effects of self-control. In Journal of 
Business Venturing 31 (1), pp. 55–71. 

Barr, P. S.; Stimpert, J. L.; Huff, A. S. (1992): Cognitive change, strategic action, and 
organizational renewal. In Strategic Management Journal 13 (S1), pp. 15–36. 



References   

 

160 

 

Bateman, T. S.; Crant, J. M. (1993): The proactive component of organizational behav-
ior: A measure and correlates. In Journal of Organizational Behavior 14 (2), pp. 103–
118. 

Baù, M.; Sieger, P.; Eddleston, K. A.; Chirico, F. (2016): Fail but Try Again? The Ef-
fects of Age, Gender, and Multiple‐Owner Experience on Failed Entrepreneurs’ 
Reentry. In Entrepreneurship Theory and Practice 41 (6), pp. 909–941. 

Baumard, P.; Starbuck, W. H. (2005): Learning from failures. Why it May Not Happen. 
In Long Range Planning 38 (3), pp. 281–298. 

Benner, M. J.; Tushman, M. (2002): Process management and technological innovation: 
A longitudinal study of the photography and paint industries. In Administrative Science 
Quarterly 47 (4), pp. 676–707. 

Benner, M. J.; Tushman, M. L. (2003): Exploitation, exploration, and process manage-
ment: The productivity dilemma revisited. In Academy of Management review 28 (2), 
pp. 238–256. 

Bentley, J. W. (2017): Challenges with Amazon Mechanical Turk research in account-
ing. Dissertation. Isenberg School of Management, Amherst, Massachusetts. 

Betz, N. E.; Rottinghaus, P. J. (2006): Current research on parallel measures of interests 
and confidence for basic dimensions of vocational activity. In Journal of Career Assess-
ment 14 (1), pp. 56–76. 

Bierly, P. E.; Daly, P. S. (2007): Alternative knowledge strategies, competitive environ-
ment, and organizational performance in small manufacturing firms. In Entrepreneur-
ship Theory and Practice 31 (4), pp. 493–516. 

Bird, B.; Schjoedt, L. (2009): Entrepreneurial behavior: Its nature, scope, recent re-
search, and agenda for future research. In: Understanding the entrepreneurial mind: 
Springer, pp. 327–358. 

Bird, B. J. (1992): The operation of intentions in time: The emergence of the new ven-
ture. In Entrepreneurship: Theory and Practice 17 (1), pp. 11–21. 

Bluedorn, A. C. (2002): The human organization of time: Temporal realities and experi-
ence: Stanford University Press. 

Brambor, T.; Clark, W. R.; Golder, M. (2006): Understanding Interaction Models. Im-
proving Empirical Analyses. In Polit. anal. 14 (01), pp. 63–82. 

Bridoux, F.; Smith, K. G.; Grimm, C. M. (2013): The management of resources: Tem-
poral effects of different types of actions on performance. In Journal of Management 39 
(4), pp. 928–957. 



References   

 

161 

 

Brigham, K. H.; Lumpkin, G. T.; Payne, G. T.; Zachary, M. A. (2014): Researching 
Long-Term Orientation: A Validation Study and Recommendations for Future Re-
search. In Family Business Review 27 (1), pp. 72–88. 

Brüderl, J.; Preisendörfer, P.; Ziegler, R. (1992): Survival chances of newly founded 
business organizations. In American sociological review, pp. 227–242. 

Brüggemann, J.; Bizer, K. (2016): Laboratory experiments in innovation research. A 
methodological overview and a review of the current literature. In Journal of Innovation 
and Entrepreneurship 5 (1), p. 3. 

Burns, M. O.; Seligman, M. E. (1989): Explanatory style across the life span: evidence 
for stability over 52 years. In Journal of Personality and Social Psychology 56 (3), 
p. 471. 

Camerer, C.; Lovallo, D. (1999): Overconfidence and excess entry: An experimental ap-
proach. In The American Economic Review 89 (1), pp. 306–318. 

Cardon, M. S.; McGrath, R. G. (1999): When the going gets tough… Toward a psychol-
ogy of entrepreneurial failure and re-motivation. In Frontiers of entrepreneurship re-
search 29 (4), pp. 58–72. 

Cardon, M. S.; Stevens, C. E.; Potter, D. R. (2011): Misfortunes or mistakes? Cultural 
sensemaking of entrepreneurial failure. In Journal of business venturing 26 (1), pp. 79–
92. 

Cave, F. D.; Eccles, S. A.; Rundle, M. (2001): An exploration of attitudes to entrepre-
neurial failure: a learning experience or an indelible stigma? Babson College-Kauffman 
Foundation Entrepreneurship Conference. Jonkoping International Business School, 
Sweden, 2001. 

Chaiken, S. (1987): Attitudes and Attitude Change. In Annual Review of Psychology 38 
(1), pp. 575–630. 

Chandler, G. N.; Jansen, E. (1992): The founder’s self-assessed competence and venture 
performance. In Journal of business venturing 7 (3), pp. 223–236. 

Chandy, R. K.; Tellis, G. J. (1998): Organizing for radical product innovation: The 
overlooked role of willingness to cannibalize. In Journal of marketing research, 
pp. 474–487. 

Chang, Y.-Y.; Hughes, M.; Hotho, S. (2011): Internal and external antecedents of 
SMEs’ innovation ambidexterity outcomes. In Management Decision 49 (10), 
pp. 1658–1676. 

Chen, C.; Greene, P.; Crick, A. (1998): Does entrepreneurial self-efficacy distinguish 
entrepreneurs from managers? In Journal of business venturing 13 (4), pp. 295–316. 



References   

 

162 

 

Chen, J.; Nadkarni, S. (2017): It’s about Time! CEOs’ Temporal Dispositions, Tem-
poral Leadership, and Corporate Entrepreneurship. In Administrative Science Quarterly 
62 (1), pp. 31–66. 

Chishima, Y.; McKay, M. T.; Cole, J. C. (2017): The generalizability of temporal focus 
profiles across cultures: A secondary analysis using data from Japan and the United 
Kingdom. In Personality and Individual Differences 111 (Supplement C), pp. 92–95. 

Chittaro, L.; Vianello, A. (2013): Time perspective as a predictor of problematic Inter-
net use: A study of Facebook users. In Personality and Individual Differences 55 (8), 
pp. 989–993. 

Cicchetti, D. V. (1994): Guidelines, criteria, and rules of thumb for evaluating normed 
and standardized assessment instruments in psychology. In Psychological assessment 6 
(4), p. 284. 

Clercq, D. de; Honig, B.; Martin, B. (2013): The roles of learning orientation and pas-
sion for work in the formation of entrepreneurial intention. In International Small Busi-
ness Journal 31 (6), pp. 652–676. 

Colombo, M. G.; Grilli, L. (2005): Founders’ human capital and the growth of new 
technology-based firms: A competence-based view. In Research policy 34 (6), pp. 795–
816. 

Cope, J. (2003): Entrepreneurial learning and critical reflection: Discontinuous events as 
triggers for ‘higher-level’learning. In Management learning 34 (4), pp. 429–450. 

Cope, J. (2005): Toward a Dynamic Learning Perspective of Entrepreneurship. In En-
trepreneurship Theory and Practice 29 (4), pp. 373–397. 

Cope, J. (2011): Entrepreneurial learning from failure: An interpretative phenomenolog-
ical analysis. In Journal of Business Venturing 26 (6), pp. 604–623. 

Crant, J. M. (1996): The proactive personality scale as a predictor of entrepreneurial in-
tentions. In Journal of Small Business Management 34 (3), p. 42. 

Crossland, C.; Hambrick, D. C. (2011): Differences in managerial discretion across 
countries: how nation-level institutions affect the degree to which CEOs matter. In Stra-
tegic Management Journal 32 (8), pp. 797–819. 

Das, T. K. (1987): Strategic planning and individual temporal orientation. In Strategic 
Management Journal 8 (2), pp. 203–209. 

Das, T. K. (2004): Strategy and time: really recognizing the future. In Managing the fu-
ture: Foresight in the knowledge economy 58, p. 74. 

Daugherty, J. R.; Brase, G. L. (2010): Taking time to be healthy: Predicting health be-
haviors with delay discounting and time perspective. In Personality and Individual Dif-
ferences 48 (2), pp. 202–207. 



References   

 

163 

 

D’Aveni, R. A.; Dagnino, G. B.; Smith, K. G. (2010): The age of temporary advantage. 
In Strategic Management Journal 31 (13), pp. 1371–1385. 

De Dreu, Carsten K. W.; West, M. A. (2001): Minority dissent and team innovation: 
The importance of participation in decision making. In Journal of applied psychology 
86 (6), p. 1191. 

de Volder, M. L.; Lens, W. (1982): Academic achievement and future time perspective 
as a cognitive–motivational concept. In Journal of Personality and Social Psychology 
42 (3), pp. 566–571. 

Dess, G. G.; Beard, D. W. (1984): Dimensions of organizational task environments. In 
Administrative Science Quarterly, pp. 52–73. 

Detienne, D. R. (2010): Entrepreneurial exit as a critical component of the entrepreneur-
ial process: Theoretical development. In Journal of business venturing 25 (2), pp. 203–
215. 

Downs, J. S.; Holbrook, M. B.; Sheng, S.; Cranor, L. F. (Eds.) (2010): Are your partici-
pants gaming the system?: screening mechanical turk workers: ACM. 

Drnovšek, M.; Wincent, J.; Cardon, M. S. (2010): Entrepreneurial self-efficacy and 
business start-up: Developing a multi-dimensional definition. In International Journal 
of Entrepreneurial Behaviour and Research 16 (4), pp. 329–348. 

Dweck, C. S.; Leggett, E. L. (1988): A social-cognitive approach to motivation and per-
sonality. In Psychological review 95 (2), p. 256. 

Eisenhardt, K. M.; Martin, J. A. (2000): Dynamic capabilities: what are they? In Strate-
gic Management Journal, pp. 1105–1121. 

Eisenhardt, K. M.; Tabrizi, B. N. (1995): Accelerating adaptive processes: Product in-
novation in the global computer industry. In Administrative Science Quarterly, pp. 84–
110. 

Ensley, M. D.; Pearce, C. L.; Hmieleski, K. M. (2006): The moderating effect of envi-
ronmental dynamism on the relationship between entrepreneur leadership behavior and 
new venture performance. In Journal of business venturing 21 (2), pp. 243–263. 

Eriksson, P. E. (2013): Exploration and exploitation in project-based organizations: De-
velopment and diffusion of knowledge at different organizational levels in construction 
companies. In International Journal of Project Management 31 (3), pp. 333–341. 

Fiet, J. O.; Patel, P. C. (2008): Entrepreneurial discovery as constrained, systematic 
search. In Small Business Economics 30 (3), pp. 215–229. 

Finkelstein, S. (2005): When bad things happen to good companies: Strategy failure and 
flawed executives. In Journal of Business Strategy 26 (2), pp. 19–28. 



References   

 

164 

 

Finkelstein, S.; Boyd, B. K. (1998): How much does the CEO matter? The role of man-
agerial discretion in the setting of CEO compensation. In Academy of Management 
Journal 41 (2), pp. 179–199. 

Finkelstein, S.; Hambrick, D. C. (1990): Top-management-team tenure and organiza-
tional outcomes: The moderating role of managerial discretion. In Administrative Sci-
ence Quarterly, pp. 484–503. 

Finkelstein, S.; Hambrick, D. C.; Cannella, A. A. (1996): Strategic leadership. In St. 
Paul, Minn.: West. 

Fishbein, M.; Ajzen, I. (1977): Belief, attitude, intention, and behavior: An introduction 
to theory and research. 

Fitzsimmons, J. R.; Douglas, E. J. (2011): Interaction between feasibility and desirabil-
ity in the formation of entrepreneurial intentions. In Journal of business venturing 26 
(4), pp. 431–440. 

Flammer, C.; Bansal, P. (2017): Does a long-term orientation create value? Evidence 
from a regression discontinuity. In Strategic Management Journal 38 (9), pp. 1827–
1847. 

Folkman, S.; Lazarus, R. S.; Dunkel-Schetter, C.; DeLongis, A.; Gruen, R. J. (1986): 
Dynamics of a stressful encounter: Cognitive appraisal, coping, and encounter out-
comes. In Journal of Personality and Social Psychology 50 (5), p. 992. 

Ford, J. D. (1985): The effects of causal attributions on decision makers’ responses to 
performance downturns. In Academy of Management review 10 (4), pp. 770–786. 

Fornell, C.; Larcker, D. F. (1981): Evaluating structural equation models with unobserv-
able variables and measurement error. In Journal of marketing research 18 (1), pp. 39–
50. 

Fredrickson, B. L.; Branigan, C. (2005): Positive emotions broaden the scope of atten-
tion and thought‐action repertoires. In Cognition & emotion 19 (3), pp. 313–332. 

Furnham, A.; Sadka, V.; Brewin, C. R. (1992): The development of an occupational at-
tributional style questionnaire. In Journal of Organizational Behavior 13 (1), pp. 27–39. 

García-Granero, A.; Llopis, Ó.; Fernández-Mesa, A.; Alegre, J. (2015): Unraveling the 
link between managerial risk-taking and innovation: The mediating role of a risk-taking 
climate. In Journal of Business Research 68 (5), pp. 1094–1104. 

Garg, V. K.; Walters, B. A.; Priem, R. L. (2003): Chief Executive Scanning Emphases, 
Environmental Dynamism, and Manufacturing Firm Performance. In Strategic Manage-
ment Journal 24 (8), pp. 725–744. 

Gaskin, J.; Lim, J. (2016a): Master Validity Tool. In AMOS Plugin. 

Gaskin, J.; Lim, J. (2016b): Model Fit Measures. In AMOS Plugin. 



References   

 

165 

 

Gatewood, E. J.; Shaver, K. G.; Gartner, W. B. (1995): A longitudinal study of cogni-
tive factors influencing start-up behaviors and success at venture creation. In Journal of 
Business Venturing 10 (5), pp. 371–391. 

Gavetti, G.; Levinthal, D. (2000): Looking forward and looking backward: Cognitive 
and experiential search. In Administrative Science Quarterly 45 (1), pp. 113–137. 

George, G. (2005): Slack resources and the performance of privately held firms. In 
Academy of Management Journal 48 (4), pp. 661–676. 

George, J. M.; Jones, G. R. (2000): The role of time in theory and theory building. In 
Journal of Management 26 (4), pp. 657–684. 

Gerstner, W.-C.; König, A.; Enders, A.; Hambrick, D. C. (2013): CEO narcissism, audi-
ence engagement, and organizational adoption of technological discontinuities. In Ad-
ministrative Science Quarterly 58 (2), pp. 257–291. 

Gibson, C. B.; Birkinshaw, J. (2004): The antecedents, consequences, and mediating 
role of organizational ambidexterity. In Academy of Management Journal 47 (2), 
pp. 209–226. 

Gimeno, J.; Folta, T. B.; Cooper, A. C.; Woo, C. Y. (1997): Survival of the Fittest? En-
trepreneurial Human Capital and the Persistence of Underperforming Firms. In Admin-
istrative Science Quarterly 42 (4), p. 750. 

Gioia, D. A.; Chittipeddi, K. (1991): Sensemaking and sensegiving in strategic change 
initiation. In Strategic Management Journal 12 (6), pp. 433–448. 

Gist, M. E.; Mitchell, T. R. (1992): Self-efficacy: A theoretical analysis of its determi-
nants and malleability. In Academy of Management review 17 (2), pp. 183–211. 

Goffmann, E. (1963): Notes on the management of spoiled identity. In Engle-wood 
Cliffs: Prentice-Hall. 

Gompers, P.; Kovner, A.; Lerner, J.; Scharfstein, D. (2010): Performance persistence in 
entrepreneurship. In Journal of Financial Economics 96 (1), pp. 18–32. 

Graham, S. (1991): A review of attribution theory in achievement contexts. In Educa-
tional Psychology Review 3 (1), pp. 5–39. 

Green, S. G.; Welsh, M. A.; Dehler, G. E. (2003): Advocacy, performance, and thresh-
old influences on decisions to terminate new product development. In Academy of Man-
agement Journal 46 (4), pp. 419–434. 

Greve, H. R. (2007): ‘Exploration and exploitation in product innovation’. In Industrial 
and Corporate Change 16 (5), pp. 945–975. 

Grondin, S. (2010): Timing and time perception: A review of recent behavioral and neu-
roscience findings and theoretical directions. In Attention, Perception, & Psychophysics 
72 (3), pp. 561–582. 



References   

 

166 

 

Gupta, A. K. (1984): Contingency linkages between strategy and general manager char-
acteristics: A conceptual examination. In Academy of Management review 9 (3), 
pp. 399–412. 

Gupta, A. K.; Smith, K. G.; Shalley, C. E. (2006): The interplay between exploration 
and exploitation. In Academy of Management Journal 49 (4), pp. 693–706. 

Hair, J.; Black, W.; Babin, B.; Anderson, R.; Tathum, R. (2010): Multivariate data anal-
ysis. 7th ed2010: Upper Saddle River, NJ: Prentice Hall, Inc. 

Hallgren, K. A. (2012): Computing inter-rater reliability for observational data: an over-
view and tutorial. In Tutorials in quantitative methods for psychology 8 (1), p. 23. 

Hambrick, D. C. (2007): Upper echelons theory: An update. In Academy of Manage-
ment review 32 (2), pp. 334–343. 

Hambrick, D. C.; Finkelstein, S. (1987): Managerial discretion: A bridge between polar 
views of organizational outcomes. In Research in organizational behavior. 

Hambrick, D. C.; Finkelstein, S.; Mooney, A. C. (2005): Executive job demands: New 
insights for explaining strategic decisions and leader behaviors. In Academy of Manage-
ment review 30 (3), pp. 472–491. 

Hambrick, D. C.; Mason, P. A. (1984): Upper echelons: The organization as a reflection 
of its top managers. In Academy of Management review 9 (2), pp. 193–206. 

Harris, S. G.; Sutton, R. I. (1986): Functions of parting ceremonies in dying organiza-
tions. In Academy of Management Journal 29 (1), pp. 5–30. 

Hauser, D. J.; Ellsworth, P. C.; Gonzalez, R. (2018): Are manipulation checks neces-
sary? In Frontiers in psychology 9. 

Hayes, A. F. (2017a): Introduction to mediation, moderation, and conditional process 
analysis: A regression-based approach: Guilford Publications. 

Hayes, A. F. (2017b): Partial, conditional, and moderated mediation. Quantification, in-
ference, and interpretation. In Communication Monographs 11, pp. 1–37. 

Hayward, M. L.A.; Forster, W. R.; Sarasvathy, S. D.; Fredrickson, B. L. (2010): Be-
yond hubris. How highly confident entrepreneurs rebound to venture again. In Journal 
of Business Venturing 25 (6), pp. 569–578. 

He, Z.-L.; Wong, P.-K. (2004): Exploration vs. Exploitation: An Empirical Test of the 
Ambidexterity Hypothesis. In Organization Science 15 (4), pp. 481–494. 

Heider, F. (1958): The psychology of interpersonal relations. 

Helfat, C. E. (1998): Simple indicators of adaptation versus rigidity in history-depend-
ent firm activities and decision rules. In Industrial and Corporate Change 7 (1), pp. 49–
75. 



References   

 

167 

 

Hessels, J.; Grilo, I.; Thurik, R.; van der Zwan, P. (2011): Entrepreneurial exit and en-
trepreneurial engagement. In Journal of Evolutionary Economics 21 (3), pp. 447–471. 

Higgins, N. C.; Hay, J. L. (2003): Attributional style predicts causes of negative life 
events on the Attributional Style Questionnaire. In The Journal of social psychology 
143 (2), pp. 253–271. 

Holman, E. A.; Silver, R. C. (1998): Getting” stuck” in the past: temporal orientation 
and coping with trauma. In Journal of Personality and Social Psychology 74 (5), 
p. 1146. 

Homsma, G. J.; van Dyck, C.; Gilder, D. de; Koopman, P. L.; Elfring, T. (2007): Over-
coming errors: A closer look at the attributional mechanism. In Journal of Business and 
Psychology 21 (4), pp. 559–583. 

Hornsby, J. S.; Kuratko, D. F.; Shepherd, D. A.; Bott, J. P. (2009): Managers’ corporate 
entrepreneurial actions: Examining perception and position. In Journal of Business Ven-
turing 24 (3), pp. 236–247. 

Hsu, D. K.; Simmons, S. A.; Wieland, A. M. (2017): Designing Entrepreneurship Ex-
periments. In Organizational Research Methods 20 (3), pp. 379–412. 

Hsu, D. K.; Wiklund, J.; Cotton, R. D. (2015): Success, Failure, and Entrepreneurial 
Reentry: An Experimental Assessment of the Veracity of Self‐Efficacy and Prospect 
Theory. In Entrepreneurship Theory and Practice. 

Hu, L.‐t.; Bentler, P. M. (1999): Cutoff criteria for fit indexes in covariance structure 
analysis: Conventional criteria versus new alternatives. In Structural equation model-
ing: a multidisciplinary journal 6 (1), pp. 1–55. 

Huff, C.; Tingley, D. (2015): “Who are these people?” Evaluating the demographic 
characteristics and political preferences of MTurk survey respondents. In Research & 
Politics 2 (3), 2053168015604648. 

Huy, Q. N. (2001): Time, temporal capability, and planned change. In Academy of Man-
agement review 26 (4), pp. 601–623. 

Hyytinen, A.; Ilmakunnas, P. (2007): What distinguishes a serial entrepreneur? In In-
dustrial and Corporate Change 16 (5), pp. 793–821. 

Iakovleva, T.; Kolvereid, L. (2009): An integrated model of entrepreneurial intentions. 
In IJBG 3 (1), p. 66. 

Ittner, C. D.; Larcker, D. F. (1997): The performance effects of process management 
techniques. In Management Science 43 (4), pp. 522–534. 

Jansen, J. J. P.; van den Bosch, F. A. J.; Volberda, H. W. (2006): Exploratory innova-
tion, exploitative innovation, and performance: Effects of organizational antecedents 
and environmental moderators. In Management Science 52 (11), pp. 1661–1674. 



References   

 

168 

 

Jansen, J. J.P.; Vera, D.; Crossan, M. (2009): Strategic leadership for exploration and 
exploitation: The moderating role of environmental dynamism. In Leadership and Or-
ganizational Learning 20 (1), pp. 5–18. 

Jarvis, P. (1987): Meaningful and meaningless experience: Towards an analysis of 
learning from life. In Adult education quarterly 37 (3), pp. 164–172. 

Jenkins, A. (2012): After firm failure. Emotions, learning and re-entry. Zugl.: Jönkö-
ping, Business School, Diss., 2012. Jönköping: International Business School (JIBS dis-
sertation series, 84). 

Jenkins, A.; McKelvie, A. (2016): What is entrepreneurial failure? Implications for fu-
ture research. In International Small Business Journal 34 (2), pp. 176–188. 

Jenkins, A.; Wiklund, J. (2012): A risky decision or an informed choice: Re-entry after 
firm failure. In Frontiers of entrepreneurship research 32 (6), p. 5. 

Jenkins, A.; Wiklund, J.; Brundin, E. (2014): Individual responses to firm failure: Ap-
praisals, grief, and the influence of prior failure experience. In Journal of Business Ven-
turing 29 (1), pp. 17–33. 

Jenkins, A. S.; Davidsson, P. (2015): “Who learns from failure and who fails again and 
again? Attributions, reflection, motivation”. In Academy of Management Proceedings 
2015 (1), p. 16140. 

Jochemczyk, Ł.; Pietrzak, J.; Buczkowski, R.; Stolarski, M.; Markiewicz, Ł. (2017): 
You Only Live Once. Present-hedonistic time perspective predicts risk propensity. In 
Personality and Individual Differences 115, pp. 148–153. 

Kabanoff, B.; Keegan, J. (2009): Strategic short termism as an issue of top-teams’ tem-
poral orientation. In Proceedings of the 2009 Academy of Management Annual Meeting 
- Green Management Matters, 7 – 11 August, Chicago, Illinois. 

Kammerlander, N.; Burger, D.; Fust, A.; Fueglistaller, U. (2015): Exploration and ex-
ploitation in established small and medium-sized enterprises: The effect of CEOs’ regu-
latory focus. In Journal of Business Venturing 30 (4), pp. 582–602. 

Katila, R.; Ahuja, G. (2002): Something old, something new: A longitudinal study of 
search behavior and new product introduction. In Academy of Management Journal 45 
(6), pp. 1183–1194. 

Katz, J. A. (1994): Modelling entrepreneurial career progressions: concepts and consid-
erations. In Entrepreneurship: Theory and Practice 19 (2), pp. 23–40. 

Kautonen, T.; van Gelderen, M.; Fink, M. (2015): Robustness of the theory of planned 
behavior in predicting entrepreneurial intentions and actions. In Entrepreneurship The-
ory and Practice 39 (3), pp. 655–674. 



References   

 

169 

 

Kelley, H. H. (1967): Attribution theory in social psychology. In Nebraska symposium 
on motivation. University of Nebraska Press. 

Khan, A. M.; Manopichetwattana, V. (1989): Innovative and noninnovative small firms: 
Types and characteristics. In Management Science 35 (5), pp. 597–606. 

Khan, E. A.; Quaddus, M. (2015): Examining the influence of business environment on 
socio-economic performance of informal microenterprises: content analysis and partial 
least square approach. In International Journal of Sociology and Social Policy 35 (3/4), 
pp. 273–288. 

Khurana, R. (2002): The curse of the superstar CEO. In Harvard business review 80 (9), 
60-6, 125. 

Kingsley, A. F.; Noordewier, T. G.; Vanden Bergh, R. G. (2017): Overstating and un-
derstating interaction results in international business research. In Journal of World 
Business 52 (2), pp. 286–295. 

Kirkwood, J. (2007): Tall poppy syndrome: Implications for entrepreneurship in New 
Zealand. In Journal of Management & Organization 13 (04), pp. 366–382. 

Kirschenhofer, F.; Lechner, C. (2012): Performance drivers of serial entrepreneurs. In 
International Journal of Entrepreneurial Behavior & Research 18 (3), pp. 305–329. 

Koberg, C. S.; Detienne, D. R.; Heppard, K. A. (2003): An empirical test of environ-
mental, organizational, and process factors affecting incremental and radical innovation. 
In The Journal of High Technology Management Research 14 (1), pp. 21–45. 

Kolvereid, L. (1996): Prediction of employment status choice intentions. In Entrepre-
neurship: Theory and Practice 21 (1), pp. 47–58. 

Kolvereid, L.; Isaksen, E. (2006): New business start-up and subsequent entry into self-
employment. In Journal of Business Venturing 21 (6), pp. 866–885. 

Kotzian, P.; Stöber, T.; Hoos, F.; Weissenberger, B. E. (2015): To be or not to be in the 
sample? On the consequences of using manipulation checks in experimental accounting 
research. In On the Consequences of Using Manipulation Checks in Experimental Ac-
counting Research (May 18, 2015). 

Krueger, N. (1993): The impact of prior entrepreneurial exposure on perceptions of new 
venture feasibility and desirability. In Entrepreneurship: Theory and Practice 18 (1), 
pp. 5–22. 

Krueger, N. F.; Brazeal, D. V. (1994): Entrepreneurial potential and potential entrepre-
neurs. In Entrepreneurship Theory and Practice 18, p. 91. 

Krueger, N. F.; Carsrud, A. L. (1993): Entrepreneurial intentions. Applying the theory 
of planned behaviour. In Entrepreneurship & Regional Development 5 (4), pp. 315–
330. 



References   

 

170 

 

Krueger, N. F.; Reilly, M. D.; Carsrud, A. L. (2000): Competing models of entrepre-
neurial intentions. In Journal of Business Venturing 15 (5-6), pp. 411–432. 

Lant, T. K.; Mezias, S. J. (1992): An organizational learning model of convergence and 
reorientation. In Organization Science 3 (1), pp. 47–71. 

Laureiro‐Martínez, D.; Brusoni, S.; Canessa, N.; Zollo, M. (2015): Understanding the 
exploration–exploitation dilemma: An fMRI study of attention control and decision‐
making performance. In Strategic Management Journal 36 (3), pp. 319–338. 

Lavie, D.; Stettner, U.; Tushman, M. L. (2010): Exploration and exploitation within and 
across organizations. In Academy of Management annals 4 (1), pp. 109–155. 

Lazarus, R. S.; Folkman, S. (2015): Stress, appraisal, and coping. 11. [print.]. New 
York: Springer. 

Lazear, E.; Malmendier, U.; Weber, R. (2006): Sorting, prices, and social preferences. 
National Bureau of Economic Research. 

Leifer, R. (2000): Radical innovation: How mature companies can outsmart upstarts: 
Harvard Business Press. 

Lent, R. W.; Brown, S. D.; Hackett, G. (1994): Toward a Unifying Social Cognitive 
Theory of Career and Academic Interest, Choice, and Performance. In Journal of Voca-
tional Behavior 45 (1), pp. 79–122. 

Levesque, M.; Minniti, M. (2006): The effect of aging on entrepreneurial behavior. In 
Journal of Business Venturing 21 (2), pp. 177–194. 

Levinthal, D. A.; March, J. G. (1993): The myopia of learning. In Strategic Manage-
ment Journal 14 (S2), pp. 95–112. 

Levinthal, D. A.; Posen, H. E. (2008): Bringing context to the exploration-exploitation 
trade-off: Considering the impact of selection and turbulent environments. In Ann Arbor 
1001, 48109-1234. 

Levitt, S. D.; List, J. A. (2007): What Do Laboratory Experiments Measuring Social 
Preferences Reveal About the Real World? In Journal of Economic Perspectives 21 (2), 
pp. 153–174. 

Lewin, K. (1942): Time perspective and morale. 

Li, C.-R.; Lin, C.-J.; Huang, H.-C. (2014): Top management team social capital, explo-
ration-based innovation, and exploitation-based innovation in SMEs. In Technology 
Analysis & Strategic Management 26 (1), pp. 69–85. 

Li, J.; Tang, Y. (2010): CEO Hubris and Firm Risk Taking in China: The Moderating 
Role of Managerial Discretion. In Academy of Management Journal 53 (1), pp. 45–68. 



References   

 

171 

 

Libby, R.; Rennekamp, K. (2012): Self-Serving Attribution Bias, Overconfidence, and 
the Issuance of Management Forecasts. In Journal of Accounting Research 50 (1), 
pp. 197–231. 

Liñán, F.; Fayolle, A. (2015): A systematic literature review on entrepreneurial inten-
tions. Citation, thematic analyses, and research agenda. In International Entrepreneur-
ship and Management Journal 11 (4), pp. 907–933. 

Ling, Y. A.N.; Simsek, Z.; Lubatkin, M. H.; Veiga, J. F. (2008): Transformational lead-
ership’s role in promoting corporate entrepreneurship: Examining the CEO-TMT inter-
face. In Academy of Management Journal 51 (3), pp. 557–576. 

Locke, E. A.; Latham, G. P. (2002): Building a practically useful theory of goal setting 
and task motivation: A 35-year odyssey. In American Psychologist 57 (9), p. 705. 

Lumpkin, G. T.; Brigham, K. H.; Moss, T. W. (2010): Long-term orientation: Implica-
tions for the entrepreneurial orientation and performance of family businesses. In Entre-
preneurship and Regional Development 22 (3-4), pp. 241–264. 

Malhotra, N.; Dash, S. (2011): Marketing Research an Applied Orientation. London: 
Pearson Publishing. 

Man, T. W. Y.; Lau, T.; Chan, K. F. (2002): The competitiveness of small and medium 
enterprises: A conceptualization with focus on entrepreneurial competencies. In Journal 
of Business Venturing 17 (2), pp. 123–142. 

Mandl, C.; Berger, E.S.C.; Kuckertz, A. (2016): Do you plead guilty? Exploring entre-
preneurs’ sensemaking-behavior link after business failure. In Journal of Business Ven-
turing Insights 5, pp. 9–13. 

March, J. G. (1991): Exploration and exploitation in organizational learning. In Organi-
zation Science 2 (1), pp. 71–87. 

March, J. G. (1996): Learning to be risk averse. In Psychological review 103 (2), p. 309. 

March, J. G.; Shapira, Z. (1987): Managerial perspectives on risk and risk taking. In 
Management Science 33 (11), pp. 1404–1418. 

Marginson, D.; McAulay, L. (2008): Exploring the debate on short-termism. A theoreti-
cal and empirical analysis. In Strategic Management Journal 29 (3), pp. 273–292. 

Marsick, V. J.; Watkins, K. E. (2001): Informal and incidental learning. In New direc-
tions for adult and continuing education 2001 (89), pp. 25–34. 

Martinko, M. J.; Harvey, P.; Douglas, S. C. (2007): The role, function, and contribution 
of attribution theory to leadership: A review. In The Leadership Quarterly 18 (6), 
pp. 561–585. 



References   

 

172 

 

McCarthy, A. M.; Schoorman, F.D.; Cooper, A. C. (1993): Reinvestment decisions by 
entrepreneurs: Rational decision-making or escalation of commitment? In Journal of 
Business Venturing 8 (1), pp. 9–24. 

McGrath, R. G. (1999): Falling forward: Real options reasoning and entrepreneurial 
failure. In Academy of Management review 24 (1), pp. 13–30. 

Meertens, R. M.; Lion, R. (2008): Measuring an individual’s tendency to take risks: The 
risk propensity scale. In Journal of Applied Social Psychology 38 (6), pp. 1506–1520. 

Mezirow, J. (1991): Transformative dimensions of adult learning: ERIC. 

Mezulis, A. H.; Abramson, L. Y.; Hyde, J. S.; Hankin, B. L. (2004): Is there a universal 
positivity bias in attributions? A meta-analytic review of individual, developmental, and 
cultural differences in the self-serving attributional bias. In Psychological bulletin 130 
(5), p. 711. 

Miller, D.; Friesen, P. H. (1983): Strategy‐making and environment: the third link. In 
Strategic Management Journal 4 (3), pp. 221–235. 

Miller, D. T.; Ross, M. (1975): Self-serving biases in the attribution of causality: Fact or 
fiction? In Psychological bulletin 82 (2), p. 213. 

Minniti, M.; Bygrave, W. (2001): A dynamic model of entrepreneurial learning. In En-
trepreneurship: Theory and Practice 25 (3), p. 5. 

Mitchell, J. R.; Shepherd, D. A. (2010): To thine own self be true: Images of self, im-
ages of opportunity, and entrepreneurial action. In Journal of Business Venturing 25 (1), 
pp. 138–154. 

Mohammed, S.; Harrison, D. (Eds.) (2007): Diversity in temporal portfolios: How time-
based individual differences can affect team performance. The subtle influence of time 
on individuals and teams, A symposium presented to the Academy of Management 
Conference, Philadelphia, PA. 

Mohammed, S.; Harrison, D. A. (2013): The clocks that time us are not the same: A the-
ory of temporal diversity, task characteristics, and performance in teams. In Organiza-
tional Behavior and Human Decision Processes 122 (2), pp. 244–256. 

Mohammed, S.; Nadkarni, S. (2011): Temporal diversity and team performance: The 
moderating role of team temporal leadership. In Academy of Management Journal 54 
(3), pp. 489–508. 

Mom, T. J. M.; van den Bosch, F. A. J.; Volberda, H. W. (2009): Understanding varia-
tion in managers’ ambidexterity: Investigating direct and interaction effects of formal 
structural and personal coordination mechanisms. In Organization Science 20 (4), 
pp. 812–828. 



References   

 

173 

 

Mom, T. J. M.; van Neerijnen, P.; Reinmoeller, P.; Verwaal, E. (2015): Relational capi-
tal and individual exploration: Unravelling the influence of goal alignment and 
knowledge acquisition. In Organization Studies 36 (6), pp. 809–829. 

Montoya-Weiss, M. M.; Massey, A. P.; Song, M. (2001): Getting it together: Temporal 
coordination and conflict management in global virtual teams. In Academy of Manage-
ment Journal 44 (6), pp. 1251–1262. 

Nadkarni, S.; Chen, J. (2014): Bridging yesterday, today, and tomorrow: CEO temporal 
focus, environmental dynamism, and rate of new product introduction. In Academy of 
Management Journal 57 (6), pp. 1810–1833. 

Nadkarni, S.; Chen, T.; Chen, J. (2016): The clock is ticking! Executive temporal depth, 
industry velocity, and competitive aggressiveness. In Strategic Management Journal 37 
(6), pp. 1132–1153. 

Nerkar, A.; Roberts, P. W. (2004): Technological and product‐market experience and 
the success of new product introductions in the pharmaceutical industry. In Strategic 
Management Journal 25 (8‐9), pp. 779–799. 

Neter, J.; Kutner, M. H.; Nachtsheim, C. J.; Wasserman, W. (1996): Applied linear sta-
tistical models: Irwin Chicago. 

Nielsen, K.; Sarasvathy, S. D. (2011): Passive and Active Learning from Entrepreneur-
ship. An Empirical Study of Re-Entry and Survival. Paper presented at the DIME-
DRUID ACADEMY Winter Conference 2011, Denmark, January 20 – 22. 

Nordqvist, S.; Hovmark, S.; Zika-Viktorsson, A. (2004): Perceived time pressure and 
social processes in project teams. In International Journal of Project Management 22 
(6), pp. 463–468. 

Nuttin, J. (1985): Future time perspective and motivation: Theory and research method. 
Hillsdale, NJ: Erlbaum. 

Oppenheimer, D. M.; Meyvis, T.; Davidenko, N. (2009): Instructional manipulation 
checks: Detecting satisficing to increase statistical power. In Journal of Experimental 
Social Psychology 45 (4), pp. 867–872. 

O’Reilly, C. A.; Tushman, M. L. (2011): Organizational ambidexterity in action: How 
managers explore and exploit. In California Management Review 53 (4), pp. 5–22. 

Parker, S. C. (2009): Can cognitive biases explain venture team homophily? In Strategic  
Entrepreneurship Journal 3 (1), pp. 67–83. 

Peer, E.; Vosgerau, J.; Acquisti, A. (2014): Reputation as a sufficient condition for data 
quality on Amazon Mechanical Turk. In Behavior research methods 46 (4), pp. 1023–
1031. 



References   

 

174 

 

Peterman, N. E.; Kennedy, J. (2003): Enterprise Education. Influencing Students’ Per-
ceptions of Entrepreneurship. In Entrepreneurship Theory and Practice 28 (2), pp. 129–
144. 

Peterson, C.; Barrett, L. C. (1987): Explanatory style and academic performance among 
university freshman. In Journal of Personality and Social Psychology 53 (3), p. 603. 

Peterson, C.; Maier, S. F.; Seligman, M. E. P. (1993): Learned helplessness: A theory 
for the age of personal control: Oxford University Press, USA. 

Peterson, C.; Seligman, M. E. (1984): Causal explanations as a risk factor for depres-
sion: Theory and evidence. In Psychological review 91 (3), p. 347. 

Peterson, C.; Semmel, A.; Baeyer, C. von; Abramson, L. Y.; Metalsky, G. I.; Seligman, 
M. E. P. (1982): The attributional Style Questionnaire. In Cognitive Therapy and Re-
search 6 (3), pp. 287–299. 

Phan, P. H.; Wright, M.; Ucbasaran, D.; Tan, W.-L. (2009): Corporate entrepreneurship: 
Current research and future directions. In Journal of Business Venturing 24 (3), 
pp. 197–205. 

Plehn-Dujowich, J. (2010): A theory of serial entrepreneurship. In Small Business Eco-
nomics 35 (4), pp. 377–398. 

Podsakoff, P. M.; MacKenzie, S. B.; Lee, J.-Y.; Podsakoff, N. P. (2003): Common 
method biases in behavioral research: A critical review of the literature and recom-
mended remedies. In Journal of applied psychology 88 (5), p. 879. 

Politis, D.; Gabrielsson, J. (2009): Entrepreneurs’ attitudes towards failure: An experi-
ential learning approach. In International Journal of Entrepreneurial Behavior & Re-
search 15 (4), pp. 364–383. 

Prahalad, C. K.; Hamel, G. (1994): Competing for the Future: Harvard Business School 
Press Boston. 

Prinz, D.; Turturea, R.; Burmeister-Lamp, K.; Tempelaar, M.; Verheul, I. (2019): Ex-
ploratory and Exploitative Innovation in SMEs. The role of CEO’s Temporal Focus, 
2019. 

Puseljic, M.; Skledar, A.; Pokupec, I. (2015): Decision-Making as A Management 
Function. In Interdisciplinary Management Research 11, pp. 234–244. 

Rae, D.; Carswell, M. (2000): Using a life-story approach in researching entrepreneurial 
learning: the development of a conceptual model and its implications in the design of 
learning experiences. In Education+ training 42 (4/5), pp. 220–228. 

Rerup, C. (2005): Learning from past experience: Footnotes on mindfulness and habit-
ual entrepreneurship. In Scandinavian Journal of Management 21 (4), pp. 451–472. 



References   

 

175 

 

Reynolds, P. (Ed.) (1994): The entrepreneurial process: preliminary explorations in the 
US (Paper at 1st Eurostate International Workshop on Techniques of Enterprise Panels, 
Luxembourg). 

Roberts, B. W.; Walton, K. E.; Viechtbauer, W. (2006): Patterns of mean-level change 
in personality traits across the life course: a meta-analysis of longitudinal studies. In 
Psychological bulletin 132 (1), p. 1. 

Robinson, M. A. (2018): Using multi-item psychometric scales for research and practice 
in human resource management. In Human Resource Management 57 (3), pp. 739–750. 

Robinson, P. B.; Stimpson, D. V.; Huefner, J. C.; Hunt, H. K. (1991): An attitude ap-
proach to the prediction of entrepreneurship. In Entrepreneurship Theory and Practice 
15 (4), pp. 13–31. 

Sarasvathy, S. D.; Menon, A. R.; Kuechle, G. (2013): Failing firms and successful en-
trepreneurs: Serial entrepreneurship as a temporal portfolio. In Small Business Econom-
ics 40 (2), pp. 417–434. 

Savage, S. J.; Waldman, D. M. (2008): Learning and fatigue during choice experiments: 
a comparison of online and mail survey modes. In J. Appl. Econ. 23 (3), pp. 351–371. 

Schilke, O. (2014): On the contingent value of dynamic capabilities for competitive ad-
vantage: The nonlinear moderating effect of environmental dynamism. In Strategic 
Management Journal 35 (2), pp. 179–203. 

Schlaegel, C.; Koenig, M. (2014): Determinants of Entrepreneurial Intent. A Meta-Ana-
lytic Test and Integration of Competing Models. In Entrepreneurship Theory and Prac-
tice 38 (2), pp. 291–332. 

Scott, M.; Rosa, P. (1996): Has firm level analysis reached its limits? Time for a re-
think. In International Small Business Journal 14 (4), pp. 81–89. 

Segal, G.; Borgia, D.; Schoenfeld, J. (2002): Using social cognitive career theory to pre-
dict self-employment goals. In New England Journal of Entrepreneurship 5 (2), p. 47. 

Seligman, M. E. (1991): P 1991 Learned optimism. In New York: AA Knopf. 

Shane, S. (2009): Why encouraging more people to become entrepreneurs is bad public 
policy. In Small Business Economics 33 (2), pp. 141–149. 

Shapero, A. (1975): The displaced, uncomfortable entrepreneur. In Psychology Today 
November 9, pp. 83–88. 

Shapero, A.; Sokol, L. (1982): The social dimensions of entrepreneurship. 

Shaver, K. G.; Gartner, W. B.; Crosby, E.; Bakalarova, K.; Gatewood, E. J. (2001): At-
tributions about entrepreneurship: A framework and process for analyzing reasons for 
starting a business. In Entrepreneurship: Theory and Practice 26 (2), pp. 5–33. 



References   

 

176 

 

Shepherd, D. A. (2003): Learning from business failure: Propositions of grief recovery 
for the self-employed. In Academy of Management review 28 (2), pp. 318–328. 

Shepherd, D. A. (2009): Grief recovery from the loss of a family business: A multi-and 
meso-level theory. In Journal of Business Venturing 24 (1), pp. 81–97. 

Shepherd, D. A.; Patzelt, H. (2017): Trailblazing in Entrepreneurship. Creating New 
Paths for Understanding the Field. 1ST ed. 2017. [Place of publication not identified]: 
Palgrave Macmillan, checked on 2/2/2017. 

Shepherd, D. A.; Wiklund, J.; Haynie, J. M. (2009): Moving forward: Balancing the fi-
nancial and emotional costs of business failure. In Journal of Business Venturing 24 (2), 
pp. 134–148. 

Shepherd, D. A.; Williams, T. A.; Patzelt, H. (2015): Thinking about entrepreneurial de-
cision making: Review and research agenda. In Journal of Management 41 (1), pp. 11–
46. 

Shi, W.; Sun, J.; Prescott, J. E. (2012): A temporal perspective of merger and acquisi-
tion and strategic alliance initiatives: Review and future direction. In Journal of Man-
agement 38 (1), pp. 164–209. 

Shipp, A. J.; Edwards, J. R.; Lambert, L. S. (2009): Conceptualization and measurement 
of temporal focus. The subjective experience of the past, present, and future. In Organi-
zational Behavior and Human Decision Processes 110 (1), pp. 1–22. 

Sidhu, J. S.; Volberda, H. W.; Commandeur, H. R. (2004): Exploring exploration orien-
tation and its determinants: Some empirical evidence. In Journal of Management stud-
ies 41 (6), pp. 913–932. 

Silver, W. S.; Mitchell, T. R.; Gist, M. E. (1995): Responses to Successful and Unsuc-
cessful Performance. The Moderating Effect of Self-Efficacy on the Relationship be-
tween Performance and Attributions. In Organizational Behavior and Human Decision 
Processes 62 (3), pp. 286–299. 

Simmons, S. A.; Wiklund, J.; Levie, J. (2014): Stigma and business failure. Implications 
for entrepreneurs’ career choices. In Small Bus Econ 42 (3), pp. 485–505. 

Simon, M.; Houghton, S. M. (2002): The Relationship Among Biases, Misperceptions, 
and the Introduction of Pioneering Products. Examining Differences in Venture Deci-
sion Contexts. In Entrepreneurship Theory and Practice 27 (2), pp. 105–124. 

Singh, S.; Corner, P.; Pavlovich, K. (2007): Coping with entrepreneurial failure. In 
Journal of Management & Organization 13 (04), pp. 331–344. 

Singh, S.; Corner, P. D.; Pavlovich, K. (2015): Failed, not finished. A narrative ap-
proach to understanding venture failure stigmatization. In Journal of Business Venturing 
30 (1), pp. 150–166. 



References   

 

177 

 

Sitkin, S. B. (1992): Learning through failure: the strategy of small losses. In Research 
in organizational behavior 14, pp. 231–266. 

Sitkin, S. B.; See, K. E.; Miller, C. C.; Lawless, M. W.; Carton, A. M. (2011): The para-
dox of stretch goals: Organizations in pursuit of the seemingly impossible. In Academy 
of Management review 36 (3), pp. 544–566. 

Smith, K. G.; Collins, C. J.; Clark, K. D. (2005): Existing knowledge, knowledge crea-
tion capability, and the rate of new product introduction in high-technology firms. In 
Academy of Management Journal 48 (2), pp. 346–357. 

Soo, C.; Tian, A. W.; Cordery, J. L.; Kabanoff, B. (2013): Market turbulence, temporal 
orientation and firm performance. In Proceedings of the 27th Australian and New Zea-
land Academy of Management Conference: Managing from the Edge. 

Sørensen, J. B.; Stuart, T. E. (2000): Aging, Obsolescence, and Organizational Innova-
tion. In Administrative Science Quarterly 45 (1), pp. 81–112. 

Souder, D.; Bromiley, P. (2012): Explaining temporal orientation: Evidence from the 
durability of firms’ capital investments. In Strategic Management Journal 33 (5), 
pp. 550–569. 

Sserwanga, A.; Rooks, G. (2014): Cognitive consequences of business shut down. The 
case of Ugandan repeat entrepreneurs. In International Journal of Entrepreneurial Be-
havior & Research 20 (3), pp. 263–277. 

Stam, E.; Audretsch, D.; Meijaard, J. (2008): Renascent entrepreneurship. In Journal of 
Evolutionary Economics 18 (3-4), pp. 493–507. 

Staw, B. M.; Ross, J. (1989): Understanding behavior in escalation situations. In Sci-
ence 246 (4927), pp. 216–221. 

Stolarski, M.; Matthews, G.; Postek, S.; Zimbardo, P. G.; Bitner, J. (2014): How we feel 
is a matter of time: Relationships between time perspectives and mood. In Journal of 
Happiness Studies 15 (4), pp. 809–827. 

Stroeva, O.; Lyapina, I. R.; Konobeeva, E. E.; Konobeeva, O. E. (2015): Effectiveness 
of management of innovative activities in regional socio-economic systems. In Euro-
pean Research Studies 18 (3), p. 63. 

Summers, D. F. (2000): The Formation of Entrepreneurial Intentions. New York: Gar-
land Pub.  

Sutton, R. I.; Callahan, A. L. (1987): The stigma of bankruptcy: Spoiled organizational 
image and its management. In Academy of Management Journal 30 (3), pp. 405–436. 

Sweeney, P. D.; Anderson, K.; Bailey, S. (1986): Attributional style in depression: A 
meta-analytic review: American Psychological Association. 



References   

 

178 

 

Tangney, J. P. (1993): Shame and guilt. In C. G. Costello (Ed.): Symptoms of depres-
sion. Oxford: John Wiley & Sons, pp. 161–180. 

Tice, D. M. (1991): Esteem protection or enhancement? Self-handicapping motives and 
attributions differ by trait self-esteem. In Journal of Personality and Social Psychology 
60 (5), p. 711. 

Tripsas, M.; Gavetti, G. (2000): Capabilities, cognition, and inertia: Evidence from digi-
tal imaging. In Strategic Management Journal, pp. 1147–1161. 

Ucbasaran, D.; Shepherd, D. A.; Lockett, A.; Lyon, S. J. (2013): Life after business fail-
ure the process and consequences of business failure for entrepreneurs. In Journal of 
Management 39 (1), pp. 163–202. 

Ucbasaran, D.; Westhead, P.; Wright, M. (2006): Habitual entrepreneurs experiencing 
failure, overconfidence and the motivation to try again. In Advances in Entrepreneur-
ship, Firm Emergence and Growth 9, pp. 9–28. 

Uotila, J.; Maula, M.; Keil, T.; Zahra, S. A. (2009): Exploration, exploitation, and finan-
cial performance: analysis of S&P 500 corporations. In Strategic Management Journal 
30 (2), pp. 221–231. 

van Everdingen, Y. M.; Waarts, E. (2003): The Effect of National Culture on the Adop-
tion of Innovations. In Marketing Letters 14 (3), pp. 217–232.  

Venkatraman, N. (1989): The concept of fit in strategy research: Toward verbal and sta-
tistical correspondence. In Academy of Management review 14 (3), pp. 423–444. 

Wallace, J. C.; Little, L. M.; Hill, A. D.; Ridge, J. W. (2010): CEO Regulatory Foci, En-
vironmental Dynamism, and Small Firm Performance. In Journal of Small Business 
Management 48 (4), pp. 580–604. 

Watson, J.; Everett, J. E. (1996): Do small businesses have high failure rates? In Jour-
nal of Small Business Management 34 (4), p. 45. 

Weiner, B. (1985): An attributional theory of achievement motivation and emotion. In 
Psychological review 92 (4), p. 548. 

Weiner, B. (1986): An attributional theory of achievement motivation and emotion. In: 
An attributional theory of motivation and emotion: Springer, pp. 159–190. 

Weiner, B.; Kukla, A. (1970): An attributional analysis of achievement motivation. In 
Journal of Personality and Social Psychology 15 (1), p. 1. 

Wennberg, K.; Wiklund, J.; Detienne, D. R.; Cardon, M. S. (2010): Reconceptualizing 
entrepreneurial exit. Divergent exit routes and their drivers. In Journal of Business Ven-
turing 25 (4), pp. 361–375. 

West, G. P.; Meyer, G. D. (1997): Temporal dimensions of opportunistic change in 
technology-based ventures. In Entrepreneurship Theory and Practice 22 (2), pp. 31–52. 



References   

 

179 

 

Westhead, P.; Ucbasaran, D.; Wright, M. (2003): Differences between private firms 
owned by novice, serial and portfolio entrepreneurs: Implications for policy makers and 
practitioners. In Regional studies 37 (2), pp. 187–200. 

Westhead, P.; Ucbasaran, D.; Wright, M.; Binks, M. (2005): Novice, serial and portfolio 
entrepreneur behaviour and contributions. In Small Business Economics 25 (2), 
pp. 109–132. 

Westphal, J. D.; Zajac, E. J. (1995): Who shall govern? CEO/board power, demographic 
similarity, and new director selection. In Administrative Science Quarterly, pp. 60–83. 

White, M. J. (2001): Bankruptcy and small business. In Regulation 24, p. 18. 

Whitehead, J. C.; Groothuis, P. A.; Blomquist, G. C. (1993): Testing for non-response 
and sample selection bias in contingent valuation: analysis of a combination phone/mail 
survey. In Economics Letters 41 (2), pp. 215–220. 

Wu, H.-L. (2008): When does internal governance make firms innovative? In Journal of 
Business Research 61 (2), pp. 141–153. 

Yadav, M. S.; Prabhu, J. C.; Chandy, R. K. (2007): Managing the future: CEO attention 
and innovation outcomes. In Journal of Marketing 71 (4), pp. 84–101. 

Yamakawa, Y.; Cardon, M. S. (2015): Causal ascriptions and perceived learning from 
entrepreneurial failure. In Small Bus Econ 44 (4), pp. 797–820. 

Yamakawa, Y.; Peng, M. W.; Deeds, D. L. (2010): Revitalizing and learning from fail-
ure for future entrepreneurial growth. In Frontiers of entrepreneurship research 30 (6), 
p. 1. 

Yamakawa, Y.; Peng, M. W.; Deeds, D. L. (2013): Rising from the ashes: Cognitive de-
terminants of venture growth after entrepreneurial failure. In Entrepreneurship Theory 
and Practice 39 (2), pp. 209–236. 

Zacharakis, A. L. (1999): Differing perceptions of new venture failure: a matched ex-
ploratory study of venture capitalists and entrepreneurs. In Journal of Small Business 
Management 37 (3), p. 1. 

Zapkau, F. B.; Schwens, C.; Steinmetz, H.; Kabst, R. (2015): Disentangling the effect of 
prior entrepreneurial exposure on entrepreneurial intention. In Journal of Business Re-
search 68 (3), pp. 639–653. 

Zellweger, T. (2007): Time horizon, costs of equity capital, and generic investment 
strategies of firms. In Family Business Review 20 (1), pp. 1–15. 

Zhao, H.; Seibert, S. E.; Hills, G. E. (2005): The mediating role of self-efficacy in the 
development of entrepreneurial intentions. In Journal of applied psychology 90 (6), 
p. 1265. 



References   

 

180 

 

Zhou, J.; George, J. M. (2001): When job dissatisfaction leads to creativity: Encourag-
ing the expression of voice. In Academy of Management Journal 44 (4), pp. 682–696. 

Zhu, F.; Burmeister-Lamp, K.; Hsu, D. K. (2011): To leave or not to leave? The role of 
psychological ownership and stress in entrepreneurs’ exit decisions. In Frontiers of en-
trepreneurship research 31 (6), p. 15. 

Zimbardo, P. G.; Boyd, J. N. (1999): Putting time in perspective: A valid, reliable indi-
vidual-differences metric. In Journal of Personality and Social Psychology 77 (6), 
pp. 1271–1288. 

Zimbardo, P. G.; Keough, K. A.; Boyd, J. N. (1997): Present time perspective as a pre-
dictor of risky driving. In Personality and Individual Differences 23 (6), pp. 1007–1023. 

Zuckerman, M. (1979): Attribution of success and failure revisited, or: The motivational 
bias is alive and well in attribution theory. In Journal of personality 47 (2), pp. 245–
287. 

 

 

 

 



Appendix   

 

181 

 

G Appendix 

Appendix A  Experimental Scenarios 

Experimental Scenarios of Study 1:  
 
Scenario 1 
Imagine you are a digital manager in a mid-sized company that offers business-to-busi-
ness (B2B) solutions, in particular payment systems. Part of your tasks there is to promote 
product digitization in your company. Therefore, you thoroughly following the develop-
ment and newest trends in the industry.  
As a part of your job you are required to vet the implementation of a new digital payment 
system that the company wants to offer to major customers. You are currently working 
on a proposal for implementation, which you would like to present to the Executive 
Board. 
 
Environmental Dynamism Manipulations (control with no treatment/low dyna-
mism/high dynamism):  

High Dynamism Low Dynamism 
The market for digital payment systems is rel-
atively instable. Products change rapidly and 
oftentimes, there are disruptive innovations in 
unforeseeable cycles. The market develop-
ment is hard to predict. Due to often complete 
replacement of existing systems as well as the 
ever-changing customer requirements, com-
panies in this market are under great pressure 
to maintain their competitive position. High 
adjustment pressure and many new industry 
players make the market for digital payment 
systems a market whose development is very 
difficult to predict. 

The market for digital payment systems is rel-
atively stable. Products change relatively 
slowly and there are few real innovations. The 
development of the market can be predicted 
relatively well. With the continued evolution 
of existing payment systems and relatively 
predictable customer requirements, compa-
nies in this market are not under as much pres-
sure as in other industries to maintain their 
competitive position. Low adjustment pres-
sure and few new industry players make the 
digital payment systems industry a relatively 
conservative and easily calculable market. 

After a careful analysis, you see two viable solutions. The first approach involves strong 
renewal and change of current product architecture. Such an approach would include the 
search of radically new technologies compared to previous solutions. This approach holds 
high potential for the long-term future, but there is also the risk that the technology will 
not be successfully developed. This solution would promise to take you in a market lead-
ing position, however the investment in research and development will be quite high and 
a possible pay-off is expected to be 7 to 10 years.  
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The other solution involves an incremental and stepwise adaption of currently existing 
technologies. This includes the improvement and minor changes to current technologies. 
In this case, the sales potential for this adjusted innovation is moderate, however, it en-
sures compliance with existing processes and there is little risk that the product is not 
successfully developed. This solution promises rather safe results which are expected to 
be obtained in the next 2 to 5 years. Research and development expenses are estimated to 
be relatively little as this solution is based on existing technologies which are adapted and 
refined. However, there might be a risk that there will be technological disadvantage in 
the long-term future.  
Which of the two solutions would you present and suggest to the executive board?  
 
Scenario 2 
Imagine you are a strategic product manager in a telecom and communication vendor. 
This vendor provides products and services to other businesses. There, you are responsi-
ble for defining product strategies and managing some interactions with customers in or-
der to secure long term product development and evolution.  
For the customers in your market, streaming has become more important in recent 
months. For the transmission of major international events, some large potential custom-
ers seek new digital streaming offerings characterized by speed and stability in transmis-
sion. You received information that some of your largest customers have made decision 
to utilize streaming solutions in the next years. This implies the need for some preparation 
and response from your side concerning adaptions in the products and services you are 
responsible for.  
In a meeting with the board you receive more information regarding the conditions in 
which environment the company operates.  
 
Environmental Dynamism Manipulations (control with no treatment/low dyna-
mism/high dynamism):  

High Dynamism Low Dynamism 
The industry is highly uncertain and instable. 
The market is characterized by rapid changes 
and disruptive innovations, which, however, 
occur in unpredictable cycles. Rapid devel-
opment of existing systems requires compa-
nies to keep abreast of developments in the 
market and to implement them in order not 
to lose their competitive position. High ad-
justment pressure and many new industry 
players make the streaming services industry 
a dynamic, incalculable market. 

The industry is relatively stable as there are 
not many players in the market. The market 
is characterized by slow changes and innova-
tions that occur in predictable cycles. The 
stability of existing systems mean that com-
panies can keep their position competitive 
even without constantly being informed 
about developments in the market. Low ad-
justment pressure and few new industry 
players make the streaming services industry 
a rather conservative, calculable market. 

 

You've been made responsible by the executive board for managing this case, making 
decisions and taking action when needed. The board has agreed to provide required 
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resources. After you spoke with experts and did appropriate research you find that there 
are two viable solutions.  

Solution 1 is to have the IT department develop radically new solutions, which involves 
significant deviations from previously known approaches and is tailored to the needs of 
potential customers. This technology holds high potential for the long-term future, but 
there is also the risk that the product will not be successfully developed. Experts estimate 
that a new technology could promote your company to a market leading position in the 
long-term future. However, the investment for the technicians and the development will 
be quite high. It is estimated that the development will take at least 5 years and there is 
no guarantee that the development is successful.  
The other solution involves making incremental changes to existing streaming offerings 
in the marketplace by the internal IT team so that the customer's requirements are met but 
are less individualized and innovative. These are minor changes to existing technologies. 
In this case, the sales potential for this adjusted innovation is moderate, however, there is 
little risk that the product is not successfully developed. This solution promises rather 
safe results which are expected to be obtained in the next 1 to 2 years. Research and 
development expenses are estimated to be relatively little as this solution is based on 
existing technologies which are adapted and refined. This solution promises immediate 
success, however this might come at the cost of an innovation deficit in the long-term 
future.  
Both solutions are available to you, so the question of which solution is implemented 
depends only on your own judgment. 
 
Additional Experimental Scenario of Study 2:  
 
Imagine you are an innovation manager in a company that takes care of the sustainable 
processing of plastic waste. There, you will be responsible for developing new strategies 
to make the processing of waste easier and more environmentally friendly. Plastic waste 
and pollution through microplastics are a worldwide problem and can lead to damage to 
the environment and health. This issue is getting more and more attention from customers 
and other stakeholders. Therefore, the Management asks you to find a functioning and 
effective solution for the processing of plastic waste.  
As the issue of corporate social responsibility and sustainability has gained in importance 
in recent time, it is important for many companies to work with companies like yours to 
find solutions to their respective processing problems. 
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Environmental Dynamism Manipulations (high dynamism/low dynamism): 
 

 
 
A large client has now announced its intention to work with your company. This implies 
the need for some preparation and reaction on your part with regard to potential customer 
wishes and which products you can offer and adapt. You are instructed by the Manage-
ment Board to lead the case, make decisions and act as needed. You receive the infor-
mation that the client puts particular emphasis on the environmental sustainability of any 
solution offered to him. 
After talking to your team and conducting research, you see two viable solutions: 
Solution 1 is to develop a radically new processing solution that deviates significantly 
from previously known approaches and is tailored to the needs of the potential customer. 
This approach has great potential for the long-term future, but also carries the risk that 
the product will not be successfully developed. Your team of experts estimates that a new 
technology and the acquisition of new customers could put your company in a leading 
market position in the long term. In addition, a radically new solution would, according 
to initial assessments, make a strong contribution to the environment and the issue of 
sustainability. Nevertheless, the development costs for this innovative processing tech-
nology are relatively high. The development can also take up to 5 years and there is no 
guarantee that this innovation has actually been successfully developed in the end and 
that the new customer will be satisfied accordingly. 
Solution 2 is that your team adapts an existing solution that your company already offers. 
This includes the improvement and minor changes to the existing solution. The sales po-
tential for this adapted innovation is expected to be moderate, but there is little risk that 
the product will not be developed successfully. This solution promises quite reliable re-
sults, which are expected in the next 1-2 years. Research and development expenditure 
are estimated to be low, as only adjustments are made to existing solutions. This solution 
promises immediate success, but less innovation potential and therefore less positive im-
pact on the environment and sustainability. 
Note that the board provides the resources needed. 
 
 

High Dynamism Low Dynamism 
The market in which your company oper-
ates is characterized by high competition 
and many product and service innovations. 
Due to rapid and frequent changes in cus-
tomer demands the market development is 
hard to predict. Your company is under 
great pressure to maintain their competi-
tive position. Furthermore, volumes of 
products and services that are to be deliv-
ered change fast and often. 

The market in which your company oper-
ates is characterized by low competition 
and few product and service innovations. 
Due to slow and irregular changes in cus-
tomer demands the market development is 
relatively easy to predict. Your company 
is under no pressure to maintain their com-
petitive position. Also, volumes of prod-
ucts and services that are to be delivered 
do not change fast or often. 
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Appendix B  Scales 

Temporal Focus Scale (original scale from Shipp et al., 2009) 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

On a scale from 1 to 7, how often do you 
think of the following things? 

1 2 3 4 5 6 7 

      

I replay memories of the past in my mind        

I reflect on what has happened in my life        

I think about things from my past        

I think back to my earlier days        

I focus on what is currently happening in my 
life        

My mind is on the here and now        

I think about where I am today        

I live my life in the present        

I think about what my future has in store        

I think about times to come        

I focus on my future        

I imagine what tomorrow will bring for me        

 

Frequently Sometimes Never Constantly 
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Manipulation Check Environmental Dynamism (adapted from Jansen et al. 2009) 
 
Please answer the following questions as spontaneously as possible. 
 
 

 
Risk Propensity Scale (original scale from Meertens and Lion, 2008)  

 

Please indicate the extent to which you agree or disagree with the following statement by 
putting a circle around the option you prefer. Please do not think too long before answer-
ing; usually your first inclination is also the best one.  

 

 

How did you perceive the external environment of the company? 

 1 2 3 4 5 6 7  

The environment seemed 
unpredictable to me         

The dynamics I felt as 
intense         

The customer requirements 
were very changeable         

I found changes in the 
business environment to be 

frequent 
        

Demand seems to be 
changing fast and regularly         

totally disagree 1   2   3   4   5   6   7   8   9 totally agree

totally disagree 1   2   3   4   5   6   7   8   9 totally agree

totally disagree 1   2   3   4   5   6   7   8   9 totally agree

totally disagree 1   2   3   4   5   6   7   8   9 totally agree

totally disagree 1   2   3   4   5   6   7   8   9 totally agree

totally disagree 1   2   3   4   5   6   7   8   9 totally agree

risk avoider 1   2   3   4   5   6   7   8   9 risk seeker

I usually view risks as a challenge.

Safety first.

I do not take risks with my health.

I prefer to avoid risks.

I take risks regularly.

I really dislike not knowing what is going to happen.

I view myself as a . . .
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