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Abstract
Opportunistic Networks are mobile, delay-tolerant networks with intermittent node contacts in
which messages are transferred with the Store-Carry-Forward principle. In these decentralized
networks, which stand in contrast to the Internet’s infrastructure, devices are connected to
each other instead of an access point. Many of the current smartphones and apps heavily rely
on and are rather useless without Internet access, but this access is not always guaranteed and
can be unavailable due to catastrophes, censorship or just dead spots. Additionally, the usage
of the Internet might be unwanted because of its dependency on hardware and lack of privacy.
Hence for smartphones, Opportunistic Networks can offer a useful addition or alternative to
the Internet. Because there are parallels between the movement of people and the dynamics
in Opportunistic Networks, and additionally, most people own a smartphone, they have the
potential to be a suitable platform for Opportunistic Networks. However, there has not been
much work on this combination, and in fact not much work on the use of Opportunistic
Networks themselves in practice. To change that, several challenges have to be resolved to
establish an Opportunistic Network with smartphones and provide the network application
opptain.

Building an Opportunistic Network for smartphones requires solutions for the basic challenges
of node discovery, connection establishment, and one- and multi-hop communication. To allow
a wide applicability of our networking mechanisms, we must use off-the-shelf and unrooted
smartphones, possibly with the most widespread operating system. Our first goal is to dis-
cover other participating smartphones and to connect to them automatically, which allows our
application to create the network without user interaction. Because current smartphones lack
wireless ad-hoc network technologies, we present an approach called Hotspotting in which the
device scans for tethering hotspots of other network participants in the surroundings and, af-
ter a successful search, connects to one, else the device itself becomes a hotspot and lets other
devices connect to it.

Once the network and one-hop communication is established, our next goal is to enable multi-
hop communication with routing protocols that manage the dissemination of the messages in
the network. We include routing protocols proposed in literature in our network and improve
on them with new replication control strategies. During the establishment of a connection,
meta data that is needed for these protocols is gathered and exchanged between two com-
municating nodes. After the two nodes connect, each node has to decide which messages to
forward or replicate to the connected node. Either the nodes always replicate all messages, i.e.
flood the network, or local information and the aforementioned meta data are used for repli-



cation decisions of more sophisticated routing protocols. To improve the one- and multi-hop
communication, we enhance the meta data exchange and use smartwatches as a second signal
way.

When nodes can connect and messages are routed through the network, there are still open
challenges. To avoid overwriting any user data in the smartphone’s shared storage with network
messages, we develop a specific buffer management. To allow for the correct processing of
the network’s time specifications that are exchanged between devices, for example with the
remaining Time-To-Live of our messages or the global order of messages, we also develop a
specific time management procedure.

Having put together all the basic requirements for a working Opportunistic Network, we con-
sider other dynamics that affect the stability of the network, in particular, node density and
security. Node density has a high impact on the network since messages are transferred from
one device to another, and therefore devices that run our application must meet regularly to
establish a functioning network. To show the impact of security in decentralized networks, we
conduct a survey of the possible threats and attacks that affect single and multiple devices,
in which we also show the proposed solutions and mitigation techniques. Lastly, to evaluate
our work, we conduct a field experiment which provides promising results that show that our
application can establish an efficient Opportunistic Network.

vi
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Chapter 1

Introduction

Nowadays, almost every device with a computer chip can be connected to other similar devices
and consequently, its users are inherently connected to one another. Much of the communi-
cation with friends, family, and colleagues happens online as most of us humans are, often
constantly, connected to the Internet through various devices. One invention that makes this
permanent networking possible is the smartphone. With a smartphone, we carry a small
yet mighty computer around with us. Up-to-date smartphones have powerful processors and
graphics cards, large storage, battery, and an abundance of sensors and a Global Positioning
System (GPS) receiver. They use their many networking possibilities either to access the In-
ternet (General Packet Radio Service (GPRS), Universal Mobile Telecommunications System
(UMTS), Long Term Evolution (LTE), Wi-Fi), to connect to additional devices like smart-
watches and headsets (Bluetooth), or for contactless payments (Near Field Communication
(NFC)). However, apart from fast Internet access due to LTE and Wi-Fi support, what char-
acteristics of a smartphone really make up the term smart? Vaguely speaking, it is used to
separate the newer phones from old ones, with which users were only able to phone and to text;
with smartphones, apps are key. In most situations where one needs a particular functionality
or a possibility to perform a particular task, there is an app for that. But, even if the apps are
what distinguishes smartphones from older phones, the features of the apps often heavily rely
on the Internet.

The Internet is a centralized network in which services are provided by servers and used by
clients. Access to the Internet, either by cable, cell tower or access point, however, is not always
guaranteed. Infrastructure might be absent, for example, it might have collapsed due to a
catastrophic situation, or it can simply be nonexistent. In these situations, current smartphones
or rather current apps become almost useless.

1



Chapter 1 Introduction

Opportunistic Networks [1] stand in contrast to the Internet. Devices in these networks are
connected to each other instead of to an access point, the network is completely decentralized,
and there is no guarantee of an end-to-end connection. Routing in these networks is realized
through the Store-Carry-Forward mechanism: The nodes are so-called data ferries that store
messages in their buffer and carry them around until the messages either reach their destination,
are forwarded to another node on the way to the destination or have to be dropped due to
full storage. Until now, Opportunistic Networks have mostly been examined in theory or in
simulators. But, there are parallels between the movement of people and the dynamics in
Opportunistic Networks, since most of us follow social patterns that allow us to be in groups,
leave those groups to move somewhere else, and again form new groups, which is what a node
in an Opportunistic Network has to do to disseminate messages. We thereby are the perfect
carriers for nodes of an Opportunistic Network, yet this far, the technology was lacking to allow
us realize the full advantage of such a potential.

In this dissertation, so as to provide current apps with an alternative to the Internet, we want
to combine the technical capabilities of our smartphones, the social behavior of us human
beings, and the principles of Opportunistic Networking. Next, we motivate our objective and
specify which actions we have to take to achieve it.

1.1 Motivation and Problem Statement

In the last years, mobile devices like smartphones, tablets, and smartwatches have become
more and more popular and omnipresent. The key motivation for this dissertation is to use the
potential of mobile devices and integrate them into a human-controlled real-world Opportunistic
Network. There are many reasons for the idea of a real-world Opportunistic Network for
smartphones as an alternative to networking via the Internet. As mentioned before, the first
reason is the argument that Internet access is not guaranteed or can be restricted. The Internet
might not be available due to catastrophes that destroy the infrastructure or due to censorship
as it was the case in the Arab Spring when the Egyptian Government cut most of the country
off the Internet. There are also parts of the world, particularly areas considered to lie in the
global south, where Internet access is nonexistent to begin with, although villages might want
to be connected to each other. Dead spots, limited data volume and closed buildings may
restrict the Internet access even in well covered areas.
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Apart from the thought that the Internet is not always available, there are also arguments
for Opportunistic Networks originating from the wish to explicitly not use the Internet. First,
there is the privacy argument. With most current messaging apps for example, if you want to
send a picture to the person standing right next to you, the communication will nevertheless
be handled via a server on the Internet that might not even be located in the country you are
in. The messages leave a trace on the Internet that is undesirable and can be avoided with
local communication. This local communication can also happen to be much faster than the
routing through the Internet, which is expressed by the performance argument. Economically
speaking, local communication is in no need of any infrastructure or any hardware apart from
the mobile device, hence it is free of charge; one does not need an expensive and limited data
plan. The next and last argument is about sustainability. Less required hardware means less
fabrication and energy usage, which is beneficial for the preservation of the environment.

While all these arguments motivate the adoption of Opportunistic Networks for smartphones,
we also want to state the reasons for using smartphones for these kind of networks. Imagine
an Opportunistic Network that works with a specific hardware that is only designed for this
network. How many people are willing to buy this specific piece of hardware to use a net-
work technology that they have never heard of? But, almost everybody owns a smartphone
and distributing new software via the app store is quite simple, thus getting people to use an
Opportunistic Network is way easier when offering it on their smartphone. Additionally, the ob-
served mobility patterns of people in the formation of groups and their consequent movements
to other groups suits an Opportunistic Network very well.

For all these listed arguments it is reasonable to build Opportunistic Networks using smart-
phones; however, there is a lack of apps supporting this idea. To put the idea into practice,
we have to face multiple challenges. At first, we have to decide on a mobile operating system
which enables us to use the smartphone as a node in our network. Subsequently, we must
develop communication protocols and policies to assure that the Opportunistic Network is not
only usable but also efficient. Once this is accomplished, we need an application that actually
establishes the network. Additionally, our goal is to create such an application not only for
real-life usage but also as a playground for us and other researchers and developers as well.
Literature proposes a variety of protocols for Opportunistic Networks that have been solely
evaluated in simulators and now can be analyzed and improved with our application as the
test environment. By this means, our application benefits not only the work on the combination
of smartphones and Opportunistic Networks but also the research on Opportunistic Networks
per se.

3



Chapter 1 Introduction

To establish such an Opportunistic Network with smartphones, we take a look at the following
problems:

Choice of Operating System & Connection Technologies First, we have to find a smart-
phone operating system which can connect smartphones automatically and without user inter-
action. When we look at the smartphone market, while there is a multitude of manufacturers
who produce billions of smartphones every year [2], there are only a handful of operating sys-
tems for these smartphones, because many manufacturers use Google’s Android. Other more or
less widespread operating systems are iOS by Apple, Windows Phone by Microsoft, and Black-
berry’s operating system. All these hardware devices and operating systems have advantages
and disadvantages in regard to market share, development and distribution of applications and,
most important for our cause, the connection technologies. With these possibilities in mind,
we should aim to choose a combination of hardware device, operating system, and connection
technology which offers suitable mechanisms for node discovery and connection establishment.
When the smartphones can discover other nodes, connect to them, and exchange messages in
a one-hop neighborhood, the next problems concern the multi-hop routing of messages.

Replication of Messages & Meta Data Exchange Messages in Opportunistic Networks are
routed through the network in Store-Carry-Forward fashion. When two nodes are connected,
both nodes inspect their buffer and optionally use meta data from the other node to decide
which messages to exchange. The decision about which messages to forward and which not is
part of the routing protocol , more precisely the forward strategy. The order in which messages
are forwarded is important as well because a sudden disconnection of the nodes could leave
some messages behind. Next, we look at the problem of how to address and identify nodes,
and the issue of ensuring messages are end-to-end encrypted.

Identification & Encryption The nodes in our network need a unique identification that
messages can be addressed to. The Internet, for instance, uses IP addresses whose assignments
are managed by a centralized entity. In our network, however, the nodes are not created by
a centralized instance but realized by installing the application, so we are in need of another
practice for address allocation. Also, when nodes send messages through an Opportunistic
Network, the path consists of relay nodes that carry and forward the message until it reaches
the destination. To ensure that relay nodes cannot read messages meant for other nodes, the
messages have to be encrypted. When trying to solve this problem, we have to consider the
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decentralized form of the network. Next, we address the problems that concern the buffer of
network nodes which is used to store messages that are routed through the network.

Buffer Management The nodes in our Opportunistic Network are not hardware devices ex-
plicitly created for this one purpose but smartphones that we simply use for the purpose of
being a network node. This means that the storage of the devices is not only available for the
software which turns the devices into nodes of our network and uses parts of it as the buffer for
messages, but also for the other apps on the device. We should aim for a buffer management
that not only serves the purposes of our software but also does not disturb the user’s everyday
workflow by overwriting any data or cluttering up the storage. This is why we have to delete
messages from the network-specific part of the storage if either the network buffer or the other
apps need space. Another case in which messages are deleted from the buffer is when a message
expires due to their Time-To-Live. The creation time and Time-To-Live of a message have
to be stored on multiple devices and can involve issues regarding the time management in the
network; these issues are presented next.

Time Management Proper dissemination of messages involves the correct calculation of a
message’s Time-To-Live as well as the right order of messages at each device. For this, clocks
must either be synchronized or the nodes at least need a system to track the difference of the
clocks on the path of a message. Nodes in any network, however, might have unsynchronized
clocks, and in a centralized network, the solutions to the problem of clock synchronization are
trivial. However, in a decentralized network like our Opportunistic Network, synchronization
is a problem, as there is no singular correct clock. The messages which are routed through the
network are typically created by user applications, which we address next.

User Applications If there is a smartphone-based Opportunistic Network and there are no
applications utilizing it, then the network itself will not be used. This is obviously a problem we
have to resolve by implementing a few fundamental user applications for messaging or sharing
files. Also, we should offer a solution that allows third parties to develop their own apps which
utilize the network. Next, we look at the problem how we can distribute the applications for
our network.

Distribution of our Applications Smartphones are smart because of their apps, which are
distributed through app stores. These app stores are offered by Google and Apple for Android
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and iOS devices respectively and are centralized instances operating over the Internet. Our
network application enables smartphones to participate as nodes in our decentralized Oppor-
tunistic Network and should therefore also be, even if only additionally, distributed without
a central instance. A central instance, to be specific, might not be available during a catas-
trophe and it might not be desirable to visit in case of a censorship scenario. Our aim is to
give the network application the ability to replicate itself to other devices, with the consent of
their users, of course. This should be possible with the user applications as well. Finally, the
exchange of messages between nodes and between network app and user apps can be disturbed
by malicious nodes or apps; a problem which we formulate next.

Software- and Network-based Threats If we want to use third-party apps together with
our network application, we encounter a few security risks. These third-party apps have to
run on the same smartphone, which, as always, implicates the risk of other apps spying on
our application to gather user data or information about our network. While this is generally
a problem for all applications, it is particularly important for us to inhibit espionage, as
for instance journalists or activists might want to use our application for censorship reasons.
Besides spies, there might be evil nodes trying to attack or harm our network or pretend to be a
harmless node to disrupt the system. We have to look into attacks, vulnerabilities, and threats
against our Opportunistic Network and try to find solutions and mitigation techniques.

Section Conclusion

In this section, we motivated the establishment of an Opportunistic Network with smartphones
and formulated problems that we have to face. We can use the devices that we mostly carry
around with us permanently to build a network that can be used for situations in which a
centralized network is not desirable or an infrastructure is not available (anymore). To achieve
this, we formulate more precise research questions and challenges for the above-mentioned
problems in the next section.

1.2 Research Questions

An essential part of this thesis is the identification and formulation of detailed research ques-
tions and challenges that have to be overcome to combine mobile devices like smartphones and
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Opportunistic Networks. These research questions and challenges, derived from the problem
statements in the previous section, are now presented to facilitate the discussion of the course
of action and to support the understanding of the significance of the provided solutions.

The Creation of an Android-based Opportunistic Network

The main challenge of this thesis focuses on the creation of an Opportunistic Network on
smartphones that are controlled and led by human beings and therefore use the same mobility
patterns as human beings.

Before addressing the general challenges of establishing an Opportunistic Network, we en-
counter the following questions arising from the usage of smartphones: What are the demands
for the combination of mobile devices and Opportunistic Networks? The most rudimentary
demand for nodes in Opportunistic Networks is the feasibility to establish connections to each
other. Furthermore, these connections should happen automatically and not require any user
interaction. Smartphones should not be rooted so that the devices can be used off-the-shelf.
Which devices and which operating system do we choose to meet these demands? While work-
ing on this thesis, only two operating systems are popular enough to be considered: Android
OS (Google) and iOS (Apple) (other operating systems have a current market share of under
0.1%) [2]. Which operating system, Android or iOS, do we choose to meet our demands? What
connection technologies do they offer and are they suitable for us? As more research questions
arise from the choice of operation system and connection technology, at the very onset, we
dictate the use of Android and the Infrastructure Mode Wi-Fi . The reasons for this selection
are given in Chapter 2.

After having answered the question regarding the operating system and having decided on us-
ing Android smartphones with Infrastructure Mode Wi-Fi , how do we integrate the technique
to build the network? Do we develop an app or can we adapt the operating system? The adap-
tation of the operating system would make porting our functionality to another smartphone
way too complicated for an average smartphone user. This is why we decide on providing an
app. Our goal to offer a solution that allows third parties to develop their own apps which
utilize our network leads us to the following basic structure: We provide a network app as well
as an Application Programming Interface (API) that can be used by other developers to access
our network. This raises new research questions: Without relying on the Google Play Store,
how can we distribute our network app? Besides, what kind of user applications do we develop
and make available?
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Next, we have to overcome the challenge of creating an Opportunistic Network in general, which
takes up the following sub-challenges. First, neighbor discovery and connection establishment,
second, the exchange of meta information to select all messages for forwarding or replication,
third, the exchange of messages, and fourth, the eviction of messages if the buffer is full [3].

The first sub-challenge lies in the details of the realization of the node discovery and the user-
interaction-less connection. To solve this task we have to answer the following questions: How
do we discover other nodes? How can the connections be established automatically? The
second and third sub-challenges are about the conveyance of messages and meta data and
hence consider the routing protocol . The following questions arise: How do we route in our
network and which routing protocols do we choose? Should it be possible to add more protocols
later on? Do we provide an interface to make the integration of other routing protocols as easy
as possible? Furthermore, we have to take the details of the protocols into account. Routing
protocols consist of the exchange of meta data and a forward strategy. Based on the meta data
that is gathered from a connected node, this forward strategy decides which messages to forward
or replicate. If we want to offer the possibility of integrating more routing protocols, we have to
consider which meta data to store and gather. What meta data is useful, needed or maybe even
demanded by certain protocols? For example, if a routing protocol requires a node to know its
two-hop neighborhood, the nodes have to memorize their previous connection partners. Even
if we do not at once include all meta data that might be required at some point, we need a
structure for the meta data exchange that is easily extendable. Furthermore, to enable the
exchange of messages, they need a clear addressee. Each device must have a unique identifier so
that messages can be routed to this device. To enable secure communication between devices,
especially when relay nodes forward the message, messages must be secured with end-to-end
encryption. Thus, the last question regarding the third sub-challenge is: How do we identify
devices and encrypt messages? For the fourth sub-challenge, we need do employ a drop policy
that answers the question of which messages to delete when the buffer is full.

In Chapter 2, we find solutions for these sub-challenges concerning the automatic and user-
interaction-less connection of Android smartphones, the identification of nodes, the encryption
and dropping of messages and the routing through the network, and we present a first version
of our network application called opptain.
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Time Management and Buffer Management in our Android-based
Opportunistic Network

After the solution for building a framework for Opportunistic Networks on Android in the form
of an app is presented in Section 2.1, opptain still has two major issues: first, the missing clock
synchronization and second, the missing buffer management. The clocks of different devices
might be unsynchronized, so we have to face problems with time specifications, for example
with the remaining Time-To-Live of our messages or the global order of messages. In the first
version of opptain, due to the large storage space on Android devices, the buffer of the device
is assumed to be infinite, which is obviously not the case. With the following challenges, we
want to tackle these issues to have a fully functioning Android-based Opportunistic Network
that is not only operable in laboratory settings but also in the field.

Several research questions institute this challenge. Regarding time management, the following
questions arise: How can we synchronize the clock in Opportunistic Networks in general? Can
we synchronize the clock of Android devices? Android can synchronize the clock with the
Network Time Protocol (NTP) via the Internet and the user can either advise the operating
system to synchronize or set the clock himself manually. Since one of our demands is running
the application without user interaction, having the clock set manually is not an option. NTP
is likewise not an option since another of our demands is the independence from the Internet.
An idea would be to adapt the clock of the smartphone as the application learns the clock of
another device in the network. However, that is not possible, because the developer cannot give
an application the privilege of setting the clock. Thus, we cannot employ clock synchronization.
So, if we cannot synchronize the clocks directly, how can unsynchronized devices cope with the
difference between system clocks to work and handle time specifications properly? Furthermore,
when the clock is set manually by the user, Android does notify all apps about the time change
but not about the offset. The last question about time management is therefore: How can we
figure out the offset after a device’s clock has changed? Concluding, this challenge will be to
identify time changes in the system and to handle unsynchronized devices in the network.

Regarding the buffer management on Android devices, we have to address the following issues.
In Opportunistic Networks, Store-Carry-Forward is used, and messages are stored in the buffer.
A buffer can be empty, full or anything between, but if the buffer is full, one or more messages
have to be removed to make space for a new message, either when a message is generated at
the own device or when a message is forwarded to the device. But how does the buffer work on
Android devices? If our smartphone acts as a node in the network, opptain shares the storage
with other applications. This Android storage must never be full or near full because if it is,
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applications might not work properly. Which storage options on Android should be used for
the different stages a message can be in, e.g., at the source node, at a relay node, or at the
destination node? When do we remove messages from the buffer? How can we prevent the
shared buffer of the Android applications to fill up completely? Concluding, this challenge will
be to develop a buffer management that resolves these issues and questions.

With the solutions to the previous challenges, we have a second version of opptain, which
has all the necessary features to function as an Opportunistic Network on Android devices.
The nodes can detect each other and connect to each other automatically and without user
interaction, messages can be created, stored, forwarded and received without disrupting the
device, time changes on the devices are detected and considered, and as a bonus, messages are
end-to-end encrypted.

Studies and Evaluation for our Android-based Opportunistic Network

After solving the important challenges of node discovery, connection establishment, identifi-
cation, encryption, routing, and time and buffer management for our opptain application, we
want to evaluate this system in an open field test. But before we start the open field test, we
want to make sure that our application is secure with regard to software- and network-based
threats and vulnerabilities and that we know how many devices we need for a meaningful
test.

While traditional networks are connected, i.e. there is a path between source and destination,
in Opportunistic Networks there might be no end-to-end paths but intermittent connections.
Messages are forwarded with the Store-Carry-Forward principle and we suppose that a high
node density is important for the networks to work as there actually must be nodes in the
surroundings that messages can be transferred to. Until now, Opportunistic Networks have
mostly been tested and evaluated in simulators, where most default scenarios just assume a
high node density. However, for real-life Opportunistic Networks a high node density is not
guaranteed and we need to analyze how a lower density impairs the performance. Due to their
wide spread use, a high density of smartphones is given, at least for urban areas, however there is
a difference between all smartphones participating in the opptain network or just a few. Only if
there are enough nodes incorporated in the network inside the test area can messages be carried
from source to destination. Thus, before starting the field experiment, we want to evaluate the
impact of node density on Opportunistic Networks. So, we ask the following research questions.
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1.2 Research Questions

How does the node density influence the performance of Opportunistic Networks? How many
nodes do we need for our subsequent field experiment to be meaningful?

So far, regarding security, we have implemented opptain in all conscience but only explicitly
included end-to-end encryption. To offer participants of our field test the assurance that we let
them use a secure application, we want to make sure that this is the case. How do we uncover
the possible software- and network-based threats and vulnerabilities? What measures must
we take to prevent the attacks and patch the vulnerabilities? So, we should conduct a study
about software- and network-based security threats and vulnerabilities and find solutions and
mitigation techniques to apply to opptain before deploying our application for a field test.

With a secure application and knowledge about the impact of node density in Opportunistic
Networks, we now can conduct a field experiment to test opptain. Opportunistic Networking
applications are interested in the three quality measures delivery ratio, overhead, and end-
to-end delay. Delivery ratio is the number of delivered messages compared to the number of
generated messages, and in an optimal environment, all messages are delivered. Overhead is
the number of message copies for each message, which occurs due to message replication in
the network. More message copies result in a higher delivery ratio but a high overhead results
in more bandwidth and buffer consumption, which affects the distribution of other messages
negatively. While applications using Opportunistic Networks are not (or should not be) time-
critical because of the nature of these networks, these applications still desire a fast delivery
and hence a low end-to-end delay of message delivery [3]. With our experiment, we want to
answer the following questions: Can opptain achieve the preferred high delivery ratio? Can we
accomplish a low overhead and a low end-to-end delay? Thus, we conclude this section with
the most important question regarding the evaluation of our Opportunistic Network: How well
does opptain perform?

Section Conclusion

To this point, we have formulated the problems that we have to face to establish an Android-
based Opportunistic Network, and the resulting research questions and challenges. In the next
section, we present our contributions that solve these research questions and challenges as well
as resulting questions, challenges, and contributions.
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1.3 Contributions

We documented the solutions and achievements of this dissertation in eleven publications.
In the following, we first present the contributions that resolve the research questions and
challenges from the last section and continue by presenting subsequent contributions.

The Creation of an Android-based Opportunistic Network

The main contribution of this dissertation is the opptain application which offers Android
smartphones the possibility to participate as a node in a global Opportunistic Network. In
Chapter 2, we present the solutions to the challenges of node discovery and connection es-
tablishment with the Infrastructure Mode Wi-Fi on Android smartphones, their identification
in the network, the encrypted exchange of messages, the meta data exchange and message
replication control, and show how to share the buffer between our network application and
other apps on the smartphone. With these solutions, we have created an Android-based Op-
portunistic Network and can use this now for studying real-life Opportunistic Networks, and
for evaluation, which we address in the next subsection.

Studies and Evaluation for our Android-based Opportunistic Network

After having built our Android-based Opportunistic Network, we want to evaluate it. To
encourage others to use the application for our evaluation, we first study security threats and
vulnerabilities to deploy a secure application and network. We present possible attacks on
Opportunistic Networks and suggest solutions and defense mechanisms. Also, we investigate
how many participants we need to establish a working Opportunistic Network. With the
assumption that we need a rather dense than sparse network we first study node density in
the simulator to use the results for our experiments. These experiments reveal how many
devices are needed for a steady coverage and an efficient network. Lastly, we conduct the field
experiment and show that our Android-based Opportunistic Network works as desired.
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Improving One-Hop and Two-Hop Communication Options

By implementing opptain as a fully functioning Opportunistic Network on Android smartphones
and evaluating it, we concluded the work on our initial research questions and challenges.
During the evaluation we identified shortcomings, so, based on the solution we developed, we
move on to new challenges and work out new contributions. For example, in our opptain
application, we use the Hotspotting mechanism to connect devices, thus circumventing the
limitations of the Wi-Fi network interface on Android smartphones that do not allow use of
the ad hoc mode. With Hotspotting, the connection between two nodes is established by using
the tethering hotspot on one device, which serves as the access point, so that other devices can
connect to it as clients. An unconnected device scans its surroundings for hotspots and either
connects to one it finds or becomes a hotspot itself if none are present.

We use the star topology that can result from Hotspotting to our advantage: While for small
messages it can be useful and easy to route them over the hotspot node to another connected
client, for large messages these two transmissions imply a lot of overhead. Forwarding the
message directly to this other client can be more efficient. So, if a node needs to send a message
to one of its hotspot’s other clients, it can schedule a disconnect of both nodes from the hotspot
to instead establish a direct connection to the more relevant node, thereby decreasing the effort
to a single transmission of the message.

Another limitation we have to face is that Android’s Wi-Fi network interface is not able to
scan for other hotspots while in hotspot mode. The question that arises is if we can use other
network interfaces, even on another personal device, to communicate with other nodes. We
analyze additional signal ways for devices in Android-based Opportunistic Networks to answer
the following questions: How can we communicate with other devices over a second signal way?
How can we use smartwatches and other smart devices to extend our network interfaces? A
possibility for the second signal way is the usage of smartwatches that are connected to the
Android smartphones that are acting as nodes in the network. The smartwatch provides extra
network interfaces that can examine the surroundings of the smartphone while the network
interface of the smartphone itself is busy being a hotspot or a client. The challenge is to
address the network interfaces on the smartwatch. Furthermore, we want to retrieve other
information like sensor data or touch events from the smartwatch. We provide a library called
ansWEARs for easy communication between smartphone and smartwatch that also offers the
exchange of various information that the smartwatch is collecting about the network and its
physical surroundings. This library is used to improve opptain, but can also be integrated into
standalone Android projects.
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Optimal Message Replication Control

One of the goals when designing opptain was the ability to include a variety of routing protocols
ourselves and also to allow other developers to include their own routing protocols easily. This
way, researchers, in addition to testing their routing protocols in a simulator, can also use
opptain to evaluate them in the field. While working on opptain, we also experimented with
routing protocols and thereby the replication control with the goal to improve flooding-based
routing algorithms.

Routing in Opportunistic Networks has generally developed from simple flooding-based proto-
cols like Epidemic to more sophisticated, utility-based protocols that rely on extra information
about the network. Since there are not many implementations of real-world Opportunistic
Networks, there are no clear instructions which protocol to use in which situations; therefore
we can speculate that flooding-based routing protocols are particularly suitable for catastrophic
situations. In contrast to the utility-based protocols, they do not require any information about
the network that might actually not be available shortly after the establishment of the network
due to the catastrophe at hand. However, flooding-based routing protocols use the device’s
resources extensively and imply a high overhead for the network. Thus, the questions arise:
How can the overhead in the network be reduced when using flooding-based routing protocols?
How can we be more resource-friendly?

We answer these questions extensively and improve the replication control in Opportunistic
Networks in three different approaches, called MOST-RPT , RPRS and ORBOPH , that all
vary the forward strategy and drop policy.

The basis of all three approaches is a formula for the delivery probability that is proposed
with MOST-RPT , the first of the three replication schemes. Based on the current hop and
replication count of a message, the formula estimates how likely it is for the message to be
delivered to its destination. With the three replication schemes we present different proposals
on how to employ this delivery probability. The forward strategy is the same in all three
schemes: only messages with a high enough probability are forwarded, i.e. the messages whose
probability exceeds a threshold. However, the schemes differ in the queueing policy and the drop
policy which use First-In-First-Out (FIFO) or the ordering by delivery probability. In RPRS ,
we furthermore propose a drop policy that drops messages with high storage consumption
and transmission costs first. With the last scheme, ORBOPH , we use information about the
current network status to improve the replication control. While the first two schemes use a
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dynamic threshold, ORBOPH calculates an optimal threshold based on the optimal hop and
replication count of a message, which are estimated based on current network properties.

The presented evaluations of all three replication schemes show that these different combina-
tions of policies and enhancements all perform better than the reference protocols.

Section Conclusion

In this section, we presented the contributions that solve our research questions and challenges
as well as resulting questions and contributions. To conclude the introduction, we now illustrate
the outline of this thesis before we continue to the detailed presentations and summaries of the
papers.

1.4 Thesis Organization

In this chapter, we introduced and motivated our approach for an Opportunistic Network on
Android smartphones. The solutions to the aforementioned research questions and challenges
are documented in eleven publications that are presented as follows.

The subsequent chapters 2 to 5 provide summaries and contributions of our publications and
state their impact on this thesis. In Chapter 2, we present the concept and implementation
of our Android-based Opportunistic Network. First, we introduce our opptain application [4]
in Section 2.1. We further discuss the decisions which were made for opptain and which lay the
foundations for this dissertation. Other challenges arising from these decisions are solved in the
other publications. In Section 2.2, we present our solutions for our challenges about time and
buffer management [5]. In Chapter 4, we improve the one- and two-hop communication in our
opptain network. In Section 4.1, we utilize the star topology of the Hotspotting mechanism by
scheduling promising future contacts [6]. In Section 4.2, we present our solution for wearable
devices, especially smartwatches, as second signal way for opptain [7]. In Chapter 3, we conduct
studies and evaluations regarding our opptain network. In Section 3.1, we describe a study
on the impact of node density and transmission range in Opportunistic Networks [8]. In Sec-
tion 3.2, we discuss security threats and mitigation techniques in Android-based Opportunistic
Networks [9]. Closing, in Section 3.3, we provide a field experiment and its evaluation [10].
In Chapter 5, we present three solutions to improve flooding-based routing protocols: MOST-
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RPT [11] in Section 5.1, RPRS [12] in Section 5.2 and ORBOPH [13] in Section 5.3. Finally,
in Chapter 6, we conclude our work and look into future work.
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Chapter 2

Android-based Opportunistic Networks

In this chapter, we address the challenge of applying Opportunistic Networks to smartphones
and lay the foundation for this thesis. To establish and optimize an Opportunistic Network,
regardless of the deployment on smartphones or other devices, we basically need to provide
the following two functionalities: Nodes can establish connections and nodes can exchange
messages. To enable the connection establishment, we require a mechanism for node discovery.
Furthermore, the message exchange, in turn, consists of several sub-challenges. The routing
protocol dictates what meta information should be exchanged and used for forwarding and
replication. The forward strategy includes the queueing policy which determines the order of
the forwarding queue. If the buffer is full, we need a drop policy that chooses which messages
to remove from the buffer first [3].

The goal of this dissertation is to address the aforementioned challenges and establish a
smartphone-based Opportunistic Network. In this chapter, we start with the neighbor dis-
covery and connection establishment, the exchange of meta information and the forwarding
and replication of messages based on routing protocols. From related work, we know about
the multitude of routing protocols for Opportunistic Networks, but all these protocols have
mainly been tested in simulators, partly due to the fact that there is no established real-world
Opportunistic Network to test these protocols with. As smartphones are the mobile devices
that are most widely spread, they can provide such a real-world testbed when equipped with
our software. To evaluate multiple routing protocols for multiple application situations, one
demand for our work is to include a high variety of routing protocols in our network application
and to give future developers the possibility to include new protocols. A detailed description
of routing protocols can be found in our paper [4] or in Chapter 5 in which we will address
replication schemes for routing protocols.
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The most rudimentary demand for nodes in Opportunistic Networks is the feasibility to es-
tablish connections to each other. These connections should be set up automatically and not
require any user interaction. Another important demand is that the smartphones should not
be rooted so that the devices can be used off-the-shelf, which increases the acceptance and
spreading of our application, especially in catastrophic situations in which rooting is a bigger
challenge.

We have to choose an operating system and a connection technology which meet these de-
mands. While working on this thesis, only two operating systems are widespread enough to
be considered, Android and iOS [2]. When looking into both operating systems, we notice
that neither supports an ad-hoc-mode for Wi-Fi, and Bluetooth demands user interaction at
each connection (in early versions of Android and overall in iOS). Other wireless ad-hoc com-
munication standards like LTE Direct, NFC or others are not supported by current devices
or are not usable due to their short range or once again necessary user interaction. However,
Infrastructure Mode Wi-Fi is available on Android smartphones and can be used without user
interaction. Thus, we choose smartphones running the Android operating system as nodes
for our Opportunistic Network. Choosing Android over iOS yields another advantage: With a
market share of about 86%, Android is more widespread [2]. Another advantage of using Wi-Fi
infrastructure mode on Android is that we use a technology which is not Android-specific; this
means that other devices, even non-smartphones, can participate in the network created by
the Android devices.

Following this introduction, we first discuss related work. Afterwards, we introduce the first
version of our network application opptain in Section 2.1 and take care of time and buffer
management in Section 2.2. With the ready to use opptain application that results from this
chapter, we can pursue our research in multiple ways. In Chapter 3, we reflect by studying and
evaluating our application. In Chapter 4, we attempt to improve the meta data and message
exchange in communication islands by extending the neighbor discovery and connection estab-
lishment. In Chapter 5, we create multiple replication schemes which can be used for inclusion
in our opptain application.
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Related Work on the Spontaneous Connection of Android
Smartphones

In this section, we list related work about attempts to establish spontaneous connections be-
tween smartphones which were made before or in parallel to this thesis. The demands for our
Android-based Opportunistic Network are the automatic connection establishment of unrooted
Android smartphones without user interaction and with a high transmission range. First, we
provide a list of conventional connection technologies that are available to Android smartphones
and state why we do not use them.

Conventional connection technologies that are available on smartphones and can be used for
spontaneous connections are Bluetooth, Bluetooth Low Energy, NFC , LTE Direct, and Wi-Fi.
At the time that we started our work, Android and other operating systems did not allow the
connection via Bluetooth without pairing the devices. Because the pairing of the devices was
only possible with user interaction, we could not use Bluetooth. Bluetooth Low Energy is a
battery saving alternative to Bluetooth, which was designed for connecting devices that are in
close range. Apart from Bluetooth Low Energy not being considered as it was not available on
smartphones when we started this work, it would not fit the demands for our Opportunistic
Network because of its small transmission range. Since NFC has an even shorter transmission
range than Bluetooth Low Energy, it does not meet our demands either. LTE Direct has a
high transmission range but is not yet available for Android and other operating systems.
Consequently, we use Wi-Fi as the connection technology for our Android-based Opportunistic
Network and use the aforementioned Infrastructure Mode Wi-Fi to connect smartphones.

Next, we provide a list of approaches that have been developed before or in parallel to our
work and state the differences to our opptain application. These approaches contain solutions
with regard to the connection possibilities of Android smartphones, solutions that use mesh
networking, and solutions that either require rooted smartphones or user interaction.
Thinktube Inc. developed and implemented ad-hoc mode support for Android versions between
4.2.2 and 5.0 [14]. The modifications were included into both the Android Open Source Project
version [15] and the modified Android version by Cyanogen Inc. There are currently only five
devices that are able to use the Thinktube Inc. ad hoc mode; the Samsung devices Galaxy S,
Epig 4G, Galaxy Nexus, Nexus S, and the Asus device Nexus 7 (with the Nexus devices being
produced by Google and only manufactured by Samsung and Asus). We, however, want to cre-
ate a solution for an Android-based Opportunistic Network that can run on all Android devices
and not only a few. Simultaneous to our work, Trifunovic et al. created WLAN-Opp [16] which
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uses the same Hotspotting mechanism as opptain. The work focuses only on the connections of
the smartphones and not on the messaging and routing, and uses open access points in their
field test. Our solution opptain is a complete framework that not only establishes connections
between devices but also offers a possibility to include and test a variety of routing protocols
and to connect third-party user applications. The Serval Project [17], financed by the Shuttle-
worth Foundation, is an Australian project that aims to connect smartphones through Wi-Fi.
In contrast to opptain, the Android application of the Serval Mesh project requires rooted
smartphones and uses mesh networking instead of opportunistic networking. Another open-
source software for Android devices that in contrast to opptain uses mesh networking to route
messages in the network is Briar, which offers device connections without a centralized server.
Briar is promoted as a “messaging app designed for activists, journalists, and anyone else who
needs a safe, easy and robust way to communicate” [18]. Messages are synced via Internet if
available and via Bluetooth or Wi-Fi if there is no connection to the Internet. With opptain,
we want to fully adapt the principles of Opportunistic Networking and not only reduce the con-
nections to mesh networking. Further examples for mesh networking on Android smartphones
that are however proprietary and therefore not extendable to our objective are Open Garden’s
MeshKit SDK and FireChat [19], which was used in civil protests, and Bridgefy [20], which
offers an SDK to connect Android devices to each other. Johannes Morgenroth et al. present
IBR-DTN for Android devices [21]. It is an implementation of the Bundle Protocol [22], but
does not offer the connection between devices and instead relies on an open Wi-Fi access point
which the smartphones are connected to.
For our goal, to establish a real-world, smartphone-based Opportunistic Network as an appli-
cation and a test framework for developers, we have to develop our own approach which is
presented in the next section.
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2.1 Infrastructure Mode Based Opportunistic Networks on
Android Devices

This section summarizes the contributions of our papers [23] and [4].

Andre Ippisch and Kalman Graffi.
“An Android Framework for Opportunistic Wireless Mesh Networking”.

In: Proceedings of the GI/ITG International Conference on Networked Systems (NetSys).
2015.

Andre Ippisch and Kalman Graffi.
“Infrastructure Mode Based Opportunistic Networks on Android Devices”.

In: Proceedings of the IEEE International Conference on Advanced Information Networking
and Applications (AINA). 2017. Acceptance Rate: 29%.

We present the contribution of the second paper [4] in Section 2.1.1 and the importance and
impact on this thesis in Section 2.1.2. We summarize the paper in Section 2.1.3 and declare
the personal contribution in Section 2.1.4. The verbatim copy of our paper [23] can be found
on page 0 and the verbatim copy of our paper [4] can be found on page 0.

2.1.1 Contribution

The contribution of this paper is a mobile application called opptain which establishes an
Opportunistic Network on Android devices. In this paper, we introduce the Android-based
Opportunistic Network which is our solution to the central research question of this thesis.
The goal is to enable Opportunistic Networks as an everyday help, not only in theory but also
in practice. This paper results in the implementation of the demands and the solutions to the
challenges that arise from some of these demands. The demands that have been implemented
are, amongst others, running the application on off-the-shelf unrooted Android smartphones
in the background and without user interaction. We provide the network application, an API
and some user applications for the application layer of the network. These user applications
are a messaging app and a filesharing app which we provide as proof of work. We present test
results for the link connection layer and proof of work for the routing possibilities and the user
applications.
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2.1.2 Importance and Impact on Thesis

The application opptain presented in this paper is the core of the dissertation. It marks the
beginning of research for this work and all contributions are based on or motivated by this
application.

2.1.3 Paper Summary

In this paper, we motivate and introduce Android-based Opportunistic Networks. Nowadays,
we have smartphones that produce and store large files that are not shared with geographically
close users directly but over the Internet. Disadvantages are the transmission speed over the
mobile network, the limited and costly data plan, or the possible absence of mobile infrastruc-
ture and hence the missing possibility of using the Internet to share data. Our first goal is to
transmit files of any size in a secure, fast and straightforward fashion from one smartphone to
another. Smartphones and their users form an Opportunistic Network by communicating over
Wi-Fi and without mobile network infrastructure. The question that arises is how to connect
the devices to each other since ad-hoc connections over Wi-Fi are not available on current
smartphones. The application must run on off-the-shelf smartphones, perform all operations
in the background and without user interaction, connect the devices, and transfer data securely.
With this paper, we offer an Android application called opptain that connects over Wi-Fi and
with high transmission speed identifies devices, encrypts messages, and uses multiple routing
protocols to deliver the message to its destination.

One of the main challenges of this paper is connecting the Android devices automatically,
without user interaction and with high-speed transmission. The ad hoc standards that are
implemented on Android smartphones do not fulfill these demands. So, we use the tethering
hotspot on one side as a server and on the other side connect to it as a client. This takes place
in an automated fashion called Hotspotting, in which each device scans for an available hotspot
and either connects to one it finds or starts acting as hotspot itself if there are none. Even
devices that have no possibility to open a tethering hotspot can be included in the process
when acting only as a client. For the identification of the devices and the encryption of the
messages, we create a private/public key pair. The fingerprint can be used as identification,
the keys for authentication and encryption inside the network. Instead of focusing on one
routing protocols only, we try to gather and offer as many meta information as possible about
the network to be able to apply multiple routing protocols. For this paper, we focus on meta
information exchange over two hops, so that nodes know how to route messages to another
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node that is up to two hops away. In addition to the network application opptain, we provide
an API so that user applications can use the opptain network for message exchange. Examples
for these user applications and proof of work for our proposal are a filesharing and a messaging
application which we provide as apps for distribution along opptain.

One of the main goals for this work is the adaption of our opptain network by many smart-
phone users. First, we verify that opptain operates as desired; smartphones connect to other
smartphones in turn and exchange data opportunistically. Next, we test multiple aspects of
the network application that will be most important to the users. These tests cover battery
life, transmission speed and range, the speed of encryption and decryption and the connection
and routing information. We can see that without other apps running, our devices still run
for a day. Transmission’s speed is an improvement to most mobile data connections and the
range is adequate for a mobile Opportunistic Network. We show that the encryption of data
is fast enough to fully use the transmission stream and that routing information is distributed
correctly in the network.

2.1.4 Personal Contribution

The 31st IEEE International Conference on Advanced Information Networking and Applica-
tions (AINA 2017) accepted 163 submissions with an acceptance rate of about 29%. The paper
received only reviews with a “Must Accept” recommendation for an outstanding submission.

Andre Ippisch is the main contributor and author of this paper, Kalman Graffi contributed to
the methodology of the research and the revision of the paper.
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2.2 Time and Space in Android-based Opportunistic Networks

This section summarizes the contributions of our paper [5].

Andre Ippisch, Tobias Küper and Kalman Graffi.
“Time and Space in Android-based Opportunistic Networks”.

In: Proceedings of the IEEE International Conference on Advanced Information Networking
and Applications (AINA). 2018. Acceptance Rate: 28%.

We present the contribution of our paper in Section 2.2.1 and the importance and impact on
this thesis in Section 2.2.2. We summarize the paper in Section 2.2.3 and declare the personal
contribution in Section 2.2.5. The verbatim copy of our paper [5] can be found on page 0.

2.2.1 Contribution

This paper resolves the challenges for our network application opptain in competing against
other applications and in synchronizing devices, which arise as we introduce the possibility
of Opportunistic Networks for smartphones. In this paper, we propose drop policies for a
reasonable buffer management in shared storages to ensure that no other data of the user is
impaired. Our policies see to it that the buffer is diminished by deleting messages in time
before any personal data gets discarded. Instead of creating copies, we use references when
sending bundles to avoid duplicated data and unnecessary storage usage. Additionally, we
provide a technique to handle a message’s Time-To-Live on different devices and to establish
global event ordering without any synchronization and in response to time changes.

2.2.2 Importance and Impact on Thesis

Many applied Opportunistic Networks [24, 25] use hardware that provides only one function
and is precisely constructed for the task at hand. Albeit our Android-based network only has
one task as well, it runs on a device serving multiple purposes, as the user purchasing the
smartphone has a different intention. Although in its focus are traditional features like calls
and text messages, today there are a lot more apps installed on every smartphone. This leads
to the struggle for storage space between multiple applications and also between apps and the
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user. A buffer is considered part of every Opportunistic Network, however, our application has
to pay heed to more important data on a device, data that is created by other apps. When
connecting devices with a mobile network or the Internet, this facilitates clock synchronization,
whereas Opportunistic Networks lack this ability because there is no central instance. Without
a clock synchronization between devices, unsynchronized clocks can result in issues regarding
the Time-To-Lives and the succession of messages at all nodes. These issues of buffer and
time management demand solutions, which were found and integrated into our application
opptain.

2.2.3 Paper Summary

In this paper, we present our extensions to our first version of opptain which keeps the two
challenges of time and buffer management open.

Every message that is transferred through an Opportunistic Network has a Time-To-Live.
This Time-To-Live indicates the point of time at which the message should not be further
replicated but discarded; a message, for example, created at 10:00am with a Time-To-Live of
30 minutes will be removed from any buffer at 10:30am. The handling of this time specification
is associated with the clock of the devices. For tracking the Time-To-Live and keeping the
messages in the correct order, the devices have to keep track of not only their own clock, but
the clocks of the other devices as well. Clock synchronization would sort out this problem,
as all devices would have the same clock. However, Opportunistic Networks have no central
instance which can be used to synchronize time between devices. While in centralized networks,
clocks can be synchronized with the central instance, for example a server or in case of the
Internet NTP, in decentralized networks clock synchronization is not that trivial. While there
are examples of how to synchronize the clocks in decentralized networks, we have to take a
look at Android to see if they are suitable.

Regarding buffer management, we need to deal with the shared storage between all apps on the
smartphone. The Android storage that our network app shares with all other apps must never
be full or near full because if it is, applications might not work properly. While our application’s
message buffer should take the storage space it can get to serve the purposes of our software, it
should not disturb the user’s everyday workflow by overwriting any data or cluttering up the
storage. This is why we have to delete messages from the network-specific part of the storage if
either the network buffer or the other apps need space. Android lacks a reliable warning system
indicating that the storage is running full, thus to prevent the storage from being crammed, we
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have to detect a full storage ourselves. For the decision which messages to keep or remove, we
have to use appropriate forward and drop policies. Additionally, messages should be clustered
into different storage locations depending on the role that the node plays for these messages,
i.e., source node, relay node or destination node, to differentiate when messages have to be
dropped.

For related work, we present clock synchronization mechanisms under the assumption that the
Internet and hence NTP are not available. Also, we comment on GPS which cannot be used
for clock synchronization in Android. Concluding, we need to find a possibility to keep track of
time for messages. For the buffer management, we present related work on drop policies which
are all applied to a one-buffer system. We need to find a drop policy that can be utilized on
a device that runs not only our Opportunistic Network but also other user applications whose
storage must not be altered.

The solutions of this paper, like the challenges, are twofold; first we have the time-related
challenges, and second the space-related challenges. As no related work can be used to syn-
chronize the clocks between devices and our network application cannot induce a time change
on the device even if it learns the clock of another device, we are not able to employ clock
synchronization in our Opportunistic Network. Thus, we need another solution to guarantee
that the Time-To-Live of a message is handled correctly on every device. The Time-To-Live
as well as the time that a message was sent are stored in the message’s header. There are
two options for storing the Time-To-Live: Absolute or relative. The relative Time-To-Live
would be dynamic and indicate how much time is left. The absolute Time-To-Live would never
change and just state the overall time for which a message should be in the network. They
can both be applied, however we choose to use the absolute Time-To-Live, as we wanted the
original message to not be edited to keep the signature of the message and the original message
header. Instead, we add new information to the non-signed extended header by storing the
offset between devices. As each receiver knows the offset between his and the sender’s clock,
it can combine this known offset and the saved time difference to recalculate the message’s
correct Time-To-Live or creation time. Additionally to the time differences between devices,
our application has to cope with clock changes on a single device, following which all messages
in the buffer have to be adapted. Android does notify apps about a time change but not about
the actual difference between the old and new time. We identify this difference by taking the
time since the device’s last reboot and using this time span to calculate the difference to the
new current time by which the offset of the messages has to be adapted.
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We continue with the space-related challenges. First, the storage options on Android devices
are described. There are internal, external and emulated storage and these can be divided into
both private/public and persistent/cached storage. We assign different roles to our network
nodes: originator, relay, or one of multiple destinations. For each role, we define where to
save specific messages and when to drop those if the buffer space is running low. For different
scenarios and different devices, we test when the buffer is running full and how Android apps
are notified about low buffer space. We can see that most devices are notified as soon as the
buffer is filled to about 90 to 100 percent; however, there are devices that can run full to 100
percent occupied buffer and which leads to errors on the phone. To prevent these errors we
present how opptain checks the storage’s current capacity periodically. For the decision which
messages to keep or remove, we give appropriate drop policies.

For the time-related issues, the reaction on time changes and the time synchronization is solved,
and proof of work is given by field tests. Messages have to contain information about the time
difference between devices so that user applications can put messages in context. The shared
buffer space challenges are solved by using appropriate storage options, observing free buffer
space and reacting accordingly with specific drop policies. The evaluation shows that for all
test devices the buffer management works as expected.

2.2.4 Related Work on Time and Buffer Management

In this section, we want to present related work in regard to the topics of clock synchronization
and buffer management. For clock synchronization, we first have to discard any options that
rely on a centralized instance, for example NTP [26] or the synchronization via the mobile
cell tower. While these options are the most favorable for devices that are connected with
the Internet or at least with a cell tower, we cannot rely on a centralized instance in our
network that is completely decentralized. Another system that is kind of centralized but
available via long distance transmission is GPS [27]. GPS data is used by devices to find their
location on Earth but can also be used to synchronize their clocks as the time is sent with the
location information. While GPS data is available for our smartphones, they are not using
GPS to synchronize their clock and with off-the-shelf Android smartphones, it is not possible to
include this functionality. This brings us to the point in which even solutions for decentralized
networks [28, 29, 30, 31] that would be possible to implement on hardware devices have no
gain for our opptain application since we cannot change the time on our device.
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For the topic of buffer management in Opportunistic Networks, there is a variety of work as
well as summaries and evaluation available [32, 3, 33]. The drop policies, however, are always
assumed to be applied to a hardware storage that is completely assigned the buffer of the node
in the Opportunistic Network. For our work, we want to apply our principles of Opportunistic
Networking to smartphones that humans also use for many other tasks. Therefore, our network
application has to share its buffer with the buffer space of other applications on the smartphone;
a problem for which there is no related work known to us.

2.2.5 Personal Contribution

The 32nd IEEE International Conference on Advanced Information Networking and Applica-
tions (AINA 2018) accepted 157 submissions with an Acceptance Rate of about 28%.

The author of this dissertation, Andre Ippisch, had the idea for this paper and developed the
algorithms. Further contributions of Andre Ippisch are the conception of the research, the
drafting of the paper, and the joint evaluation of the solution. The implementation and the
joint evaluation of the solution were conducted by Tobias Küper. Andre Ippisch and Tobias
Küper contributed to the writing and discussion of the paper. Kalman Graffi contributed to
the methodology of the research as well as to the revision of the paper.
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Chapter 3

Studies and Evaluation for our
Android-based Opportunistic Network

In this chapter, we address the challenges regarding the analysis and evaluation of the previous
contributions. Now that we have solved the challenges of node discovery, connection establish-
ment, identification, encryption, and time and buffer management for our opptain application,
we want to evaluate this system in an open field test to see how well it does. Prior to the open
field test we conduct two studies to enhance the premises of the field experiment.

First, we identify how many devices and hence participants we need for a meaningful test. This
is expressed by the node density of the network, whereat we assume it has to be high. Only
if there are enough nodes incorporated in the network inside the test area, messages can be
carried from node to node and, thus, from source to destination. In Section 3.1, we present a
study [8] on the influence of node density and transmission range on the contact probability
in Opportunistic Networks to answer the question of a suitable node density for tests of our
opptain network.

Next, we want to make sure that our application is secure in regards to software- and network-
based threats before we start the open field test. So far, we only incorporated security with the
end-to-end encryption for messages. To encourage others to use the application as participants
in our experiment, we want to be sure that there are no vulnerabilities. In Section 3.2, we
present a study [9] on the possible security threats and their solutions or mitigation techniques
for our Android-based Opportunistic Network opptain.
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Finally, with these results, we know how many nodes we need to establish a functional opptain
network and have to find a group of people and a bounded area to conduct a field experiment
with significant results. In our experiment we analyze the average overhead, delivery ratio, and
end-to-end delay in our network with different routing protocols and Time-To-Lives. In Sec-
tion 3.3, we present the realization of this field experiment [10] of our opptain application and
its results.
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3.1 The Impact of Node Density and Transmission Range on
Opportunistic Networks

This section summarizes the contributions of our paper [8].

Andre Ippisch, Salem Sati and Kalman Graffi.
“Device to Device Communication in Mobile Delay Tolerant Networks”.

In: Proceedings of the International Symposium on Distributed Simulation and Real-Time
Applications (DS-RT). 2017. Acceptance Rate: 46%.

We present the contribution of our paper in Section 3.1.1 and the importance and impact on
this thesis in Section 3.1.2. We summarize the paper in Section 3.1.3 and declare the personal
contribution in Section 3.1.4. The verbatim copy of our paper [8] can be found on page 0.

3.1.1 Contribution

To forward messages to other nodes in Opportunistic Networks, there have to be nodes in the
surroundings that the messages can be transferred to. This assumes that there are enough
participating nodes in the area and a steady coverage is achieved. The contribution of this
paper is a study on the influence of node density and transmission range on contact probability
in Opportunistic Networks. We evaluate the effects of different node densities in contrary to
previous research which only evaluates fixed node density in areas with a fixed size. We present
a mathematical model for the mobility of the nodes, the Inter-Contact Rate, and the contact
probability. We provide experiments and an evaluation of the influence of node density-related
parameters on each other and on the system performance. The results can be used to reduce the
amount of overhead and to improve the efficiency of flooding-based protocols like Epidemic.

3.1.2 Importance and Impact on Thesis

As long as Android-based Opportunistic Networks are not established globally, the opptain
network is more sparse than dense in relation to Earth as the network area. In small groups,
however, in which opptain is used, for example in an office scenario, the network is considered
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to be more dense than sparse. Information about the effects of node density in Opportunistic
Networks is essential for this work to be prepared for a variety of application scenarios. And
since opptain can be used with multiple wireless technologies like Wi-Fi and Bluetooth, different
transmission ranges have to be considered in a simulation analysis, too.

While working on multiple replication schemes for Opportunistic Networks (see Chapter 5), for
evaluation, we always used a fixed number of nodes in a bounded area. This was the approach
of most of the researchers in this field and for comparison purposes, it seemed to make sense
to continue this approach. For the topic of real-world, Android-based Opportunistic Networks,
namely opptain, it was, however, necessary, to search for work on the impact of node density in
Opportunistic Networks and Delay Tolerant Networks in general. Because the work in this field
is limited, again, mostly because of comparison purposes, we investigated this node density
impact ourselves to get results for this thesis.

3.1.3 Paper Summary

In this paper, we evaluate the Epidemic routing protocol with a focus on node density in our
network. Before we can run a field experiment to analyze the efficiency of the network that
opptain establishes, we want to find out how many devices and hence participants we need for
a meaningful test. This is expressed by the node density of the network. For our purpose, as
the number of connections is an indication for the node density, we define node density in terms
of average node connectivity. In Opportunistic Networks, node density fluctuates constantly.
One factor for node density changes are the mobility patterns of different node groups. In such
networks with isolated islands of nodes, Store-Carry-Forward is used by routing protocols to
disseminate messages. Opportunistic Networks with changing node densities induce a lower
contact probability which affects the routing performance negatively. The presented previous
research focuses on the message dissemination process without considering the density of nodes,
whereas we feature results for node density as a function of the number of nodes and their
transmission range. We investigate the impact that node density and transmission range have
on the dissemination speed of messages, the contact probability, and the energy consumption.
We want to investigate a wide spectrum of node density. Both extremes bear problems: Very
few nodes limit the connection possibilities and the network will probably fail. The other
way around, too many nodes in one place, for instance during a concert, could overburden
the network. Routers are already struggling with high amounts of users in close-range, so
smartphones with their less powerful network interface cannot handle hundreds of simultaneous
connections. Everything between those extreme cases should result in better outcomes.
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To evaluate the node density impact, we first define our system model for mathematical analysis
based on models from previous research [34, 35, 36, 37]. With this model, we can investigate the
impact of node density or rather of various node density parameters and different transmission
ranges on numerous aspects of our network and the message transmission process. The model
also considers different mobility patterns to simulate different traffic situations. First, we
investigate the impact of node density and transmission range on the Inter-Contact Time,
which we assume is exponentially distributed. Based on the transmission range and the node
density, we provide equations to calculate the Inter-Contact Time for the Random Direction
mobility model, the Random Waypoint model and for our own model, which is a combination
of the Shortest Path and Random Route mobility models [38]. From our evaluation, we can
see that the Inter-Contact Time is not impacted by the node density.
Second, we investigate the impact of node density on the contact probability and the number
of contacts per hour. Therefore, we had to find a manner of calculating the contact probability
in terms of node density and transmission range. We define a ratio and threshold which
determine if a network is dense or sparse and a node density equation for the calculation of
the surrounding density of a specific node. We confirm that networks with higher density and
higher transmission range have an increased contact number. The contact probability is almost
equal for different densities but increases with higher transmission ranges.
Third, we investigate the impact of node density on different routing metrics, namely end-to-
end delay, the amount of relayed messages, and delivery ratio. We evaluate the impact of node
density by comparing Epidemic with different numbers of nodes and transmission ranges. We
can observe that the delivery ratio decreases for a higher number of nodes and stays almost
equal for different transmission ranges. This is because the delivery probability is increased
when the dissemination speed and message drop rate decrease, which is the case with a lower
transmission range. The number of relayed messages, however, increases with a higher number
of nodes and transmission range because of the higher dissemination speed and more buffer
space in the whole network.
Last, we investigate the impact of node density on the energy consumption in the network.
We consider Bluetooth and Wi-Fi as interfaces and the Internet Protocol Neighbor Discovery
(IPND) protocol which was developed to discover existence and availability of encountered
nodes. We use different intervals of the IPND protocol to evaluate the energy consumption.
For all different beacon intervals, the energy consumption is decreasing for a higher number of
nodes and higher transmission ranges.

For the experiments, three scenarios with different node densities are presented, which consist
of 66, 126 and 246 nodes and transmission ranges from 50 to 250 meters. The ONE simulator
and the Helsinki map are used for conducting the experiments. We conclude that we can
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increase dissemination speed with a higher node density but with the cost of higher resource
consumption.

3.1.4 Personal Contribution

The reviewers of the International Symposium on Distributed Simulation and Real-Time Ap-
plications (DS-RT 2017) recommended the paper for the top 30% of all submissions. 50 papers
have been submitted and 23 have been accepted for publication which results in an acceptance
rate of 46%.

The joint drafting of the methodology, solution and paper, as well as the initial development of
the mathematical analysis part of the paper and the conduction of the experiments and their
evaluation and analysis was done by Andre Ippisch and Salem Sati. Andre Ippisch conducted
all necessary implementations and Salem Sati did the details of the mathematical analysis part
of the paper. Kalman Graffi contributed to the methodology of the research as well as to the
revision of the paper.
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3.2 Mitigation Techniques for Software- and Network-based
Threats

This section summarizes the contributions of our paper [9].

Andre Ippisch, Martin Nowak and Kalman Graffi.
“Mitigation Techniques for Software- and Network-based Threats in Android-based

Opportunistic Networks”.
Technical Report: TR-2018-002. Technology of Social Networks Group, Heinrich Heine

University, Düsseldorf, Germany. 2018.

We present the contribution of our paper in Section 3.2.1 and the importance and impact on
this thesis in Section 3.2.2. We summarize the paper in Section 3.2.3 and declare the personal
contribution in Section 3.2.4. The verbatim copy of our paper [9] can be found on page 0.

3.2.1 Contribution

The contribution of this paper is a summary of attacks, vulnerabilities, and threats against
but also solutions and mitigation techniques for Opportunistic Networks on Android devices,
specifically for our Android-based Opportunistic Networks opptain. In this work, we study
related scientific literature and analyze our network application opptain to cover not only a large
base but also detailed aspects of the security in Android-based Opportunistic Networks. We do
this to offer a secure application and to mitigate threats against the network the application
creates. We have to secure different parts of the network; first, the communication between the
network application and user applications on the Android device, second, the communication
between devices. We implement proof of work applications to show the discovered attacks and
their mitigation techniques. These examples can be helpful guidelines for developers of secure
Android-based Opportunistic Networks or Android projects that involve direct communication
between devices.
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3.2.2 Importance and Impact on Thesis

This paper covers the very essential topic of security in Android-based Opportunistic Networks.
The opptain project started as a proof of work project which covered the basics of Opportunistic
Networks. We started early to include common security aspects into the application, also
based on best knowledge. Messages in the network are encrypted to offer secure end-to-end
encryption. Furthermore, we fixed the random number generator of Android, as it only offers
a slightly broken generator that has to be repaired by developers. After the groundwork was
done, a work on security threats was conducted, to find issues in the system and to remove or
mitigate them.

3.2.3 Paper Summary

In this paper, we study software- and network-based threats against our opptain application and
try to find solutions or at least mitigation techniques for those threats. By this we want to make
sure that our application is secure in regards to software- and network-based threats before we
start the open field test. We first categorize the attacks as passive or active; with passive attacks
an attacker tries to gather information without the attackees knowing and with active attacks
the attacker obviously disrupts the normal functionality. Desired characteristics of a secure
and reliable opptain network are availability, confidentiality, integrity and authentication.

First, we focus on vulnerabilities and attacks that target the Android device and opptain,
for which we want to find mitigation mechanisms. We do not cover attacks on rooted de-
vices since adversaries on rooted devices have non-restricted access to all data. We cover a
multitude of attacks and vulnerabilities that can be carried out by malicious applications, for
example Intent-based Attacks, App Repackaging, Denial of Service, Binder Attacks, and User
Interface-based Attacks. Intents are used for intra- or inter-application communication on An-
droid devices; with Intent-based Attacks, opptain messages become accessible by third-party
applications, and applications can access components through a more privileged application.
By repackaging the install file of an application, malicious code like Trojan horses or malware
can be inserted into the system. Denial of Service attacks can terminate applications and force
a reboot of the system. Android applications are sandboxed and use so called Binders for
inter-process communication, which can be used to inject faulty transactions into services and
bypass sanity checks. User Interface-based Attacks include the hijacking of tasks in Android’s
multitasking mechanism, or clickjacking where an opaque user interface covers the attacked
app to hijack touchscreen clicks.
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Second, we cover attacks against routing and communication between Android devices that are
participating in the opptain network. Contrary to before, in these scenarios an attacker has
full control of the device. Attacks and threats covered in this paper include Blackhole Attacks,
Hotspot Spoofing, Sybil Attacks, and Denial of Service. Blackholes are malicious nodes that
attract messages and drop them instead of forwarding them. Hotspot Spoofing is an attack
in which a malicious node impersonates the identity of another node. In a Sybil Attack, an
attacker creates fake identities, possibly also by impersonating multiple other nodes. Denial of
Service attacks in this category are conducted by flooding nodes with many messages.

Next, we present solutions and mitigation techniques for the attacks, vulnerabilities and threats
of both categories mentioned before; on one device, and between multiple devices. We only use
solutions that do not require changing system components and can be directly implemented into
an application. Regarding attacks on one device, we present mechanisms against Intent-based
Attacks, and provide Access Control, Binder Attack Mitigation, and an Intent and Message
Threshold as solutions and mitigation techniques. To stop Intent-based Attacks, for example,
we use only explicit Intents, which means that these Android messages have an explicit receiver
inside the Android system. Also, with Access Control, we provide a mechanism that handles
all interactions between opptain and any third-party applications to allow only participating
apps to communicate with opptain. We can use this as a solution for the Intent-based Attacks
and for Binder Attacks. With an Intent and Message Threshold, we can stop Denial of Service
on the device by limiting the amount of Intents and messages that are accepted. Mitigations
against App Repackaging cannot be implemented into an application since the application itself
is what is changed by an attacker. The integrity of the application can hardly be verified by
the Android device or the user without a centralized instance in the network. Also, User
Interface-based Attacks rely on the smartphone user granting malicious apps the permission to
cover other applications; this is a permission that users should never give to apps they do not
trust. There is no possibility to implement a mitigation technique into our applications that
prevents this behavior.

For attacks against routing and communication between Android devices, like Blackhole At-
tacks or Sybil Attacks, or to stop Denial of Service between multiple devices, we propose a
form of social trust in the network and discuss it. We can, for example, apply Trust and
Reputation metrics and White- and Blacklisting to decide if messages should be forwarded to
a node. To tackle Hotspot Spoofing, clients can check the fingerprint of the public key of each
hotspot to verify the identity and terminate the connection if there is a mismatch. Finally, by
enhancing messages, we encrypt the message body and sign the whole message to stop message
manipulations and guarantee confidentiality, authenticity and integrity for all initial message

37



Chapter 3 Studies and Evaluation for our Android-based Opportunistic Network

attributes. We further discuss all solutions and mitigation techniques and also provide example
implementations for these techniques as well as for attacks and vulnerabilities.

3.2.4 Personal Contribution

The author of this dissertation, Andre Ippisch, had the idea for this paper and contributed
to the joint conception of the research. The investigation, implementation, and evaluation of
the solution were conducted by Martin Nowak, as well as the joint conception of the research.
Andre Ippisch and Martin Nowak contributed to the writing and discussion of the paper.
Kalman Graffi contributed to the methodology of the research as well as to the revision of the
paper.
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3.3 Field Experiment on the Performance of an
Android-based Opportunistic Network

This section summarizes the contributions of our paper [10].

Andre Ippisch, Philipp Brühn and Kalman Graffi.
“Field Experiment on the Performance of an Android-based Opportunistic Network”.
In: Proceedings of the International Conference on Parallel and Distributed Computing

(Euro-Par). 2018. Acceptance Rate: 29.4%.

We present the contribution of our paper in Section 3.3.1 and the importance and impact on
this thesis in Section 3.3.2. We summarize the paper in Section 3.3.3 and declare the personal
contribution in Section 3.3.4. The verbatim copy of our paper [10] can be found on page 0.

3.3.1 Contribution

For this paper, we conducted field experiments for our Android-based Opportunistic Network
opptain and present the results. The quality of Opportunistic Networking applications is as-
sessed based on the three quality measures delivery ratio, overhead, and end-to-end delay,
hence we execute tests to analyze how well opptain is doing in regard to these measures. To
conduct these experiments, we developed a test framework called oggregator. With this test
framework, we can, also opportunistically, distribute the settings files for test runs to all test
devices. After one or multiple test runs, which start automatically, each device’s result data
files are aggregated on one device for uncomplicated evaluation. We also provide a methodol-
ogy for evaluating Opportunistic Networks consisting of the data to collect while testing, the
metrics for evaluation, and the setup of the field test. We present performance results for
real-world Opportunistic Networks that show that opptain provides robust performance for our
user applications, for example for transmitting and delivering chat messages or files.

3.3.2 Importance and Impact on Thesis

One of the challenges of this thesis is the design, implementation, and evaluation of real-
world Android-based Opportunistic Networks. The position paper for opptain (see Section 2.1)
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summarizes the design and implementation of this overall research and presents a proof of work
as well as an evaluation. That evaluation, however, focuses on different metrics which only
focus on a limited view of the network. In this paper, we present an evaluation which focuses
on the whole network and considers metrics which are essential for evaluating Opportunistic
Networks. Therefore, we show that our network can successfully deliver user data over multiple
hops and that conversations between users can be kept maintained.

3.3.3 Paper Summary

The research on Opportunistic Networks is mostly theoretical with many researchers exploring
possibilities and evaluating those in simulators [39]. While simulators are sufficient for initial
evaluation of Opportunistic Networks, a network of real nodes in a realistic scenario can give
more insight to the performance of the tested network. With our Android-based Opportunistic
Network opptain, we have a network on real mobile devices that we have to evaluate outside
the simulator to test thoroughly. Also, results from real-life Opportunistic Networks are seldom
used to improve the simulators’ parameters to reflect more accurate real-life networks. With an
evaluation of our opptain application, we can both get results for our application and use these
results to improve simulators. For this paper, we evaluate opptain and the user applications
and present the test framework oggregator to test opptain with. The goal of the paper is to
show the capability of opptain to successfully transmit and deliver data in multiple scenarios.
The contributions of the paper are the development of a methodology for evaluating Android-
based Opportunistic Networks, the field tests with a testbed of 26 devices that were used by
real people and the presentation and discussion of the findings of the experiment.

We present the methodology for evaluating Opportunistic Networks in general and specifically
Android-based Opportunistic Networks, consisting of the message states, the metrics and the
experiment setup. Each message in the network can either be at the sending, one relaying
or the destination node. The regarding states for these messages are ’generated’, ’received’,
’delivered’, and ’reacted’. Simulators and the test framework oggregator track these message
states, as they are important for the calculation of the metrics. The used metrics are delivery
ratio, end-to-end delay, overhead, and hop count. We use the two additional metrics Client
Time and Hotspot Time, which are specific to Android-based Opportunistic Networks and
important for opptain. The goal of the paper is to show how Android-based Opportunistic
Networks perform in typical office scenarios that can be tested in a small environment, in
this case with 26 Android devices. For the first tests, different Time-To-Lives (150 and 300
minutes) and routing protocols (Epidemic and PRoPHET ) are the parameters that are varied
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and a fixed response probability of 70 percent is used. For the field tests, the devices are spread
in the university building and roughly four communication islands are created.

We evaluate the performance of our opptain network and present the results divided by metrics.
The results show an average delay for all messages of about 23 minutes, an average delivery
ratio of 60.85 percent, and an average hop count of about two hops. Regarding overhead
ratio, for every message that is delivered, 5.15 messages are received. Regarding the metrics
Client Time Hotspot Time, our results show that a device stays in hotspot state for about
53 seconds per cycle and in client state for 43 seconds. Also, the overall message count and
the messages’ states are evaluated and presented. On average, 663.38 messages are generated
from scratch over a test duration of five hours and about 545 additional messages are sent as
a reaction to a delivered message. 720 messages of all generated and reaction messages are
delivered and 3637.62 messages are received on average. Reaction messages have an overhead
of 3.11 messages, a delivery ratio of 79.6 percent and a delay of about 11 minutes. We can
see that reaction messages have a lower overhead and a higher delivery ratio because answers
to messages that once reached its destination have a higher chance to get back to the origin.
With these numbers, we can identify possible use cases of applications for Android-based
Opportunistic Networks in an office environment.

The test runs with a Time-To-Live of 300 minutes did not have a significantly higher overhead
ratio than the 150 minutes Time-To-Live test runs. The test runs with PRoPHET did not have
a superior ratio between overhead ratio and delivery ratio. Because of the lower Time-To-Live,
the 150 minute test runs have a lower delay which can be explained by exceeded Time-To-
Lives and therefore non-delivered messages. An interesting discovery is that the 150 minutes
TTL Epidemic test runs have similar results as the 300 minutes Time-To-Live PRoPHET
runs regarding overhead, delivery ratio, and end-to-end delay. The results indicate that both
scenarios are suitable for use cases in which messages are exchanged and reacted to.

We can see that our Opportunistic Network can deliver messages successfully and reactions have
a higher chance to be delivered. We can use the Opportunistic Network for local communication
for use cases that are not in need of small delays between sender and destination. The most
important point is a high delivery ratio which can also be achieved with a high overhead ratio.
All scenarios rely on social interaction between the smartphone users. The parameters used for
the office scenario can now be used in a simulator to research other scenarios like catastrophe
or censorship situations or a village scenario. Further testing in larger scenarios, independent
of real-life Opportunistic Networks or in the simulator, are plans for future work. All parameter
studies that did not fit the scope of this paper can be done in additional field tests.
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3.3.4 Personal Contribution

This paper was accepted at the 6th Workshop on Large Scale Distributed Virtual Environments
co-located with the International Conference on Parallel and Distributed Computing (Euro-
Par). 194 papers were submitted and 57 papers were selected for presentation and publishing,
which results in an acceptance rate of 29.4%.

The author of this thesis, Andre Ippisch, contributed the idea and the conception of this paper.
Philipp Brühn conducted the implementation and the experiments. The evaluation and the
analysis of the evaluation results have been conducted by Andre Ippisch and Philipp Brühn.
The discussion, writing and review of the paper are a joint work of Andre Ippisch, Philipp
Brühn and Kalman Graffi.
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Chapter 4

Improving One-Hop and Two-Hop
Communication Options

In this chapter, we address the challenges regarding topology improvements for the communi-
cation islands in our Android-based Opportunistic Networks. In the last chapter, we presented
the solution for our main challenge, our opptain application that can successfully connect An-
droid devices; automatically and without user interaction. However, the Hotspotting that is
used to accomplish these connections has the disadvantage that devices that are in hotspot
mode cannot scan for other devices and clients can only be connected to one hotspot at a time.
Also, for the first two versions of opptain, the devices only establish point-to-point connections
and transmit data only to the connected device.

In Section 4.1, we present a third version of opptain in which we modify the behavior of
network nodes which are connected in communication islands with more than two devices. We
introduce an improvement of the usage of the star topology that is created if more than one
device is connected to the hotspot device. In this version of the application, all devices that
are connected to the hotspot device exchange meta information and can discuss the next steps
for their own data transmission.

Still, devices that run this version of the application cannot scan for other devices while they are
in hotspot mode. We are in need of another network interface to exchange meta information
that helps to connect to other devices or indicates whether to stop the hotspot mode of a
device as it might be temporarily unnecessary. In Section 4.2, we explore the possibility of
smartwatches as the source of other network interfaces. The contribution of [7] is a framework
to manipulate network interface of connected smartwatches and retrieve data from their sensors.
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In [40], the usage of Bluetooth as a second signal way is explored, and we will look further into
this topic as future work.

After we have explored the possibilities to improve the one-hop and two-hop communication
in our communication islands, we next tackle the multi-hop communication in Opportunistic
Networks. In the next chapter, we present three replication schemes to improve routing in the
network.
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4.1 Contact Matching and Connection Scheduling

This section summarizes the contributions of our paper [6].

Andre Ippisch, Jannik Leßenich and Kalman Graffi.
“Contact Matching and Connection Scheduling in Android-based Opportunistic Networks”.
Technical Report: TR-2018-001. Technology of Social Networks Group, Heinrich Heine

University, Düsseldorf, Germany. 2018.

We present the contribution of our paper in Section 4.1.1 and the importance and impact on
this thesis in Section 4.1.2. We summarize the paper in Section 4.1.3 and declare the personal
contribution in Section 4.1.4. The verbatim copy of our paper [6] can be found on page 0.

4.1.1 Contribution

The contribution of this paper is the enhancement of message distribution in opptain by pre-
venting network fragmentation. In this paper, we introduce an advanced awareness of connec-
tion opportunities, especially for Opportunistic Network-specific communication islands. This
results in an improved connection process of the Android devices and a balanced client to
hotspot ratio which increases throughput in these islands. We achieve this by adding network
information to the identification of network nodes and by implementing a more intelligent
hotspot switching mechanism. We provide an evaluation that shows that we prevent network
fragmentation in communication islands, and therefore stabilize the network.

4.1.2 Importance and Impact on Thesis

Because of the limitations of network interfaces on Android devices, one of the main challenges
for this dissertation was to find a way to connect Android devices to each other, automatically,
without user interaction, and without operating system modifications like with rooted devices.
The only way to do this is the Hotspotting mechanism. In this, the feature of creating tethering
hotspots is used to open access points on devices and let other devices connect to it as clients.
This mechanism might be a disadvantage regarding node discovery, but as long as we have to
use it, we consider all improvements regarding this mechanism as a success for our network.
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Many aspects of our network are factors for the performance of our network. These aspects
do not only include routing protocols including forward strategies and drop policies but also
how we connect devices properly. So, all improvements regarding the connection process,
transmission, throughput, and the stabilization of the network are of great importance to our
Android-based Opportunistic Network.

4.1.3 Paper Summary

In this paper, we want to improve both the one-hop and two-hop communication in our opptain
network by introducing the possibility to find the most suitable next connection partner for a
node in the near proximity, and the exchange of information about the current neighborhood
of a hotspot.

The communication islands in opptain occur due to the Hotspotting principle: Devices scan
for opptain hotspots in their surroundings and automatically connect to one if present. If no
opptain hotspot is present, the node itself opens a hotspot so that other devices can connect
to it. This serves as a workaround for the missing ad-hoc technology on current smartphones.
In this paper, we want to face the problems that the technical restrictions of Android bring.
Hotspotting devices cannot scan their surroundings while they are in hotspot mode, and client
nodes cannot connect to another hotspot without disconnecting from the current one. Because
of the fluctuation of connections, it is possible that nodes miss connection partners that are
important for an efficient routing of messages. The main challenge of this paper, however,
is to find a pattern that ensures that every reachable node eventually finds a communication
partner by reducing network fragmentation.

To avoid network fragmentation, in a communication island with many nodes it is favorable
that there are as few hotspots as possible which nevertheless cover all nodes. The fragmentation
of the network is divided into four subproblems: Outcasting, Clique Islands, Fake Dead Ends,
and Synced Phases. Outcasting describes the situation of a node not being able to connect
to the surrounding nodes, because all of them are clients for hotspots that are not in its
surroundings. Clique Islands characterizes that nodes tend to connect to the same nodes over
and over again, preventing message flow in the network. Fake Dead Ends are two hotspots at
the edge of two node groups that stay hotspots for so long that messages cannot be exchanged
between them. Synced Phases means that two nodes are synced in regards to the Hotspotting
principle and cannot connect to each other as they always look for hotspots simultaneously.
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With Infrastructure Mode Wi-Fi not only one but multiple nodes can connect to an opptain
hotspot as a client. These nodes form a star-like structure in which messages can not only
be delivered to the next hop but also to two-hop neighbors via the hotspot. However, this
communication via the hotspot needs to be improved. In earlier versions of opptain, only two
devices, the hotspot and a client, are communicating directly with each other. Clients have no
knowledge regarding any other clients of this hotspot. If by chance a client forwards a message
to the hotspot that is addressed to another of its clients, the hotspot can, in turn, forward the
message. But, depending on the routing protocol, this forwarding might not happen. If the
first client would know about its hotspot’s connection to the second client, he would definitely
forward the message.

As a contribution in this paper, we propose solutions and implementations for these problems.
First, we apply a connection and message exchange scheme that will exchange neighbor lists
and routing-related information. With the neighbor lists, every node has knowledge about
the current neighborhood inside the communication island. Nodes can use the list and the
connected two-hop neighborhood to deliver messages to their recipient without connecting to
them directly. Also, we do not scan for available hotspots only once but offer the possibility
to scan another time. We include flags into the Service Set Identifier (SSID) of a hotspot to
distribute information about the node before other nodes actually connect to it. These flags
include information like whether the hotspot is moving or the number of devices the hotspot
has messages for. This way, the nodes can make better decisions on which hotspot to connect
to. In addition to the SSID flags, information about the neighborhood and the last connections
are considered in the decision process to find the most suitable hotspot.

For large size messages, one-hop communication is way more efficient than the two-hop com-
munication via a hotspot. In such a case two nodes that are both connected to a hotspot can
schedule an own direct connection and disconnect from the hotspot to do so. For this to work
we revise the behavior clients show once their message exchange with the hotspot is finished.
Whereas in the earlier version of opptain the connection between hotspot and client was just
dissolved after the successful transmissions and the connection process started anew, the con-
nection is now held up and can be used for further communication with the other clients. If
a hotspot device is removed from the network for whichever reason, all previously connected
devices will start scanning for a new hotspot. To avoid the situation of them all becoming
new hotspots because they will all start scanning at the same time and might not find any
active hotspot, we randomize the delay until the devices start scanning or become hotspots,
which diminishes the Synced Phases problem. The other subproblems of fragmentation of the
network are solved in this paper as well.
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Since many of our extensions to the opptain application cannot be evaluated precisely with
real devices that have non-deterministic behavior, we concentrate our evaluation on the results
inside one communication island. We set up a field test in which all devices can connect to each
other and we can expect a delivery ratio of 100%. In this environment, we achieved the delivery
ratio of 100% and measured the average time the messages need to reach their destination and
experienced good results. Without the improvements, the average delay was 52.4 s, with the
improvements it was reduced to 38.3 s.

Therefore, in this paper, we improved the connection process by encouraging the communi-
cation with other clients inside the existing star topology and by allowing the nodes to look
for more useful connection partners before connecting to a hotspot. This is achieved by ex-
changing meta information that inform all nodes of a star topology about the connected nodes
and therefore about the connected two-hop neighborhood, as well as about the messages that
should either be transferred via hotspot or in a separate direct connection that has to be
scheduled.

4.1.4 Personal Contribution

The author of this dissertation, Andre Ippisch, had the idea for this paper and did the joint
conception of the research. The implementation and experiments of our solution were con-
ducted by Jannik Leßenich, as well as the joint conception of the research. Andre Ippisch and
Jannik Leßenich planned the methodology, analyzed the evaluation of the experiments, and
wrote and discussed the paper. Kalman Graffi contributed to the methodology of the research
as well as to the revision of the paper.
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4.2 An Android Wear OS Framework for Sensor Data and
Network Interfaces

This section summarizes the contributions of our paper [7].

Bashkim Berzati, Andre Ippisch and Kalman Graffi.
“An Android Wear OS Framework for Sensor Data and Network Interfaces”.

In: Proceedings of the IEEE International Conference on Local Computer Networks (LCN).
2018. Acceptance Rate: 29.8%.

We present the contribution of our paper in Section 4.2.1 and the importance and impact on
this thesis in Section 4.2.2. We summarize the paper in Section 4.2.3 and declare the personal
contribution in Section 4.2.4. The verbatim copy of our paper [7] can be found on page 0.

4.2.1 Contribution

In this paper, we tackle the problem that smartphones cannot scan for other devices while they
are in hotspot mode. We can use the network interfaces of the wearable devices to provide
the smartphone with meta information about the network. Therefore, we present a framework
for Android to access and retrieve this information from the wearable devices. This data can
be stored and used on all Android handheld devices. The framework is presented as a library
called ansWEARs that can be integrated into present and future Android projects. With the
library, we can not only access and manipulate network interfaces, but also retrieve sensor data
from the wearable device. We analyze the library to test the reliability of the framework and
present test results to show that the functions of the library can be accessed even under a high
load of network traffic.

4.2.2 Importance and Impact on Thesis

The challenges of the network application opptain motivated the development of this frame-
work. The smartphone nodes of the opptain network can either be in hotspot or client mode.
While being in hotspot mode it is not possible for a smartphone by itself to scan for other

49



Chapter 4 Improving One-Hop and Two-Hop Communication Options

nodes. The Wear framework provides this possibility. The smartwatch can use its own Wi-Fi
connection to receive data from other nodes and transmit it to the phone. Ultrasound was
one of the possible second signal ways; the smartwatch, being capable of sending and receiv-
ing ultrasound, could take charge and forward the meta information to the phone. Also, the
sensors of the smartwatch could be used, for example, for decisions based on movement or
location. While the smartphone could perform both with ultrasound actions and retrieving
data from movement sensors or GPS sensors, we outsource these energy consuming actions to
the smartwatch and gain better results with a device that is not shielded in the user’s pocket.

4.2.3 Paper Summary

To enhance the connection possibilities in our network, in this paper, we explore the possibilities
and limits of the communication between smartwatches and smartphones with the aim of being
able to gather and provide information about the network that is invisible to the smartphone.
While we present a stand-alone Android library to manage this communication, the underlying
motivation was to improve the one-hop communication of our opptain network. Wearables
like smartwatches are gaining more interest, yet smartwatches have an abundance of sensors
and network interfaces that mostly remain unused. With the background of opptain using
the Hotspotting principle to connect devices, nodes are not able to scan for other nodes while
being in hotspot mode, so it is favorable to have more possibilities of communication with other
nearby devices. One possibility is to use the network interfaces of a smartwatch. While the
Wi-Fi interface of the smartphone is busy with being hotspot or client, the Wi-Fi interface of
the smartwatch can undertake further scans. We want to connect smartwatch and smartphone
in a way that allows us to use the data provided by the smartwatch as well as manipulate
its interfaces. To research this method and generally the capabilities of smartwatches, in this
paper we create a framework in the form of a library for usage in Android projects.

To implement the framework that allows us to gather information from the smartwatch and
control the interfaces, we first look into the way smartwatches are connected to a smartphone.
In the Android Wear OS network, devices are nodes that are linked by Wi-Fi or Bluetooth.
Multiple wearable devices can be connected to one smartphone. Android Wear OS comes with
a collection of APIs which can be used to connect smartwatches and smartphones. We bundle
these APIs so that smartwatch data can be transferred in a reliable and fast way and be used
on the smartphone.
To make the framework as useful as possible, we declare the following demands: The data
should consist of network and sensor data but also touchscreen events, whereas the framework
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consists of one library and two applications, one for the wearable and one for the smartphone.
We implemented the two applications, the first being the smartphone application that sends
requests to the application running on the smartwatch. The wearable application collects data
based on a request and sends them to the smartphone as an answer. This data can include the
current network status, available and bound Bluetooth nodes, recorded audio samples, sensor
data, and touch events. We provide the functionality as a library that can be included in all
Android projects that want to exchange data with connected smartwatches.

We present an evaluation of our framework and use multiple test devices for experiments re-
garding the network performance, the CPU and memory usage, and the battery life. Results of
the network performance tests show that large data items should be used for the communica-
tion between smartwatch and smartphone to reduce the overhead and increase the bandwidth.
While the CPU tests confirm a stable CPU load on both devices, the memory tests show that it
is essential to find a balance between transmission rate and package size to prevent the memory
of the smartwatch from filling up before the data is received by the smartphone. The battery
tests show that the Bluetooth negotiation between wearable and phone is the main cause for
energy loss but likewise the constant gathering of sensor information drains the battery too
much.

For this paper, we created a framework which helps developers and users to request and receive
data from wearables to improve their applications. The conclusion of evaluating the framework
is that the connection between wearable and phone must be used efficiently to preserve energy
and to increase bandwidth. In the end, we predict that wearables will be an essential part of
the future mobile communication. We can use the library for our opptain network to let nodes
scan for tethering hotspots while being in hotspot mode.

4.2.4 Personal Contribution

The paper was accepted at the 3rd IEEE Workshop on Networks of Sensors, Wearable, and
Mobile Devices (NSWMD 2018) which was part of the IEEE International Conference on
Local Computer Networks (LCN 2018). 151 full paper submissions have been submitted to the
conference from which 45 received a minimum of three reviews and have been accepted which
results in an acceptance rate of 29.8%.

The author of this dissertation, Andre Ippisch, had the idea for this research and the paper
and contributed the joint conception of the research. The implementation and the experiments
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of the solution were conducted by Bashkim Berzati, as well as the joint conception of the re-
search. Andre Ippisch and Bashkim Berzati planned the methodology, analyzed the evaluation
of the experiments, and wrote and discussed the paper. Kalman Graffi contributed to the
methodology of the research as well as to the revision of the paper.
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Chapter 5

Optimal Message Replication Control

This chapter addresses the challenge of optimal message replication control in Opportunistic
Networks.

Traditional routing protocols have the objective to minimize a certain metric, for example the
hop count. Since in Opportunistic Networks the delivery of messages is not guaranteed, the
objective is to maximize the probability of message delivery and to keep a low message de-
lay [41]. Examples for traditional routing protocols are DSDV (Destination Sequenced Distance
Vector) and OLSR (Optimized Link-State Routing) [42] in which entire routes are planned at
the source node beforehand [41]. In contrast, traditional routing protocols in which routes
are created on demand and not beforehand are AODV (Ad hoc On-Demand Distance Vec-
tor Routing) or DSR (Dynamic Source Routing) [42]. In Opportunistic Networks, we cannot
use such traditional routing protocols because those assume a connected graph and require
knowledge about the whole network. These connected graph structures are not guaranteed in
Opportunistic Networks as intermittent node contacts are frequent and not an exception, and
an end-to-end path between two nodes does not necessarily exist. Routing in Opportunistic
Networks is therefore a challenge that is focused on by many researchers. Since there is no
connected graph in an Opportunistic Network, routing protocols for these networks have in
common that they use the Store-Carry-Forward principle. As nodes connect to each other,
they forward or replicate the stored message, with the intention that this message or a copy of
this message is carried around and reaches its destination over time.

Routing protocols in Opportunistic Networks can be categorized into flooding-based or utility-
based protocols; however, they always use Store-Carry-Forward to transmit messages through
the network to the destination [43]. Flooding-based protocols like Epidemic are the simplest
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ones; they replicate a message to every connected node that has not yet received this message.
Utility-based protocols like PRoPHET are more sophisticated and replicate messages based
on a utility function that assigns each message a suitability value for the given context which
can be compared for replication decisions. Because there are only a few implementations of
real-world Opportunistic Networks, it is not clear which kind of protocol should be used by a
network in which situation. For catastrophic situations, it seems reasonable to use flooding-
based routing protocols, because they do not rely on an overview of the network. Utility-based
protocols, on the other hand, make their replication decisions based on information that might
not be available shortly after the establishment of the network in case that a catastrophe just
occurred. However, flooding-based routing protocols use the device’s resources like bandwidth
and storage extensively and the high replication count implies a high overhead for the network
and impacts other metrics like delivery ratio or end-to-end delay for the worse. To limit the
replication for the flooding-based Epidemic routing protocol, multiple extensions have been
created. Routing protocols like Spray & Wait limit the number of copies that can be present
in the network and therefor require the number of copies that may still be created to be stored
in the header of the message.

It is our goal to improve replication by keeping the high delivery ratio of the flooding-based
routing protocol Epidemic but reducing the overhead, end-to-end delay, and resource consump-
tion in the network. In contrast to the previously described approaches, we aim for an extension
of Epidemic for which we only use the local view of the node and do not have to add specific
information about the network to the header of a message.

In the next sections, we offer solutions for the challenge of optimal message replication, as source
and relay nodes need to have some kind of replication control for messages when searching for
the destination. The three papers [11, 12, 13] presented in this chapter build on one another
and differ in essential aspects. They address the question on when to stop flooding a message,
because the delivery probability is not high enough to justify the usage of the scarce bandwidth
that could instead be given to other messages. We want to find a trade-off between delivery ratio
and resource consumption, not only regarding bandwidth but also storage. In the following,
we give an overview of the commonalities and differences of the papers.

With Most Of Storage and Transmission – with Replication Probability Threshold (MOST-
RPT) [11], we create a forward strategy which defines a delivery probability formula that is
based on the hop count and replication count of the messages, makes for an optimal number of
message copies in the network and hence improves the consumption of system resources. Only
if the calculated delivery probability is larger than a dynamic threshold (thus the name of the
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paper “Dynamic Replication Control Strategy”), the message is forwarded. This threshold is
set based on the Inter-Contact Time of the node and the Time-To-Live of the message. The
delivery probability of our forward strategy only decides if a message should be forwarded but
not in which order; for the order of the forwarding queue, we use First-In-First-Out (FIFO). If
the buffer is full, the drop policy of our model evicts all messages whose probability is smaller
than the dynamic threshold. If there are no messages meeting this condition, First-In-First-
Out (FIFO) is used to remove the oldest message in the queue. For our evaluation we use
Epidemic as the reference protocol that MOST-RPT is compared to.

With Replication Probability-based Routing Scheme (RPRS) [12], we extend our replication
schemeMOST-RPT . With this approach, we can further optimize the usage of system resources
and improve the delivery ratio while lowering the overhead in the network. While MOST-RPT ,
compared to Epidemic, only improved the drop policy and used the First-In-First-Out (FIFO)
approach for the scheduling of messages, RPRS provides a new queueing policy. The forwarding
queue is ordered by delivery probability, with the message with the highest probability being
forwarded first. The drop policy of RPRS calculates a weight based on the storage costs for
the buffered message, which are the sum of the buffer times at source and relay nodes, and
transmission costs. The message with the highest weight is dropped first. For our evaluation,
we use Epidemic and Spray & Wait as the reference protocols to compare RPRS to; Epidemic
for our performance metrics delivery ratio, overhead and end-to-end delay, and Spray & Wait
for the amount of delivered messages and the buffer delay.

With Optimal Replication Based on Optimal Path Hops (ORBOPH) [13], we derive an optimal
hop and replication count which are used for the computation of an optimal threshold for
the delivery probability of MOST-RPT . Hence, in contrast to MOST-RPT and RPRS , the
threshold for the decision whether a message is forwarded is not dynamic. The ideal threshold
optimizes the distribution of messages in the network by minimizing the amount of message
copies. Reusing the policies of the two previous approaches whose combination provides good
results, we use the queueing policy of RPRS and the drop policy of MOST-RPT . Thus, the
message with the highest probability gets forwarded and the drop policy removes the message
with the smallest probability first. For our evaluation, we use Epidemic as the reference
protocol to compare ORBOPH to.

Additionally, for all replication models, the buffer is not only emptied by the mentioned drop
policies but also when messages expire based on their Time-To-Live. Another approach, to
keep expired messages in the buffer as long as there is enough space and subsequently repli-
cate the message only directly to the destination, is presented in the future work section 6.2.
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In Section 5.1, we present MOST-RPT , in Section 5.2, we present RPRS , and in Section 5.3,
we present ORBOPH .

Importance and Impact on Thesis

In Chapter 2, we introduced our network application opptain which contains multiple routing
protocols, forward strategies, and drop policies from related literature and is designed to let
developers add new protocols, strategies and policies in a simple matter. Examples of those
included by us, for routing these are flooding-based protocols like Epidemic or utility-based
protocols like PRoPHET , for forward strategies and drop policies, First-In-First-Out (FIFO)
and Evict-Most-Forwarded-First (MOFO) are two examples. In Chapter 4, we utilized the star
topology of our opptain network to improve one-hop and two-hop communication in isolated
islands. To improve multi-hop communication in Opportunistic Networks, we have to address
routing protocols, forward strategies and drop policies. A variety of protocols and policies can
be useful for different situations and this diversity is an advantage for the productive usage of
the network as well as for experiments in a test environment. This is why all routing protocols,
forward strategies and drop policies in opptain are interchangeable by the developer, and in the
current version by the user, too. Flooding protocols like Epidemic are essential for our opptain
network, especially for catastrophic situations; however, flooding protocols use the device’s
resources extensively. Therefore, replication schemes like MOST-RPT , RPRS and ORBOPH
make opptain more resource-friendly which is essential for our project and this thesis.

The detailed importance and impact of our replication schemes can be found in the following
sections, with MOST-RPT in Section 5.1.2, RPRS in Section 5.2.2, and ORBOPH in Sec-
tion 5.3.2.
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5.1 Dynamic Replication Control Strategy

This section summarizes the contributions of our paper [11]. It is the first of three papers
of this thesis about replication control in Opportunistic Networks. Here, the base for our
replication schemes is set by creating a formula for delivery probability based on the hop count
and replication count of the messages. The goal is to achieve a near-optimal replication to
provide a high delivery ratio and a low overhead in the network.

Salem Sati, Andre Ippisch and Kalman Graffi.
“Dynamic Replication Control Strategy for Opportunistic Networks”.

In: Proceedings of the International Conference on Computing, Networking and
Communications (ICNC). 2017. Acceptance Rate: 29%.

We present the contribution of our paper in Section 5.1.1 and the detailed importance and
impact on this thesis in Section 5.1.2. We summarize the paper in Section 5.1.3 and declare
the personal contribution in Section 5.1.4.

5.1.1 Contribution

The contribution of this paper is a replication scheme consisting of a forward strategy and a
drop policy for Epidemic routing, called Most Of Storage and Transmission – with Replication
Probability Threshold (MOST-RPT). In Opportunistic Networks, an end-to-end path between
nodes is not guaranteed and messages are delivered via Store-Carry-Forward . To reduce the
above-mentioned overhead in the network, in this paper, we look into the replication control
of Epidemic routing, one of the flooding-based routing protocols for Opportunistic Networks.
Our replication scheme consists of, first, a delivery probability policy which integrates the
message’s hop and replication count, and second, a model for the desired number of message
copies in the network. To formulate our policy, we extend a mathematical model from related
literature. MOST-RPT decides if a message should be spread and we reach a high delivery
ratio without congesting the network. We conduct an experiment to compare our replication
scheme to Epidemic and present numerical results that show that our dynamic replication
scheme performs close to the optimal values of our mathematical model.

57



Chapter 5 Optimal Message Replication Control

5.1.2 Importance and Impact on Thesis

The importance and impact of MOST-RPT on this thesis lies in the improvement of Epidemic
to reduce the overhead in the network while keeping the delivery ratio high. An overview
of the importance and impact of this topic on this thesis can be found in the introduction
of Chapter 5.

5.1.3 Paper Summary

Opportunistic Networks are networks without guaranteed end-to-end path between nodes in
which Store-Carry-Forward is used to route messages from source to destination. Routing in
these networks can be classified into flooding-based and utility-based routing, with Epidemic
and PRoPHET as representatives respectively. With the flooding-based approach of Epidemic,
we achieve a high delivery ratio, but with the cost of a large overhead. To reduce this overhead,
in this paper we propose a replication scheme for Epidemic, called MOST-RPT . With MOST-
RPT , our goal is to achieve a near-optimal message replication which provides both a maximum
possible message delivery ratio and an overhead as small as possible. The replication scheme
utilizes each message’s hop and replication count for its decisions and consists of a rule for the
optimal number of message copies in the network.

For our solution, we use multiple individual models from related work to form our overall
system model. The communication model defines a network with a finite number of nodes, the
communication interfaces like Wi-Fi or Bluetooth, as well as limited buffer and energy. The
mobility model is characterized by the nodes’ Inter-Contact Time and their contact duration.
The Inter-Contact Time is the time between node meetings and has a high impact on the delay
in the network. The contact duration is the time two nodes are connected for. The routing
model assumes unique identification for nodes, a single destination, and a Time-To-Live for
each message. We choose Epidemic to focus on resource consumption, for solving by Ordinary
Differential Equation, and because it is the most used protocol in middleware. To address
resource constraints, mostly the limited buffer, we focus on the buffer space and the order of
the messages. The main aim for our replication scheme is to maximize the global delivery ratio
in the network. Our dynamic replication policy consists of a forward strategy and a drop policy
which use a utility function based on the hop and replication count. We present the analytical
model based on a Markov Chain model and a Ordinary Differential Equation that results in
the definition of our forward strategy and a drop policy.
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The forward strategy of MOST-RPT defines a delivery probability formula that is based on the
hop count and replication count of the messages, which both characterize the messages’ over-
head in the network. Based on the delivery probability, the forward strategy decides whether it
is likely enough that the message will reach its destination by comparing it to a threshold. If
the delivery probability exceeds the threshold, the message is forwarded. If it does not exceed
the threshold, it is not forwarded, but still kept in the buffer as long as the buffer is not full
and the Time-To-Live has not run out. The threshold is calculated dynamically by taking the
Inter-Contact Time of the node and the Time-To-Live of the message into account. MOST-
RPT utilizes the same queueing policy as Epidemic: First-In-First-Out (FIFO). If the buffer
is full, the drop policy evicts those messages whose probability is smaller than the dynamic
threshold. If there are no messages meeting this condition, First-In-First-Out (FIFO) is used
here as well.

For the evaluation, we present multiple scenarios to get results regarding our performance met-
rics. We use the three quality metrics for evaluation that are most important to Opportunistic
Networks: delivery ratio, overhead, and end-to-end delay. We use three different scenarios to
reflect different traffic situations; these differ in the combination of node types (pedestrians,
cars, trains), buffer size, message creation interval, message size, and Time-To-Live. We use
the ONE simulator to conduct the tests and compare our scheme with five different drop poli-
cies. The results show that MOST-RPT can be a good base for future utility-based routing
protocols to achieve a better performance in Opportunistic Networks. For fast traffic, MOST-
RPT has the highest delivery ratio compared to the other policies, although only leading by
1% to the second best, which is the reference drop policy Evict-Most-Forwarded-First (MOFO).
The same holds for slow traffic, with one exception where it comes in second best after Evict-
Most-Forwarded-First (MOFO). For overhead, the main performance factor for comparison,
MOST-RPT achieves the best results compared to the other policies. Only for end-to-end de-
lay, MOST-RPT is only second-best after the policy MaxRep which drops messages with a high
replication count first. MaxRep, however, has the lowest delivery ratio and a high overhead.
The high delivery ratio as well as low overhead and end-to-end delay of MOST-RPT are very
promising for our overall network. With MOST-RPT , we have a balance between the three
quality metrics that is a good base for future research on the topic of replication control in
Opportunistic Networks and motivates the next contribution which we show in Section 5.2.
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5.1.4 Personal Contribution

This paper has been accepted at the International Workshop on Computing, Networking and
Communications (CNC 2017) which was part of the 6th International Conference on Comput-
ing, Networking and Communication (ICNC 2017). Each submitted paper has received three
technical reviews from the Technical Program Committee. The acceptance rate was 29%.

The author of this dissertation, Andre Ippisch, implemented the forwarding and drop policies in
the ONE simulator, conducted a set of experiments to demonstrate the results, and contributed
to the methodology and to the revision of the paper. The contributions of Salem Sati are the
drafting of the methodology, solution and paper. He also contributed to the joint development
of the mathematical analysis and the joint conduction of the experiments. Kalman Graffi
contributed to the methodology of the research and revised the paper.
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5.2 Replication Probability-based Routing Scheme

This section summarizes the contributions of our paper [12]. It is the second of three papers
of this thesis about replication control in Opportunistic Networks. In previous work [11], we
created a replication scheme using a formula for delivery probability that indicated whether
the message should be forwarded. In this paper, we aim to further reduce the overhead in the
network. We replace MOST-RPT ’s drop policy by a new one based on storage and transmission
costs. Additionally and in contrast to MOST-RPT , we define our own queueing policy to
replace First-In-First-Out (FIFO).

Salem Sati, Andre Ippisch and Kalman Graffi.
“Replication Probability-based Routing Scheme for Opportunistic Networks”.

In: Proceedings of the GI/ITG International Conference on Networked Systems (NetSys).
2017. Acceptance Rate: 42.9%

We present the contribution of our paper in Section 5.2.1 and the detailed importance and
impact on this thesis in Section 5.2.2. We summarize the paper in Section 5.2.3 and declare
the personal contribution in Section 5.2.4.

5.2.1 Contribution

In this paper, to further reduce the overhead in Opportunistic Networks, we present a second
attempt for a replication scheme for Opportunistic Networks, called Replication Probability-
based Routing Scheme (RPRS). We propose a forward strategy and a drop policy based on
Epidemic routing and the replication scheme MOST-RPT from our previous paper. This
scheme is based on controlled message replication and aims to keep the delivery ratio high
while reducing the overhead in the network. In contrast to MOST-RPT , which uses First-In-
First-Out (FIFO), RPRS proposes a queueing policy that is based on the delivery probability.
The proposed drop policy uses a utility function which includes replication and hop count,
and the buffer time of the message, which is an estimation of the end-to-end delay. In our
experiments, we analyze the performance of RPRS by comparing it to Epidemic and Spray &
Wait with multiple forward strategies and drop policies. We show that RPRS produces better
performance values in terms of delivery ratio, end-to-end delay, buffer delay, and overhead than
all reference protocols.
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5.2.2 Importance and Impact on Thesis

The importance and impact of RPRS on this thesis lies in the improvement of Epidemic
to reduce the overhead in the network while keeping the delivery ratio high. An overview
of the importance and impact of this topic on this thesis can be found in the introduction
of Chapter 5.

5.2.3 Paper Summary

Opportunistic Networks are delay tolerant networks without a guaranteed end-to-end path
between nodes in which Store-Carry-Forward is used to route messages from source to des-
tination. With a flooding-based routing approach like Epidemic, we achieve a high delivery
ratio with the cost of a high overhead. To lower the overhead and keep a high delivery ratio,
in this paper, we propose a new replication scheme for Opportunistic Networks, which con-
sists of a replication controlled forward strategy and a drop policy; the replication scheme is
called Replication Probability-based Routing Scheme (RPRS). This replication scheme is ori-
ented towards MOST-RPT by reusing the delivery probability formula but stands for itself
by introducing its own forward strategy and drop policy. For our solution, we first describe a
system model which is based on a Markov Chain model with an Ordinary Differential Equa-
tion. Next, we define the RPRS replication control strategy. As in MOST-RPT , the forward
strategy uses the delivery probability for decisions on forwarding or replicating messages, and
as a result of this, an optimal replication count for a message in the network is kept at each
node. This increases delivery ratio, and decreases overhead and end-to-end delay. Instead of
applying First-In-First-Out (FIFO), RPRS introduces its own queueing policy and arranges
the forwarding queue based on delivery probability. The message with the highest probability
is forwarded first. RPRS introduces a different drop policy than MOST-RPT . RPRS calcu-
lates a weight for each message and removes the messages with the highest weight from the
buffer. For this weight calculation the buffer times of the source and the relay nodes are used,
which characterize the storage and transmission costs in the network. Both replication and
drop criteria, are calculated based on this local message information. The main idea of RPRS
is that the best delivery ratio is achieved when the forwarding is adapted to the dropping
and the buffer is optimally filled. We also explain the difference to existing controlled quota
and probability routing protocols: RPRS is an heuristic scheme which uses only local message
information, calculates replication criteria dynamically, uses the buffer time for its drop policy
and uses no quota.
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For the evaluation of our scheme, our performance metrics are delivery ratio, overhead, end-
to-end delay, average buffer delay, and the amount of delivered messages. The performance
of RPRS is compared to two flooding-based routing protocols, Epidemic and Spray & Wait.
We use different forward strategies and drop policies for comparison. We use a Random Way-
point model as the mobility model to allow a better comparison to other routing protocols in
literature. To reflect multiple traffic situations, we conducted three different scenarios with
different traffic parameters and Time-To-Live values for experiments with Epidemic, each sce-
nario being different in forwarding and drop policies. For all three scenarios, RPRS shows
either the best or an equally good performance for each single performance metric. Regarding
the combination of the metrics, RPRS performs better in all scenarios. Also, we compare the
performance of RPRS to Binary Spray & Wait. For this comparison, the amount of delivered
messages and the buffer delay are used as performance metrics. For all scenarios, RPRS shows
more delivered messages and less buffer delay. By using the replication count, hop count,
and buffer time, the issues of improving replication in Opportunistic Networks are addressed.
RPRS considers the trade-off between replication and resource consumption in Opportunistic
Networks. The performance evaluation shows that RPRS performs better regarding the main
performance metrics in comparison to Epidemic and Spray & Wait.

5.2.4 Personal Contribution

The International Conference on Networked Systems (NetSys 2017) accepted 18 of 42 submis-
sions which results in an acceptance rate of 42.9%.

Salem Sati did the conception of the research, drafted the paper, developed the mathematical
analysis part, and did the joint conduction of the experiments and their evaluation. The
author of this thesis, Andre Ippisch, implemented the necessary functionality, conducted a set
of experiments and evaluated these, and revised the methodology of the paper. Kalman Graffi
revised the methodology and the paper.
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5.3 Optimal Replication Based on Optimal Path Hops

This section summarizes the contributions of our paper [13]. It is the last of three papers of
this thesis about replication control in Opportunistic Networks. In previous work [11, 12], we
created two replication schemes based on a formula defined in MOST-RPT and showed that
both replication schemes reduce the overhead in our network while keeping the delivery ratio
high. However, our goal is to reduce the overhead even more by considering the current network
structure. We derive an optimal hop and replication count and use them for our replication
scheme to optimize the distribution of messages by minimizing the amount of message copies.
Furthermore, we combine the queueing policy and the drop policy of RPRS and MOST-RPT
respectively.

Andre Ippisch, Salem Sati and Kalman Graffi.
“Optimal Replication Based on Optimal Path Hops for Opportunistic Networks”.

In: Proceedings of the IEEE International Conference on Advanced Information Networking
and Applications (AINA). 2018. Acceptance Rate: 28%

We present the contribution of our paper in Section 5.3.1 and the detailed importance and
impact on this thesis in Section 5.3.2. We summarize the paper in Section 5.3.3 and declare
the personal contribution in Section 5.3.4.

5.3.1 Contribution

The contribution of this paper is a replication scheme for Opportunistic Networks, called Op-
timal Replication Based on Optimal Path Hops (ORBOPH).
In this paper, to further reduce the overhead in a network, we use a different approach to extend
our previous replication schemes. This new approach uses flooding-based routing protocols and
exploits the mobility and topology in the network. The improved scheme, ORBOPH , is based
on a mathematical model which combines the delivery probability with a limitation on the
maximum number of hops. We define constraints on the amount of replications and hops for
each message to create a replication policy which increases the efficiency of resource allocation
and decreases the overhead in the network. The results are an improved forwarding strategy
and multiple drop policies for our replication scheme. We perform experiments to compare our
policies to those of current literature and present evaluation results which show that ORBOPH
performs better than Epidemic.
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5.3.2 Importance and Impact on Thesis

The importance and impact of ORBOPH on this thesis lies in the improvement of Epidemic
to reduce the overhead in the network while keeping the delivery ratio high. An overview
of the importance and impact of this topic on this thesis can be found in the introduction
of Chapter 5.

5.3.3 Paper Summary

In this paper, we approach the challenge of high mobility and unreliable communication in
Opportunistic Networks. In Opportunistic Networks, it is our goal to have a high delivery
ratio, and a low overhead and end-to-end delay. One approach to control these metrics is to
limit the number of hops in the network path of a message. We aim for a routing scheme that
defines a favorably optimal limit for the message’s hop count. A solution for routing in the
network are routing schemes with an optimal number of hops to get messages to their goal. Due
to their properties, in Opportunistic Networks this optimality cannot be achieved completely;
however, mobility and topology can be exploited to increase the routing performance.

We present ORBOPH , a replication scheme for Opportunistic Networks based on optimal path
hops in the network. This replication scheme is an extension of MOST-RPT and RPRS . Our
goal is to find the optimal number of replications of a message to increase the efficiency of
the resource allocation and reduce the overhead in the network. With an estimated optimal
number of replications and hops, we calculate a threshold for the delivery probability that was
defined in MOST-RPT . In contrast to MOST-RPT and RPRS , ORBOPH uses no dynamic
threshold. The used hop count and replication count are estimated by means of the current
network structure to improve the distribution of messages in the network by minimizing the
amount of message copies. With ORBOPH we combine the queueing policy and the drop policy
of RPRS and MOST-RPT respectively: the messages with the highest delivery probability are
forwarded first, whereas those with the lowest probability are removed first.

For the evaluation, we first present the used performance metrics, which are delivery ratio,
overhead and end-to-end delay. We compare ORBOPH with Epidemic and different replication
and drop policies. We also use multiple scenarios for testing, each with different Time-To-Live
values. The first scenarios use different options for their buffer management and forward
queue to compare with ORBOPH , and the last scenario compares different hop count values of
ORBOPH to confirm the estimated hop count. We perform all tests with the ONE simulator .
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For all scenarios and all performance metrics, ORBOPH achieves the best values, either directly
or in the overall picture. Also, the estimated hop count value is confirmed by the last scenario
test. In this paper, we present the ORBOPH model which is constructed with related analytical
studies that use omni-directional infection. The results of our experiments show that with
improved node infection, routing schemes based on Epidemic can perform better. For future
work, we want to compare our three different replication schemes to each other.

5.3.4 Personal Contribution

The 32nd IEEE International Conference on Advanced Information Networking and Applica-
tions (AINA 2018) accepted 157 submissions with an acceptance rate of about 28%.

The author of this thesis, Andre Ippisch, initialized the focus on human carried devices and
the mobility in these networks, and Salem Sati initialized the mathematical analysis part
of the paper. The joint drafting of the methodology, solution, and paper, as well as the
further development of the mathematical analysis part of the paper and the conduction of the
experiments and their evaluation was done by Andre Ippisch and Salem Sati. Andre Ippisch
additionally implemented the policies. Kalman Graffi contributed to the methodology of the
research as well as to the revision of the paper.
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Conclusion & Future Work

In this thesis, we met the challenges of creating an Opportunistic Network for Android smart-
phones and improving routing in Opportunistic Networks in general. In the first chapter of
this thesis, we defined our problem statements, derived research questions and challenges from
these and answered the questions and solved the challenges throughout this dissertation.

Over the years, smartphones have become more powerful and omnipresent in our daily lives.
With increasingly powerful processors and graphics cards, large storage, longer-lasting bat-
teries, and several options included for connecting to the Internet, smartphones offer a broad
platform for the high number of apps that are available and offer us a variety of functionalities.
However, without an active connection to the Internet, most of the current apps are rather
useless. Offering Opportunistic Networks for smartphones provides an alternative to the Inter-
net. There are many scenarios in which the Internet might be unavailable as the network to
route messages over. In some areas of the world the Internet is actually not available to begin
with, and even if it is, the usage might be restricted due to censorship. In catastrophic situa-
tions, the Internet’s infrastructure could be destroyed, making any connection impossible. The
possible unavailability is not the only reason for offering an alternative to the Internet; using
it is also not always desirable. Every message leaves a trace on the Internet that, depending
on the content or the user, can be unwanted; for example, activists might want to share their
information in a more private way. Sending a message across the Internet when you are stand-
ing right next to each other seems unnecessary and can be replaced by local communication.
This local communication might not only be faster than the routing through the Internet, but
it also requires no further infrastructure other than the smartphone and hence implies fewer
costs. Hence, for smartphones, Opportunistic Networks are a useful addition to the Internet.
Looking at this in another way, we can say that it is relatively simple to motivate smartphones
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as nodes in Opportunistic Networks. It is far easier to get people to use another connection
technique and another app on the smartphone they already own anyway than to get them to
buy an extra piece of hardware to take part in the Opportunistic Network. Also, the observed
mobility patterns of people in the formation of groups and their consequent movements to
other groups suits an Opportunistic Network very well.

Although smartphones and Opportunistic Networks are a perfect match, there has not been
much work on this combination and actually not even a lot of work on the use of Opportunis-
tic Networks themselves in practice. To change that, several challenging issues have to be
resolved in the establishment of an Opportunistic Network with smartphones: node discovery,
connection establishment, time and buffer management, identification of nodes, encryption of
messages, security threats, efficient routing, and also the distribution of our app, as the stores
that are normally used are not available without the Internet. While overcoming these hurdles
is supposed to result in the establishment of an Opportunistic Network that can actually be
used, we also aim at creating a test environment which can be utilized by us and other re-
searchers to evaluate protocols that have been previously tested in simulators in a real-world
setting.

In the following section, we give detailed conclusions for each of our research topics defined by
the problem statement and research questions. We will both describe our solutions and state
their outcomes. Afterward, we present future work and give some closing remarks.

6.1 Conclusion

In this section, we conclude the work from our publications regarding the various topics in
the field of Opportunistic Networks. We take a look at each problem statement defined before
starting this dissertation as well as the problem statements that arose during the work. To
structure the multitude of problem statements, we choose to organize the topics based on the
classification of the research questions and the developed contributions.

The Creation of an Android-based Opportunistic Network

For the main challenge of this dissertation, we introduced opptain, our Android-based Op-
portunistic Network. We decided to use Android smartphones as the devices that form the
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Opportunistic Network since Android is the most used operating system on smart devices.
Furthermore, Android allows us to meet our demands, although we had to find a workaround
that fulfills the demands for no user interaction, automatic node discovery and connection
establishment since unfortunately smartphones are not able to use ad-hoc networking. With
the principle of Hotspotting, devices can connect to each other automatically and without user
interaction. With private/public keys we can both encrypt messages in the network and pro-
vide identification of devices in the form of the fingerprint of the public key. We facilitate the
exchange of public keys between users via functions to show and scan a Quick Response Code
(QR code). We provide an API to connect user applications to our network application opptain
and provide user applications, a messaging app and a filesharing app, as proof of work. We
evaluated the network and user applications and showed that the principles of Opportunistic
Networking fit Android smartphones. With this, our main challenge of creating an Android-
based Opportunistic Network is solved and we turn to the newly emerged challenges.

In its first version, the opptain application which runs on off-the-shelf Android smartphones
assumed synchronized clocks and a free and infinite storage. As these assumptions do not hold,
we encountered two more challenges. First, we discussed the time management in Opportunistic
Networks. If the nodes’ clocks are not always set the same, they at least have to know how to
handle different times. Also, the smartphone’s storage must be divided correctly and the buffer
of our network application must be emptied at the right moments to keep the storage from
filling up. Mechanisms like NTP rely on the Internet and are not available in our network. Also,
Android prevents non-system applications from changing the clock, so clock synchronization
based on devices learning about the clocks of other devices is not an option for our network.
Instead, we work with clock differences and store these differences along the path of our message
in the network. For critical aspects of the network like a working Time-To-Live the time
differences can be used to calculate the correct time specifications. Also, user applications can
use this information to bring messages into the correct order. Second, we discussed the buffer
management in opptain. Devices specifically designed for Opportunistic Networks have no
requirements regarding the buffer, but on Android smartphones, the storage is shared among
all applications. On the one hand, opptain should use all the available storage for its buffer,
but on the other hand, it should also react to a full storage, even though that might have been
filled by other applications, because a completely filled storage disables the phone. Android
lacks a reliable warning system indicating that the storage is running full, thus to prevent the
storage from being crammed, we have to check its current capacity periodically. Concerning
the decision as to which messages to keep or remove, we have to use appropriate forward and
drop policies. We included two modules in our opptain application to offer support for the
desired time and buffer management.
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In the course of this dissertation, we included a multitude of modules that make up the opp-
tain framework. We implemented modules for the search for opptain hotspots in the near
proximity and the evaluation of these based on past connections and current information, and
the automatic connection to opptain hotspots or the opening of a new hotspot if none are
available nearby. We provide a module for the creation of a node identity by generating a pub-
lic/private key pair and using the public key’s fingerprint as identification. Furthermore, we
created modules for the encryption and signing of messages with the generated public/private
key pair, and the decision about forwarding and replication of messages based on a variety
of routing protocols. We provide modules for the buffer management on Android devices and
for dealing with time changes on a single device and time differences between devices. Also,
we provide an API to connect user applications and a module for the replication of opptain
and its user applications to new participants. With these modules, the implementation of our
opptain framework according to the design and demands of this work is finished.

Studies and Evaluation for our Android-based Opportunistic Network

Before dealing with any other issues and developing more improvements, we went on to evaluate
this version of opptain. For a first evaluation of opptain, we look into the very important aspect
of node density. An Opportunistic Network is realized by nodes that have a physical presence
in a bounded area and only if two nodes are close to each other can a connection be established
and messages can be exchanged. The whole spectrum of node density must be viewed. If
we take Earth as an example of the area in which an Opportunistic Network is established,
one participant per country would be a perfect example of an Opportunistic Network that
is doomed to failure. For the other special case, a lecture hall with hundreds of students
communicating by using Opportunistic Networking can present a problem. Modern routers are
already struggling with high amounts of users in close-range, but local nodes with a rather less
powerful network card/interface cannot handle that many simultaneous connections. Smart
connectivity establishment as it is applied in opptain can use star topologies or connection
control to handle a multitude of devices, but hundreds of nodes might still pose a problem. A
proper balance between these two extremes probably results in better outcomes. To examine
the outcome of different node densities, we conducted experiments with varying amounts of
nodes in bounded areas. Furthermore, not only the amount of nodes per area is important,
but also the transmission range of the devices.

Next, we proposed a study on security threats in Android-based Opportunistic Networks. We
used literature to determine common security issues in Opportunistic Networks and analyzed
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our opptain application accordingly. We proposed mitigation techniques and implementations
to tackle several issues and threats. However, some security risks can be decreased but not
solved completely, as is the case for Opportunistic Networks, for which anonymity is a blessing
as well as a curse. For the Android-specific security issues, we developed solutions that are
included in opptain as well.

To conclude our evaluations, we conducted a field experiment with our opptain application
and presented the analysis of these tests. In contrast to evaluating results in a simulator, it is
a challenge to evaluate our Android-based Opportunistic Network. For both, the network and
its evaluation, many aspects influence their quality. As mentioned before, the node density
plays a crucial role in an operative network. For our tests, a small group of people from
two neighboring departments of the university participated in a field experiment to test the
opptain network. We evaluated the results and confirmed that in scenarios with a suitable node
density messages can be exchanged successfully. With this field experiment, we accomplished
all the intended evaluation. Still, there are uncountable scenarios and processes that need to
be tested thoroughly, which is open for future work. The results of our experiments can be
used for simulators; however, not all current Opportunistic Network simulators support our
Android-based connection principles. We extended the ONE simulator by these connection
principles to allow further precise testing even without real Android devices.

Improving One-Hop and Two-Hop Communication Options

Having resolved the primary challenges, we turned to new questions regarding the one- and
two-hop communication in our network. To improve the selection of connection partners and
the insight of each node on the surrounding network, we worked on a second signal way and
the meta data exchange.

To enable additional signal ways and the retrieval of useful data, we developed the framework
ansWEARs to use smartwatches’ network interfaces and sensors. One of the problems of the
first challenge of this thesis was how to connect multiple smart devices with each other. Due to
the lack of ad-hoc networking on smartphones, we decided on the Hotspotting mechanism and
used it as the only way to communicate with other devices. Smartwatches can be connected
to the smartphone by Bluetooth Low Energy. However, smartwatches have other interfaces in
addition to Bluetooth, for example a working Wi-Fi chip and also sensors that can be used as
an aid for our network. The Wi-Fi chip, for example, can be used to search for other hotspots
in the surroundings while the smartphone is in hotspot mode, which provides information
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about the network that the smartphone can then benefit from. GPS data that is useful for
routing protocols can be obtained from the watch which is mostly worn outside of pockets
and therefore offers more precise results than the smartphones’ GPS receiver. The evaluation
of the framework shows that the network interface can be used to meet the initial desire and
that we can obtain useful sensor data. Thus we offered a way to use smartwatches as a second
signal way.

To improve the connection process inside the communication islands of our opptain application,
we revised the meta data exchange. So far, we had developed a mechanism to connect devices
to each other in a simple fashion: Either there is a tethering hotspot that our device connects
to or the device itself becomes a hotspot. However, while being a hotspot the device cannot
scan for other devices. When relying only on Wi-Fi, for two devices that are both in hotspot
mode it will potentially take a long time until they find each other and set up a connection.
This implies that nodes might miss beneficial possible connection partners. Furthermore, if
there are many devices connected to one hotspot device, the prior mechanism just disconnected
the devices from each other after successful transmissions and the connection process started
anew. In our paper, we improved this connection process by exchanging meta data inside the
existing star topology and by allowing the nodes to look for better connection partners before
they disconnect and decide on a hotspot. Of course, improvements of this kind are an ongoing
process and there is still room for more enhancements.

Optimal Message Replication Control

Since we designed opptain to be flexible enough to try out different routing protocols, we were
able to perform experiments with the goal to improve flooding-based routing algorithms. We
presented three approaches that build on each other and that improve the routing with different
forward strategies and drop policies.

First, we proposed MOST-RPT and, based on hop count and replication count, included a
formula for the delivery probability of a message. Messages are only forwarded if the calculated
probability is larger than a dynamic threshold. The messages whose delivery probability is
smaller than this dynamic threshold are kept only until the storage is full and messages need
to be deleted, in which case they are evicted by the drop policy, starting with the message with
the smallest probability. Additionally, First-In-First-Out (FIFO) is used for the order in which
the messages are forwarded and also removed if all messages have a high enough probability.
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Second, we proposed RPRS , which also uses the delivery probability as defined for MOST-
RPT to decide which messages to forward. Other than MOST-RPT using First-In-First-Out
(FIFO), the forwarding queue in RPRS is ordered by delivery probability and the message
with the highest probability is forwarded first. The drop policy is replaced as well. Instead of
removing the message with the lowest delivery probability, each message has a certain weight,
calculated from storage consumption and transmission costs, and the message with the highest
weight gets deleted first.

Third, we presented ORBOPH . We derived an optimal hop and replication count and inserted
them into the delivery probability formula of MOST-RPT to calculate the threshold that
a message’s delivery probability has to exceed for it to be forwarded. This optimizes the
distribution of messages in the network by minimizing the number of message copies. The
forwarding order of the messages is based on the probability as well so that the one with the
highest probability is forwarded first. If the buffer is full, the drop policy removes the message
with the smallest probability first.

Each of our solutions was evaluated in the ONE simulator and the results show that they
perform better than the reference protocols. Because in an Opportunistic Network there is
always a correlation between resources and outcome and there is a high amount of possibilities
to improve the replication control, the challenge can and will be tackled more often.

With the design, implementation and evaluation of our smartphone framework to apply Oppor-
tunistic Networking in a real-world setting, we accomplished our goal for this thesis. However,
there are some questions and challenges that have been left open, which we will present in the
next section.

6.2 Future Work

In the course of the implementation of our opptain application and the research on Opportunis-
tic Networks in general, we came across new questions and challenges which we could not yet
answer. In this section, we want to introduce these questions and challenges as future work.

With newer Android versions, an implementation of infrastructureless Wi-Fi called Wi-Fi
Aware was introduced by Google; however, for now, only to Google’s flagship devices. Addi-
tionally, the APIs for usage of this service still had unresolved issues which made it unusable.
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According to the issue tracker of Google, these issues are now resolved and a working Wi-Fi
Aware is expected in the next version of Android. For future work, it would be beneficial to
adapt opptain to use Wi-Fi Aware on Android devices.

If a true ad-hoc solution is integrated to our opptain network, additional improvements regard-
ing the message dissemination process inside the communication islands of our Opportunistic
Network are desirable. These sub-networks can be viewed as peer-to-peer networks and then
improved by using routing and monitoring approaches [44, 45, 46] and by testing them in
the peer-to-peer simulator PeerfactSim.KOM [47, 39]. This should give more insight into the
replication process in these communication islands.

While looking into possibilities to exchange data with other devices, we expanded our spectrum
(literally) by considering ultrasound. Bluetooth as a second signal way has the disadvantage
that it uses the same frequencies as Wi-Fi, which causes interference. We are currently working
on an Android library to use ultrasound as a second signal way for our opptain application
and other Android-based projects.

Messages in Opportunistic Networks have an expiry date called Time-To-Live and when a
message is expired, it will be dropped from the buffer. However, messages in the buffer, no
matter if expired or not, do not disturb any functionality of the network as long as the buffer is
not full. These messages, of course, should not be forwarded to relay nodes anymore since that
would change the originally planned order of the message queue and routing protocols would
not be followed. These messages could stay in the buffer, however, for a direct delivery to the
destination. If the intended destination of a message is interested in the message and there is a
direct contact between these nodes, the message can still be delivered from the buffer. We have
already conducted some preliminary tests that show that we can increase the delivery ratio
in the network by about 2% when keeping expired messages in the buffer and, at the earliest,
delete them when the buffer is full, even before applying the used drop policy. For future work,
it is desirable to test this principle with multiple routing protocols, drop policies and simulation
scenarios to see if the delivery ratio can be increased with this method. Additionally, it has
to be discussed in what way the Time-To-Live is used for a message. If an application sets a
Time-To-Live because of an application-related expiry of the message, keeping it in the buffer
might be useless. However, if the Time-To-Live is network-based, i.e., set by the network to
reduce transmission overhead in the network, keeping the message in the buffer does no harm
and applications can profit from our approach.
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We conducted multiple experiments with our opptain application including a field experiment
with a fairly attractive node density. While we provide the already mentioned messaging
and filesharing apps, they have not been tested in these experiments. In the course of this
dissertation and on top of the publications, we also provide a gaming app framework for
round-based games. To further test the opptain network, it would be beneficial to find a group
of people in a dense environment willing to test these user applications. These tests could not
just be conducted by using the app with the purpose of evaluation but simply by using it in an
everyday fashion. This might be possible by handing out the opptain app and the user apps
to (grassroots) initiatives and local communities like Freifunk that care about free Internet
or net neutrality and might be interested in participating in a trial of applying Opportunistic
Networks in a real-world setting.

With the creation of our opptain framework we laid the foundation for smartphone-based
Opportunistic Networks. The distribution and acceptance of our framework in a community is
the next goal that we want to accomplish. Long-term, we hope that Opportunistic Networks
and their benefits will become more well-known and used across the world.
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ansWEARs ansWEARs is a for easy communication between smartphone and smartwatch
that also offers the exchange of various information that the smartwatch is collecting
about the network and its physical surroundings. 13, 49, 71

API Application Programming Interface. An Application Programming Interface is a specifi-
cation of how software components have to interact. 7, 21, 23, 50, 69, 70, 73

Bluetooth Bluetooth is a wireless technology standard for short range communication. On
early Android versions, Bluetooth devices have to be paired which requires user interac-
tion. 1, 18–20, 32, 33, 44, 50, 51, 58, 71, 74, 77

Bluetooth Low Energy Bluetooth Low Energy is a wireless technology standard for short range
communication that reduces the power consumption of classic Bluetooth. 19, 71, see
Bluetooth

communication island A communication island is an isolated subgraph in a network whose
topology is otherwise highly dynamic. 18, 41, 43–45, 74

Delay Tolerant Network A Delay Tolerant Network is a challenged network which can experi-
ence frequent and prolonged partitioning and in which nodes may not have an end-to-end
path. This can happen due to node mobility, changes in signal strength or because of a
periodic or predictable behavior [34, 41]. 32, 81, 83

delivery ratio The delivery ratio is one of the three important metrics used in Opportunistic
Networks to make a statement about the quality. This metric is defined as the ratio
between the number of received messages and the number of generated messages. The
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aim of all components of Opportunistic Networks is to maintain a high delivery ratio in
the network. 11, 30, 33, 39–41, 54, 55, 57–59, 61–65

drop policy A drop policy defines which message in the buffer has to be dropped if the buffer is
full and a new message is added. Because these drop policies define a order of messages,
the buffer is considered a queue which is why drop policies are also called queueing
policies [33]. We will use the term drop policy for this thesis explicitly for dropping
and use the term queueing policy as a generic term for a policy that orders a forward
or drop queue. Examples for drop policies are First-In-First-Out (FIFO) which uses
the minimum arrival time of a message as the drop criteria, Evict-Shortest-Lifetime-
First (SHLI) which uses the maximum Time-To-Live as the drop criteria or Evict-Most-
Forwarded-First (MOFO) which uses the maximum replication count as the main decision
criteria and the hop count as a tie breaker [33]. 8, 14, 17, 24, 26–28, 55–59, 61–64, 72,
73, 78, 79

end-to-end delay The end-to-end delay is one of the three important metrics used in Oppor-
tunistic Networks to make a statement about the quality. This metric is defined as the
duration between the creation of a message and its arrival at its destination, averaged
over all messages that reach their destination. The aim of all components of Opportunis-
tic Networks is to maintain a low delay in the network for the user applications that
prefer a fast delivery of their messages. We will mostly use the term delay as short form.
11, 30, 33, 39–41, 54, 55, 59, 61–63, 65

Epidemic Epidemic is a simple flooding-based routing protocol for intermittently connected
networks. Vahdat and Becker present this protocol in which nodes replicate a message
to all connected nodes which previously did not have a copy of the message [48]. 14, 31,
32, 40, 41, 53–59, 61–66, 80, 81

Evict-Most-Forwarded-First (MOFO) Evict Most Forwarded First (MOFO) [33] is a drop pol-
icy which uses the maximum replication count as the main decision criteria and the hop
count as a tie breaker. 56, 59, 78, see drop policy

Evict-Shortest-Lifetime-First (SHLI) Evict-Shortest-Lifetime-First (SHLI) [33] is a drop pol-
icy which uses the maximum Time-To-Live as drop criteria. 78, see drop policy

First-In-First-Out (FIFO) First-In-First-Out (FIFO), also first come, first served [33], is a
policy which uses the minimum arrival time of a message as the queueing criteria. This
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policy can be used as a drop policy and for ordering the queue of a forward strategy. 14,
55, 56, 59, 61, 62, 72, 73, 78, see drop policy & forward strategy

forward strategy After two connected nodes exchanged meta information, they have to decide
which messages to forward to the connected node. A forward strategy defines if a message
should be forwarded to the currently connected node or not [33]. Furthermore, forward
strategies may also define the order in which the messages should be forwarded. The
order is important as unexpected interruptions may occur and a node cannot forward all
messages it would like to [33]. GRTR, for example, is a forward strategy that forwards a
message only if the delivery predictability for the message’s destination is higher at the
connected node [33]. 4, 8, 14, 17, 54–59, 61–63, 72, 79, 82

GPRS General Packet Radio Service. The General Packet Radio Service is a mobile data
standard for cellular communication. 1, 83

GPS Global Positioning System. The Global Positioning System is navigation satellite system
which offers location and time data to a GPS receiver. 1, 26, 27, 72

hop count The hop count of a message is the number of times the message was forwarded on
the way from source to destination. The hop count is both a router metric that is used
for decisions and a performance metric that is used for evaluation. 14, 15, 40, 53, 54,
57–59, 61, 63–65, 72, 73, 78

Hotspotting On Android smartphones, users can open a Wi-Fi access point (see Infrastructure
Mode Wi-Fi) to share the Internet connection with other devices; these access points are
called tethering hotspots. Since ad hoc Wi-Fi (see IBSS) is not available on Android
smartphones, we use the following mechanism, called hotspotting, to connect smartphones
with each other automatically and without user interaction. The device scans for teth-
ering hotspots of other network participants in the surroundings and, after a successful
search, connects to one. If no hotspot is nearby, the device itself becomes a hotspot and
lets other devices connect to it. 13, 15, 20, 22, 43, 45, 46, 50, 69, 71, see IBSS

IBSS An IBSS (Independent Basic Service Set) or ad hoc network is an IEEE 802.11 network
without infrastructure which consists of two or more nodes that communicate with each
other directly. Because this IBSS mode is not specified in detail, these ad hoc networks
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of different manufacturers might not be able to communicate with each other. 19, 73,
79, 80, see Infrastructure Mode Wi-Fi

Infrastructure Mode Wi-Fi With Infrastructure Mode Wi-Fi which is defined by IEEE 802.11,
devices connect wirelessly to an access point. The other mode, the ad hoc (IBSS) mode,
can be used to connect devices directly to each other. 7, 12, 18, 19, 47, 79, see IBSS

Intent Intents are Android messages used for intra- or inter-application communication. 36,
37

Inter-Contact Time The Inter-Contact Time is the time between node meetings and has a
high impact on the delay in the network. 33, 55, 58, 59

IPND Internet Protocol Neighbor Discovery. Nodes that use the Internet Protocol Neighbor
Discovery send and listen for announcements that can be used to learn of the existence
of other network participants [49]. 33

LTE Long Term Evolution. Long Term Evolution is a high-speed mobile data standard for
cellular communication. 1, 83

LTE Direct LTE Direct is a device-to-device technology which enables mobile devices to dis-
cover each other and interact. 18, 19, see LTE

Markov Chain model A Markov Chain model is a "stochastic model describing a sequence of
possible events in which the probability of each event depends only on the state attained
in the previous event" [50]. Groenevelt et al. [35] modeled Epidemic and two-hop routing
using Markov chains, which we use for our system models. 58, 62

MOST-RPT MOST-RPT (Most Of Storage and Transmission – with Replication Probability
Threshold) is a replication scheme proposed in our paper Dynamic Replication Control
Strategy for Opportunistic Networks [11]. 14, 55–59, 61, 62, 64, 65, 72, 73

NFC Near Field Communication. Near Field Communication is a short-range wireless com-
munication technology. 1, 18, 19
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NTP Network Time Protocol. The Network Time Protocol is a protocol for clock synchro-
nization in data networks. 9, 25–27, 69

Opportunistic Network An Opportunistic Network is a subclass of a Delay Tolerant Network
with intermittent node connections in which messages are routed from source to desti-
nation via Store-Carry-Forward because there is no end-to-end path between source and
destination [1, 51]. 2–15, 17–26, 28, 29, 31, 32, 35, 36, 39–41, 43–46, 53, 54, 56–59,
61–65, 67–71, 73–75, 77, 78, 81–83

opptain opptain is the Android-based Opportunistic Network application developed in this
dissertation. 8–15, 18–25, 27, 29–32, 35–37, 39–41, 43, 45–51, 56, 68–75

ORBOPH Optimal Replication Based on Optimal Path Hops (ORBOPH) is a replication
scheme proposed in our paper Optimal Replication Based on Optimal Path Hops for
Opportunistic Networks [13]. 14, 15, 55, 56, 64–66, 73

Ordinary Differential Equation An Ordinary Differential Equation (ODE) is an equation that
contains a function of exactly one independent variable and its derivatives. Zhang et
al. [36] derived a framework based on Ordinary Differential Equations to analyze the
routing protocol Epidemic. 58, 62

overhead The overhead is one of the three important metrics used in Opportunistic Networks
to make a statement about the quality. This metric is defined as the average number of
copies of a message that has been delivered to its destination. The aim of all compo-
nents of Opportunistic Networks is to maintain a low overhead in the network because a
high overhead induces a higher consumption of storage space and bandwidth which can
negatively affect the delivery of other messages. 11, 30, 39–41, 54, 55, 57–59, 61–65

PRoPHET The Probabilistic Routing Protocol using History of Encounters and Transitivity,
short PRoPHET, is a routing protocol which maintains message delivery probabilities.
Nodes forward the message only if the connected node has a higher delivery predictabil-
ity [52]. An attempt to increase security in PRoPHET can be found in [53]. 40, 41, 54,
56, 58, see routing protocol

QR code Quick Response Code. A Quick Response Code is a two-dimentional type of barcode.
69
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queueing policy A queueing policy defines in which order messages are forwarded. 14, 17, 55,
59, 61, 62, 64, 65, 78

replication count The replication count of a message at one specific node is the number of
times the message was replicated at this node. 14, 15, 54, 57–59, 61, 63–65, 72, 73, 78

rooted By rooting an Android smartphone, the user obtains root access to the device. Root-
ing disables Android’s security architecture which is why Android devices usually come
unrooted. 7, 18–20, 36, 45

routing protocol In general, a routing protocol specifies which path a node uses to transport
a message through the network. In Opportunistic Networks, in which there is no end-to-
end path between the source and destination of messages, the routing protocol specifies
which information is saved at each node and in the message header, which information
is shared with connected nodes and which forward strategy is (or can be) used. 4, 8, 14,
15, 17, 20, 22, 30, 53, 54, 56, 59, 62, 63, 72, 81, 82, see forward strategy

RPRS Replication Probability-based Routing Scheme (RPRS) is a replication scheme proposed
in our paper of the same name [12]. 14, 55, 56, 61–65, 73

Spray & Wait Spray & Wait is a routing protocol consisting the spray phase and the wait
phase. The source node has a fixed number of copies of the message and is allowed to
spray these copies to distinct nodes. These nodes, however, are only allowed to wait until
they connect to the destination of the message to forward the copy. In a second version,
called Binary Spray & Wait, the nodes in the spray phase are allowed to forward half of
their copies to other nodes; only if a node has one copy left, it enters the wait phase. 54,
55, 61, 63, see routing protocol

SSID Service Set Identifier. The Service Set Identifier is an up to 32 character long name
of an 802.11 Wi-Fi access point which is broadcast to help clients find the associated
network. 47

Store-Carry-Forward Store-Carry-Forward is an extension of the Store and Forward technique.
With Store and Forward, messages are stored at a router or node and kept there until
they are forwarded to the destination or another router on the path to the destination.
In Opportunistic Networks, nodes are mobile devices that move around and carry the
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message to the next hop, thus the technique is called Store-Carry-Forward. 2, 4, 9, 10,
32, 53, 57, 58, 62, 81

the ONE simulator The ONE simulator, short for Opportunistic Networking Environment,
is a Java-based simulation framework for Delay Tolerant Networks and Opportunistic
Networks. It offers a wide range of protocols, mobility models, and event generators, and
allows developers to extend all components to their wishes [54]. 33, 59, 65, 71, 73

Time-To-Live The Time-To-Live is a value to limit the existence of messages in the network;
if the Time-To-Live of a message is expired, the message is dropped from the node’s
buffer. In traditional networks, the Time-To-Live is the number of hops the message can
travel trough the network before it is dropped. Because in Opportunistic Networks it is
desired that a large number of nodes carry the message trough the network, we use real
time to define our Time-To-Live and let messages expire after a span of time. 5, 9,
24–26, 30, 40, 41, 55, 58, 59, 63, 65, 69, 74, 78

UMTS Universal Mobile Telecommunications System. The Universal Mobile Telecommunica-
tions System is a mobile data standard for cellular communication with a transfer rate
higher than GPRS but lower than LTE . 1

Wi-Fi Wi-Fi is a wireless technology for local area networking based on the IEEE 802.11
standards. 1, 13, 18–20, 22, 32, 33, 50, 58, 71, 72, 74, 79, 82, 83

Wi-Fi Aware Wi-Fi Aware is a Wi-Fi standard that enables devices to discover and connect
to each other directly, and to exchange data without creating a network connection [55].
73, 74, see IBSS
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