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Abstract

Cities and municipalities in Germany are more frequently using online participation
projects to incorporate the opinion of their citizens into political decision-making pro-
cesses. Citizens are able to voice their opinions, ideas, and comments in text form
on online-based, forum-like platforms. The evaluation of these projects is conducted
manually and can be very time consuming if the participants have written thousands of
text contributions. In cooperation with technical service providers and cities as part of
the PhD program Online Participation, we identified a need for automated approaches
that assist in the manual evaluation.

First, we focused on argument mining. On the basis of the project Tempelhofer
Feld, we identified a suitable argument model for online participation projects, anno-
tated text content from a part of the project with three annotators, and achieved a
high inter-annotator agreement. Then, we worked on the two machine learning tasks
of automatically identifying argumentative content and classifying argument compo-
nents. In our approach, we evaluated a classical machine learning approach with feature
engineering as well as deep learning techniques.

Afterwards, we focused on online participation projects with a high number of
text contributions and the task of automatically creating a broad overview of the
discussion topics. We started by creating a new lemmatizer for German based on
Wiktionary. After a fundamental debate about which text content should be considered
for a topic extraction method and how the extracted topics should be visualized, we
applied different topic extraction methods to several online participation projects and
discussed their results.

Finally, we used text content from citizens involved in the discussion and dealt
with the task of automatically inferring demographic attributes in order to identify
underrepresented population strata. We developed a multi-lingual author profiling
approach for the PAN author profiling challenge in 2016 and achieved first place out
of 22 participating teams for gender detection in English text.





Zusammenfassung

In Deutschland setzen Städte und Kommunen vermehrt Online-Partizipationsprojekte
ein, um die Meinung ihrer Bürger in politischen Entscheidungsprozessen berücksichti-
gen zu können. Dazu werden onlinebasierte, forenähnliche Plattformen verwendet, auf
denen die Bürger ihre Meinungen, Ideen und Kommentare in Textform äußern. Die
Auswertung solcher Projekte erfolgt manuell und führt bei einer sehr hohen Anzahl an
Textbeiträgen schnell zu einer Überlastung personeller Kapazitäten. In Kooperation
mit technischen Dienstleistern und Städten im Rahmen des NRW Fortschrittskollegs
Online-Partizipation haben wir einen Forschungsbedarf an automatisierten Verfahren
in mehreren Bereichen identifizieren können.

Zunächst haben wir im Bereich des Argument Minings auf Grundlage des Beteili-
gungsprojekts Tempelhofer Feld und anhand von bestehenden Argumentationsmo-
dellen ein geeignetes Modell für Online-Partizipationsverfahren identifiziert und mit
drei Annotatoren einen Teil des Beteiligungsprojekts mit hoher Übereinstimmung an-
notiert. Anschließend haben wir auf diesem Datensatz die beiden Machine Learning-
Aufgaben der Erkennung von argumentativem Textinhalt und der Klassifikation von
Argumentationskomponenten bearbeitet. Dabei haben wir sowohl klassische Machine
Learning-Verfahren mit Feature Engineering als auch Deep Learning-Verfahren aus-
führlich evaluiert.

Danach widmeten wir uns der Problemstellung, wie bei einer sehr großen Anzahl an
Textbeiträgen automatisch ein Überblick über die Diskussionsthemen erstellt werden
kann. Hierfür haben wir zunächst ein paar notwendige Vorarbeiten, wie die Erstel-
lung eines neuen Verfahrens zur Grundformreduktion, durchgeführt. Nach grundle-
genden Diskussionen über die für die Extraktion zu berücksichtigen Textinhalte und
die Darstellungsform der extrahierten Themen, haben wir Verfahren der Themenex-
traktion auf mehrere Online-Partizipationsverfahren angewendet und ihre Ergebnisse
diskutiert.

Abschließend haben wir uns mit der Aufgabe beschäftigt, wie automatisiert Vertei-
lungen von demografischen Angaben über die an der Diskussion beteiligten Personen
anhand von Textbeiträgen bestimmt werden können, um unterrepräsentierte Bevölke-
rungsschichten identifizieren zu können. Hierzu haben wir einen multilingualen Ansatz
entwickelt, der für englische Texte in der PAN author profiling challenge 2016 für die
Vorhersage des Geschlechts eines Autors den ersten Platz von 22 beteiligten Teams
erreichen konnte.
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1
Introduction

This thesis begins with an introduction to online participation processes, describing
the research goal, listing all publications, and outlining the layout.

1.1 Online Participation Processes

In the last couple of years, more and more cities in Germany have offered their citi-
zens online-based discussion platforms on which the citizens are able to participate in
decision-making processes (Gladitz et al., 2017), for instance on how the budget of the
next fiscal period should be allocated. With the terms online participation processes
and online participation projects, we refer to online platforms that include people into
decision-making processes. They are usually forum-like and revolve around a prede-
fined topic. The typical ways of participating usually include the possibility to propose
ideas, to write comments, and to upvote and downvote texts of other users.

In this thesis, we focus on online participation in local political issues where the
users are typically citizens who are affected by the topic of discussion. Our work is
part of the PhD program Online Participation, funded by the North Rhine-Westphalian
funding scheme Fortschrittskollegs.

In North Rhine-Westphalia, almost a third of the cities and municipalities al-
ready have experience with online participation, and participatory budgetings (Bürg-
erhaushalte) are most popular (Gladitz et al., 2017). On some of these platforms,
citizens are engaged in extensive discussion, for instance by arguing for and against a
certain topic from different points of view, which is sometimes called citizen-to-citizen-
communication.

Besides politics, there are other application domains in which online participation is
applied, such as policy drafting in universities (Escher et al., 2017) or companies. Ac-
cording to Rohmann and Schumann (2017), many of the online participation processes
in companies fail because of a low participation rate.

In a political setting, online participation processes sometimes attract a lot of users
who contribute a high amount of text content, while at other times the participa-
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2 1. INTRODUCTION

tion in these processes is very low. Figuring out which factors are responsible for the
participation rate is still an open research question. For example, Zepic et al. (2017) in-
vestigate reasons for low participation rates based on expert interviews and a literature
review and categorize them into five categories, including that the process is unknown
to the citizens, that citizens are unable to participate, that they have no interest in
participating, and that they refuse to participate.

In this dissertation, we are particularly interested in online participation processes
in which a large number of texts is overwhelming for both the administration and the
participants. In these cases, it becomes very difficult to quickly obtain an overview of
the topics that have been and are being discussed. It is conceivable that the following
effects described by Jones et al. (2004) will also occur in online participation processes:
“(1) users are more likely to respond to simpler messages in overloaded mass interaction;
(2) users are more likely to end active participation as the overload of mass interaction
increases; and (3) users are more likely to generate simpler responses as the overloading
of mass interaction grows.” Therefore, we would like to use natural language processing
techniques to counteract these effects.

For a more detailed introduction to online participation, relevant text mining tasks,
and the political and legal situation in Germany, we refer the reader to Liebeck et al.
(2017).

1.2 Research Goal
Online participation processes with a high number of text contributions are difficult
to analyze manually. As of now, all these processes are evaluated manually, which is
time-consuming and costly. We would like to help with the analysis of these texts by
assisting the manual analysis with natural language processing techniques.

It is important to us that our research addresses current problems in real online par-
ticipation processes. In order to ensure this, we have conducted extensive discussions
with several firms that provide technical solutions for online participation processes
as well as with municipalities in which these processes are carried out. This allowed
us to identify multiple problems, both during a process and for the evaluation after
completion of a process.

For proposal-based online participation projects, the aim is to arrive at technical so-
lutions for the automatic extraction of suggestions and their related justifications from
text content written by citizens and for the creation of an overview of the discussed top-
ics. For example, an output of such technical approaches could be that many citizens
complain about a parking situation in a district or that more cultural programs should
be offered. Additionally, information about the demography of the discussion partic-
ipants was described as interesting in order to determine whether certain population
strata are underrepresented.

For these desired technical solutions, several automated steps are conceivable which
should ultimately lead to a reduction in manual work. In this thesis, we focus on the
three areas of argument mining, topic extraction, and author profiling. Our research
approach is interdisciplinary, combining the strengths of two disciplines: computer
science and the social sciences.

The practical application of our research areas is becoming increasingly important
as the state government in North Rhine-Westphalia is encouraging its municipalities
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to carry out online participation processes, while the municipalities are, at the same
time, legally required to evaluate the processes.

1.3 Publication List
This cumulative dissertation is based on multiple previously published papers which ap-
peared in national and international peer-reviewed conferences, workshop proceedings,
and journals. The following list comprises all publications that were published during
the pursuit of the PhD degree. The publications that make up the core contributions
to the automated discussion analysis in the application domain of online participation
are included in Chapter 6. The sections that are built upon these contributions are
also indicated in the publication list.

2017:

1. Matthias Liebeck, Katharina Esau, and Stefan Conrad (2017). “Text Mining
für Online-Partizipationsverfahren: Die Notwendigkeit einer maschinell unter-
stützten Auswertung”. In: HMD Praxis der Wirtschaftsinformatik 54.4. Schwer-
punktheft „Online Participation“, pp. 544–562.
Contributions: Matthias Liebeck designed the experiments, evaluated features
for the machine learning tasks, and implemented the topic modeling approach.
The manuscript was prepared jointly by Matthias Liebeck and Katharina Esau.
Sections: 2.6.2.3, 3.3.2
Status: Published.

2. Pascal Hirmer, Tim Waizenegger, Ghareeb Falazi, Majd Abdo, Yuliya Volga,
Alexander Askinadze, Matthias Liebeck, Stefan Conrad, Tobias Hildebrandt,
Conrad Indiono, Stefanie Rinderle-Ma, Martin Grimmer, Matthias Kricke, and
Eric Peukert (2017). “The First Data Science Challenge at BTW 2017”. In:
Datenbank-Spektrum 17.3, pp. 207–222.
Contributions: Matthias Liebeck and Alexander Askinadze participated in the
BTW 2017 Data Science Challenge and achieved 2nd place which was awarded
with 300 euros prize money. The third section of the manuscript was prepared
jointly by Alexander Askinadze and Matthias Liebeck under the supervision of
Stefan Conrad.
Status: Published.

3. Roland Kahlert, Matthias Liebeck, and Joseph Cornelius (2017). “Understand-
ing Trending Topics in Twitter”. In: Datenbanksysteme für Business, Technologie
und Web (BTW 2017) - Workshopband. GI, pp. 375–384.
Contributions: The research was conducted jointly by Matthias Liebeck, Roland
Kahlert and Joseph Cornelius. Matthias Liebeck designed the experiments, espe-
cially for the Topic Detection section (which were implemented by Joseph Cor-
nelius), and supervised Roland Kahlert. The manuscript was prepared jointly by
Matthias Liebeck and Roland Kahlert.
Sections: 3.3
Status: Published.
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4. Katharina Esau, Matthias Liebeck, and Christiane Eilders (2017). “Mining Ar-
guments in Online Participation: Möglichkeiten und Grenzen manueller und
automatisierter Inhaltsanalyse zur Erhebung von Argumentkomponenten”. In:
Polkomm 2017 - „Disliken, diskutieren, demonstrieren – Politische Partizipation
im (Medien-)Wandel“.
Contributions: Matthias Liebeck performed simulations for the evaluation in
the manuscript. Katharina Esau and Matthias Liebeck contributed equally to
the preparation of the manuscript.
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Status: Published.

2016:
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(2016b). “Pisco: A Computational Approach to Predict Personality Types from
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Liebeck, Pashutan Modaresi, and Alexander Askinadze.
Status: Published.
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1.4 Thesis Layout
This thesis comprises three main chapters. For each of these sections, we provide a
brief overview over the section’s content:

Chapter 2: Argument Mining in Online Participation Processes
In Chapter 2, we focus on argument mining. We introduce an argument model suit-
able for online participation projects and describe our annotated corpus. Afterwards,
we focus on two machine learning tasks and evaluate our classical machine learning
approach with feature engineering and deep learning approaches.

Chapter 3: Topic Extraction
In Chapter 3, we focus on extracting discussion topics from online participation projects
with a high number of text contributions. We start by introducing a new German lem-
matizer and address textual semantic similarity. Afterwards, we use two approaches to
extract topics. We discuss their results and outline a topic labeling approach.

Chapter 4: Author Profiling
In Chapter 4, we address author profiling, which is the task of predicting demographic
attributes of users based on their text content. We present our multi-lingual author
profiling approach (Modaresi et al., 2016a) and apply it to a German online participa-
tion project.



2
Argument Mining in Online

Participation Processes

In this chapter, we focus on mining arguments from German online participation
projects. After an introduction to argument mining, we describe why argument mining
is useful for online participation projects. Afterwards, we describe an argument model
that is suitable for online participation projects. Then, we describe our annotated
dataset and evaluate our approaches to the two machine learning tasks of automati-
cally identifying argumentative content and classifying argument components in detail.
The code for our argument mining pipeline and our deep learning experiments is open-
sourced on GitHub1.

2.1 Introduction into Argument Mining
On the Internet, many people discuss and argue about a variety of topics. When
purchasing a product online, for example, a camera, reasons for or against the purchase
can be read in advance in product reviews. These reasons are usually not available as
a compact list but are scattered in continuous text. An example of the application
domain online participation is a discussion about whether a playground should be
constructed, where reasons for or against the construction are expressed. For a small
number of text documents, such reasons can be quickly read manually. However, if
the number of text documents is high, e.g., several hundred or even several thousand,
a significant investment of tedious manual effort is required to sift through the text
documents in order to condense and summarize their content. For precisely such cases,
an automated analysis system would be desirable. The development of such techniques
falls within the area of argument mining.

Argument mining is a trending research field that focuses on the identification and
classification of argument components in texts and on the extraction of their relations.
Until today, argument mining has been used on texts in different languages (mostly in

1https://github.com/Liebeck/ArgMining
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8 2. ARGUMENT MINING IN ONLINE PARTICIPATION PROCESSES

English and German, but also in Greek (Goudas et al., 2014), Japanese (Reisert et al.,
2014), Chinese (Chow, 2016; Li et al., 2017), and in Spanish (Fierro et al., 2017)) and in
several text domains, including the legal domain (Palau and Moens, 2009; Houy et al.,
2013), online participation (Park and Cardie, 2014; Liebeck et al., 2016a), persuasive
essays (Stab and Gurevych, 2014b), news (Eckle-Kohler et al., 2015), artificially created
microtexts (Peldszus and Stede, 2013), reviews (Schneider and Wyner, 2012; Rajendran
et al., 2016), social media (Goudas et al., 2014; Addawood and Bashir, 2016), web
discourse (Habernal and Gurevych, 2015; Habernal and Gurevych, 2017), and scientific
publications (Kirschner et al., 2015; Green, 2015).

There are three common tasks in argument mining which are performed one after
the other in a real-world application:

1. Argument identification
As a first step, non-argumentative text content is separated from argumentative
text content.

Example:

Hello, my name is Matthias.
Cigarettes are bad for your health.
Studies show that cigarettes can
cause cancer.
Thanks for reading my text.

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .Hello, my name is Matthias.
Cigarettes are bad for your health.
Studies show that cigarettes can
cause cancer.
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .Thanks for reading my text.

Legend:
argumentative content

. . . non-argumentative content

2. Argument classification
Argumentative text content can then be classified according to a specified ar-
gument model. In the following example, the claim-premise family is used as
argument model which comprises claims (“a controversial statement that is ei-
ther true or false” (Stab and Gurevych, 2014a)) and premises (reasons that either
support or attack a claim).

Example:

Cigarettes are bad for your health.
Studies show that cigarettes can
cause cancer.

Legend:
argumentative content

Cigarettes are bad for your health.
:::::::::::::::::::::::::::::::::
Studies show that cigarettes can
:::::::::::::
cause cancer.

Legend:
claim

::: premise
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3. Argument linking
After individual argument components have been determined, relations between
these components can be identified (e.g., a premise supporting a claim).

Example:

Cigarettes are bad for your health.
:::::::::::::::::::::::::::::::::
Studies show that cigarettes can
:::::::::::::
cause cancer.

Legend:
claim

::: premise

Cigarettes are bad for your health.

supports

:::::::::::::::::::::::::::::::::
Studies show that cigarettes can
:::::::::::::
cause cancer.

Legend:
claim

::: premise

Argument mining is applied to text documents. In order to measure the effec-
tiveness of a machine learning approach, an argument mining system is benchmarked
on an annotated corpus. Such corpora comprise text documents that were previously
annotated according to an argument model selected by the respective authors of the
respective publications. Currently, the argument mining community has not agreed on
a single argumentation model. The choice of the argument model depends on a variety
of factors, including the text domain (e.g., legal field vs. web discourse) and the way in
which different texts are connected (monologue texts vs. discourse with reciprocity).
Especially for different types of web content, we agree with Habernal et al. (2014) that
there is no single argumentation model that fits every application domain and that the
choice of an argumentation model depends on the respective text domain.

However, most argument models contain two common components called claim and
premise. There are different definitions of a claim: Toulmin (2003, p. 90) describes
a claim as the statement of the argument “whose merits we are seeking to establish.”
Stab and Gurevych (2014a) define a claim as a “controversial statement that is either
true or false” and that it “should not be accepted by readers without additional support.”
Palau and Moens (2009) use the term claim as “an idea which is either true or false.”
Premises are reasons that either support or attack a claim.

Argument mining corpora are rare due to the time-consuming nature of annotating
a corpus, including the creation of annotation guidelines, annotator training, mea-
surement of inter-annotator agreement, and finally the annotation process itself. For
a detailed literature review of previous work in the field of argument mining and of
existing corpora, we refer the reader to the extensive works from Lippi and Torroni
(2016) and Habernal and Gurevych (2017). At this point, we briefly mention only a
few notable corpora:

Stab and Gurevych (2014a) were most influential in the choice of our argumentation
model. They annotated a corpus of 90 persuasive essays with a new three-part argu-
mentation model in the claim-premise family, comprising major claims, claims, and
premises. In addition, they followed the approach employed by Peldszus and Stede
(2013) and annotated argumentative relations in the form of supports and attacks.
In Stab and Gurevych (2014b), they published their machine learning approach for
determining argument components (the identification of argumentative sentences and
argument components were merged into a 4-class classification problem (none, major
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claims, claims, and premises)) and argument relations. They achieved macro-averaged
F1 scores (see Section 2.5) of 72.6% and 72.2%, respectively.

Peldszus and Stede (2016) released a corpus of 112 microtexts that each contains
approximately five discourse segments. Their corpus is notable for being the first
parallel argument mining corpus which was originally written in German and then
professionally translated into English.

With Liebeck et al. (2016a), we started to address the research gap of automatically
mining arguments for German political online participation projects. Further details
of our work are provided in the rest of this section.

A new subtask of determining which one of two given arguments about the same
topic and stance is more convincing was introduced by Habernal and Gurevych (2016)
by releasing a crowdsourced corpus of almost 17,000 argument pairs. Their contribution
is also notable for being one of the first publications in the argument mining community
that uses recurrent neural networks for classification tasks.

2.2 Motivation
In the workflow of many online participation processes, the citizens first engage in online
discussion and submit their suggestions or ideas. Subsequently, their text contents
are read manually and summarized in the form of a list of proposals. Each of these
proposals is checked to determine whether it can be implemented in consideration of
legal and financial possibilities. As a final step, this list of proposals will be presented
to politicians at a meeting of the municipal council and each of the proposals can be
voted on. For example, such a list may contain that many citizens may wish to see a
revision of the parking fees in the city center or that many citizens support the planting
of new trees in a park.

We have a very practical point of view on what kind of results we want to automat-
ically extract by using argument mining technologies on online participation processes.
We want to automatically support the person that creates the list of the proposals
since the manual summarization of the citizens’ text contents, particularly in the case
of participation processes with several thousand text contents, is complex and, there-
fore, takes a long time.

Politicians have a good basis for discussion when they know the concerns of their
citizens in the form of proposals and justifications. An automated summary of the
discussion should answer the following three questions, which we formulated in Liebeck
et al. (2016a):

1. Which suggestions and ideas are contributed by the citizens? What do people
want to be built or decided upon?

2. Which reasons do the citizens provide for the realization of their suggestions?
How do they argue for and against these ideas?

3. How many people in the discussion say that they agree or disagree with them?

From our point of view, we are most interested in mining suggestions. Although
the third question can partially be answered by taking upvotes and downvotes into
account, citizens also tend to express their agreement and disagreement in text form,
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which must be (automatically) interpreted in order to obtain a full overview of all
expressed opinions.

2.3 Argument Model for Online Participation
In Liebeck et al. (2016a), we presented our first approach on argument mining for
online participation projects that focus on gathering proposals in the form of options
for actions or decisions (e.g., “We should build a playground.” or “Should dogs be
banned from the park?”). We looked at the online participation project Tempelhofer
Feld 2 in order to determine an argument scheme that is suited for online participation
and started to apply existing argument models to our dataset: (i) Toulmin’s model
(Toulmin, 1958) and (ii) the claim-premise family.

By analyzing the participation project in the scope of Liebeck et al. (2016a), we
identified the following behavior: (i) we have discourse between different users; (ii) at-
tacks on logical conclusions are rather rare; (iii) users frequently express their wishes;
(iv) users participate by providing reasons for and against other suggestions; (v) sug-
gestions cannot be classified as true or false; and (vi) suggestions can be accepted
without additional support. Taking this behavior into account, existing models did
not fit exactly. Based on the user behavior and our practical point of view, we also
quickly realized that we needed to distinguish between at least three different categories
of argumentative content.

For the choice of our argument model, the claim-premise family was a good starting
point. The modifications from Stab and Gurevych (2014a) into a three-part model were
most influential for our argument model. We developed an argument model with three
argument components for proposal-based online participation projects in Liebeck et al.
(2016a) and made the following definitions:

• major position: Major positions are options for actions or decisions that occur
in the discussion (e.g., “We should build a playground with a sandbox.” or “The
opening hours of the museum must be at least two hours longer.”). They are
most often someone’s vision of something new or of a policy change. If another
user suggests a modified version by changing some details, the new suggestion
is a new major position (e.g., “We should build a playground with swings.”). In
our practical view, major positions are unique suggestions from citizens that
politicians can decide on.

• claim: A claim is a pro or contra stance toward a major position (e.g., “Yes,
we should definitely do that! ”). In our model, claims are text passages in which
users express their personal positions (e.g., “I dislike your suggestion.”). For a
politician, the text content of a claim in our definition does not serve as a basis for
decision making because claims do not contain justifications upon which decisions
can be backed up. The purpose of mining these claims is a conversion into two
numbers that indicate how many citizens are for or against a suggestion.

• premise: The term premise is defined as a reason that attacks or supports
a major position, a claim or another premise. Premises are used to make an

2https://tempelhofer-feld.berlin.de/

https://tempelhofer-feld.berlin.de/
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argumentation comprehensible for others, by reasoning why a suggestion or a
decision should be realized or why it should be avoided (e.g., “This would allow
us to save money.”). We use the term premise in the same way as the claim-
premise model and as Toulmin with grounds.
We do not evaluate if a reason is valid. We only determine the user’s intent:
If an annotator perceives that a user is providing a reason, we annotate it as
such (see Section 2.4). Otherwise, we would have to evaluate each statement
on a semantic level. For example, if a user argues that a suggestion violates a
building law, the annotators would need to check this statement. A verification
of all reasons for correctness would require too much expertise from annotators
or a very large knowledge database. In our application domain, we leave the
evaluation to human experts who advise politicians.

Our argument model is illustrated in Figure 2.1.

Premise

Claim

Major position
attack / support

pro / contra
stance

attack /
support attack /

support

Figure 2.1: Our argumentation model for political online participation (Liebeck et al.,
2016a)

2.4 Corpus
In Liebeck et al. (2016a), we applied our argument model to the Tempelhofer Feld
project. By the time we annotated the corpus, the Tempelhofer Feld project consisted
of 340 ideas and 1389 comments. The Tempelhofer Feld was chosen as the corpus for
our research since the participation rate is high and its text content is licensed under
the Creative Commons License, which allows us to redistribute the corpus along with
our annotations.

Figure 2.2 shows a few German examples and their translations into English from
the Tempelhofer Feld project, to which we have applied our argument model. The
discussion thread began with one citizen proprosing to build children’s playgrounds 1

and stating his reason for the proposal 2 . Another citizen replied with his stance 3

and backed it up 4 . During the discussion, two modified ideas were posted 5 , 6 .
We did not annotate relations between argument components. Since the Tem-

pelfolder Feld consists of proposals that can be commented on, we have discourse
between the users, meaning one user can refer to the argumentation of another user,
and, therefore, argument relations can link between argument components of the same
document or between argument components of different documents. Especially for pro-
posals with more than 30 comments, this leads to a large number of possible relations
that require examination. In addition to the challenge posed by quadratic complexity,
it is difficult to create subjective annotation guidelines that allow annotations without
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1 [major position: Wir hoffen, dass
Kinderspielplätze zukünftig mit dem
THF-Gesetz im Aussenbereich verein-
bar sind.]

2 [premise: Als Familienvater von 2
Kindern fehlt mir auf dem Feld der
ein oder andere Kinderspielplatz.]

3 [claim: Ich sehe das Anlegen von ein-
fachen Spielplätzen eher kritisch und
das obwohl ich selber Kinder habe.]

4 [premise: Im Umkreis des Feldes sind
bereits viele zum Teil sehr schöne
Spielplätze vorhanden. Dafür muss
meiner Ansicht nach das Feld nicht
bebaut werden.]

5 [major position: zum beispiel könnte
man eine art mini flughafen machen
oder so.]

6 [major position: was ich auch
gut fände, wäre zum beispiel eine
kletterwand in form des luftbrück-
endenkmals.]

7 [claim: ich finde die idee mit dem
spielplatz gut und sinnvoll, [. . .]]

1 [major position: We hope that chil-
dren’s playgrounds in the open-air
space will be compatible with the ThF
law in the future.]

2 [premise: As a father of two children I
am missing one or two children’s play-
grounds on the field.]

3 [claim: I am rather critical of the
creation of simple playgrounds even
though I have children myself.]

4 [premise: In the vicinity of the
field there are already plenty of play-
grounds, some of which are very nice.
Therefore, I don’t think it’s necessary
to build another one on it.]

5 [major position: For example a
miniature airport could be built.]

6 [major position: I would also like a
climbing wall shaped like the Airlift
Memorial.]

7 [claim: [Having] a playground would
be a good and sensible idea. [. . .]]

Figure 2.2: Examples of our argumentation model applied to excerpts of the Tempel-
hofer Feld

overinterpreting argument relations. This is especially the case for argument com-
ponents that require domain knowledge in order to determine whether a premise is
attacking or supporting. We decided not to annotate argument relations in order to
avoid wrong and incomplete annotations.

We want to point out that it is not impossible to annotate argument relations. The
research design of Peldszus and Stede (2013) allowed for annotating argument rela-
tions within document boundaries since their text content was tailor-made to contain
multiple discourse segments that relate to each other. However, since we dealt with
genuine web content containing discourse across document boundaries, the annotation
of argument relations turned out to be much more difficult than we initially expected.

As a result, we decided to further divide claims into pro claims and contra claims
and annotated four different argument components (major claim, pro claim, contra
claim, and premise) in our THF Airport ArgMining Corpus. These two subtypes are
identified by the most dominant position of a claim based on the wording and the
content. For example, claim 3 from Figure 2.2 contains a contra stance and claim 7
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is formulated positively and, therefore, is considered to a be pro claim.
We created annotation guidelines and used the brat rapid annotation tool (Stene-

torp et al., 2012) for the annotation process. The annotators were instructed to use
freely assignable spans. This allows for multiple annotations per sentence and annota-
tions spanning multiple sentences. In total, we annotated a subset of 72 proposals and
575 comments with three annotators. Further details about the corpus’ class distribu-
tion are discussed in the next section. We measured our inter-annotator agreement with
Krippendorff’s unitized alpha αu (Krippendorff, 2004) on a subset of the corpus and
achieved αu = 92.4% for argumentative vs. non-argumentative spans and αu = 78.0%
for argument components, which is in line with previous annotation studies3.

Another approach we could have pursued to annotate our corpus would have been
crowdsourcing, e.g., Amazon’s Mechanical Turk4. In crowdsourcing, the annotation
process is broken down into multiple single tasks, so-called human intelligent tasks,
which are solved by humans, called workers, who receive a small financial reward for
their work. Crowdsourcing has attracted a lot of attention in a variety of natural
language processing tasks, for instance in annotating the convincingness of arguments
(Habernal and Gurevych, 2016), in creating translations (Zaidan and Callison-Burch,
2011) and language resources (Mohammad and Turney, 2013), and in the evaluation
of topic models (Chang et al., 2009). The characteristic of outsourcing the annotation
process into a crowd makes crowdsourcing especially attractive for the annotation of
large datasets. We decided against the use of crowdsourcing since we first wanted to
gain experience with annotations from experts.

2.5 Multi-level Classification Process
The annotations from the THF Airport ArgMining Corpus allow us to evaluate two
machine learning tasks: (i) argument identification by treating all annotated text spans
as argumentative text content and text parts that have no annotations are considered
to be non-argumentative text; (ii) argument classification of the argumentative text
sentences that have exactly one annotation.

For now, we use individual sentences as the granularity level of our classification
tasks. We treat both above-mentioned tasks as a multi-level classification process which
is illustrated in Figure 2.3. The identification of argumentative text parts is called
subtask A. Since the number of pro claims and contra claims is very low compared
to the other two classes (see Table 2.1), we decided to group pro claims and contra
claims as claims for a ternary classification problem denominated as subtask B. In
the following step, called subtask C, we can further differentiate claims into their two
subtypes.

Now, we want to outline the structure of our evaluation framework. First of all,
the annotated corpus has been randomly split into an 80% training set and 20% test
set for subtasks A and B. The exact distribution of both sets is listed in Table 2.1.
The parameters of our features and of our classifiers are selected by a grid search on
a 10-fold cross-validation on the training set. The test set is only touched once per

3Habernal and Gurevych (2017) provide a good overview of inter-annotator agreement scores in
the field of argument mining.

4https://www.mturk.com

https://www.mturk.com
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input sentence

classifier

non-argumentative argumentative

classifier

major position claim premise

classifier

pro claim contra claim

Subtask A

Subtask B

Subtask C

Figure 2.3: Multi-level classification process for an input sentence (Liebeck et al., 2017)

Subtask Training set Test set
Subtask A 1667 argumentative 411 argumentative

280 non-argumentative 75 non-argumentative
Σ 1947 sentences 486 sentences

Subtask B 951 premises 219 premises
399 major positions 110 major positions
242 claims 69 claims

Σ 1592 sentences 398 sentences
Subtask C 185 pro claims 56 pro claims

57 contra claims 13 contra claims
Σ 242 sentences 69 sentences

Table 2.1: Class distribution for all three subtasks in the THF Airport ArgMining
Corpus

feature to calculate the results. Therefore, no knowledge from the test set influences
or bleeds5 into the parameter selection.

The design of our evaluation framework is influenced by our previous work in author
profiling (Modaresi et al., 2016a) and experience gained in the domain of personality
recognition (Liebeck et al., 2016b). Our framework comprises two main scripts named
grid search and evaluate. As the name suggests, the grid search script is responsible
for determining the best parameters for the features and the classifiers on the training
set by a grid search on a cross-validation. The resulting parameters and random states
are serialized into a config file. The evaluate script then reads the config file, sets all
the specified parameters and random states for the classification pipeline, and predicts
reproducible results for the test set. The resulting predictions and confusion matrix
are saved in order to make an error analysis possible.

As evaluation metric, we chose the macro-averaged F1 score. Since we have a class
5Vanhoucke (2017) uses the term bleed to describe this effect.
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imbalance, accuracy would not be a good choice as evaluation metric since a classifier
that always predicts the majority class would achieve high scores. The F1 score for a
class c is defined as the harmonic mean of precision and recall of class c:

F1(c) = 2 · precision(c) · recall(c)
precision(c) + recall(c)

(2.1)

In order to weight every class c ∈ C the same, the macro-averaged F1 score calcu-
lates the average of all F1 scores:

macro-averaged F1 =
1

|C|
∑
c∈C

F1(c) (2.2)

2.6 Classical Machine Learning Approach
We will now focus on a classical machine learning approach with feature engineering for
argument mining. We start by describing our features and reporting already published
results from Liebeck et al. (2016a), Esau et al. (2017), and Liebeck et al. (2017). Then,
we evaluate additional features in the scope of this thesis and report their results as
well.

2.6.1 Features
We experimented with a multitude of features for our machine learning algorithms:

• Lexical features:

– word unigrams and bigrams (raw, lowercased, lemmatized with IWNLP
(Liebeck and Conrad, 2015) (see Chapter 3.1), and combinations thereof)

– character n-grams

– token shapes (e.g., representing ‘Berlin’ with ‘Xxxxx’)

• Structural and syntactic features:

– L2-normalized part-of-speech tag distribution of the STTS tags (Schiller et
al., 1999) and the more coarse universal part-of-speech tagset (Petrov et al.,
2012)

– L2-normalized distribution of the dependencies in the TIGER annotation
scheme (Albert et al., 2003)

– punctuation features:

∗ relative count of commas and dots
∗ last token of a sentence as a one-hot encoding (‘.’, ‘ !’, ‘?’, ‘OTHER’)

– number of URLs

– index number of the sentence in the document

– number of tokens in the sentence
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– number of named entities

– depth of a text comment in the tree hierarchy of the discussion

• Topic features:

– LDA (Blei et al., 2003) topic distribution trained on a German Wikipedia
dump

– LDA topic distribution trained on the whole THF corpus

• Sentiment features:

– SentiWS (Remus et al., 2010) (averaged polarity and discretized distribu-
tion)

• Embedding features:

– Word embeddings: Word embeddings (Mikolov et al., 2013) are a com-
monly used way to overcome the sparsity problem that occurs when dealing
with a big vocabulary of size |V | in a bag-of-words (BoW) model. Instead
of representing a word with a very long vector only containing zeros except
for one dimension, word embeddings allow for a representation in a con-
tinuous vector space with a much lower dimension k � |V | (for instance
k ∈ {100, 200, 300}) that also captures semantics by embedding semanti-
cally related words closer together than words that are not semantically
related. Since word embeddings have evolved to be a standard represen-
tation for words in the last three years, we trained word embeddings with
gensim (Řehůřek and Sojka, 2010) on a German Wikipedia dump.
Aside from a lower dimensionality, word embeddings do have an additional
advantage over classical BoW models since out-of-vocabulary (OOV) terms
(words that were not present during the creation of the vocabulary in the
training phase of a classifier) cannot be accurately dealt with using BoW
models. Word embeddings, however, can deal with an OOV term w in a
classification task as long as w has a vectorial representation in the word
embedding. Since semantically related words should be close to each other
in a word embedding, an OOV term a should behave similarly to a word
synonym b that is present in the training set.
One disadvantage of word embeddings (that standard BoW models also
have) is that words are each usually represented by exactly one embedding,
although the word might have more than one meaning. However, this issue
is already being addressed by Fadaee et al. (2017) who proposed a method to
create multiple word embeddings per word with the intention of representing
each meaning with a separate vector.

– Character embeddings: In Liebeck et al. (2017), we evaluated the com-
mon way to represent words with word embeddings. However, this approach
has the disadvantage of dealing with out-of-vocabulary words (in terms of
the embedding vocabulary) since they do not have a vector representation.
Instead of looking up a vectorial representation based on the full lexical form
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of the word, Bojanowski et al. (2017) proposed a new approach that incor-
porates subword information. In their approach, each word is represented
by a bag of character n-grams and the word embedding of a given word is
the sum of the word embeddings for the containing n-grams. As a result, it
is possible to obtain word embeddings for unknown words. Using these sub-
word representations, Bojanowski et al. (2017) were able to improve upon
several baselines of multiple tasks (and in several languages) that do not
use subword information. Bojanowski et al. (2017) reported that n-gram
sizes of length 5 or 6 are good choices to capture subword information for
German compound nouns and that smaller n-gram sizes resulted in slightly
smaller results. In our evaluation in Section 2.6.2.3, we experimented with
a range of n-gram sizes and did not observe the same effect.

2.6.2 Argument Identification and Argument Classification
In this subsection, we discuss the classification results for subtask A and subtask B
using a classical machine learning approach including feature engineering. We begin
with our initial approach from Liebeck et al. (2016a). Afterwards, we report our
observations of the effects of changing the training size from our work in Esau et al.
(2017). Subsequently, we outline our experiments from Liebeck et al. (2017) on word
embeddings. Finally, we experiment with additional features and report their results.

2.6.2.1 Initial Approach

In Liebeck et al. (2016a), we presented our corpus and our initial machine learning
approach. We evaluated three different classifiers: support vector machines (SVM)
(Cortes and Vapnik, 1995) with an RBF kernel, k-nearest neighbor (k-NN), and random
forests (RF) (Breiman, 2001). As features, we evaluated lexical features (unigrams and
bigrams), part-of-speech tag and dependency distributions (denoted as grammatical
features), and structural features. The classification results of our initial approach are
listed in Table 2.2.

Feature Set Subtask A Subtask B
SVM RF k-NN SVM RF k-NN

Unigram 65.99 68.13 61.00 64.40 59.41 40.30
Unigram, lowercased 66.69 64.53 62.26 65.32 53.35 38.25
Bigram 41.79 50.48 16.25 46.62 50.42 11.51
Grammatical 55.88 52.24 48.52 59.54 47.89 46.81
Unigram + Grammatical 69.77 58.39 64.87 68.50 57.13 35.90
Unigram + Grammatical + Structural 67.50 61.14 54.07 65.99 59.46 47.27

Table 2.2: Macro-averaged F1 scores for subtask A and subtask B in Liebeck et al.
(2016a)

The best results for both subtasks were at almost 70% macro-averaged F1 and
were both achieved by an SVM with unigrams and distributions of part-of-speech tags
and dependencies. To put these numbers into perspective, at the time of publication,
the quality of the classification results was comparable to other studies that also used
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classical machine learning approaches on their respective datasets. Upon analyzing the
results for subtask B and taking a closer at the confusion matrix of the classification
results (Liebeck et al., 2016a), we can see that premises can be classified quite well but
major positions are often wrongly classified as premises.

2.6.2.2 Effects of the Training Size

In our THF Airport ArgMining Corpus, we only annotated about one-third of the
whole online participation process due to time and budgetary constraints. A valid
question regarding the size of our dataset or in any annotation process in general is:
How much data do we need to annotate for machine learning in order to achieve good
classification results? This question is difficult to answer because of several influential
factors, such as (i) “How representative is the annotated subset of the whole dataset? ”,
(ii) “How high is the annotation quality? ”, and (iii) “Does the intended classifier require
a somewhat minimum number of training instances to be able to learn? ”.

In Esau et al. (2017), we focused on a very similar question: How good would our
result have been if we would have only annotated a smaller percentage of our dataset?
To answer this question, we decided for the following evaluation setup: Given a fixed
test dataset of annotated argument components (the same one we used earlier for
subtask B), we measured how the quality of our predictions change if the training set
is a randomized subset of the initial training set. For each subset size, we repeated the
experiment three times with different random states. In Esau et al. (2017), we reported
our results as an inter-annotator agreement score between two annotators, regarding
the machine prediction as one annotator and treating the manually annotated gold-
standard from three human annotators as the second annotator. In this thesis, we
additionally plot an empirical curve of training size vs. macro-averaged F1 score of the
normalized unigram + grammatical feature in Figure 2.4.

First of all, we can observe that the results of the SVM are always better than
KNN. If we increase the number of training data, the results of the SVM improve
further. The trend suggests that more training data could possibly increase the results
even more. In addition, the standard deviation (not shown here) decreases with an
increasing number of training data. Only at 60% of the training data, there is a slight
variation. The figure also shows that KNN clearly behaves differently since about 30%
of the training data already leads to a saturation of the results. Since the data points
are the same for both classifiers, KNN is not able to use the additional training data
as effective as the SVM.

2.6.2.3 Further Evaluations

For our work in Liebeck et al. (2017), we ported our feature engineering from C# to
Python and improved the overall reusability of our implementation by using a Docker6

container. In Liebeck et al. (2017), we evaluated word embeddings with dimensionality
k ∈ {100, 200, 300} as a standalone feature and in combination with unigrams, as
reported in Table 2.3. Unigrams achieve better results than word embeddings alone.
By combining both features, the results can be increased slightly, but it should be noted
that the results for subtask B vary, depending on the dimensionality of the embeddings.

6https://docker.com

https://docker.com
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Figure 2.4: Empirical curve of training size vs. macro-averaged F1 score

Features Subtask A Subtask B
Unigram 64.71 64.3

k = 100 k = 200 k = 300 k = 100 k = 200 k = 300
Embeddings 61.58 64.50 64.23 60.00 60.80 62.09
Unigram + embeddings 67.50 67.03 67.38 55.10 64.58 54.65

Table 2.3: Macro-averaged F1 scores for subtask A and subtask B in Liebeck et al.
(2017)

Afterwards, we modernized our underlying natural language processing pipeline and
moved to spaCy7, the leading industrial-strength natural language processing pipeline
for Python. It is important to use a pipeline with high accuracy because errors in the
beginning of the pipeline can negatively affect subsequent pipeline steps and since errors
in natural language processing usually negatively influence the classification results.

We experimented with different n-gram sizes for the character embeddings and re-
port our results in Table 2.4. For the training of the character embeddings, we used
Facebook’s fastText implementation8 and trained 100-dimensional character embed-

7https://spacy.io/
8https://github.com/facebookresearch/fastText

https://spacy.io/
https://github.com/facebookresearch/fastText
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dings on the same German Wikipedia dump that we used for the word embeddings.
We evaluated different numbers of training iterations i ∈ {5, 10, 20, 50, 100} (with the
default number of iterations being 5) and each cell in Table 2.4 displays the best result
for the respective n-gram size and classifier. As we can see, there is no real difference
between different n-gram sizes although n = 4 achieved the best results in four out of
six cases. FastText uses (3, 6) as default n-gram size which means that n-grams with
the lengths 3 up to 6 are combined. The random forest classifier performed the best
results for subtask A and the SVM achieved the highest results for subtask B.

n-gram size 3 4 5 6 (3,6)

Subtask A
SVM-RBF 58.26 61.47 60.12 59.74 58.65
RF 58.76 62.26 60.76 61.60 58.11
KNN 53.92 57.28 56.25 55.69 52.61

Subtask B
SVM-RBF 57.41 55.29 55.58 57.29 56.84
RF 51.37 52.21 53.00 54.26 52.84
KNN 48.59 53.21 52.04 50.06 51.23

Table 2.4: Macro-averaged F1 scores of subtask A and B for different character embed-
ding n-gram sizes

We now present the latest results for subtask A and B in Table 2.5 which include the
features presented in Section 2.6.1. The parameters for the features and the classifiers
were estimated with a tenfold cross-validation on the training set. The listed scores are
macro-averaged F1 scores for the test set. Rows marked with subscript max indicate
that multiple models with different dimensions were tested. Each cell reports the
highest value of all tested models. In this thesis, we explored more features in the
evaluation than in our previous publications. Additionally, we also evaluated further
feature combinations by concatenating their respective vector representations. Their
results can be seen in lower half of the table.

In addition to the three classifiers we used in our previous publications, we now
also evaluate SVMs with a linear kernel. In our evaluation, experiments with a linear
kernel were much faster to compute for features with a high dimensionality. We did
not report results for an SVM with a linear kernel for the comparison of character
embeddings (Table 2.3) since the runtime for our grid search was very high with our
embedding dimension of 100.

By comparing the result of unigrams with an SVM for subtask B with the results
of previous publications, we notice a drop in the evaluation results on the test set
with spaCy’s tokenizer. The results in Table 2.5 were achieved by a tenfold cross-
validation on the training set. Upon manually investigating this performance drop, we
determined that the performance can be increased from 55.98% to 61.11% by changing
γ from 0.1 to 0.001 and C from 10 to 10000. The same behavior can be observed
for unigram + grammatical in subtask B where the SVM results are 56.51% instead
of 64.26% with the tuned parameters. It is interesting to see such a difference in the
performance. As we mentioned earlier, we do not want that knowledge bleeds from
the test set into our parameter selection which is why we list the lower scores in Table
2.5. However, it is interesting that γ = 0.001 and C = 100000 were not selected to
be the best performing parameters in the tenfold cross-validation on the training set.
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This leads to the conclusion that the dataset is sensitive to its choice of classification
parameters and that the randomly selected test dataset might not be as similar to the
training set as desired. We are curious about what observations we will make on future
datasets.

If we compare the different classifiers in Table 2.5, we can see that the linear SVM
is almost always better than the k-nearest neighbor classifier. In view of this results,
we will not use k-NN in the future anymore. An SVM with an RBF kernel was still
the best choice in both subtasks. If we take a look at the different rows or features, we
can see that the shape feature always performed worse than unigrams from which we
deduce that it is not a good feature for argument mining. By comparing the results of
LDA trained on Wikipedia and on the whole THF corpus, we see that the performance
of the THF LDA distribution is better in six out of eight cases. However, if we combine
the LDA distribution with unigrams, we see almost no difference between the F1 scores
of both corpora. For the SVM with an RBF kernel, word embeddings and character
embeddings have both proven to be good features since they were both able to improve
the results of unigrams and of unigrams + grammatical.

In total, we performed an extensive parameter search and evaluated a multitude
of features with four classifiers. In our latest implementation, an SVM with an RBF
kernel achieved the best performances of 69.71% and 67.26% for subtasks A and B,
respectively. At the end of this chapter, we will outline multiple ideas which might
increase the overall performance.
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Feature Set Subtask A Subtask B
SVM-RBF SVM-lin k-NN RF SVM-RBF SVM-lin k-NN RF

Unigram 1 65.04 65.15 62.41 66.69 55.98 61.26 43.59 58.24
Grammatical 2 54.76 56.10 48.93 58.33 53.49 56.98 51.84 51.81
Shape 57.97 60.80 55.60 60.44 51.91 48.51 47.51 49.22
LDA Wikipediamax 3 61.37 54.35 54.30 55.51 40.23 44.10 37.50 41.12
LDA THFmax 4 54.41 52.44 57.38 60.23 46.21 44.12 45.39 47.49
Character n-gramsmax 55.63 54.35 51.40 57.83 47.40 49.66 43.14 49.52
Word embeddingsmax 5 63.51 64.47 60.25 65.52 61.88 61.06 53.52 56.25
Character embeddingsmax 6 61.47 58.33 57.28 62.26 57.41 54.51 53.21 54.26
1 + 2 66.20 68.14 63.59 60.83 56.51 65.55 47.15 59.60
1 + 3 68.36 65.43 63.44 66.21 65.02 66.28 50.77 56.89
1 + 4 68.15 67.38 63.91 65.15 54.88 65.35 50.78 59.19
1 + 5 67.68 68.25 65.81 69.36 57.28 64.75 47.01 56.40
1 + 6 69.71 66.37 57.65 64.25 64.23 63.65 51.98 54.40
1 + 2 + 5 66.90 68.85 65.32 65.93 67.26 64.46 50.01 55.64
1 + 2 + 6 68.15 66.83 58.52 65.59 63.40 63.15 53.30 56.73
1 + 2 + 5 + 6 68.79 67.49 58.33 67.32 64.50 63.66 52.31 59.68

Table 2.5: Macro-averaged F1 scores for further evaluations of subtask A and subtask B
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2.6.3 Differentiating Between Claim Types
After identifying claims in subtask B, we can now focus on differentiating them further
into pro claims and contra claims. Since subtask C is a sentiment task and a typical
approach for sentiment tasks is to include sentiment lexicons as features, we addition-
ally experimented with SentiWS (Remus et al., 2010) as a discretized distribution of
sentiment scores.

The low number of annotated claims (see Table 2.1) is going to be problematic for
training a classifier and even worse for the evaluation. With this low number of training
instances, classifiers will most likely overfit and not generalize well. As there are only
13 instances of contra claims in the test set of subtask C, wrong predictions will have
a huge influence on the classification result and features that capture contra claims
well will likely achieve the best classification results. Nevertheless, we want to report
results for subtask C to show complete results for all three steps in our classification
hierarchy on our corpus. The results are reported in Table 2.6. Since the distribution
of pro claims and contra claims is skewed, the first row represents a majority baseline
of 44.8%, in which each sentence of the test set is predicted to be a pro claim. For a
classifier to be feasible, it must at least beat this baseline. As we can see, the shape
feature twice achieved worse results than the baseline. This also happened once for
character n-grams and once for LDA trained on Wikipedia.

Feature Set Subtask C
SVM-RBF SVM-lin k-NN RF

Majority baseline 44.80 44.80 44.80 44.80
Unigram 62.15 63.49 63.10 74.78
Bigram 51.38 49.68 44.80 53.22
Grammatical 57.07 54.20 58.53 53.17
Shape 43.90 58.93 41.46 64.53
LDA Wikipediamax 66.15 60.10 55.28 44.52
LDA THFmax 63.38 59.68 67.55 59.81
Character n-grams 51.02 61.28 44.49 59.81
Word embeddingsmax 63.36 64.64 56.62 59.65
SentiWS distribution 44.80 44.80 44.80 44.80
Character embeddingsmax 74.44 70.95 69.93 68.25
Unigram + Grammatical 67.55 60.87 63.49 55.19
Unigram + LDA Wikipediamax 71.30 66.09 69.11 60.87
Unigram + LDA THFmax 71.30 72.96 69.11 66.83
Unigram + word embeddingmax 72.96 66.09 60.33 57.41
Unigram + character embeddingmax 71.57 71.62 66.15 62.09

Table 2.6: Macro-averaged F1 scores for subtask C

Our first attempt at capturing sentiment with SentiWS failed because all classifiers
only learned to predict the majority class. At the end of this chapter, we will outline
our thoughts about other sentiment features in our future work.

For subtask C, the best result of 74.78% was achieved with the random forest
classifier and unigrams. For RF it is interesting to see, that all tested combinations
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with other features only worsened the results. In a direct comparison, character n-
grams were always worse than unigrams. Character embeddings achieved the best
results for the SVM and k-NN and they produced high results for all classifiers.

In summary, the results of subtask C are not that meaningful since the dataset
is simply too small to allow for a reasonable machine learning task. This is also the
reason why we do not show the results of all the features we evaluated for subtask A
and B. We hope to revisit subtask C with a larger dataset in the future.



26 2. ARGUMENT MINING IN ONLINE PARTICIPATION PROCESSES

2.7 Using Deep Learning for Argument Mining
We will now investigate whether we can use deep learning to achieve better classification
results than our classical machine learning approach with feature engineering.

2.7.1 Introduction
Deep learning techniques have shown great promise in the past. They are most notable
in the field of computer vision. In the computer linguistic community around the As-
sociation for Computational Linguistics (ACL) conferences, deep learning approaches
in the form of variations of recurrent neural networks (RNN) are becoming increasingly
popular and are probably going to be established as a new baseline technique in the
near future.

By now, deep learning has surpassed human performance in multiple tasks: (i)
image classification, (ii) face recognition, and (iii) speech recognition.

Deep learning performs very good in the ImageNet Large Scale Visual Recognition
Challenge (ILSVRC). The challenge consists of a test set comprising 100,000 images
where each image is labeled with one label out of 1000 classes. Participating teams
have to predict five labels that they are most confident of per image. The results are
evaluated as top-5 error score (the number of images where none of the five labels
equal the gold label). The human performance of 5.1% was broken by He et al. (2015)
with a top-5 error rate of 4.94%. Further deep learning approaches have lowered the
error score to 3.57% (He et al., 2016), 3.08% (Szegedy et al., 2017) and even down
to 2.991% (ILSVRC2016, 2017). For face recognition, the Labeled Faces in the Wild
(LFW) (Huang et al., 2007) dataset comprises pairs of images depicting faces. The
classification task for the dataset is to identify whether the persons in two presented
images are the same. According to Kumar et al. (2009), the human performance is
97.53% accuracy. Deep learning approaches, such as Schroff et al. (2015) with 99.63%,
surpass this performance. For speech recognition, a combination of convolutional neu-
ral networks (CNNs) (LeCun et al., 1989; LeCun et al., 1998) and long short-term
memories (LSTMs) (Hochreiter and Schmidhuber, 1997) is able to achieve slightly
lower error rates than humans (Xiong et al., 2016).

For natural language processing, deep learning approaches achieve good or even
state-of-the-art results in a variety of tasks and domains, including parsing (Fried et
al., 2017), emotion detection (Abdul-Mageed and Ungar, 2017), topic classification and
news categorization (Zhang et al., 2015), part-of-speech tagging (P. Wang et al., 2015),
and sentiment analysis on Amazon reviews (Conneau et al., 2017).

The strong performance of deep learning approaches in such a variety of tasks
motivates us to evaluate whether deep learning approaches can achieve better results
than our machine learning approach with a classical feature engineering. However, the
number of training instances is crucial since an unduly low number of training instances
is challenging and will not allow for a correct training or a training that can generalize
from the training instances. In this section, we want to experiment if the low number
of training instances (see Table 2.1) is high enough to train neural networks and able
to improve on previous results.

We also want to highlight the work of Y. Goldberg (2016), who explains what
multiple deep learning components mean for NLP and discusses a multitude of deep
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learning design decisions and their effects on NLP tasks.
In argument mining, deep learning methods have been becoming more and more

popular since 2016: CNNs were used by Stab and Gurevych (2017) and Aker et al.
(2017). Moreover, LSTMs were also utilized (Eger et al., 2017; Hou and Jochim,
2017) in argument mining systems. An LSTM variant, called bidirectional LSTMs,
was used often (Habernal and Gurevych, 2016; Niculae et al., 2017; Ajjour et al.,
2017). Argument mining architectures also included deep average networks (DAN)
(Iyyer et al., 2015) (e.g., (Fierro et al., 2017)) and employed other types of RNNs,
e.g., bidirectional RNNs (Schuster and Paliwal, 1997) in Koreeda et al. (2016) or Grid-
LSTMs (Kalchbrenner et al., 2015) in Ouchi et al. (2017).

2.7.2 Architectures
We now benchmark deep learning architectures that are common for NLP. For our im-
plementation, we rely on Keras (Chollet, 2015) as a deep learning library with Theano
(Theano Development Team, 2016) as the backend.

We start to describe the different architectures by describing the preprocessing that
all architectures have in common. First, each sentence is treated as a sequence of tokens
with the same tokenization from spaCy, which we also used in the latest evaluations
with the classical feature engineering in Section 2.6.2.3. A frequency map of all words
in the corpus is constructed, sorted in descending order, and each word is from now on
represented by its index number in the frequency map. We feed these index numbers,
which are each mapped to a corresponding row in an embedding matrix, as inputs
into our neural networks. For all but the first architecture, this embedding matrix is
initialized with pre-trained word embeddings from a 300-dimensional word2vec embed-
ding that was trained on a German Wikipedia dump. As our architectures consist of
recurrent neural networks, the tokens are pre-padded or trimmed to a fixed length.
The embedding matrix contains the zero vector as a special row for the padding to-
ken. Words that do not have a word embedding in our trained model are assigned a
randomly generated out-of-vocabulary vector of the same length.

As the last layer of each neural network, we condense our output to two or three
neurons, depending on the subtask. A prediction for an input sentence is obtained by
using argmax on the output layer to get the predicted class label. What distinguishes
our benchmarked neural networks from each other is how they deal with the sequence
of embeddings. The joint architecture of the models is visualized in Figure 2.5. In
total, we benchmark six different deep learning architectures:

1. Embeddings with random weights + LSTM:
As a baseline, we start with an embedding layer whose weights are randomly
initialized from a uniform distribution. The sequence of embedded words is then
fed into a vanilla LSTM.

2. Pre-trained embeddings + LSTM:
Instead of relying on a random initialization, we now initialize the embedding
matrix with the weights from the word2vec model. The sequence of embedded
words is again fed into a vanilla LSTM.

3. Pre-trained embeddings + two stacked LSTMs:
Additionally, we evaluate the stacking (Graves et al., 2013) of two LSTMs on
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Figure 2.5: Joint architecture of the benchmarked neural networks

top of each other since stacked LSTMs have repeatedly been reported to be able
to improve the classification results for multiple tasks. In our previous work on
sentence ordering (Modaresi et al., 2016b), we were able to achieve excellent clas-
sification results with stacked LSTMs.

We would like to quote from Goldberg’s primer about stacked recurrent neural
networks: “While it is not theoretically clear what is the additional power gained
by the deeper architecture, it was observed empirically that deep RNNs work better
than shallower ones on some tasks ” (Y. Goldberg, 2016).

4. Pre-trained embeddings + two stacked bidirectional LSTMs:
We replace our unidirectional LSTMs with bidirectional LSTMs (BI-LSTMs)
(Schuster and Paliwal, 1997; Graves and Schmidhuber, 2005). For each timestep,
a BI-LSTM has access to past and future inputs in contrast to unidirectional
LSTMs which can only access past inputs. According to Graves et al. (2005),
bidirectional LSTMs can outperform unidirectional LSTMs. We evaluate whether
this effect will also occur for our corpus.

5. Pre-trained embeddings + CNN:
Convolutional neural networks have become an integral part of neural networks
for image classification problems but they can also be used for text classification
(Kalchbrenner et al., 2014). Y. Goldberg (2016) describes CNNs as “useful for
classification tasks in which we expect to find strong local clues regarding class
membership, but these clues can appear in different places in the input.” Since
we noticed strong lexical clues during the annotation of the corpus for our class
claim, we want to benchmark how good a combination of embeddings and a CNN
with max pooling can predict argument components.

6. Pre-trained embeddings + CNN + LSTM:
The last architecture that we are testing is a combination of a CNN with an
LSTM where the output of the CNN serves as the input for the LSTM. Such an
architecture has been successfully used for the sentiment classification of short
texts (X. Wang et al., 2016) where the combination of both models achieved
better results than a CNN or an LSTM alone.
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In our evaluation, we experimented with a small grid search for some of the hyper-
parameters, such as the number of training epochs, LSTM layer dimensionalities, CNN
output dimensionality and kernel sizes, and various levels of dropout to prevent over-
fitting. For now, we limited our evaluations to 300-dimensional word2vec embeddings.

2.7.3 Results
The macro-averaged F1 scores for subtasks A and B are shown in Table 2.7 for each
benchmarked architecture. The results were predicted by models after their last train-
ing epoch and each cell depicts the maximum score of all tested hyperparameter config-
urations. Our assumption that the number of training data is insufficient to train the
neural networks for both subtasks turned out to be unfounded since all deep learning
architectures were able to improve with each training epoch. We omitted subtask C
from the deep learning experiments due to its small size.

Architecture Subtask A Subtask B
Embeddings with random weights + LSTM 64.95 64.68
Pre-trained embeddings + LSTM 68.51 63.77
Pre-trained embeddings + two stacked LSTMs 67.73 64.20
Pre-trained embeddings + two stacked BI-LSTMs 67.61 66.18
Pre-trained embeddings + CNN 67.54 68.59
Pre-trained embeddings + CNN + LSTM 66.03 65.91

Table 2.7: Macro-averaged F1 scores for the benchmarked deep learning architectures

The best result for subtask A of 68.51% was achieved with pre-trained embeddings
and a unidirectional LSTM. We can also observe for subtask A that pre-trained embed-
dings were more effective in detecting argumentative content than randomized weights.
In a comparison with the results of the classical feature engineering in Table 2.5, we
can see that the best result of 69.71% was not outperformed by our initial deep learning
evaluations.

For subtask B, pre-trained embeddings with a CNN yielded the best score of 68.59%
which is a slight improvement compared to the 67.20% of the best result from classical
feature engineering. We can also observe that two stacked BI-LSTMs predicted better
results than two stacked unidirectional LSTMs for subtask B but not for subtask A.

Overall, it was an interesting and worthwhile comparison between classical feature
engineering and deep learning models. We are not able to declare a “winner” since
each approach was each able to yield better predictions in one subtask. We are eager
to see how both fundamentally different approaches perform on other, larger online
participation datasets.
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2.8 Future Work
We would like to conclude this chapter by outlining further research ideas:

• Classical machine learning:
We would like to evaluate more feature combinations. So far, we performed
an extensive grid search for the parameter estimation of the classifiers and the
features. We limited the number of feature combinations since the parameter
estimation was time-consuming and took multiple weeks although we already
parallelized the search on several hundred CPU cores.

In our grid search, we included a parameter for normalizing our bag-of-words
models in order to reduce the influence of very long sentences. We experimented
with tf-idf weighting but our results worsened. We would like to benchmark the
effects of using tf-idf as weights for word embeddings in the future.

So far, we have conducted a couple of experiments to reduce the dimensionality
of our bag-of-words models by filtering out words that are too frequent or too
rare. In addition, we have also experimented with feature selection techniques.
Unfortunately, both attempts to reduce the dimensionality had slightly negative
effects on the quality of the classification results. In the future, we would like to
tackle this point more extensively.

In our evaluation, we only used word embeddings from word2vec. We will also
benchmark word embeddings from GloVe (Pennington et al., 2014).

Additionally, we want to evaluate whether the combination of multiple classifiers
into an ensemble can improve the classification results.

For subtask C, we would like to evaluate more sentiment lexicons, such as SB10k
(Cieliebak et al., 2017), EmoLex (Mohammad and Turney, 2013), and Potsdam
Twitter Sentiment Corpus (Sidarenka, 2016). Additionally, we plan to use distant
supervision to create our own sentiment lexicons.

• Dataset:
All the experiments in this chapter have been focused on a moderately sized
dataset. In order to increase the number of training instances, we could replace
words with their synonyms to artificially create new instances with the same
label. Another viable approach includes crowdsourcing where the workers are
asked to paraphrase the sentences in our corpus to obtain more labeled data.

As we will describe later in our conclusion in Chapter 5, we also plan to carry
out experiments on other online participation datasets.

We did not annotate relations between argument components in our corpus due
to the difficulty of correctly annotating each relation in our multi-document dis-
course between users. However, we would at least like to revisit the annotation
and prediction of intra-document argument relations in the future.

• Sequence tagging:
A limitation of our approaches is the classification granularity, which currently
is on a sentence level. However, a sentence can contain multiple argument com-
ponents (e.g., a claim followed by a premise) which is the case for 3.6% of the
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sentences in our corpus (Liebeck et al., 2016a). It is also possible that a sin-
gle argument component might span several consecutive sentences. Therefore,
we would like to use sequence tagging to address the issue. With sequence tag-
ging, we can group consecutive tokens with the same predicted label regardless
of sentence boundaries.

We will build on previous work on sequence tagging in argument mining (Goudas
et al., 2014; Habernal and Gurevych, 2017) and will evaluate different coding
schemes since the choice of the coding scheme can have an influence on the
classification results for other NLP tasks (Ratinov and Roth, 2009).

• Deep learning:
There are also several ways to explore deep learning in more depth using our
corpus. First of all, we could experiment with different ways to reduce the input
vocabulary, e.g., by only using words with specific POS tags or by filtering too
infrequent words or stop words. Then, we would like to do a more systematic and
exhaustive grid search for hyperparameters, such as batch size, padding length,
layer sizes, and dropout values. Additionally, we will benchmark more embed-
dings, such as fastText or GloVe, and different embedding sizes. Furthermore,
we will explore which effects occur when combining multiple embeddings as the
input of our models. We would also like to evaluate more deep learning archi-
tectures, for instance, LSTMs with attention (Bahdanau et al., 2014) and gated
recurrent units (GRU) (Cho et al., 2014).
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3
Topic Extraction

In this chapter, we focus on one of the most important tasks for an automated text
analysis system of online participation processes, more specifically on the automatic
extraction of topics or subjects of debate. This is especially important for popular
processes which attract a lot of users and thousands of text contributions. Since it is
neither easy nor feasible to quickly achieve a broad overview of the discussed topics,
it is inevitable for such huge text collections to use an automated approach in order
to extract the discussed topics and to present them online to all users of the platform,
including moderators, politicians, and citizens. Although it is possible to quickly read
most of the upvoted ideas in an online participation process, they cannot be considered
to be representative of the whole process.

We address this problem by focusing on multiple subproblems. Our work begins
with the reduction of the vocabulary size by creating a new resource-based lemmatizer,
considers textual similarity and text obfuscations, includes multiple results of topic
extraction approaches, and concludes with an outline of using topic labeling as the
next future step in our extraction pipeline.

3.1 Using Wiktionary to Reduce the Vocabulary
Size with a New German Lemmatizer

Classical machine learning approaches often include a Bag-of-Words (BoW) approach
as a feature that is defined by a vocabulary, a set of unique words in the training set.
As a result, the dimensionality of the resulting feature vector is linearly dependent
on the vocabulary size (ignoring that the vocabulary size is sometimes set to a fixed
number). Since German is a morphologically rich language, words or certain part-of-
speech tags can be conjugated or declined, respectively. For instance words can appear
in singular or plural forms, e.g., Schwimmbad (swimming pool) and Schwimmbäder
(swimming pools). In terms of classification problems, both forms almost convey the
same semantics and can be regarded as the same word. The process of replacing a word
with its lemma (e.g., Schwimmbäder 7→ Schwimmbad and gespielt (played) 7→ spielen
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(to play)) is called lemmatization. Using lemmatization reduces the vocabulary size
of a BoW model and can also be useful for methods that determine the most frequent
words in a text corpus.

We would like to point out that lemmatization is dependent on the context and the
part-of-speech since an inflected form can map to more than one lemma. For example,
Kohle maps to Kohle (coal) and Kohl (cabbage).

Most of the lemmatization methods rely on statistical or rule-based approaches.
Although these methods are able to predict a lemma for a previously unknown word, it
is possible that these methods make errors by predicting a wrong lemma. We formulate
the hypothesis that such approaches can be improved by first looking up an inflected
form in a dictionary (containing mappings to their lemmas) and only resorting to the
aforementioned approaches if an inflected form is not present in the dictionary. This
should prove to be true as long as the dictionary entries are correct.

In order to validate this hypothesis, we created IWNLP1 (Liebeck and Conrad,
2015), an open-source parser for the German version of Wiktionary that provides a
mapping from inflected forms to their lemmas. Wiktionary is a MediaWiki-based
platform comprising a large dictionary in which each entry can also include inflections.
Information on Wiktionary is entered by users into so-called templates, which are
written in the MediaWiki markup language. The template for nouns is rather simple
since the template uses a fixed number of key-value parameters which are then rendered
as an HTML table. Figure 3.1a shows the syntax for the word Haus (house) and Figure
3.1b illustrates the browser-rendered template. Templates for conjugated verbs and
declined adjectives, on the other hand, are far more complex since they only require
principal parts which are combined with suffixes. Figure 3.1c shows an example for
stehen (to play) and an excerpt of the rendered HTML output is given in Figure 3.1d.
Instead of stressing the official Wiktionary server by crawling every entry, we decided
to parse the monthly Wiktionary XML dump (containing the raw input of each page)
and to reimplement specific parts of MediaWiki’s rendering engine in order to obtain
pairs of (inflected form, lemma).

In Liebeck and Conrad (2015), we combined IWNLP with two existing software for
lemmatization, namely Mate Tools (Björkelund et al., 2010) and TreeTagger (Schmid,
1994). We were able to increase their results for nouns, verbs, and adjectives across
three corpora and verified our hypothesis. Compared with Morphy (Lezius et al., 1998),
a lemmatizer that also provides pairs of (inflected form, lemma), IWNLP is also able
to achieve better results in all cases.

We would like to emphasize that IWNLP can also be used as a standalone lemma-
tizer. In Liebeck and Conrad (2015), we evaluated IWNLP as a standalone lemmatizer
on three German corpora. The evaluation results are listed in Table 3.1 as accuracy
scores for all words that were correctly lemmatized. Words for which we predict more
than one lemma are treated as a wrong lemmatization. The first column reports the
corrected benchmark for the initial results from Liebeck and Conrad (2015). The fol-
lowing columns show the lemmatization results for subsequent XML dumps with a
delta calculated with respect to the corrected paper version. In Liebeck and Conrad
(2015), we predicted that the results will improve as Wiktionary continues to grow.
This proved to be true. In particular, this can be observed by the improvement between
the dumps 20151123 and 20151226 which is only due to the work of the Wiktionary

1http://www.iwnlp.com

http://www.iwnlp.com
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{{Deutsch Substantiv Übersicht
|Genus=n
|Nominativ Singular=Haus
|Nominativ Plural=Häuser
|Genitiv Singular=Hauses
|Genitiv Plural=Häuser
|Dativ Singular=Haus
|Dativ Singular*=Hause
|Dativ Plural=Häusern
|Akkusativ Singular=Haus
|Akkusativ Plural=Häuser
}}

(a) Template code for Haus (house) (b) Rendered view of Haus

{{Deutsch Verb unregelmäßig
|2=steh
|3=stand
|4=ständ
|5=gestanden
|7=em
|9=stünd
|vp=sie_werden
|zp=sie_sind
|gerund=ja
}}
(c) Template code for stehen (to stand) (d) Excerpt of the rendered view of stehen

Figure 3.1: Examples of two Wiktionary entries and their rendered HTML outputs

community. In the last two years, the number of covered words increased but the num-
ber of lexically ambiguous words, i.e., words for which more than one lemma exists
in our mapping, has also risen. This resulted in a slight drop for the adjective results
because some adjectives have Wiktionary entries for their base form, their compara-
tive, and their superlative.2 Our evaluation results would be higher if our evaluation
metric would also measure cases where one of the proposed lemmas of a given word
would match the gold lemma instead of an exact match. However, we decided to
treat such cases as wrong lookups in order to not prettify our results since techniques,

2We construct our lemmatization mapping in the following way: For each Wiktionary entry l that
contains one of the templates we support, we add mappings for inflected form 7→ l for all inflected
forms that can be extracted from l. Additionally, we add l 7→ l to include words that are already
present as their lemmas. For some adjectives in the last dump, the superlative s for an adjective a is
also present as a Wiktionary entry which makes the lookup of s ambiguous due to s 7→ {a, s}. We
plan to filter out such comparatives and superlatives in order to reduce the number of ambiguous
adjectives in the future.
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such as word sense disambiguation, would be required to choose the correct lemma
in a given context and our goal was to convey a realistic impression of an easy-to-use
dictionary-based lemmatizer for German.

Corpus POS 20
15

04
07

co
rr
ec
te
d

20
15

11
23

20
15

12
26

20
16

10
20

20
17

05
01

Tiger

Nouns 0.738 0.748 0.749 0.758 0.763
+1.0% +1.1% +2.0% +2.5%

Verbs 0.837 0.897 0.897 0.917 0.921
+6.0 % +6.0 % +8.0 % +8.4 %

Adjectives 0.636 0.732 0.751 0.778 0.775
+9.6 % +11.5 % +14.2 % +13.9 %

TüBa-D/Z

Nouns 0.721 0.747 0.747 0.756 0.761
+2.6 % +2.6 % +3.5 % +4.0 %

Verbs 0.81 0.859 0.86 0.876 0.879
+4.9 % +5.0 % +6.6 % +6.9 %

Adjectives 0.57 0.662 0.684 0.71 0.713
+9.2 % +11.4 % +14.0 % +14.3 %

HDT

Nouns 0.607 0.627 0.627 0.63 0.631
+2.0 % +2.0 % +2.3 % +2.4 %

Verbs 0.864 0.924 0.925 0.939 0.943
+6.0 % +6.1 % +7.5 % +7.9%

Adjectives 0.627 0.708 0.715 0.72 0.71
+8.1 % +8.8 % +9.3 % +8.3 %

Table 3.1: Percentages of correctly lemmatized words with IWNLP as a standalone
lemmatizer

IWNLP is available as a standalone Python implementation3. Currently, IWNLP
is being implemented as an extension to spaCy.

3.2 Textual Similarity
We now focus on measuring the similarity between text passages. This task, also
known as semantic textual similarity (STS), is helpful for a variety of NLP tasks,
such as information retrieval and text summarization. STS is usually measured on an
ordinal scale ranging from totally unrelated over somewhat related to conveying the
same meaning. Although detecting textual similarity is easy for humans, it is not easy
to determine it automatically since contextual knowledge has a significant influence on
deciding how closely related two text passages are.

Although resources for determining synonyms and antonyms exist, such as WordNet
(Miller, 1995) for English and GermaNet (Hamp and Feldweg, 1997) for German, they
only work for single words. If we want to measure the STS between longer text passages,
techniques that work on a broader granularity level, e.g., on sentences, are required.

3IWNLP-py, https://github.com/Liebeck/IWNLP-py

https://github.com/Liebeck/IWNLP-py
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For the analysis of online participation processes, measuring STS is useful for at
least two subtasks: (i) while extracting discussion topics (see Section 3.3), terms that
are semantically close together can be grouped and treated as the same topic; and (ii)
for grouping argument components. Let us assume we applied the techniques from
Chapter 2 to an online participation process and we extracted multiple premises. If
we measure the pairwise STS of these premises, we might be able to group identical
reasons together even if they are formulated differently.

In this section, we start by addressing the semantic similarity of two sentences and
then move over to the highly related field of detecting paraphrases in obfuscated texts.

3.2.1 Textual Similarity of Two Sentences
In order to engage into measuring STS, we decided to participate (Liebeck et al.,
2016d) in the English subtask of the SemEval-2016 Task 1: Semantic Textual Similarity
challenge (Agirre et al., 2016). The challenge focused on the development of systems
that can predict the semantic similarity of two given input sentences in the continuous
interval [0, 5] where 0 is defined as complete dissimilarity and 5 represents a complete
semantic equivalence.

The task organizers provided a test set comprising 1186 sentences pairs. The task
participants had to predict the STS score for all of these test instances. Their gold
standard was created via crowdsourcing and was only known to the task organizers,
so that systems could not be overfitted toward the test set. Each team was allowed to
submit the predictions of up to three systems, which allowed the participants to try
different parameters for their models or even different approaches altogether. In order
to report a final ranking for all the participant’s systems, the task organizers calculated
the Pearson correlation between the predicted STS scores and the gold STS scores for
each team. In 2016, 43 teams participated with 119 submissions in total.

In our approach (Liebeck et al., 2016d), we pursued three different approaches, one
unsupervised and two supervised, and submitted one set of predictions per approach.
In the final evaluation ranking of the challenge, our approaches ranked 33rd, 66th, and
85th place, respectively. In this section, we only outline our best working approach,
named Overlap, which is unsupervised. We also evaluated our three approaches on
the available test dataset of 2015, where we achieved much better results and our best
working supervised approach even outperformed the Overlap method by quite a bit.
However, in 2016, our unsupervised approached surprisingly outperformed both super-
vised approaches. Since the task organizers did not provide domain-specific training
data for 2016 and since most of the text domains in the test data were not present in the
available datasets from the previous years, it becomes apparent that our unsupervised
approach was able to generalize better.

We will now outline how our unsupervised Overlap approach works. We started by
defining a similarity function sim(t1, t2) between two tokens t1 and t2 as



38 3. TOPIC EXTRACTION

sim(t1, t2) :=



1 if t1.lemma == t2.lemma
1 if t1 and t2 have the same most common synset
0.5 if t1 and t2 share any synset
d(t1, t2) if t1 and t2 have word embeddings
default otherwise

(3.1)

where d(t1, t2) denotes the cosine similarity between the word2vec embeddings of t1 and
t2, synonyms are looked up in synsets from Wordnet (Miller, 1995), and the default
value can be 0 or manually tuned for a given dataset with gold labels. Given two
sentences s1 and s2, we can then define their similarity ssim(s1, s2) by calculating the
similarity between the tokens of s1 and s2:

ssim(s1, s2) := 5 ·


∑

t1∈s1
max
t2∈s2

sim(t1, t2)

2 · |s1|
+

∑
t2∈s2

max
t1∈s1

sim(t2, t1)

2 · |s2|

 (3.2)

Table 3.2 shows two example pairs from the 2016 test dataset. The third column
lists the gold standard STS from the task organizers and the last column shows the
results calculated by our Overlap method. As we can see, the prediction for the first
example is almost perfect, whereas the prediction for the second example is not accurate
although both sentences share a high number of words after stop word filtering.

Sentence 1 Sentence 2 STS Overlap
Unfortunately the answer to
your question is we simply do
not know.

Sorry, I don’t know the answer
to your question.

4 4.05800

Unfortunately the answer to
your question is we simply do
not know.

My answer to your question is
"Probably Not".

1 3.70982

Table 3.2: Example results of the Overlap method compared to the gold standard
(Liebeck et al., 2016d)

The best-ranking systems in the last couple of years usually utilize deep learn-
ing techniques. In our future work, we will also evaluate the use of recurrent neural
networks for calculating STS.

So far, we have only evaluated our approaches for English. Although there are
three small German corpora of manually annotated word pairs (Gurevych, 2005; Zesch
and Gurevych, 2006), there is currently no German dataset for textual similarity that
is comparable to the SemEval textual similarity monolingual task. Unfortunately, we
are, therefore, currently unable to evaluate our approaches for the semantic textual
similarity of two German sentences.

A concept closely related to textual semantic similarity is linguistic coherence. In
Modaresi et al. (2016b), we analyzed German and English news articles and experi-
mented with an approach to order the sentences of news articles. Given two sentences
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s1 and s2, we addressed the binary classification task of whether s1 directly precedes
s2 or vice versa. Additionally, we experimented with a third label, indicating whether
we cannot determine the coherence due to missing context. Using two stacked layers
of LSTMs, we were able to achieve F1 scores of over 94% in both classification tasks
for both languages. As a baseline, we also predicted the linguistic coherence with an
SVM using a BoW model. In a direct comparison, our LSTM approach greatly outper-
formed the baseline although we have to admit that SVMs are not particularly suited
to dealing with sequential data.

3.2.2 Textual Similarity in Obfuscated Texts
In the context of online participation processes, especially for processes where citizens
can register anonymously and, therefore, can create multiple accounts, automatically
determining textual similarity is also significant. With multiple user accounts, a citizen
could strengthen his point of view by simply posting the same content multiple times,
although slightly obfuscated in order to make these posts look like they were created
by different users. Interest groups that organize their members to participate in an
online participation process with a predefined list of arguments make up another use
case for automated obfuscation detection.

Two online participation projects come into mind for these use cases: (i) Online-
Konsultation zur Leitentscheidung Braunkohle 4 and (ii) Beteiligungsportal Baden-Würt-
temberg: Jagd- und Wildtiermanagementgesetz 5:

In 2015, the state government of North Rhine-Westphalia presented a new draft
about the future of lignite mining and opened it up for discussion. Contrary to pre-
vious planning, the state government decided to reduce the planned area for surface
mining. As a result, the resettlement of three villages was no longer necessary. Many
citizens who would be affected by the changes participated in the online discussion
and frequently argued for adherence to the previous draft from 1991, which included
the resettlement and financial compensation that would no longer be necessary. In
the discussion, one group of users stood out, as they frequently advanced arguments
in favor of the old plans and shared the same surname. This could be a family with
several family members participating on the platform or a single person posting the
same content via multiple user accounts.

In the second example, the state government of Baden-Württemberg presented
pending changes to hunting laws in 2014 and asked interested citizens to participate
in a discussion on their online participation platform regarding the future of hunting
in Baden-Württemberg. One hunting association, in particular, felt that it had been
negatively impacted and, therefore, created an argumentation aid (Landesjagdverband
Baden-Württemberg e.V., 2014), a list of predefined arguments for use in the discussion,
and mobilized its members to join the discussion and to protest against the changes
to the law. The discussion gave the impression that the members of the hunting
association each used a couple of arguments from their argumentation aid. In doing
so, they did not copy and paste the arguments, but rather changed the wording while
retaining the same content of the statement.

We would like to point out that, whatever the differences may be in terms of the
4https://www.leitentscheidung-braunkohle.nrw
5Unfortunately, the discussion is not publically available anymore.

https://www.leitentscheidung-braunkohle.nrw
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motivation and the execution of user participation between a malicious citizen and an
interest group organizing themselves to engage in a political discussion, there is at least
the similarity that rephrased texts are written in both use cases.

In order to study the task of automatically identifying intentionally rephrased texts
more intensively, we participated in the obfuscation evaluation task in PAN 20166.
The aim of the shared task was to evaluate three different obfuscation systems from
the same workshop’s author masking challenge (Potthast et al., 2016). The goal of
the author masking challenge was to develop a system that takes a text document
as input and paraphrases it to make the resulting obfuscated document appear to be
written by another author. The teams were provided with so-called problems, groups
of multiple documents from a single author where one document per group is marked
as original. The development of such an automated approach is challenging and the
three participating teams in the 2016 challenge submitted results from rather simple
systems.

But in the context of online participation, a citizen does not need to use an auto-
mated system since he can post his opinion and then simply post several paraphrased
or rather obfuscated versions (with his intent being to conceal that he is the author
of all of these posts). In the case of the Jagd- und Wildtiermanagementgesetz, we can
consider the argumentation aid to be the original text and the reformulations to be the
obfuscated texts and treat the identification whether a user is reusing arguments from
the argumentation aid as an obfuscation detection task. Both cases motivated us to
investigate whether we could automatically detect text obfuscations.

For the obfuscation evaluation task, the organizers provided three categories in
which the task participants were asked to come up with their own evaluation met-
rics: (i) safety (whether a forensic analysis software can be deceived in determining
a document’s author), (ii) soundness (whether the obfuscated texts are textually en-
tailed with their originals), and (iii) sensibleness (whether the obfuscated documents
are linguistically understandable and do not stand out due to bad language). These
dimensions were to be evaluated independently from each other although certain de-
pendencies exist, for instance linguistically incomprehensible obfuscations can lead to
a high semantical difference.

In our approach (Liebeck et al., 2016c), we decided to evaluate each dimension with
one metric:

• safety: In order to determine how good an obfuscation software can deceive a
forensic analysis software, we used the forensic software GLAD (Hürlimann et al.,
2015), one of the top-ranked systems at PAN 2015. GLAD uses a support vector
machine for a binary classification with multiple features: n-grams, visual features
(punctuation, line endings, upper and lower case ratio, text sizes), compression
feature, and distributions of part-of-speech tags and dependencies.
We trained GLAD on training data from the previous years, namely PAN 2013,
PAN 2014, and PAN 2015. First, we calculated a baseline value by running
GLAD for each of the problems, measuring if the original document of each
problem is being identified as being written by the same author. Afterwards, we
used GLAD to determine whether the obfuscated documents (each of which was
created by the task participants based on the original document in each group)

6http://pan.webis.de/clef16/pan16-web/author-obfuscation.html

http://pan.webis.de/clef16/pan16-web/author-obfuscation.html
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can still be identified as being written by the same author as the respective
original document.
As evaluation metric for the dimension safety, we calculated the c@1 scores (Peñas
and Rodrigo, 2011) for the obfuscations of each team and compared them with
of the c@1 score of the baseline run. The c@1 score is defined as follows

c@1 =
1

n
·
(
nc +

nunc

n

)
(3.3)

where n is the number of problems, nc is the number of correct answers, and nu is
the number of unanswered problems. In our case, a correct answer indicates that
the forensic software can determine that the author of the obfuscated document
is still the same author as the author from the other documents in the same
problem. Since the motivation of creating obfuscations is to conceal the identity
of an author, a low c@1 score is better than a higher score and represents how
good the obfuscations are. For the obfuscation evaluation task, the score should
also be lower than the baseline score because, otherwise, it would mean that an
obfuscation system increases the chance of detecting a document’s author instead
of concealing the author.

• soundness: We decided to interpret the soundness dimension as a measure of
semantic similarity since obfuscations are created by paraphrasing a document
while retaining the meaning of the text content. Therefore, we decided to use the
Overlap method mentioned in Section 3.2.1. For each pair (original, obfuscation),
we calculated a semantic similarity score in [0, 5] and reported the average as the
metric for the obfuscation of each teams. This allowed us to use an automated
approach with external training data from the STS tasks and to evaluate all
obfuscations instead of only a subset.

• sensibleness: The sensibleness dimension measures how linguistically understand-
able obfuscations are. It is important to evaluate this dimension since obfusca-
tions might fool a forensic analysis software but under a severe loss of language
quality. After looking at the obfuscations of the three participating teams, we de-
cided to manually evaluate the language quality with a score s ∈ {0, 1, 2}. Table
3.3 defines our three labels and shows an example for each label. We randomly
drew 60 obfuscations and manually annotated each with three annotators. As
the final metric in the sensibleness dimension, we averaged over all annotations
per team. We observed a high agreement on the label incomprehensible but it
turned out to be more difficult to achieve a good agreement on whether an ob-
fuscation is partially or fully comprehensible due to the subjective nature of text
understanding.

We would like to point out that there are multiple ways of dealing with reformula-
tions and obfuscations once they are detected. This is because it is difficult to decide
whether two people use the same argument with different wordings or one person is
posting from multiple accounts. In the context of online participation processes, it is
difficult to train automated systems to decide whether two text posts are written by
the same user since the amount of training data per user is usually very small. Apart
from technical problems and solutions to authorship detection, we think that it is im-
portant to inform the organizers of an online participation process if we automatically
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Score Name Definition
2 comprehensible The paraphrase can be understood immediately.

Example: “These things are deeply rooted in the
Swedish people.”

1 partially comprehensible The paraphrase can be understood with some re-
strictions. It can contain smaller errors or some
smaller parts that are incomprehensible.
Example: “they him. But ignored ”

0 incomprehensible The language quality of the paraphrase is too poor
to allow any understanding of the content.
Example: “I a In certain years in a bookstore can
help , than English , French English. French ”

Table 3.3: Labels for the sensibleness dimension (Liebeck et al., 2016c)

detect text passages that indicate that one user might be posting with multiple user
accounts. We leave the investigation and the decision of how to deal with such cases
up to the city administration.

We would like to mention that some online participation processes restrict the
submissions of ideas to local citizens, e.g., Liquid Friesland7 in 2012. In this particular
case, citizens filled out a registration form with their personal information (name,
address, and date of birth) and received an access code via mail that was required to
complete the registration process (Diefenbach, 2013).

3.3 Extracting Topics in Online Participation Pro-
cesses

We will now address online participation processes in which the users contribute such a
high number of texts that it makes the platform incomprehensible, and we can no longer
expect that the users will read several hundred texts just to understand which topics
have already been discussed and what the discussion is about. In order to facilitate
the participation in the discussion, we would like to utilize natural language processing
techniques to provide a broad overview of the discussed topics.

For the municipal administration, politicians, or the project organizers in general,
it is of course also advantageous to have an overview of what the citizens are talking
about. In addition, the project organizers might also reference this information with
the topics that the discussion was intended to be about and guide the discussion by
bringing up new perspectives or subtopics that have not been talked about yet.

There are multiple approaches to the goal of providing an overview. Keep in mind,
that we would like to have these approaches to be able to scale up for processes with
more than ten thousand text comments. While choosing a technique to tackle this
problem, there are multiple aspects that have to be considered:

1. Content: What content should be the basis for the extraction? Should the
whole text content be considered or only parts (for instance limited to certain

7http://www.liquidfriesland.de/

http://www.liquidfriesland.de/


3.3. EXTRACTING TOPICS IN ONLINE PARTICIPATION PROCESSES 43

part-of-speech-tags, e.g., nouns)?

2. Method: Which automated approach should be used to extract and summarize
the topics discussed?

The simplest way to begin carrying out topic extraction is to extract words or
phrases that occur most frequently. This makes it possible to find the most
dominant discussion topic. While determining the most frequent words, it is
reasonable to filter out stop words or to only use certain part-of-speech tags, e.g.,
nouns. However, only extracting the most frequent words can cause the effect
that words from only a few, or even just one, discussion topic are extracted as a
summary. This is especially the case if there is a single discussion topic that is
dominating the whole discussion.

In the case of participatory budgetings, such an approach would most likely lead
to suboptimal results since citizens usually submit proposals from a variety of
different topics. Therefore, we think that topic modeling is a better approach to
capture multiple discussion topics. In Section 3.3.2, we use the popular method
Latent Dirichlet Allocation (LDA) (Blei et al., 2003) and show the most frequent
words per topic.

Although our task is related to multi-document summarization, it is still differ-
ent since we want to generate an overview of multiple documents that are about
different topics. Classical multi-document summarization deals with the summa-
rization of one story or event that is being described in multiple documents, for
instance in news articles.

3. Visualization: How should the extracted information be visualized for the end
user?

A recent user behavior study (Smith et al., 2017) has focused on the question
of what makes a topic visualization good in terms of topic understanding. In
a two-phased evaluation, Smith et al. (2017) evaluated four different types of
topic visualizations: word lists, word lists with bars, word clouds, and network
graphs. Crowdworkers were asked to label topics (comprising k most frequent
words) with one to three words on the basis of topic visualizations. For 71% of
the labels, at least one word of the manually produced labels is also present in
the most frequent words from that topic. This also means that 29% of the labels
generated by users do not include any word taken from the most frequent terms
of a topic. Additionally, user-generated labels were unsurprisingly rated better
than automatically generated labels that were also evaluated for a comparative
baseline. The observed behavior shows that topic labeling approaches still need
a lot of research to outperform human performance.

We can transfer some of their insights to the field of online participation in terms
of using a dashboard-like topic overview if we think of a person that is shown
different visualizations instead of a crowdworker. For topic understanding, Smith
et al. (2017) did not find a significant difference between visualization techniques
in the resulting label quality. This means for our dashboard use case that the
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choice of the visualization technique should not be important. However, if we
want to provide an overview of the discussed topics as quickly as possible (in
terms of the person seeing the dashboard is able to grasp the topics quicker),
we can rely on simple word lists since Smith et al. (2017) measured how long it
took crowdworkers to come up with a label for a topic and they found out that
topics represented by word lists allow for a significantly faster labeling than more
complex visualization techniques.

We started to investigate different methods in Kahlert et al. (2017) where we ad-
dressed the task of extracting information from multiple hashtags on Twitter in order
to get an understanding of the topics discussed in the hashtags. We compared multiple
intuitive ways to filter words before determining the most frequent words in a hashtag.
More specifically, we examined (i) no filtering at all, (ii) filtering of stop words, (iii)
using part-of-speech-tags as a filter (nouns and verbs separately), (iv) only words in
the first sentence of a tweet, (v) using dependencies to extract verb-noun pairs, and
(vi) n-grams. Additionally, we trained LDA models with bigrams. In our opinion,
the most frequent terms usually did not provide enough information to allow for an
understanding of the hashtags , while methods capturing more semantics like trigrams
and LDA models were more preferable.

3.3.1 Datasets
In the scope of this thesis, we will focus on the extraction of topics from three different
geographical areas in Germany and their respective online participation projects. They
differ in the number of texts and objective of the projects. For the city Bonn, we are
able to compare participatory budgetings for multiple consecutive years which allows
us to check whether the citizens talked about the same topics repeatedly or whether
they talked about different topics. These three different regions should allow us to
get a feeling for the types of projects our approach works well with, or for the types
of projects that might be better handled using other approaches. We are extracting
topics from online participation processes in these areas:

• Berlin: We begin with the dataset from the Tempelhofer Feld project that we
already introduced extensively in Chapter 2. It revolves around the collection of
ideas for the large open field of the former airport Berlin Tempelhof.

• Tagebau Garzweiler: As briefly mentioned in Section 3.2.2, the online partici-
pation process Online-Konsultation zur Leitentscheidung Braunkohle is about the
reduction of the surface mining area of the Tagebau Garzweiler and its effects on
people living in the area (with the expectation of being relocated and reimbursed
for it), the environment, and the power supply of Germany.

• Bonn: The city of Bonn has about 300,000 inhabitants and is very experienced
with online participation. In our analysis, we focus on participatory budgetings
from the years 2011, 2015, and 2017.

The online participation processes also differ in the amount of text content, as
listed in Table 3.4. The Braunkohle corpus has a low number of proposals, which
were created by the state government in advance, and citizens were not able to create
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new proposals. We can also observe a decreasing rate of text contributions for the
participatory budgetings in Bonn. Figure 3.2 shows that the texts in the THF corpus
are shorter than in the Braunkohle corpus.

Corpus # Proposals # Comments # Total
Tempelhofer Feld 340 1389 1729

Braunkohle 7 1296 1303
Bonn 2011 1015 8903 9918
Bonn 2015 335 2937 3272
Bonn 2017 55 109 164

Table 3.4: Number of proposals and comments per corpus

The data protection laws in Germany make it difficult to share the text contents
of the processes directly although they are already publicly viewable. This is espe-
cially the case for most of the past online participation processes, including projects
with a high participation rate such as the participatory budgeting in Bonn 2011 and
the Online-Konsultation zur Leitentscheidung Braunkohle, neither of which is directly
downloadable. This also makes it difficult to annotate the corpora with additional
information since the texts cannot be shared. In order to bypass this restriction and
to allow these past datasets to be more accessible in the future, we decided to create
multiple open-source crawlers that are available on GitHub8. With the help of these
crawlers, we are able to share the datasets indirectly by sharing the crawlers.

Figure 3.2: Comparison of the corpora’s sentence lengths

8https://github.com/Liebeck/OnlineParticipationDatasets

https://github.com/Liebeck/OnlineParticipationDatasets
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3.3.2 Topic Extraction
In Liebeck et al. (2017), we compared two different methods to extract the topics
discussed in the Tempelhofer Feld project. We began by demonstrating that a word
cloud displaying the most frequent words is not sufficient enough to capture an overview
of the discussion. In our opinion, a better way to capture different discussion topics
is topic modeling. We used the most popular topic modeling algorithm, called Latent
Dirichlet Allocation (LDA) (Blei et al., 2003), to capture semantic topics. With LDA,
each topic is a probability distribution over a fixed vocabulary that usually consists
of the words in the corpus that LDA is being used upon. A typical way to represent
trained LDA models is to list the most frequent n ∈ {5, 10} words per topic.

We would like to point out that LDA does not have any knowledge about the
meaning of individual words. The topics found by LDA result from co-occurring words
in the corpus. However, LDA is often able to find several semantically coherent topics
in large corpora.

Before running LDA, we must define a value for the number of topics K that LDA
is supposed to find. In all of our attempts, we empirically determined the number of
topics. Although there has been some work on automatically determining the number
of topics (Griffiths and Steyvers, 2004), the opinion whether the retrieved topics are
good or coherent is subjective, depending on the corpus, and may require background
information. Chang et al. (2009) introduced the crowdsourced word intrusion task to
evaluate how coherent topic models are. In their observation, they found that humans
often agree which topic is coherent or “good” and that traditional evaluation metrics
may even contradict the human judgment on topic quality. Regarding non-coherent or
“bad” topics, we quote Hu et al. (2014): “The topics discovered by topic modeling do
not always make sense to end users. From the users’ perspective, there are often ‘bad’
topics. These bad topics can confuse two or more themes into one topic; two different
topics can be (near) duplicates; and some topics make no sense at all.”

In the following, we will apply LDA to the datasets from Section 3.3.1 and will as-
sess how suitable LDA is in capturing the content of the online participation projects.

Tempelhofer Feld:
In Liebeck et al. (2017), we empirically determined K = 15 to yield the best LDA
topics. Table 3.5 shows several good topics that reflect some of the proposals made by
the citizens. Unfortunately, our LDA model also contains bad topics that we do not
show here.

Topic Words
#1 Gärtner, Nutzung, Allmende, Beet, Raum
#2 Zugang, Kind, Spaß, Spielplatz, Nutzung
#4 Baseball, Softball, Amerikaner, Team, Trinkwasserbrunnen
#7 Harald Juhnke, Straße, Weg, Way, Zeit
#10 Musik, Kultur, Bühne, Wäldchen, Eingang
#11 Biergarten, Bier, Jahr, Tankstelle, Form

Table 3.5: Excerpt from the topics identified by LDA on the Tempelhofer Feld project
and their corresponding five most frequent words (Liebeck et al., 2017)
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For our LDA model in Liebeck et al. (2017), we removed common stop words and
corpus-specific stop words before training our LDA model. Schofield et al. (2017) in-
vestigated whether stop words should be removed before or after the training an LDA
model and concluded that it there is almost no difference. Therefore, we remove the
corpus-specific stop words from the LDA models of the other corpora after the training
in order to to allow for a faster and easier curation of stop words.

Braunkohle:
For the THF corpus, LDA seemed to be a good choice since there are multiple discus-
sion topics present in the dataset. Upon manually investigating the Braunkohle corpus,
we can see that the users were not allowed to submit proposals on their own. Although
multiple proposals on the website were pre-submitted by the organizers, there seems to
be only one interconnected topic, namely the reduction of the planned area for surface
mining, as decided by the state government. The opinion of the citizens voiced in the
comments is quite polarized into people who advocate for the reduction due to environ-
mental reasons and into people who categorically reject it. For such a monothematic
online participation project, topic models might not be a suitable choice but rather
for processes with a variety of different proposals that usually occur in participatory
budgetings. Nevertheless, we wanted to see whether LDA might produce meaningful
topics regardless.

For the corpus, K = 6 turned out to be the best choice. The LDA topics are
listed in Table 3.6. With knowledge of the proposals and some of the comments of
the online participation process, it is possible to differentiate the topics: renewable
energy in general (#1), the decision of the state government to not relocate the place
Holzweiler (#3), the distance of the residual lake to Holzweiler (#5), and renewable
energy’s problems with the security of supply (#6).

Topic Words
#1 Klimawandel, Zukunft, Meinung, Alternative, Verfügung, Energieträger,

Wind, Kraftwerk
#2 Land, Entscheidung, Unternehmen, Kohle, Region, Erde, Politik, Heimat
#3 Bürger, Land, Umsiedlung, Dorf, Entscheidung, CO2, Ort, Seite
#4 Kohle, Energieträger, Energieversorgung, Nutzung, Kraftwerk, Zukunft,

Land, Erneuerbare
#5 Abstand, m, Ort, Ortschaft, L19, Grund, Restsee, Meter
#6 Netz, Problem, CO2, Zufallsstrom, Energiewende, Kraftwerk,

Versorgungssicherheit, Politik

Table 3.6: LDA Topics for Braunkohle

However, we have to admit that it is not easy to understand these topics without
background knowledge and that the topics appear to be very similar which is due to
the very narrow topical focus of the platform. Upon comparing multiple LDA models,
we noticed that the topic about the residual lake can be found consistently for different
values of K. We also noticed that it was not sufficient enough to only display the five
most frequent words per topic and, therefore, increased the number of words to achieve
a better differentiation between the topics.
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Let us now take a look at Bonn and its participatory budgetings from 2011, 2015, and
2017.

Bonn 2011:
The LDA topics for 2011 are listed in Table 3.7. Given the large size of the dataset,
LDA can indeed capture multiple good topics: the Bonner Beethovenhalle (#3), the
availability of schools and kindergartens (#4), cultural topics like the Frauenmuseum
(#9) and Bonn’s participation in carnival with its associated costs for the city (#15),
and traffic (#1 and #10). Topic #5 discusses the music schools and savings oppor-
tunities in the musical sponsorships of the city. It is interesting to see that LDA also
captured a general topic about the moderation of the online participation process (#2)
and a general topic about saving suggestions (#11). Topic #14 treats public transport
and swimming pools are being discussed in topic #7.

Topic Words
#1 Straße, Auto, Kontrolle, Parkplatz, Uhr
#2 Moderation, Teilnehmer, Liebe, Teilnehmerin, Buch
#3 Orchester, Beethovenhalle, Oper, Gebäude, Halle
#4 Schule, Kind, Stelle, Schüler, Kindergarten
#5 Kind, Musikschule, Familie, Eltern, Geld
#6 Stadthaus, Wasser, Rheinaue, Fahrt, Gewinn
#7 Bürger, Bad, Geld, Freibad, Verwaltung
#8 Verwaltung, Leistung, Dank, Haushalt, Beitrag
#9 Verein, Frau, Museum, Frauenmuseum, Kunst
#10 Ampel, Verkehr, Rahmen, Kreuzung, Rat
#11 Leistung, Geld, Einsparung, Kürzung, Beispiel
#12 Kürzung, Mensch, Angebot, Kind, Leistung
#13 Oper, Theater, Hund, Preis, Bürger
#14 Bus, Linie, Bahn, Innenstadt, Minute
#15 Karneval, Kultur, Mitarbeiter, Veranstaltung, Leute

Table 3.7: LDA Topics for Bonn 2011

Bonn 2015:
The Bonn participatory budgeting from 2015 is about one-third of the size of the project
from 2011. Given that there are still over 300 proposals, it is reasonable to assume
that there are more than ten discussion topics. LDA models with a smaller number of
topics yielded topics with dissatisfying semantic coherence. With a higher number of
topics, the results become more interpretable. However, it was still difficult to choose
the number of topics for Bonn 2015 since the trained models for K = 14 and K = 15
both found multiple good topics but also mixed topics or incomprehensible ones. In
the end, we decided to list an excerpt of the LDA topics for K = 14 in Table 3.8. LDA
found topics about holiday care (#5), the closing of libraries (#6), two cultural topics
(#7 and #9), again a topic about moderation (#10), and citizens that complain about
the lack of parking lots (#13).
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Topic Words
#4 Kunstverein, Künstler, Rat, Projekt, Ergebnis
#5 Kind, Eltern, Beitrag, Ferienbetreuung, Familie
#6 Kind, Bücherei, Bibliothek, Bildung, Schließung
#7 Festspielhaus, Schule, Kind, Beethovenhalle, Park
#9 Oper, Kultur, Theater, Orchester, Konzert
#10 Moderation, Dank, Thema, Liebe, Dialog
#13 Auto, Gebühr, Platz, Innenstadt, Parkplatz

Table 3.8: Excerpt from the LDA topics from Bonn 2015 with K = 14

Bonn 2017:
With only 55 proposals and 109 comments, the participation rate for the participa-
tory budgeting in 2017 was very low. In order to assess how expressive LDA is for
this small corpus, we read the proposals in advance before looking at the trained LDA
models. Upon investigating the LDA models, we noticed that the topics were not
clearly separated, regardless of the number of topics. We also experimented with dif-
ferent weighting schemes but without success. Although there are occasionally good or
coherent topics, e.g., the closing swimming pools [Bad, Schließung, Hallenbad, Franken-
bades, Frankenbad ], the expensive renovation of the Beethovenhalle [Sanierung, Halle,
Konzept, Beethovenhalle, Kostenobergrenze ], and meta-discussions about the success
and acceptance of the online participation process [Bürger, Haushalt, Dialog, Verwal-
tung, Bürgerdialog ], they are, however, distributed over different models and cannot
be found consistently. In summary, LDA is not suitable for topic extraction on such a
small project with many different proposals. For these cases, word clouds or a manual
view of the platform will probably be sufficient.

Overall, we have shown that LDA works as a method for topic extraction but that
its success depends on the type of online participation process and the size of the
dataset. For example, LDA has generally worked well for participatory budgetings,
except for Bonn 2017, where the number of text contributions was too low. Despite
the monothematic structure of the Braunkohle platform, a number of discussion topics
could be identified, although their interpretability was only possible with background
knowledge of the process. However, citizens and administrators usually have this kind
of knowledge when they engage in the discussion.

For all of these corpora, we trained several LDA models using a different number
of topics. Lacking a reliable way to automatically determine the best model, we had
to manually choose the model with the most “good” topics, which was difficult due to
the subjective nature of this approach.
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3.3.3 Topic Labeling
Topic labeling is the NLP task of describing a set of words with a superordinate or
summarizing term. For topic models, such as LDA, topic labeling can be used to
automatically summarize the most frequent words per topic. In a text analysis pipeline
for extracting discussion topics, topic labeling can be considered as the next step after
topic modeling, as illustrated in Figure 3.3.

Topic Words
#1 Gärtner, Nutzung, Allmende, Beet, Raum
#2 Zugang, Kind, Spaß, Spielplatz, Nutzung
#4 Baseball, Softball, Amerikaner, Team, . . .
#7 Harald Juhnke, Straße, Weg, Way, Zeit
#10 Musik, Kultur, Bühne, Wäldchen, Eingang
#11 Biergarten, Bier, Jahr, Tankstelle, Form

#1 Allmende-Gärten
#2 Nutzung Kinder

...

Topic Modeling

Topic Labeling

Figure 3.3: Combination of topic modeling and topic labeling

We experimented with a system to predict a topic label for the top n words of
an LDA topic. Given that a topic labeling technique should be able to output a good
fitting label for a wide variety of top n words from topic models, the output vocabulary
that represents all possible labels should be very large. This is especially necessary if
the words which are to be labeled can come from a variety of discussion topics. In
our prototype, we decided to use a very large output vocabulary based on the titles of
Wikipedia articles.

The evaluation of topic labeling approaches is tricky since each possible label for a
topic requires a judgment concerning how good the label fits the topic. Otherwise, it
is not possible to compare which one of two labels is a better fit. In the current status
of the research field, such judgments or annotations of topic labeling approaches are
created by humans, usually by crowdworkers (Lau et al., 2011; Bhatia et al., 2016).
Although an evaluation is also possible by the researchers involved in the respective
research groups, an evaluation of independent crowdworkers is perceived as more impar-
tial. Since such judgments are somewhat subjective, even with annotation guidelines,
each label-topic pair is usually rated by multiple annotators and their judgments are
averaged.

We are interested in topic labeling for German, especially for topic models generated
from online participation processes. In order to allow for a rapid prototyping of topic
labeling techniques, we decided to use an annotated English dataset from Bhatia et
al. (2016), which is based on the previous work from Lau et al. (2011). The dataset
comprises 228 topics with the most ten frequent words each. Bhatia et al. (2016)
presented each of these topics to crowdworkers along with 19 possible labels. The
workers had to rate each topic-label pair with a score s ∈ {0, 1, 2, 3} indicating how
well the label fits the topic. After filtering out bad crowdworkers, the judgments were
averaged into a single score. Table 3.9 shows the topic terms of four topics along with
some of the 19 labels and their respective crowdsourced scores.
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Topic Terms Labels Score

school, student, university, college,
teacher, class, education, learn, high,
program

school 2.67
education 2.67

primary education 2.0
teacher 2.0

pre-medical 0.71

church, arch, wall, building, window,
gothic, nave, side, vault, tower

church architecture 2.71
romanesque architecture 1.67

barrel vault 1.0
rose window 0.8

san, francisco, diego, los, california,
angeles, 2006, 2005, conference,
october

san diego 1.83
michael williams (defensive back) 1.22

southern california 1.0
computer, internet, software, system,
microsoft, technology, company,
service, network, program

computer network 2.57
open source 2.14
internet 1.8

Table 3.9: Example topics from Bhatia et al. (2016) with some of their labels and
respective annotated scores. The bolded labels represent the predicted labels of our
LDA embedding prototype.

In the scope of this thesis, we pursued an unsupervised approach for topic labeling
which we call LDA embedding. Let topic termij denote the i-th term in topic j and
labelkj is the k-th label for topic j. For each term in the dataset, we retrieved the cor-
responding Wikipedia article with the same name and represented it with an LDA dis-
tribution of the words in the article. We trained LDA models on an English Wikipedia
dump and experimented with different dimensionalities D = {100, 150, 200, 300}. For
each topic j, we calculated the score

distjLDA(labelkj) := Φ({distLDA(labelkj, topic termij)}1≤i≤10)

of how well label labelkj fits topic j. The distance between the LDA distributions of the
Wikipedia articles for labelkj and topic termij is denoted by distLDA(labelkj, topic termij).
We evaluated four different ways to calculate the distance: (i) cosine similarity, (ii)
Jensen–Shannon divergence (Lin, 1991), (iii) Euclidean distance, and (iv) Kullback-
Leibler divergence (Kullback and Leibler, 1951).

For each possible label, we calculated distances to the ten topic terms and aggre-
gated them with Φ into a single score. For Φ, we experimented with three functions:
sum, median, and mean. In order to determine the best-fitting label for topic j, we
selected the label with the smallest distance to the topic terms.

Unfortunately, our prototype was not able to beat the previous baselines from Lau
et al. (2011) and Bhatia et al. (2016). Looking at the dataset and individual topics more
closely, we can see that our approach can predict the best-ranked labels in some cases,
e.g., for the first and fourth topic in Table 3.9, where our predicted labels are marked
as bold. For the second topic, our predicted label romanesque architecture has a much
lower score than the best-ranked label church architecture. We do not agree with this
assessment and want to point out that such ratings are subjective. In addition, there
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are other instances of scores that we cannot comprehend. If we take a look at the third
topic which is about three cities in California, we can see that the best-ranked label san
diego has a score of 1.83. We cannot understand how the label of an American football
player named Michael Williams is ranked with 1.22. Our approach predicted the much
better fitting label southern california, which geographically describes two of the three
cities. However, our prediction is labeled with a 1.0 which is worse than the football
player. The fourth topic is another example of incomprehensible high judgments from
the crowdworkers since open source is rated higher than internet and the most frequent
topic words indicate nothing of source code development or open source licenses.

In summary, our approach still looks promising for further research and we are very
curious to see how it performs on other datasets.

3.4 Future Work
We will now outline further research aspects regarding topic extraction:

• Semantic similarity:
For our work on semantic similarity, we would like to experiment if the Word
Mover’s Distance (Kusner et al., 2015) can be used as an additional feature for
our supervised approaches.

• Topic modeling:
In the scope of this thesis, we have limited ourselves to only use LDA as topic
modeling method. In our ongoing research, we are currently comparing the results
of several other topic modeling methods in order to find the best working method
for online participation processes.

We agree with Hu et al. (2014) that the “users of topic models are the ultimate
judge of whether a topic is ‘good’ or ‘bad.’ ” Therefore, we want to compare
different topic models by showing them to moderators and users who should rate
the returned topics in terms of understandability. In addition, we would like to
measure the time it takes the users to understand the topics and include this
metric into our decision for a suitable topic modeling technique. Inspired by
Smith et al. (2017), we might also use crowdsourcing to compare our models.

Another interesting approach to include user feedback and to improve topic mod-
els is to make them interactive. Hu et al. (2014) proposed to allow end users to
merge two topics into one and to split a mixed topic into two separate ones. We
want to evaluate if such an approach is helpful in our application domain as well.

We will also evaluate which topic modeling method works best for the participa-
tory budgetings from Cologne and Darmstadt.

The output vocabulary plays a huge role in topic extraction. Therefore, we
would like to reduce the size of the vocabulary by correcting spelling errors. In
addition, we would like to evaluate techniques to further compress our extracted
words semantically, for instance with semantic nets.

As mentioned in Section 3.3.2, the manual decision to choose an optimal number
of topics for LDA was difficult. We would like to experiment with techniques to
automatically find that optimal number. We will evaluate if these techniques are
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of any benefit to us and if they also contradict our human judgment, as observed
in Chang et al. (2009).

We would also like to pursue a combination of topic modeling and summarization
techniques: Given a topic model for a corpus, we could group all documents with
the same dominant topic and try to use extractive summarization techniques to
create an overview of the particular discussion topic.

• Visualization:
Besides topic modeling, we would like to experiment with different visualization
techniques that could also provide an overview of the discussion, such as DLATK
(Schwartz et al., 2017) and Scattertext (Kessler, 2017). Both visualization pack-
ages could be used to compare two online participation processes from different
years in the same city, for instance, to identify common topics in successive par-
ticipatory budgetings.

• Topic labeling:
To the best of our knowledge, there is currently no German topic labeling dataset
with crowdsourced annotations that is comparable to Bhatia et al. (2016). There-
fore, we would like to create a comparable crowdsourced dataset for German and
use it to benchmark our approach. In addition, we would like to evaluate existing
topic labeling approaches on that dataset, especially the work from Bhatia et al.
(2016).

In our approach, we represented each term with the LDA distribution of the cor-
responding Wikipedia article. We would like to evaluate whether it is beneficial
to include Wikipedia’s link structure. To that end, we will try to add more depth
to our approach by representing an article by the LDA distributions of the first
n linked articles and by adapting our distance calculation accordingly.
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4
Author Profiling

In this chapter, we focus on author profiling and present our multilingual approach,
which achieved an excellent ranking in the PAN author profiling in 2016. Afterwards,
we evaluate how our approach performs on a German online participation dataset.

4.1 Introduction into Author Profiling
The research area author profiling focuses on the automatic identification of demo-
graphic attributes from an author, given some of his texts, e.g., from social media
posts. So far, demographic inference has been applied for a variety of attributes, such
as detecting the gender (Rao et al., 2010; Burger et al., 2011), age (Rao et al., 2010),
location (Eisenstein et al., 2010), occupation (Preoţiuc-Pietro et al., 2015), personality
traits (Mairesse et al., 2007), and political orientation (Conover et al., 2011). Author
profiling was also used to detect medical risks by screening for behavior patterns, such
as the detection of depression (Schwartz et al., 2014) or heart disease (Eichstaedt et al.,
2015) by analyzing posts on Facebook and Twitter, respectively.

In terms of identifying personality traits, the Big Five model (L. Goldberg, 1993)
(comprising openness, conscientiousness, extraversion, agreeableness, and neuroticism)
is often used. Previous research by J. Chen et al. (2015) showed that predicting person-
ality traits based on Twitter tweets can be used to target advertisements individually
as users with high openness and low neuroticism are more likely to respond to adver-
tisements and have a higher conversion rate.

We also experimented with the Big Five model in Liebeck et al. (2016b) for pre-
dicting personality types of students based on their Java source code.

We would like to mention that it can be difficult to predict certain user attributes,
such as gender or age, on the basis of a single text message. Considering the following
example, it is even difficult for humans to infer whether the author’s gender is male or
female:

I bought an iPhone today

55
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However, the more text content we have of a user, the easier it becomes to predict these
traits, as studies such as Burger et al. (2011) and Ungar (2017) have investigated.

Author profiling has attracted a lot of attention in the NLP community, which
resulted in shared tasks with a variety of attributes to predict. The most notable
author profiling challenge takes place yearly at PAN (Rangel et al., 2013; Rangel et al.,
2014; Rangel et al., 2015; Rangel et al., 2016; Rangel et al., 2017). In 2017, a new
gender identification shared task for Russian (RusProfiling, 2017) was created.

4.2 Use Cases for Online Participation Processes
There are several use cases for author profiling in online participation projects. Prob-
ably the most important of them is to estimate the age and gender distribution of the
citizens involved in the discussion since the opinions of each group should be heard. If
opinions from a minority are missing in the comments, it would be possible to approach
them offline and include their point of view and arguments. Although we technically
first have to predict the gender and the age for each individual user, we are not in-
terested this granularity level but only in the general distribution. A possible output
from our system might be that 70% of the participants are male and above age 50.
A city administration would now be able to use this information to approach younger
citizens and underrepresented minorities.

Author profiling could also be applied to D-BAS (Krauthoff et al., 2016) where a
user’s gender and age could be inferred from his or her entered text. If an argument
in D-BAS is only responded to by a specific user group, for instance, males, author
profiling could be used to ask currently underrepresented groups, e.g., females, for
their opinions on that argument. Since D-BAS aims to collect short arguments from
the users, the training for such a classifier can probably not be conducted on D-BAS
data alone but rather on in-domain data.

It is also possible to predict other user attributes or user behavior. In the case of
online participation, it might be interesting to predict users that are prone to nega-
tively influence or even bully other discussion participants and alert the moderators to
control whether the user in question adheres to the rules of conduct. A study of Ziegele
and Jost (2016) showed that a high deliberative discussion atmosphere can lead to a
high willingness to participate in a discussion. Therefore, we would like to ensure such
a discussion atmosphere by automatically supporting moderators. The research from
Cheng et al. (2015) on antisocial behavior and banned users in comment areas of news
websites is quite promising and contains features we might adopt for our author profil-
ing approach. Fortunately, users of online participation projects usually demonstrate
civil behavior and automated moderation systems are currently not needed.

4.3 Our Multilingual and Cross-domain Approach
We participated (Modaresi et al., 2016a) in the age and gender prediction of the PAN
challenge in 2016 (Rangel et al., 2016). The iteration of 2016 comprised three languages
(English, Spanish, and Dutch). The difficulty, in comparison with the previous years,
was that the training occurred on tweets from Twitter and the evaluation on another
domain that was unknown to us and the other participants at the time of the challenge.
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Since the length of a tweet is limited and Twitter users tend to use a very specific way
of maximizing the amount of content within the length boundaries, we decided to use
genre-independent features. Since none us was able to understand Spanish or Dutch,
we also decided not to use language-specific features. Additionally, all our features
were normalized in order to account for the different text lengths between the source
and the target domain.

Logistic regression was used as a machine learning technique. As features, we used
combinations of word unigrams, word bigrams, character 4-grams within word bound-
aries, punctuation features, and a relative spelling error feature by using Hunspell1
with LibreOffice dictionaries.

Using our approach, we were able to achieve very good results ranking as the second
team out of 22. For English, we achieved first place for gender detection and tied for
second place in terms of joint accuracy. For Spanish, we were able to tie for first place.

4.4 Experiments on a German Online Participation
Process

So far, our approach has not been tested on German data. To the best of our knowl-
edge, there is currently only one German corpus, named TwiSty, for author profiling
in German (Verhoeven et al., 2016) comprising social media data. In the scope of this
thesis, we will evaluate how good our approach works with an in-domain setting for a
German online participation project, namely the Braunkohle corpus. A deeper anal-
ysis setup, including additional features, the release of our dataset, and cross-domain
evaluations are planned for an original publication. Here, we only focus on gender
prediction.

4.4.1 Dataset Creation and Annotation
For our evaluation in the online participation domain, we use the text comments from
the Braunkohle corpus that were retrieved with our crawler2. In total, 1296 comments
were written by 441 unique users. We have annotated each user name with gender
information g ∈ {male, female, unknown} solely based on their first name. With a
distribution of 44 women, 380 men, and 17 authors of unknown gender, the gender dis-
tribution is heavily skewed toward men. For our experiment, we can use 144 comments
written by women and 1064 comments from men.

4.4.2 Evaluation
For a better comparison with the PAN author profiling challenge, we will also use
accuracy as evaluation metric and conduct our experiments on a subset of the annotated
data with balanced class distribution. Besides only having a small number of data for
training and testing a classifier, an additional problem arises when taking a closer
look at the number of comments each user wrote: about a third of the 144 female
comments are written by a single user. To prevent this single user from having too

1http://hunspell.github.io/
2https://github.com/Liebeck/OnlineParticipationDatasets

http://hunspell.github.io/
https://github.com/Liebeck/OnlineParticipationDatasets
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great an influence on the classification result, we will perform multiple evaluations with
different randomized subsets, each of which contains 120 comments per gender. In
total, this leaves us with 240 comments per subset. In order to evaluate how stable our
classification results are over the five subsets, we will perform five-fold cross-validations.

Subset Scores Mean Variance
Fold 1 Fold 2 Fold 3 Fold 4 Fold 5

1 75.00 52.08 77.08 64.58 75.00 68.75 88.54
2 68.75 64.58 79.17 68.75 75.00 71.25 26.74
3 62.50 79.17 60.42 66.67 62.50 66.25 45.83
4 66.67 72.92 66.67 68.75 75.00 70.00 11.46
5 81.25 60.42 66.67 70.83 64.58 68.75 50.35

Table 4.1: Evaluation results of our author profiling approach on the Braunkohle cor-
pus. Each row represents a different subset of the corpus along with the results for the
respective fivefold cross-validation.

The results of the five-fold cross-validation of our approach from Modaresi et al.
(2016a) on the Braunkohle corpus are listed in Table 4.1. First of all, all results are
better than a random classification baseline which would yield ≈ 50% accuracy since
the dataset is balanced. If we take a look at the five subsets, we can see that the mean
classification accuracy is between 66.25% and 71.25%. If we compare this range with
our gender predictions (Modaresi et al., 2016a) in the PAN challenge with 75.65% for
English and 69.64% for Spanish, our scores for German are lower than for English and
comparable with Spanish although our German dataset was much smaller.

However, if we take a look at the individual subsets and compare the individual
accuracy scores with their respective mean, we can see that our accuracy scores are
not stable and have a high variance. This is probably due to the small dataset size and
too infrequent patterns in the textual data.

Nevertheless, the averaged result of all subsets is 69%, which is satisfactory given
the size of the dataset. In the future, we will evaluate how a German gender prediction
model trained on another domain will perform on our corpus.

4.5 Future Work
In the future, we would like to evaluate our approach in a cross-domain setting on mul-
tiple German datasets. Additionally, we will benchmark some of the features described
in Section 2.6.1 as well as state-of-the-art techniques.

Character embeddings (Bojanowski et al., 2017), as explained in Section 2.6.1, have
already been used in the author profiling challenge at PAN 2017 (Rangel et al., 2017)
by Franco-Salvador et al. (2017) who experimented with character n-gram embeddings
and achieved 7th place for the gender prediction of English texts. Miura et al. (2017)
combined word embeddings and character n-gram embeddings and achieved 6th place.
We intend to extend these works by combining their approaches with classical features.

Spelling errors are also identified to be a helpful feature to detect an author’s native
language. L. Chen et al. (2017) found out that character n-grams of misspelled words
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can slightly improve previous benchmarks. We will experiment with this feature as
well in our future work by searching for spelling errors in texts written by male and
female authors in order to determine important character n-grams of misspelled words
for gender classification.
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5
Conclusion and Outlook

This thesis has focused on automatically analyzing German online participation pro-
cesses using natural language processing techniques. For successful processes with
thousands of text contributions, users can easily be overwhelmed by the sheer amount
of information from previous posts. After the participation phase of an online partic-
ipation process ended, the organizers have to manually evaluate the suggestions and
comments from the users or citizens. Since this analysis is very time consuming, it is
necessary to automatically assist the organizers in the manual evaluation.

However, software and algorithms specifically tailored for this automatical sup-
ported evaluation of German online participation processes did not exist and were a
research gap that we addressed with our works in the research fields argument mining,
topic extraction, and author profiling. Although methods already existed in all three
research fields, they are usually focused on English text data. In the scope of this
thesis, we investigated how well existing and new techniques perform on German data
in the application domain of online participation.

In Chapter 2, we focused on argument mining. We started by identifying an appro-
priate argument model for our application domain, created annotation guidelines, and
annotated a dataset. Afterwards, we addressed two common machine learning tasks
in argument mining: argument identification and argument classification. We have
worked on both classification tasks with two different approaches. First, we pursued a
classical machine learning approach with feature engineering. We evaluated multiple
classifiers, a multitude of features, and incorporated state-of-the-art features into our
research. Second, we benchmarked five different deep learning architectures for both
subtasks as deep learning is becoming more common in natural language processing.
For the identification of argumentative content, the classical machine learning approach
yielded the best results with 69.71% macro-averaged F1. The classification of argument
components was best solved with deep learning and the best model achieved a score of
68.59%.

As our approach is currently limited to classifications on a sentence level, an eval-
uation of a finer granular sequence tagging approach is the next imminent step. We
did not evaluate an argument linking subtask on our dataset due to the difficulty of
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correctly annotating relations between argument components with the high number of
multi-document discourse between the citizens in the Tempelhofer Feld online partici-
pation project. In the future, we plan to revisit argument linking on smaller datasets.

In Chapter 3, we focused on topic extraction. We began with necessary prelim-
inary work by creating the new German lemmatizer IWNLP which is based on the
freely available Wiktionary. Then, we worked on semantic textual similarity between
two sentences and paraphrase detection. Subsequently, we shifted our focus to extract-
ing topics from online participation projects. In the scope of this thesis, we pursued
two approaches to extract discussion topics from online participation projects and we
believe that the topic modeling method Latent Dirichlet Allocation is applicable and
very promising in our application domain. We applied LDA to several online partici-
pation projects and discussed the retrieved topic models. In the remainder of Chapter
3, we concentrated on topic labeling as the subsequent step after topic modeling. We
presented an approach based on LDA embeddings and discussed the results of our
prototypical implementation which will we expand in the future.

In Chapter 4, we concentrated on author profiling and presented our cross-lingual
approach from the PAN author profiling challenge in 2016. We discussed why author
profiling in online participation projects can be useful to estimate the demographic
distribution of the participants. Then, we applied our approach for gender detection
on the Braunkohle corpus and achieved accuracy scores between 66.25% and 71.25%
for five different subsets of the corpus. In the future, we will conduct further research
into cross-domain author profiling on German texts.

Our research on argument mining was carried out as interdisciplinary research be-
tween the two disciplines computer science and communication and media studies
as part of the PhD program Online Participation. Our approach of combining the
strengths of both disciplines regarding manual and automatic content analysis has
proven to be very useful. Especially in communication and media studies, automatic
text analysis is currently becoming popular. We think we have set a good example
for interdisciplinary work and encourage more researchers to work in interdisciplinary
teams.

In Liebeck et al. (2017), we already outlined some design decisions regarding the
automatic prediction of emotions. We believe that further research into how partic-
ipants of online participation projects respond to each other emotionally is required
and we would like to pursue this research direction in the future.

The text content of all platforms we studied was extracted from forum-like plat-
forms where participants were able to enter content in free form. Forums have the
advantage of a low technical hurdle and participants can quickly join online discus-
sions. However, forums do not scale as a discussion platform and participants who join
the discussion at a later point in time can be negatively affected by the effects described
by Jones et al. (2004) due to the structure of forums. A difficulty in natural language
processing is the ambiguity of language and the varying quality of the text content that
additionally impacts the performance of automatic analysis approaches. An approach
fundamentally different from extracting arguments from texts is the already mentioned
dialog-based approach with D-BAS (Krauthoff et al., 2016), where users are not al-
lowed to post long text content in a free text format but they are instead forced into
a structured discussion by the platform. Such an approach requires argument mining
to a much lesser extent and makes it easier to focus on specific arguments and their
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relations since they do not have to be mined from text content. Additionally, the online
participation projects based on D-BAS can be moderated through a community effort.
It will be exciting to observe if this kind of discussion platform can prevail.

In argument mining, we have so far only focused on the online participation process
Tempelhofer Feld and on about one-third of its content. We are currently expanding
our focus and decided to annotate the entire Tempelhofer Feld process and the entire
Online-Konsultation zur Leitentscheidung Braunkohle process. This time, we include
a lot of other labels, called variables in the context of social sciences, into our annota-
tion. In addition to argument components, we now also capture emotions (binarized
into positive and negative emotions), narrations, humor, disrespectfulness, greetings,
proposed solutions in terms of a compromise between conflicting points of view, infor-
mation questions, questions of justifications, empathy, and relations between different
comments. From a social science perspective, the research goal is to discern how these
factors influence the discourse between the users, e.g., whether negative emotions are
expressed after disrespectfulness. For the computer science perspective, the annotated
data can be used for machine learning. The annotation of two corpora also allows
for a cross-dataset evaluation in terms of training a model on one online participation
process and evaluating on the other one. If we are able to achieve good results in
this evaluation, we can get an impression of how our trained model generalizes across
datasets.

As long as forums dominate the technical online participation platforms, topic ex-
traction is probably the area where we can help best with technical solutions. We
intend to integrate feedback from politicians, government employees, and technical
service providers on our methods and the retrieved topics from Chapter 3 very soon.
In addition, we believe that we can help by providing methods to automatically cat-
egorize text comments and to automatically detect duplicate content. Furthermore,
we would like to develop an open-source framework for topic extraction, interactive
topic modeling, and topic visualizations. We will work together with our technical and
administrative contacts to test this framework under live conditions.
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