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Introduction

1. Introduction 
1.1 The mammalian neocortex 

From an evolutionary point of view is the neocortex the newest part of cerebral cortex. It is 

involved in higher order brain functions, such as sensory perception, motor control, cognition and 

social activity (Baumgartner 2009; Lui et al. 2011; Lodato and Arlotta 2015). The shape, size and 

neuron number of different neocortical areas vary widely through different mammalian species 

(Herculano-Houzel 2009). In humans, the neocortex constitutes 90% of the cerebral cortex 

(Nieuwenhuys et al. 1998), which is considered to be a key evolutionary advance because it  

enabled higher cognitive function (Lui et al. 2011). Brodmann’s map, which was defined by the 

German anatomist Korbinian Brodmann, is one of the most influential works illustrating the 

cytoarchitectural organisation of neurons in the human brain. In Brodmann’s map, the cerebral 

cortex is subdivided into 52 areas (Fig. 1.1). Each area has distinct cytoarchitectural properties and 

correlates closely with diverse cortical functions. Therefore, abnormal functions of the neocortex 

are usually associated with different psychiatric illnesses (Kaufmann and Moser 2000; Luna et al. 

2002; Thompson and W Toga 2003; Mueller et al. 2009; Zilles and Amunts 2010; Lewis et al. 

2011). 

The neocortex is a multi-layered structure that usually consists of six horizontally oriented layers 

from outside (pial surface) to inside (white matter, WM), segregating by morphological, 

physiological and genetical characteristics, such as soma density, cell type and axonal projection 

patterns of pyramidal cells (Brodmann and Gary 2006; Meyer et al. 2010). Exceptions exist in some 

cortices such as the primary motor cortex and the prefrontal cortex where layer 4 (L4) is small or 

missing. Layer 1 (L1) neurons are primarily inhibitory interneurons and do not project extrinsically. 

Pyramidal neurons (PNs) in layer 2 (L2) and layer 3 (L3) project their long-range collaterals within 

their home cortical area and to other cortical regions, while layer 5 and 6 are the primary output 

layers of the neocortex that send the projections to subcortical structures such as the thalamic 

nuclei, brainstem and spinal cord. L4 is regarded as the major thalamorecipient layer and distributes 

the incoming information to other cortical layers (Feldmeyer 2012; Narayanan et al. 2017; 

Rockland 2017). 
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In addition, sensory cortices are also organised into vertically oriented columns (Mountcastle 1957). 

Neurons within a cortical column are activated by the same area of the associated receptive field, 

same modality and through similar dynamic stimulus conditions (Baumgartner 2009). To better 

understand the structure and function of cortical areas, it is important to investigate the connectivity 

characteristics between different neuronal cell types in the local microcircuits. 

1.2 The role of prefrontal cortex 

The areas of cerebral cortex are organised in a hierarchical fashion during development (Fuster 

2001). Sensory and motor areas, which support the specific sensory and motor functions are at the 

bottom of this organisation. Sensory association areas, which support more integrative functions are 

2

Fig. 1.1 Brodmann’ maps and functions of different areas. The human cortex was divided into 
52 regions by the German anatomist Kobinian Brodmann in 1909. Different regions were 
considered to have distinct cytoarchitectural organisation and involved in specific function. Parts 
of these functions were indicated in (b). (Adapted from Thompson and W Toga 2003, the images 
source was from Mark Dubin, University of Colorado, Boulder)
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progressively higher-order areas. At the highest level of the neocortical hierarchy, the prefrontal 

cortex (PFC) integrates information from several cortical areas, including sensory and motor 

cortices and is considered to be responsible for cognitive processes (Damasio et al. 1985; Stuss et 

al. 1986; Wood and Grafman 2003; Wood et al. 2003).  

The PFC is located in the anterior portion of the frontal lobe. In human brain, PFC contains areas 

8-14, 24, 25, 32, 44-47 according to the Brodmann’s map (Murray et al. 2017). In the development 

of the human brain, the PFC shows a larger increase in size compared to other brain regions and 

constitutes almost one-third of the neocortex (Fuster 2001). Based upon Brodmann’s map, PFC is 

subdivided to caudal, ventrolateral, dorsolateral, medial and orbitofrontal cortex. Extensive 

connections between these subregions support an integrating of disparate information and distribute 

information from regional afferents to other parts of PFC. Thus, PFC integrates inputs and 

information from wide-ranging brain systems and processes these in a relatively local circuit. By 

working with the extrinsic inputs and outputs, PFC plays a central role in a wide variety of brain 

processes and complex behaviours (Miller and Cohen 2001).  

The PFC interconnects with almost all sensory systems (Goldman-Rakic and Schwartz 1982; 

Petrides and Pandya 1984; Barbas and Pandya 1989; Seltzer and Pandya 1989; Pandya and Yeterian 

1990; Petrides and Pandya 1999), with cortical and subcortical motor system structures (Goldman 

and Nauta 1976; Alexander et al. 1986; Bates and Goldman-Rakic 1993; Lu et al. 1994; 

3

Fig. 1.2 Top-down control of behaviour, 
thought and emotion provided by PFC. 
Subregions of PFC form intensive 
connections with many cortical and 
subcortical brain areas. Topographically 
speaking, the dorsal and lateral part of PFC 
regulate attention, thought and actions, 
while the more ventral and medial parts 
regulate emotion. (Adapted from Berridge 
and Arnsten 2015)
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Schmahmann and Pandya 1997) and with limbic structures including direct and indirect 

connections with hippocampus, amygdala and hypothalamus (Van Hoesen et al. 1972; Porrino et al. 

1981; Amaral and Price 1984; Goldman-Rakic et al. 1984; Barbas and Pandya 1989; Barbas and De 

Olmos 1990). PFC projects widely to most of the other neocortical areas (Pandya and Yeterian 

1990) and send the feedback signals or top-down commands (Berridge and Arnsten 2015) during 

PFC-associated functions like memory retrieval (Tomita et al. 1999). All these characteristics of 

PFC show that it plays an important role in the central nervous system and that it is involved in 

many complex neuronal and behavioural activities including decision making (Euston et al. 2012), 

learning and memory (Fuster 2001; Miller and Cohen 2001), addiction (Davis et al. 2006; Gass and 

Chandler 2013), sleep (Muzur et al. 2002; Elmenhorst et al. 2007; Elmenhorst et al. 2009) and 

social activity (Wang et al. 2011; Bicks et al. 2015). 

However, the structural organisation of rodent brain is different from that of human brain. The PFC 

of rodents is anatomically located in the anterior part of the frontal cortex and is roughly divided to 

anterior cingulate cortex (ACC), medial prefrontal cortex (mPFC) and orbital frontal cortex (OFC) 

4

Fig. 1.3 Anatomical depiction of rat prelimbic (PrL) and infralimbic (IfL) cortex of medial 
PFC and their equivalent regions in human brain. Based on the commonality of thalamic input, 
the rat PrL cortex is homologous to Brodmann area 32 while IfL cortex is homologous to 
Brodmann area 25 which belong to the medial PFC. In some circumstance, the mPFC in rat is 
also divided simply to a dorsomedial and a ventromedial region because of the uncertain borders 
between PrL and IfL cortex (Adapted from Gass and Chandler 2013).
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(Van Eden and Uylings 1985; Uylings et al. 2003; Hoover and Vertes 2007; Gass and Chandler 

2013). The homologous subregions of PFC in rodents and human are difficult to define due to its 

massive expansion during mammalian evolution. Rodent mPFC can be further subdivided into 

prelimbic (PrL) cortex and infralimbic (IfL) cortex; based on similarities in the thalamic inputs, the 

PrL cortex is homologous to Brodmann area 32 while IfL cortex is homologous to Brodmann area 

25 in the human brain (Gass and Chandler 2013). Among all the subregions of PFC, mPFC is one of 

the most extensively investigated area with its well studied role in error detection (Holroyd et al. 

2002), executive control (Posner et al. 2007), conflict monitoring (Botvinick et al. 2004), reward-

guided learning (Rushworth et al. 2011) and consolidation (Takashima et al. 2006), retrieval 

(Bontempi et al. 1999; Frankland et al. 2004) and extinction (Gass and Chandler 2013) of both 

recent and remote memory. To better understand the fundamental neuronal circuitry in mPFC and to 

associate the microcircuit to the complex functions, rat mPFC is one of the most popular cortical 

areas for both in vivo and in vitro studies.  

1.3 Neuronal classification and microcircuit in neocortex 

The neocortex comprises diverse types of excitatory and inhibitory neurons in different layers. 

These neurons differ in their electrophysiological, molecular, morphological and biochemical 

properties. In the neocortex, most of the excitatory neurons, also known as the principal cells that 

project to distant intra- and subcortical target regions are pyramidal neurons (PNs) that the soma is 

shaped like a pyramid and with a long, thick apical dendrite extending towards the cortical surface 

and several basal dendrites (Megias et al. 2001). Notably, there are inverted PNs in layer 6 (L6) 

with main dendrites pointing towards the WM instead of the pial surface (van Aerde and Feldmeyer 

2013; Radnikow and Feldmeyer 2018). The electrophysiological characteristics including passive 

electrical properties, action potential (AP) firing pattern and synaptic properties differ throughout 

layers and brain regions. Morphologically, different excitatory neuron types can be distinguished by 

the shape and length of their apical dendrites (Fig. 1.4) (Radnikow and Feldmeyer 2018). The 

classification has also been done based on the projection pattern of their axons, such as 

corticocortical and corticothalamic neurons in L6 of somatosensory cortex (Zhang and Deschenes 

1997; Kumar and Ohana 2008). In mPFC, PNs in layer 5 (L5) have been studied most 

comprehensively due to their special role as the main output layer of neocortex (Molnar and 

Cheung 2006). Previous studies indicated that different pyramidal cell types in this area form 
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different subcortical projections, intralaminar connections and subnetworks (Otsuka and Kawaguchi 

2008; Brown and Hestrin 2009; Dembrow et al. 2010). On the other hand, the morphology of 

6

Fig. 1.4 Excitatory neuron types in layer 2-6 of the medial prefrontal (A) and primary 
somatosensory cortex (B). The excitatory neurons in cortical layer 2-6 of rat mPFC and S1 
barrel cortex can be classified based on their dendritic pattern ( from superficial to deep layer, the 
somatodendritic domains are shown in different shades of red, from bright red to dark red). Most 
neuron types are pyramidal cells with apical dendrites of different shape and length, except the 
spiny stellate cells in L4 and multipolar neurons in L6B (from Radnikow and Feldmeyer, 2018 
with permission). 
Abbreviations: L2P - L2 pyramidal cell; L3stP - L3 slender-tufted pyramidal cell, L3btP - L3 
broad-tufted pyramidal cell; L3P - L3 pyramidal cell; L4SSC - L4 spiny stellate cell; L4SP - L4 
star pyramidal cell; L5stP - L5 slender-tufted pyramidal cell; L5utP - L5 untufted pyramidal cell; 
L5btP - L5 broad-tufted pyramidal cell; L5ttP - L5 thick-tufted pyramidal cell; L6A tall P - L6A 
tall pyramidal cell; L6A wide P - L6A wide pyramidal cell; L6A invP - L6A inverted pyramidal 
cell; L6AccP - L6A corticocortical pyramidal cell; L6ActP - L6A corticothalamic pyramidal 
cellL6AP - L6BP L6B pyramidal cell; L6BMC - L6B multipolar cell.  
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excitatory neuron in L6 shows a remarkably high degree of diversity (Marx and Feldmeyer 2013; 

van Aerde and Feldmeyer 2013; van Aerde et al. 2013; Radnikow and Feldmeyer 2018). However, 

only few studies have investigated synaptic interactions in the excitatory neuronal network in 

mPFC. 

GABAergic inhibitory interneurons, are so named after their release of neurotransmitter gamma-

aminobutyric acid (GABA), share only 12% of the total number of neurons in neocortex (Meyer et 

al. 2011) but play important roles in the development of central nervous system (Wonders and 

Anderson 2006) and functions of the cerebral cortex, such as balancing neuronal excitation, 

synchronising cortical activities and maintaining regional oscillation (McBain and Fisahn 2001; 

Markram et al. 2004; Klausberger and Somogyi 2008). In principle, the subtypes of GABAergic 

interneurons are systematically classified based upon the expression of neurochemical markers, 

electrophysiological properties and morphological characteristics including dendritic and axonal 

projection patterns (Ascoli et al. 2008; DeFelipe et al. 2013; Feldmeyer et al. 2018).  

GABAergic interneurons have been characterised previously based on the specific expression of 

molecular markers including calcium-binding proteins, neuropeptides, enzymes, receptors, ion 

channels and structural proteins (Kawaguchi and Kubota 1993, 1996; Cauli et al. 1997; Monyer and 

Markram 2004; Ascoli et al. 2008). Nevertheless, the existence of three basically non-overlapping 

interneuron subpopulations has been proposed. The subpopulations show differential expression of 

parvalbumin (PV), somatostatin (SST) or the ionotropic serotonin receptor 3A (5HT3a receptor) 

(Rudy et al. 2011; Tremblay et al. 2016; Feldmeyer et al. 2018).  

Interneurons in the neocortex can be classified also by their electrophysiological characteristics. 

The time course of the action potential (AP) and the characteristics of the AP spiking behaviour 

including frequency, initial onset and steady-state response, decide the types of physiological 

properties of interneurons (Markram et al. 2004; Ascoli et al. 2008; DeFelipe et al. 2013; Feldmeyer 

et al. 2018). Fast-spiking (FS) neurons fire at a continuous high frequency with little to no 

frequency adaptation during prolonged stimulation and display a smaller AP half-width compared to 

non-fast spiking interneurons (Feldmeyer et al. 2018). Irregular-spiking (IS) neurons display high 

frequency initial burst firing followed by irregular spaced spikes during the initial onset (Cauli et al. 
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1997; Porter et al. 1998). The low threshold spiking (LTS) neurons show a burst of 100 Hz at a 

lower threshold compared with that of other interneurons (Kawaguchi and Kubota 1993, 1997). 

Other subtypes of interneurons show certain frequency adaptation upon strong stimulation, display 

a ‘stuttering’ pattern, or respond with a delay during initial onset can be easily distinguished from 

one to another.  

GABAergic neurons show also a high heterogeneity in their morphological properties. The best-

studied subgroups include basket cells, chandelier cells, Martinotti cells, neurogliaform cells and 

bipolar cells. They are classified based on the subcellular postsynaptic target innervation as well as 

dendritic and axonal projection pattern (Fig. 1.5) (Staiger et al. 2004; Ascoli et al. 2008; 

Helmstaedter et al. 2009; DeFelipe et al. 2013; Cauli et al. 2014; Clowry 2015; Koelbl et al. 2015; 

Feldmeyer et al. 2018).  

Although neuronal cell types have extensively studied and classified in different neocortical areas,  

little is known about excitatory and inhibitory neuron types in the mPFC, especially in the deep 

layers. In order to a arrive at a meaningful and convincing classification, it is necessary to use a 

8

Fig. 1.5 Morphological diversity of classical interneuron types in primary somatosensory 
cortex. Example reconstructions of different inhibitory neuron types in different layers of rat S1 
barrel cortex. Axons are labeled in blue, soma and dendrites in red. Abbreviations: ChC – 
Chandelier cell/axo-axonic cell, BC – Basket cell, VIP – Vasoactive intestinal polypeptide cell, 
NGFC – Neurogliaform cell, MC – Martinotti cell. (Adapted from Feldmeyer et al., 2018).
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combined quantitative analysis of morphological characteristics, active and passive 

electrophysiological properties as well as molecular parameters. 

To investigate the details of local circuit connections in neocortex, multiple recordings with 

different protocols were widely used (Feldmeyer et al. 1999; Feldmeyer et al. 2002; Thomson et al. 

2002; Wang et al. 2006; Lefort et al. 2009; Jiang et al. 2013; Jiang et al. 2015; Koelbl et al. 2015; 

Lee et al. 2015; Qi et al. 2017). These studies revealed that different types of neurons form different 

types of connections within the same layer or between layers. Depending on the cell types and 

locations of the presynaptic and postsynaptic neurons, the connectivity ratio changes dramatically 

(Thomson et al. 2002; Lefort et al. 2009). For example, the connectivity ratio was found to be high 

between L4 excitatory, spiny neurons within single barrels in the barrel field of rat somatosensory 

cortex (Feldmeyer et al. 1999; Petersen and Sakmann 2000). The connectivity ratio is also high in 

L4 to L3 excitatory pairs due to the fact that axons of L4 neurons form dense projections to L3 

(Valverde 1976; Parnavelas et al. 1977; Gilbert 1983; Burkhalter 1989; Feldmeyer et al. 1999; 

Feldmeyer et al. 2002; Lefort et al. 2009). On the other hand, the connectivity ratio is relatively low 

between L6 neurons (Beierlein and Connors 2002; Mercer et al. 2005; West et al. 2006; Lefort et al. 

2009; Crandall et al. 2017) which might result from the high diversity of individual neurons or their 

low axonal density within L6. Only few studies on the synaptic connectivity in prefrontal cortex are 

currently available (Wang et al. 2006; Schwindel et al. 2014) and even fewer data is available for 

L6. Investigation of the neuronal connections and their interaction in this area is crucial for an 

understanding of the circuit dynamics and the complexity of mPFC-associated behaviour. 

1.4 Adenosine and adenosine receptors 

Adenosine is a ubiquitous nucleoside that plays important roles in many biochemical processes with 

different formats. As a product of the ATP metabolism, it is involved in the energy transformation. 

Adenosine itself also works as a key neuromodulator that regulates many physiological processes. 

In the central nervous system (CNS), the main source of adenosine is from the catabolism of 

intracellular and extracellular ATP. As a byproduct of the cellular purine metabolism, adenosine  

originates from the dephosphorylation of AMP and is directly released from both neurons and glial 

cells (Latini and Pedata 2001). During prolonged wakefulness, hypoxia, ischemia or elevated 
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metabolic demand, a high intracellular adenosine concentration will result in a net efflux via 

nucleoside transporters and leads to an increase in the extracellular adenosine concentration 

(Dunwiddie and Masino 2001). During these processes, the adenosine concentrations can rise from 

nanomolar to micromolar levels indicating the crucial role of adenosine in both physiological and 

pathological CNS function (van Calker and Biber 2005; Fredholm 2007). 

There are four known subtypes of adenosine receptors, the A1, A2A, A2B and A3 adenosine receptors 

(A1AR, A2AAR, A2BAR, A3AR). All adenosine receptor types are G-protein-coupled receptors with 

seven transmembrane domain s, but display distinct tissue distribution, pharmacological 

characteristics and down-stream cellular signal transduction mechanisms (Dunwiddie and Masino 

2001; Jacobson and Gao 2006). Among the four types of adenosine receptors, the A1AR shows the 

highest adenosine affinity and is the most abundant receptor in the brain. It is densely expressed in 

the CNS including neocortex, hippocampus, cerebellum and spinal cord (Dunwiddie and Masino 

2001; Bauer et al. 2003; Bauer et al. 2005; Meyer et al. 2006; Sachdeva and Gupta 2013). A1AR is 

10

Table 1.1 Characters and distribution of adenosine receptors.  
GIRKs, G-protein-dependent inwardly rectifying K+ channels; PLC, phospholipase C 
Adapted from Dunwiddie and Masino 2001, Sachdeva and Gupta 2013 

Receptor A1 receptors A2A receptors A2B receptors A3 receptors

Adenosine 
affinity

~70 nM ~150 nM ~5100 nM ~6500 nM

G-Protein Gi, Go Gs Gs, Gq Gi, Gq

Transduction 
mechanisms

Inhibits adenylyl cyclase 
Activates PLC 
Activates GIRKs 
Inhibits Ca2+ channels

Activates adenyly 
cyclase 

Activate adenylyl 
cyclase 
Avtivates PLC

Inhibits adenylyl 
cyclase

Distribution 
& expression 
level

High expression in 
cortex, hippocampus, 
cerebellum, spinal cord, 
eye, adrenal gland, atria 

Intermediate expression 
in other brain regions, 
skeletal muscles, liver, 
kidney, adipose tissue 

Low expression in 
lungs, pancreas

High expression in 
olfactory bulb, spleen, 
thymus, leukocytes 

Intermediate expression 
in heart, lung, blood 
vessels, peripheral 
nerves 

Low expression in other 
brain regions

High expression in 
Cecum, colon, bladder 

Intermediate expression 
in lung, blood vessels, 
eye, mast cells 

Low expression in 
adipose tissue, adrenal 
gland, brain, kidney

High expression in 
testis (rat), mast cell 
(rat) 

Intermediate 
expression in 
cerebellum, 
hippocampus 

Low expression in 
thyroid, most of  brain, 
adrenal gland, spleen, 
liver, kidney, heart
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also found in the eye, heart, adrenal gland, adipose tissue and inflammatory cells (Olah and Stiles 

1995; Townsend-Nicholson et al. 1995; Poulsen and Quinn 1998; Sachdeva and Gupta 2013). It 

couples to Gi proteins which inhibit adenylyl cyclase (AC) activity leading to the decrease of cAMP 

level and increased activity of phospholipase C (PLC) that hydrolyses phosphatidylinositol 4,5-

bisphosphate (PIP2) to triphosphoinositol (IP3) and diacylglycerol (DAG) (Gerwins and Fredholm 

1992; Rogel et al. 2005; Tawfik et al. 2005). These second messenger molecules then activate the 

signalling cascade and make a long-term effect to cell growth, differentiation, survival and death 

(Jacobson and Gao 2006). Adenosine acting via A1AR, also depresses the release of excitatory 

neurotransmitters by reducing presynaptic calcium influx (Wu and Saggau 1994; Arrigoni et al. 

2001) and inhibits the intrinsic excitability of glutamatergic neurons by increasing postsynaptic 

inwardly rectifying potassium conductance (Rainnie et al. 1994; Luscher et al. 1997). Taking the 

wide distribution and high adenosine affinity of A1ARs into account, adenosine is generally treated 

as an inhibitory neuromodulator that suppresses the neuronal activity in the CNS. 

In contrast to A1AR, stimulation of the A2AAR results in an increasing of AC activity through 

activation of the Gs proteins and in turn leads to an elevation of intracellular cAMP level (Jacobson 

and Gao 2006). A2AARs are found only in a few brain regions at high expression levels including 

primarily the striatum, the olfactory tubercle and the nucleus accumbens; it is expressed only at 

very low levels elsewhere in the CNS (Fredholm et al. 2003; Boison et al. 2012; Sachdeva and 

Gupta 2013). A2BAR are widely expressed all over the brain but have a very low adenosine affinity. 

Because of this, it is relatively difficult to associate A2BAR to a certain adenosine effect neither in 

cellular level nor at the behavioural level (Feoktistov and Biaggioni 1997). 

A3ARs are similar to A2BARs with respect to receptor distribution and adenosine affinity, but are 

coupled to Gi proteins as A1AR. Reports concerning the characterisation of A3ARs are rare; it has 

been suggested that it may modulate the activity of other adenosine receptors such as A1ARs 

(Dunwiddie et al. 1997; Macek et al. 1998). 

The role of adenosine in sleep homeostasis has been widely documented. It has been shown that 

adenosine can promote and maintain sleep (Porkka-Heiskanen et al. 1997; Strecker et al. 2000; 

Basheer et al. 2004). Adenosine receptor antagonists such as caffeine can promote wakefulness and 
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influent normal sleep. A1AR and A2AAR have been demonstrated to be responsible for these 

processes. Furthermore, agonists of the A1AR have been shown to induce sleep (Portas et al. 1997), 

whereas its antagonist reduce sleep demand (Lin et al. 1997). In the radioligand imaging studies  

higher A1AR binding was found after sleep deprivation throughout the entire brain  (Basheer et al. 

2007; Elmenhorst et al. 2007). Adenosine exerts a negative control on the cholinergic system, which 

is known as an arousal centre in the brain. High local energy consumption will result in an increase 

of extracellular adenosine. Via a combinatorial regulation of A1AR and A2AAR, this increased 

adenosine level can reduce cholinergic release and facilitate the transition from wake to sleep 

(Rainnie et al. 1994; Portas et al. 1997; Van Dort et al. 2009). This results from the fact that 

adenosine modulates excitatory glutamatergic neurotransmission and plays a role in the interaction 

12

Fig. 1.6 Adenosine receptor signalling pathways. Activation of A1 and A3 adenosine receptors 
inhibits adenylyl cyclase activity via Gi proteins while activation of A2A and A2B adenosine 
receptors facilitated adenyly caclase activity through Gs proteins. These processes affect the 
intracellular cAMP level ,and together with other secondary messenger molecules, influent long-
term cellular activities by activate or deactivate different kinds of protein kinase. CREB, cAMP 
response element binding protein; DAG, diacylglycerol; IP3, inositol 1,4,5- trisphosphate; PI3K, 
phosphatidylinositol 3-kinase; PIP2, phosphatidylinositol-4,5- bisphosphate; PK, protein kinase; 
PLD, phospholipase D; NF-κB, nuclear factor-κB. (Adapted from Jacobson and Gao 2006) 
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between energy metabolism and neuronal excitability. The activation of glutamatergic NMDA 

receptors may cause the release of adenosine, the concentration of which is sufficiently high to 

induce an inhibition of glutamate release at the presynaptic axon terminals (Manzoni et al. 1994; 

Brambilla et al. 2005). This is in line with the finding that A1ARs are richly expressed at synaptic 

sites instead of dendrites and cell bodies (Rebola et al. 2003). Via A1AR-mediated reduction of the 

open probability of presynaptic Ca2+ channels, adenosine-induced suppression of presynaptic 

release therefore causes an overall shift to lower excitability in cortical microcircuits (Prince and 

Stevens 1992; Scanziani et al. 1992; Arrigoni et al. 2001; Qi et al. 2017; Radnikow and Feldmeyer 

2018). 

1.5 Aim of this study 

The heterogeneity of pyramidal cells and interneurons in sensory and motor areas of the neocortex 

is well characterised in different cortical areas and layers (Yang et al. 1996; Markram et al. 2004; 

Ascoli et al. 2008; Helmstaedter et al. 2009; Rudy et al. 2011; DeFelipe et al. 2013; Marx and 

Feldmeyer 2013; van Aerde and Feldmeyer 2013; Tremblay et al. 2016; Emmenegger et al. 2018; 

Feldmeyer et al. 2018). However, the structural and functional properties of neurons in L6 of mPFC 

are less well known. One aim of this study is to quantitatively classify excitatory and inhibitory 

neurons based on their electrophysiological, morphological and molecular properties. This will help 

to better understand the functional roles of different neuronal types in the L6 microcircuitry and 

eventually provide an insight into the complex mPFC-associated functions. 

To date only few reports about the excitatory and inhibitory synaptic connections in mPFC are 

available. It was the aim of this work to investigated the anatomical and functional characteristics of 

intralaminar excitatory and inhibitory connections in L6 of rat mPFC. With the quantitative 

classification of excitatory and inhibitory neurons, we wished to determine the types of connections 

based on the pre- and postsynaptic neuronal types, thereby providing a basic understanding of the 

local connectivity. 

On the other hand, although the effects of adenosine on cortical neurons and networks through 

different brain regions have been well studied, especially in recent years (Lopes et al. 1999; 

Arrigoni et al. 2006; van Aerde et al. 2013; Yang et al. 2013; Bannon et al. 2014; Zhang et al. 2015; 
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Qi et al. 2017), the impact of adenosine on the microcircuitry of L6 in mPFC has so far not been 

investigated. Here, we used pharmacological procedures including adenosine, agonist and 

antagonist of adenosine receptors to explore the adenosinergic modulation on single neuronal 

activity and moreover, on different types of L6 synaptic connections.

14



Materials and Methods

2. Materials and Methods 
2.1 Slice Preparation 

Coronal sections were prepared from Wistar rats (Charles River, either sex) aged 17-42 postnatal 

days (P17-P42) in accordance with the guidelines of the Federation of European Laboratory Animal 

Science Association and the German Animal Welfare Act. The rats were anaesthetised with 

isoflurane, decapitated and the brains were quickly transferred to ice-cold extracellular solution 

containing 4 mM MgCl2 and 1mM CaCl2 to reduce synaptic activity and bubbled with 95% O2 and 

5% CO2. Brains were cut with blade at the position shown in Fig. 2.1 and glued  with the frontal 

part (the cut surface) on the cooled metal stage of a vibration microtome (MICROM HM 650V, 

Walldorf, Germany). The tissue was fully immersed in the ice-cold extracellular solution, 

depending on the size of the brain, 4-5 coronal slices with a thickness of 350µm were cut and then 

incubated in the same solution at room temperature to recover for at least 1 hour (21-24 ℃).  

2.2 Solution 

Slices were transferred to the recording chamber of the patch clamp set-up; they were continuously 

perfused (~5 ml/min) with artificial cerebrospinal fluid (ACSF) containing (in mM): 125 NaCl, 2.5 

KCl, 25 glucose, 2 CaCl2, 1 MgCl2, 1.25 NaH2PO4 and 25 NaHCO3, bubbled with 95% O2 and 5% 
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Fig. 2.1 Coronal slice preparations of rat prelimbic mPFC. (A) Dorsal view of rat brain, the 
whole brain was cut into two parts and glued on the metal stage at the position of solid line. Dash 
lines indicate the serial sections at a thickness of 350µm. (B) Rostral view of the coronal slices; 
the prelimbic mPFC lies in the area marked by dashed lines. Both the right and left hemisphere 
were used in the experiments. 
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CO2, with a heater to keep the temperature between 30.5-31.5 ℃. The intracellular solution, with 

which the recording pipette was filled, contained (in mM): 135 K-Gluconate, 4 KCl, 10 HEPES, 10 

Phosphocreatine, 4 Mg-ATP and 0.3 GTP (PH 7.4,  ~300mOsm). Biocytin (4.5-5 mg/ml, Sigma, 

Munich, Germany) was added to the intracellular solution to stain neurons during the 

electrophysiological recording. For searching pipettes used for paired recordings, a different 

solution was used containing 105 Na-gluconate, 30 NaCl, 10 HEPES, 10 Phosphocreatine, 4 Mg-

ATP and 0.3 GTP. 

2.3 Identification of cortical layers and neurons in mPFC 

Slices were placed in the recording chamber under an upright microscope (fitted with 4×/ 0.13 

numerical aperture (NA) and 40×, water immersion/ 0.80 NA objective, Olympus, Tokyo, Japan) 

with the pial surface pointing forward. The layer borders were visualised under bright–field 

illumination at low magnification. Because of the high density of neuron somata, L2 is easily 
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Fig. 2.2 Identification of cortical layers and neurons in mPFC. (A) Identification of cortical 
layers in mPFC during paired recording. Approximately, L1, L2 and L3 comprise one third of the 
prelimbic cortex, L5 and L6 equally separate the rest. The pipettes for patching Presynaptic and 
postsynaptic neuron were marked in dash line. (B) High magnification image of the presynaptic 
excitatory neuron (left) and its firing pattern with relatively low frequency (right). (C) High 
magnification image of the postsynaptic inhibitory neuron (left) and the firing pattern with high 
frequency (right). 
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identified as a dark thin band between L1 and L3. L3 has about the same width as L1 and they 

situated directly beneath and above L2 respectively. In the mPFC of rodents, there is no L4 so that 

L3 borders directly on L5. L5 is clearly discriminated from L3 and L6 by the large soma size of 

excitatory neurons with their thick, long apical dendrites under high magnification (40× objective). 

The total distance from pia to WM is about 1100-1400 µm depending on the age of the animal and 

the numbers of slice in preparation as the areas of mPFC increased from the first slice and normally 

show biggest proportion at the 4th or 5th slice. L1-3 share one third of the prelimbic cortex whereas 

L5 and L6 equally separate the rest (Fig. 2.2). In this study, all the neurons of L5 were recorded 

between 600-850 µm from pia and all the neurons of L6 were acquired at the range between 

850-1200 µm from pia. 

Excitatory neurons and interneurons were differentiated by their appearance under high 

magnification and their AP firing pattern. A post hoc identification was based on 3D reconstructions 

of their axonal and dendritic arbours. The thick apical dendrites of excitatory neurons were clearly 

visible before patching; these neurons showed a regular firing pattern with no or only little 

adaptation whereas interneurons display a high frequency firing pattern and lacked apical dendrites 

(Fig. 2.2). Fast spiking (FS) interneurons exhibit a higher firing frequency, a shorter action potential 

(AP) half-width, a larger after-hyperpolarisation potential (AHP) amplitude and rheobase current 

when compared with non-fast spiking (non-FS) interneurons. 

2.4 Patch clamp technique 

2.4.1 Single cell recordings 

Whole-cell patch-clamp recordings from single excitatory neurons in layers 5 and L6 of the mPFC 

were made using patch pipettes of 4-8 MΩ resistance pulled from thick borosilicate glass capillaries 

(outer diameter, 2.0 mm; inner diameter, 1.0 mm). Recording pipettes were filled with intracellular 

solution and biocytin (4.5-5 mg/ml) to label the patched neurons. We used infrared differential 

interference contrast (IR-DIC) video microscopy to visualise individual neurons in mPFC. Voltage 

and current signals were recorded using a HEKA EPC10 amplifier (Lambrecht, Germany). 

Stimulation protocols were programmed with the “Patch Master” software (HEKA, Lambrecht, 

Germany). An Ag/AgCl bath electrode was used as reference electrode. All components of the set-

up were grounded in order to reduce interference and electrical noise. High precision 
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micromanipulators (SM-5, Luigs& Neumann, Ratingen, Germany) were used to move the pipette in 

three dimensions with micrometer-speed to the neuron under investigation.  

To prevent a blockage of the pipette tip during the movement through the slice, a weak positive 

pressure was applied to the pipette to blow away the tissue in the path to the neurons. The pipette 

was moved gently to the neuronal cell body and a dimple was visible on the soma membrane due to 

this positive pressure. Releasing the positive pressure and applying suction resulted in the formation 

of a tight seal – a so called ‘gigaseal’ - between the recording pipette and the soma membrane. 

Resistance values of 1 GΩ or more were obtained and guaranteed a good signal-to-noise ratio. 

Additional suction broke the soma membrane attached to the pipette and formed a direct channel 

between the neuronal cytoplasm and the patch pipette.  

The resting membrane potential (Vm) was measured directly after forming the whole-cell 

configuration. The series resistance (RS) was compensated by 80%. If the series resistance was >50 

MΩ at the beginning of or changed by more than 25% during an experiment, the recordings were 

excluded from the analysis. Current steps of 1 s duration were applied in current clamp mode, 

starting at -100 pA with 10 pA step size or at -20 pA in the beginning with 25 pA step size to elicit 

action potentials. The first super-threshold AP was identified by the 10 pA step size protocol, which 

ensures that the initiated AP is close to the native threshold. Single AP characteristics were analysed 

later (see next section) using this first super-threshold AP to avoid the short-term changes caused by 

sustained stimulation. The 25 pA step size protocol was used to analyse the active properties of 

action potential trains (see next section) by using the first train with a minimum 10 spikes. 

Continuous recordings of membrane potential change were made in current clamp mode without 

current injection. Miniature spontaneous activity was recorded in voltage clamp mode at a holding 

potential of -70 mV; tetrodotoxin (TTX, 0.5 µM) and gabazine (10 µM) were applied to prevent the 

generation of APs in the recorded neurons and to block GABA-mediated inhibitory postsynaptic 

currents (IPSCs). All experiments were performed at 31±0.5 ℃  to maintain adequate levels of 

oxygenation.  

2.4.2 Pair recordings  
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To obtain synaptically coupled neurons, two different methods were used. Direct dual patch clamp 

recording, or random double patch clamp recording, was normally performed when the connectivity 

ratio between two synaptically coupled neurons was high. After successfully establishing the whole-

cell configuration in a potential postsynaptic neuron, another, putative presynaptic neuron was 

patched to check whether they are synaptically coupled. 

If the connectivity ratio between two neurons was low, random dual patch clamp recording become 

ineffective. A modified paired-recordings technique with searching procedure (Qi et al. 2015; 

Feldmeyer and Radnikow 2016) was used to find the presynaptic neuron of a synaptically coupled 

neuron pair in L6 of mPFC. A searching pipette of 8-11 MΩ, filling with an internal solution in 

which Na+ replaced K+ in order to prevent a depolarisation of searched neurons was used. These 

relatively high resistance pipettes with a high Na+-internal solution ensure that the searched neurons 

remains healthy by preventing accidental break-though into the neuron and AP firing of neurons. 

A postsynaptic neuron was patched first in whole-cell current-clamp mode. Subsequently, 

surrounding neurons were tested for synaptic connection using the searching pipette. After a ‘loose’ 

cell- attached patch with a seal resistance of 30-300 MΩ was established, large current pulses (0.2-2 

nA) were applied to elicit an action potential in the potential presynaptic cell, which can be seen as 

a small spikelet on the voltage response. If the two neurons were synaptically coupled the 

postsynaptic neuron would respond with an excitatory postsynaptic potential (EPSP) or an 

inhibitory postsynaptic potential (IPSP) to the stimulation of the potential presynaptic neuron. 

Searching pipettes could be used more than 20 times for further cell-attached recordings until a 

connection was found or the tip of pipette was contaminated (and thus failed to form the seal with a 

resistance >30 MΩ in searching mode). Once a response was found in postsynaptic neuron, the 

searching pipette was slowly removed and replaced by a patch pipette with biocytin-containing, 

regular internal solution. The presynaptic neuron was then recorded in whole-cell mode. APs were 

elicited in the presynaptic neurons using short (5 ms) depolarising current and postsynaptic EPSPs 

or IPSPs were recorded in current clamp mode. The postsynaptic neurons were held at resting 

membrane potential during recordings of EPSPs. As the reversal potential of IPSPs was calculated 

to be -85 mV (Koelbl et al. 2015) in this study when considering the internal and external solution, 

the postsynaptic neurons were held at -55 mV during recordings of IPSPs by injecting a constant 
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positive current to increase the driving force of Clˉ thereby facilitating the detection of inhibitory 

connections. 

2.5 Drug Application 

All drugs used in this study were from Sigma-Aldrich (Steinheim, Germany) or Tocris (Bristol, 

UK). Adenosine (30 µM and 100 µM in single recording mode, 10 µM and 30 µM in paired 

recording mode, prepared in the perfusion solution), N6-cyclopentyladenosine (CPA, 1 µM, an 

agonist of adenosine A1 receptor), 8-cyclopentyl-1,3-dimethylxanthine (CPT, 1 µM, an antagonist 

of adenosine A1 receptor), CGS21680 (30 nM, an agonist of adenosine A2a receptor), TTX (0.5 µM, 

a sodium channel blocker) and gabazine (10 µM, an antagonist of GABAA receptor) were bath 

applied. In the miniature spontaneous activity experiments, a perfusion solution with TTX and 

gabazine was used as a control for all experimental phases. 30-50 sweeps were obtained as a 

baseline followed by a ‘drug phase’ consisting of another 30-50 sweeps; a ‘wash out phase’ or 

‘antagonist’ phase with 30-60 sweeps was recorded after the ‘drug phase’ . Six concentrations (1, 3, 

10, 30, 100, 300 µM) of adenosine were applied sequentially to the same neuron to acquire a dose-

response curve of adenosine. Higher concentrations were only used after complete wash-out of the 

previous concentrations. 

2.6 Analysis of electrophysiological data 

2.6.1 Passive membrane properties of single neuron 

After establishing the whole-cell configuration, Vm and RS were measured immediately. Neurons 

were selected for analysis when Vm was between -55 to -75 mV and RS less than 50 MΩ at the 

beginning of recording and did not change by more than 25% during the experiment to ensure a 

high quality of the recording. The input resistance (Rin) of the membrane was measured as the slope 

of the linearly fitting I-V-curves with the current injection between -50 to 50 pA (0 pA was 

excluded). The time constant (τ, Tau) was calculated as the mean value of individuals obtained by 

fitting the I-V-curves with an exponential function at the same range of current injection. At 

hyperpolarising voltage steps, a voltage sag was observed due to the activation of a 

hyperpolarisation-activated, cyclic-nucleotide gated (HCN) channel. It was measured as the 

difference between the most hyperpolarised voltage and the steady voltage deflection, divided by 

the steady voltage deflection. 
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The continuous membrane potential was recorded in current clamp mode without current injection, 

at least 30 sweeps for each group were collected. For comparison the ‘control phase’ and the ‘drug 

phase’, two windows of membrane potential were chosen before and after the drug effect and the 

difference was calculated as the drug-induced voltage deflection (Fig. 2.4 A). 

2.6.2 Active properties of single neuron 

21

Fig. 2.3 Analysis of active properties of single neuron. (A) The AP threshold and rheobase were 
measured as the minimum voltage and current that observed at the first-elicited AP. (B) AP 
amplitude was the difference between the AP peak voltage and the threshold. AHP amplitude was 
determined as the difference between threshold and the minimum voltage during 
hyperpolarisation. AP half-width was calculated as the AP width (time) at half-maximal 
amplitude. (C) The inter-spike-interval (ISI) was calculated as the average time between two 
individual spikes during the first train with a minimum of 10 spikes, the adaptation ratio was 
measured as the ratio of the tenth ISI and the second ISI. (D) The average firing frequency per 
100 pA was acquired as the slope of linearly fitting curve by plotting number of spikes against 
injected current. 
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The active properties of a neuron (i.e. its excitability) were determined by the characteristics of 

action potentials (AP), which were evoked by inception of current pulse of variable amplitude (see 

2.4.1). The AP threshold, AP time, AP amplitude, AP half-width and after-hyperpolarisation (AHP) 

amplitude were measured at the first elicited AP with the smaller increase in step size of 10pA to 

avoid the influence from sustained stimulation and make it close to the native threshold. Rheobase 

current (pA) was determined as the minimal current that elicited an AP. AP threshold (mV) and AP 

time (ms) were measured as the minimum voltage and time respectively, which were required for 

the initiation of first spike. AP amplitude (mV) was the difference between the AP peak voltage and 

the threshold. AP half-width (ms) was calculated as the AP width at half-maximal amplitude (time 

between rising phase and decaying phase) and the AHP amplitude (mV) was determined as the 

difference between threshold and the minimum voltage during hyperpolarisation (Fig. 2.3). AP 

firing properties were characterised using a larger current step size of 25 pA. The average firing 

frequency per 100 pA was determined as the slope of a linear fit, which shows the spikes per sweep 

response to the injected current. The maximum firing frequency was measured from the sweep of 

APs that has a maximal firing frequency and constant AP amplitudes. The inter-spike-interval (ISI) 

was calculated as the average time between two individual spikes during the first train with a 

minimum of 10 spikes. In some of the firing patterns, the second spike comes immediately after the 

first spike and shows a ‘burst firing’ which make the first and second ISIs much smaller than others, 

thus the adaptation ratio was measured as the ratio of the ninth ISI and the third ISI (ninth ISI/ third 

ISI) (Fig. 2.3).   

2.6.3 Miniature spontaneous synaptic activity 

Miniature spontaneous EPSCs were recorded in voltage clamp by holding the voltage to -70 mV in 

the condition with TTX and gabazine. Data were analysed using SpAcAn (Spontaneous Activity 

Analysis, designed by Guillaume Dugué and Charly Rousseau) analysis software programmed in 

Igor Pro. Stable recordings of 90 seconds for each group (control, drug or wash-out) were used for 

analysis, and a defined threshold for the mEPSC amplitude was set to detect the potential events. 

All the events detected by the software were inspected visually and verified; only events with 

typical mEPSC shape were selected as the real events. The mEPSC frequency was calculated as 

total number of synaptic events per second. The inter-event interval (IEI) was obtained by the time 

difference between two consecutive event foot time (EFT), which describes the time of the peak of 
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mEPSC. The average amplitude for one neuron was calculated as the mean value of all events (Fig. 

2.4). 

2.6.4 Properties of synaptic physiology in paired recordings 

Following previous studies (Feldmeyer et al. 1999), the synaptic properties of excitatory and 

inhibitory connections were analysed using custom-written algorithms (Igor Pro, WaveMetrics, 

Lake Oswego, OR). After excluding sweeps with high spontaneous activity, all sweeps were alined 

to the peak of the AP and then the EPSPs were averaged (Feldmeyer et al. 1999). The PSP 

amplitude was calculated as the difference between the mean baseline amplitude and the maximum 
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Fig. 2.4 Analysis of spontaneous membrane potential change and synaptic activity. (A) Full 
sweeps of continuous recordings in current clamp mode, membrane potential change was 
calculated as the difference of the mean potential of two selected windows before and during drug 
application (baseline and effect). (B) Full sweeps of continuous recordings in voltage clamp mode 
(holding potential of -70mV), 90 seconds for two time window (T1 and T2) before and during drug 
application were chosen for detecting of mEPSC. (C) 0.5 second of T2 window in (B). 
Automatically detected events will be confirmed again and only the events with correct shape 
were selected as the real events (red arrow). High resolution image of first mEPSC indicated the 
value of amplitude and the event foot time. 
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voltage of the postsynaptic PSP. The mean baseline amplitude was determined with a baseline 

region of 5 ms just preceding the PSP. A ‘peak search window’ of 5 ms was selected to determine 

the maximum amplitude and averaged over 1 ms. The baseline noise was evaluated with the similar 

manner as PSP amplitude, where a second baseline amplitude and a second maximum voltage were 

measured before the PSP initiation. Decay time constants were obtained from single exponential fits 

to the decay phase of individual and averaged response. The rise time was calculated as the average 

time between 20% to 80% of the peak amplitude from liner fit. The latency of PSP was defined as 

the time interval between the peak of presynaptic AP and the onset of the PSP (Fig. 2.4). The paired 

pulse ratio (PPR) was calculated as the ratio of the second PSP amplitude divided by the first PSP 
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Fig. 2.5 Analysis of synaptic properties. A single sweep of the first PSP from a paired post 
neuron was shown in top, the presynaptic action potential was shown in bottom. The AP-EPSP 
latency was calculated as the time difference between the position of presynaptic AP peak (green 
dash line) and the position of the postsynaptic PSP initiation. The EPSP amplitude was calculated 
as the difference between mean baseline amplitude (Va1) and maximum voltage of the 
postsynaptic EPSP (Vb1). The baseline noise was measured as the voltage difference between Va2 
and Vb2. Rise time was evaluated as the time from 20% to 80% of the peak EPSP amplitude 
(marked in purple). Decay time was obtained from a single exponential fit to the decay phase of 
the EPSP (shown in blue).
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amplitude elicited by a train of two-three APs at a stimulation frequency of 10 Hz. The coefficient 

variation (CV) was determined as the standard deviation divided by the mean of PSP amplitude. An 

individual response amplitude, which was smaller than 1.5x the standard deviation of the baseline 

noise, was defined as a failure. The failure rate was calculated as the numbers of failures divided by 

the number of the recorded sweeps. 

2.7 Morphological reconstructions and analysis  

2.7.1 Histological procedures 

After recordings, slices containing biocytin-filled neurons were immediately fixed in 4% 

paraformaldehyde (PFA) in 100 mM phosphate buffer (PB, pH 7.4) at 4 ℃ for at least 24 hours. To 

quench any endogenous peroxidase activity, the slices were incubated in 2 ml H2O2 for 20 min after 

fixation. After rinsing the slices several times in 100 mM PB solution, they were then incubated in 

1% avidin-biotinylated horseradish peroxidase (Vector ABC staining kit, Vector Lab. Inc.) 

containing 0.1% Triton X-100 at room temperature for 1 hour. To visualise the axonal and dendritic 

branches of biocytin-filled neurons 3,3-diaminobenzidine (Sigma-Aldrich, USA) was added as a 

chromogen. This resulted in the formation of a black-brown precipitate in the cells. Slices were then 

slowly dehydrated using ethanol and xylene after several times of rinsing with 100 mM PB and 

finally mounted on gelatinised slides and embedded using Eukitt medium (Otto Kindler GmbH) 

(Marx et al. 2012). 

2.7.2 Morphological 3D reconstructions 

Biocytin-labelled excitatory and inhibitory neurons in L5 and L6 of mPFC were morphological 

reconstructed using Neurolucida software (MicroBrightField, USA) and Olympus BX61 

microscopy at 1000 X magnification (100x objective and 10x eyepiece). Slices were considered for 

reconstruction only when the neuron was clearly labelled and background staining was low. Layer 

borders, WM and pial surface were marked; the final 3D reconstruction were then rotated so that 

the pial surface is aligned at the horizontal plane. Tissue shrinkage was corrected in all spatial 

dimensions (factor 1.1 in the x and y axes, factor 2.1 in the z axes) (Marx et al. 2012) and the 

morphological properties were analysed using Neuroexplorer software (MicroBrighField, 

Colchester, USA). 
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2.7.3 Axonal density map 

3D maps of axonal density were made using computerised 3D reconstructions. The soma centre of 

each neuron in a single cluster was aligned and given the coordinates of X, Y, Z = (0, 0, 0). By 

using the segment point analysis in the Neurolucida Explorer, The relative coordinate of the 

beginning and endpoint of each segment in the axonal trace were acquired. The 3D density map for 

a cluster was constructed for each reconstructed neurons in this cluster and then averaged in Matlab 

using custom-written software (courtesy of Dr. G. Qi and Dr. H. Wang). The averaged density maps 

were smoothed using the 3D smoothing function in Matlab with a Gaussian kernel (s.d = 50 µm) 

and isosurfaces were calculated at the 80 percentile. 

2.8 Cluster analysis 

Morphological and electrophysiological parameters were normalised. The normalised dataset 

having mean 0 and standard deviation 1 retained the parameters of the original dataset. Principal 

component analysis (PCA) was used to analyse the interrelation between variables and to eliminate 

correlated variables. This approach avoided double weighing of parameters and hence a 
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Fig. 2.6 Reconstruction of an excitatory-excitatory pair in L6 of prefrontal cortex. (A) 
Photomicrograph of a biocytin-labelled pair between an ‘inverted’ pyramidal neuron and a 
‘slender tufted’ upright pyramidal cell. (B) Reconstruction of this pair, the presynaptic soma & 
dendrites and axons were shown in red and blue respectively, the postsynaptic soma & dendrites 
and axons were shown in black and green respectively. (C) Enlarged portion of the reconstruction 
shown in the boxed area in (B), the thickness of the structures was marked during reconstruction.
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misinterpretation of cluster analysis (CA). PCA creates linear combinations of the original variables 

and generates new axes, which are known as principal components (PCs). The variances explained 

by each PC are represented as eigenvalues and all components that with a eigenvalue less than one 

are excluded by using Kaiser’s rule. Unsupervised CA was then performed using Euclidean 

distances and Ward’s method to calculate the linkage distance and to combine clusters in each stage 

(Ward 1963). The final number of clusters was determined using Thorndike procedure, where the 

linkage step with the maximal linkage distance was taken for cutoff.  

2.9 Statistical analysis 

All data are represented as mean ± standard deviation. Paired Student’s t-test or Wilcoxon signed-

rank test (n < 10) was used for statistical comparisons between two groups. Tukey’s test was used 

when the sample size is different between two groups. Correlation analysis was performed by 

calculating Pearson correlation coefficients.
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3. Results 
3.1 Neuronal classification in L6 of mPFC 

Previous studies in other neocortical areas revealed a large degree of morphological diversity of 

both excitatory and inhibitory neuron in L6 (Zhang and Deschenes 1997; Thomson 2010; Marx et 

al. 2012; Pichon et al. 2012; Arzt et al. 2017; Cotel et al. 2017). However, so far only few studies 

are available on L6 of prefrontal cortex (Yang et al. 1996; van Aerde and Feldmeyer 2013). A 

systematic and objective classification of excitatory and inhibitory neurons in L6 of prefrontal 

cortex therefore become significantly important. 

Whole-cell patch clamp recordings with simultaneous biocytin fillings were made from neurons in 

L6 of rat mPFC. After histochemical processing, slices with high background staining or neurons 

with incomplete filling were not reconstructed. After morphological reconstructions, neurons were 

carefully inspected for the presence of dendritic (excitatory neurons) or axonal (inhibitory neurons) 

truncations. For excitatory neurons that with truncations at the main branch of the dendrites were 

excluded from the final analysis. And inhibitory neurons that exhibited more than 15% truncations 

of the terminal axonal branches or less than 40% of the average axonal length were not taken into 

the final analysis. These criterion result in 79 excitatory neurons and 38 inhibitory neurons with 

high quality 3D reconstructions. 

3.1.1 Morphological classification of excitatory neurons 

In a coronal slice, L6 excitatory neurons of mPFC normally show a high ratio of axonal truncation 

due to their wide range projections. The apical dendritic pattern of these neurons showed a high 

degree of heterogeneity which is likely to have implications for their local synaptic connectivity. 

Therefore, the classification of excitatory neurons was based mainly on their apical dendritic 

properties with reference to cortical layers and relation with basal dendrites.  

Eight morphological parameters including the principal dendritic length in L1, L2, L3, L5, L6 and 

the WM, the length of longest basal dendrite and the ratio between the longest basal dendrite and 

principal dendrite were measured for the cluster analysis (CA). Bipolar neurons have two major 

dendrites that predominantly longer and thicker than the other dendrites and they point towards pia 

surface and WM respectively. In our study, the thickest dendrite was selected as the principal 
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dendrite where the second thick dendrite was selected as the longest basal dendrite. The dendrites of 

multipolar neurons have the similarities in length and thickness. For the sake of analysis, the 

dendrite projecting to the pia surface was selected as the ‘principal dendrite’. 

Principal Component Analysis (PCA) was used to analyse the interdependence between variables to 

avoid double weighting of the correlated variables in the cluster analysis (CA). The first three 

principal components (PCs) with eigenvalues larger than one were retained for CA; they explained 

around 76% of the total variance (Fig. 3.1.1). CA based on morphological parameters grouped 79 

L6 excitatory neurons in 2 main clusters: 48 ‘upright’ neurons (61%) with principal dendrites 

projecting to the pia that spanned superficial layers and terminated in L5 to L1; 31 inverted/

horizontally oriented neurons (39%), which had a prominent main dendrite pointing towards the 

WM or oriented sideways. The two main clusters can be further classified into six sub-clusters 

(cluster 1) and two sub-clusters (cluster 2) (Fig. 3.1.2 A). The optimal number of clusters was 

decided using the Thorndike method, where the cut-off point show the largest linkage distance (Fig. 

3.1.2 B).  

Cluster 1: Upright neurons with a principal dendrite projecting to the pia 
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Fig. 3.1.1 Morphological analysis of L6 excitatory neurons using principal component 
analysis. (A) The first three principal components with eigenvalues greater than one were 
retained for cluster analysis. (B) The Pareto plot shows the individual (bars) and cumulative (blue 
curve) variance explained by the PCA components. The first three PCs explain around 76% of the 
total variance. 
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In the 48 upright neurons, there were 2 broad tufted PNs, 13 slender tufted PNs, 8 untufted PNs, 15 

short PNs, 3 bipolar neurons and 7 multipolar neurons.  

Broad tufted PNs, slender tufted PNs, untufted PNs and short PNs were named basing on their 

apical dendritic distribution in different cortical layers. Broad and slender tufted PNs had a tall 

apical dendrite that terminated close the pial surface and neurons in only these 2 sub-clusters have a 
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Fig. 3.1.2 Morphological analysis of L6 excitatory neurons using cluster analysis. (A) 
Dendrogram from cluster analysis of morphological parameters reveals 2 main clusters and 8 
distinct sub-clusters (n=79). The X-axis shows individual neurons, and the Y-axis corresponds to 
the linkage distance measured by Euclidean distance. Cluster 1 and cluster 2 are shown in 
gradient of red and blue. (B) The cut-off for significant clusters was determined using the 
Thorndike method. Two dashed line indicate the cut-off position of 2 main clusters and 8 sub-
clusters. (C) The percentage of each subcluster is shown in the pie chart, sub-clusters are marked 
by the same colour as shown in (A). 
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Fig. 3.1.3 Morphological examples of 8 sub-clusters under 2 main clusters in L6. 
Morphological reconstruction of L6 excitatory neurons are classified into 2 main clusters and 8 
sub-clusters basing on the distribution of principal dendrite in different layers and the properties 
of the longest basal dendrite. (A) 6 sub-clusters were found in cluster 1, which called ‘upright 
excitatory neurons’. The principal dendrites in these neurons point toward the pia surface. 
Enlarged portion of the bipolar neuron indicates the differences between 2 ‘major dendrites’. (B) 
2 sub-cluster were found in cluster 2, which called ‘inverted excitatory neurons’. The principal 
dendrites are pointing toward the WM (inverted neurons,) or horizontally (oriented neurons).



Results

substantial fraction of their dendrite in L1. The tips of apical dendrites were widely tufted in the 

broad tufted PNs and were sparsely tufted in the slender tufted PNs. To be more specific, the apical 

dendrites of broad tufted PNs distributed 60.1±20.9% in L1, 5.4±5.0% in L2, 3.8±2.1% in L3, 

11.7±8.1% in L5, 26.0±24.4% in L6 and 0.5±0.8% in WM; while the apical dendrites of slender 

tufted PNs distributed 28.1±12.5% in L1, 5.9±3.3% in L2, 10.1±4.5% in L3, 26.2±7.8% in L5, 

29.5±11.0% in L6 and 0.1±0.3% in WM (Fig. 3.1.3, Fig. 3.1.4). 

Seven out of 8 untufted PNs had apical dendrites terminating in L1 but only small fraction of the 

total apical dendritic length resided in that layer. In one of these PNs the apical dendrite terminated 

already in L2. Apical dendrites of the PNs in this sub-cluster frequently form apical oblique 

dendrites in L3 and L5. These apical oblique dendrites comprised more than 70% of the total length 

(23.7±8.0% in L3, 47.1±9.9% in L5) (Fig. 3.1.3, Fig. 3.1.4). 

Apical dendrites of short PNs terminated in L5 or L6 and most of the dendritic branches were 

restricted in L5 (49.9±14.8%) and L6 (41.0±16.8%). There were also a fraction of apical dendrites 

in L3 (8.1±6.9%) (Fig. 3.1.3, Fig. 3.1.4). 

Apart from pyramidal cells, there were also normal bipolar neurons and multipolar L6 neurons in 

cluster 1. In a normal bipolar neuron, the principal dendrite terminated in L3 and there was a long 

secondary dendrite, which was similar in the total length and number of branches compared to the 

principal dendrite. In multipolar neurons, the difference on the thickness of ‘principal dendrite’ and 

basal dendrites was small and the number of dendritic branches was low. The dendritic length of the 

principal dendrites in multipolar neurons varied widely, while most of them were ending in L1-L3 

(Fig. 3.1.3). In these two sub-clusters neurons the longest basal dendrite and the principal dendrite 

were almost similar in length as the ration of the longest basal dendrite/principal dendrites shows 

(0.85±0.11 in bipolar neurons and 0.97±0.36 in multipolar neurons; s. Table 3.3.1). This was in 

marked contrast to neuronal cell types of all other subclusters. 

Cluster 2: Inverted/Horizontally oriented neurons 

Of the 31 inverted/horizontally oriented neurons, there were 26 inverted/horizontally oriented PNs 

and 5 bipolar inverted neurons. In the sub-cluster of inverted/horizontally oriented PNs, most 
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neurons were inverted PNs and almost all the apical dendrites of PNs in this sub-cluster were 

restricted in L6 (58.2±18.6%) and WM (40.8±19.1%). Only one horizontally oriented PN was 

found in this study and its principal dendrite was located predominantly in L6 (82.3%) due to that 

the main branch of the apical dendrite was extend parallel to the cortical layer border (Fig. 3.1.3, 

Fig. 3.1.4). 

Unlike the bipolar neurons in cluster 1, the inverted bipolar neurons were diverse with respect to 

their secondary dendrites. Some neurons had secondary dendrites that bifurcated in a manner 

similar to that of the apical dendrite, pointing towards the pial surface or oriented sideways. While 

some neurons had long secondary dendrites with only few branches. (Table 3.3.1). 

Comparison of electrophysiological properties between 2 morphological clusters 
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Fig. 3.1.4 Different sub-clusters of L6 excitatory neurons display distinct distribution of 
principal dendrite in different layers and WM. The percentage of the apical dendrite that is 
located in L1, L2, L3, L5, L6 and the WM is indicated by dots. All the dots are represented the 
average values of all neurons in the corresponding sub-clusters. Different sub-clusters are shown 
with the same colour code as in Fig. 3.1.2.
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To find out whether these two morphological clusters had different electrophysiological properties, 

passive membrane properties, single AP properties and firing properties of the neurons that included 

in the morphological CA were analysed. Neurons with a resting membrane potential less negative 

than -55 mV or a series resistance larger than 40 MΩ were excluded form the final data set. 

Therefore, electrophysiological parameters of 20 upright neurons and 11 inverted neurons were 

collected for statistical comparison (Table 3.1.2).  

Upright excitatory neurons and inverted excitatory neurons show significant differences in their 

passive properties, single AP properties and firing properties. Inverted excitatory neurons had a 

more depolarised resting membrane potential (-60.55±4.03 vs. -66.8±5.18 mV, P< 0.01) and AP 
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Table 3.1.1 Statistical analysis of the morphological parameters that were used in the cluster 
analysis. All data are represented as mean ± standard deviation. The parameters that 
characterise the individual subclusters are marked in bold.

   Cluster 1    Cluster 2

Parameters 
Bipolar 
(n=3)

Multipolar 
(n=7)

Broad tufted 
PNs 
(n=2)

Slender tufted 
PNs 

(n=13)

   Untufted 
PNs 
(n=8)

Short 
PNs 

(n=15)

   Bipolar 
   inverted 

(n=5)

Inverted/ 
horizontally 

oriented PNs 
(n=26)

Length of 
principal dendrite 

in L1 (µm)
-

212 
 ± 

368

4180 
± 

557

1048 
± 

559

285 
± 

137
- - -

Length of 
principal dendrite 

in L2 (µm)

0.1 
± 

0.17

64 
± 

105

352 
± 

278

212 
± 

120

131 
± 

32

1 
± 
5

- -

Length of 
principal dendrite 

in L3 (µm)

812 
± 

750

160 
± 

140

261 
± 

90

369 
± 

170

942 
± 

402

232 
± 

224
- -

Length of 
principal dendrite 

in L5 (µm)

1394 
± 

572

577 
± 

362

782 
± 

403

951 
± 

305

1798 
± 

307

1213 
± 

506

66 
± 

138

27 
± 

47

Length of 
principal dendrite 

in L6 (µm)

603 
± 

337

494 
± 

362

2074 
± 

2178

1101 
± 

473

732 
± 

421

926 
± 

343

2137 
± 

1153

2100 
± 

773

Length of 
principal dendrite 

in WM (µm)
- -

45 
± 

63

3 
± 

11
-

2 
± 
9

1290 
± 

725

1513 
± 

854

Length of longest 
basal dendrite 

(µm)

2455 
± 

1196

1266 
± 

406

841 
± 

44

603 
± 

235

608 
± 

210

656 
± 

232

1556 
± 

498

509 
± 

163

Length of longest 
basal dendrite / 

Length of 
principal dendrite 

0.85 
± 

0.11

0.97 
± 

0.36

0.12 
± 

0.02

0.17 
± 

0.09

0.16 
± 

0.07

0.3 
± 

0.12

0.46 
± 

0.11

0.14 
± 

0.05
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threshold (-29.46±3.16 vs. -33.21±4.54 mV, P< 0.05) when compared to upright excitatory neurons 

(Fig. 3.1.5, Fig. 3.1.6).   

Although the input resistance (Rin) of neurons in both clusters was relatively higher than that of 

neurons in other layers (van Aerde and Feldmeyer 2013), it was exceptionally high in inverted 

excitatory neurons, for which Rin was almost twice as high as for upright excitatory neurons, 

(396.08±95.97 vs. 235.93±77.26 MΩ, P< 0.001). This resulted in a slower membrane time constant 

(34.27±7.46 vs. 25.35±5.66 ms, P< 0.001). In addition, the AP half-width was much longer in 

inverted excitatory neurons than in upright excitatory neurons (1.34±0.16 vs. 1.06±0.14 ms, P< 

0.001) (Fig. 3.1.5, Fig. 3.1.6). 

The two L6 neuron clusters differed substantially in their excitability. Upright neurons were less 

excitable as a rheobase value of 112.5±39.32 pA indicates. By comparison, in inverted neurons APs 

could be elicited by injecting 49.09±13 pA, which was more than twofold lower than that for 

upright neurons (P< 0.001) (Fig. 3.1.6). 
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Fig. 3.1.5 Comparison of passive membrane properties between two clusters basing on the 
morphology. ‘Upright’ excitatory neurons (red, n=20) show differences in resting membrane 
potential (RMP), input resistance (Rin) and time constant compared to ‘inverted’ excitatory 
neurons (cyan, n=11). **P< 0.01, ***P< 0.001.
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Most excitatory neurons in L6 of mPFC showed a regular firing pattern and some of these regular 

spiking neurons displayed a very short first inter-spike interval (ISI). As this will also affect the 
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Fig. 3.1.6 Comparison of single AP and firing properties between two clusters basing on the 
morphology. (A) ‘Upright’ excitatory neurons show differences in Rheobase and AP threshold 
with ‘inverted’ excitatory neurons. Examples are shown in the left. (B) ‘Upright’ excitatory 
neurons show differences in AP half-width and average inter-spike interval (ISI) with ‘inverted’ 
excitatory neurons. Examples are shown in the left. ‘Upright’ excitatory neurons (n=20) and 
‘inverted’ excitatory neurons (n=11) are displayed in red and cyan respectively. *P< 0.05, ***P< 
0.001.
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second ISI, the adaptation ratios were measured by ISI-3/ISI9 for all excitatory neurons. There was 

no major difference in the firing pattern of both upright and inverted excitatory neurons, although 

the inverted neurons showed a significantly smaller mean ISI value (78.63±12.6 vs. 90.19±12.78 

ms, P< 0.05) (Fig. 3.1.6). 

3.1.2 Morphological and electrophysiological classification of L6 inhibitory interneurons 

The experiments in this part were performed together with Dr. Shalini Emmenegger and Kim 

Schaffrath; they contributed 23 interneurons in the morphological classification (total number is 38) 

and 3 interneurons in the electrophysiological classification (total number is 18).  

The axonal projections of inhibitory neurons are normally dense and local resulting in a relatively 

intact axonal pattern compared to excitatory neurons. The axonal geometry is a very important 

morphological parameter for defining the innervation domain and hence allowing predictions about 
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Table 3.1.2 Statistical analysis of the electrophysiological parameters of L6 excitatory neurons 
under two morphological clusters. All data are represented as mean ± standard deviation. Tukey 
test was performed for the significant difference between two clusters. Significant p-values are 
marked in bold. *P< 0.05, **P< 0.01, ***P< 0.001.

Parameters Cluster 1 (n=20) Cluster 2 (n=11) P

Membrane potential (mV) -66.8 ± 5.18 -60.55 ± 4.03 < 0.01**

Input resistance (MΩ) 235.93 ± 77.26 396.08 ± 95.97 < 0.001***

Time constant (ms) 25.45 ± 5.66 34.27 ± 7.46 < 0.001***

Voltage sag (%) 11.33 ± 8.49 (n=17) 8.56 ± 3 0.32

Rheobase (pA) 112.5 ± 39.32 49.09 ± 13 < 0.001***

AP threshold (mV) -33.21 ± 4.54 -29.46 ± 3.16 < 0.05*

AP amplitude (mV) 88.78 ± 8.23 83.79 ± 5.95 0.09

AP half-width (ms) 1.06 ± 0.14 1.34 ± 0.16 < 0.001***

ISI average (ms) 90.19 ± 12.78 78.63 ± 12.6 < 0.05*

Adaptation ratio (ISI-3/ISI-9) 0.86 ± 0.22 1 ± 0.3 0.17

Firing frequency (Hz/100 pA) 15.86 ± 6.83 20.11 ± 3.85 0.07
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the potential synaptic connectivity. In this study, the quantitative classification of inhibitory neurons 

was therefore performed based on the axonal innervation domains in different cortical layers. 

Morphological classification 

Neurons that exhibited more than 15% truncations of the terminal axonal branches or less than 40% 

of the average axonal length were excluded from the final analysis. The average axonal length is 

around 19000 µm, so the reconstructions with axonal length less than 7600 µm were excluded. 

Based on both criteria, 38 reconstructions were included in the morphological analysis.  

Parameters used for CA were the distributions of axonal length in cortical layer 1 to 6, the WM, and 

the axon orientation. The orientation of an axon was calculated using polar plots, from which the 

ratio between horizontal and vertical axonal lengths were calculated. Values larger than 1 signify a 

horizontal orientation, and smaller than 1 indicate a vertical orientation. 

PCA was used and the first three PCs with eigenvalues greater than one were retained for CA; these 

accounted for ~86% of the total variance (Fig. 3.1.7). CA based on morphological parameters of the 

38 L6 inhibitory neurons used here identified three clusters . The three clusters were distinct in their 
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Fig. 3.1.7 Morphological analysis of L6 inhibitory neurons using principal component 
analysis. (A) The first three principal components with eigenvalues larger than one were used for 
cluster analysis. (B) The Pareto plot shows the individual (bars) and cumulative (blue curve) 
variance explained by the PCA components. The first three PCs explain more than 86% of the 
total variance. 
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axonal projections patterns. Cluster 1 neurons had axons that projected to L1 and were named ‘L1 

inhibitors’, cluster 2 neurons had a high axonal density in L5 so they were named as ‘L5 inhibitors’, 
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Fig. 3.1.8 Morphological analysis of L6 inhibitory neurons using cluster analysis. (A) 
Dendrogram from cluster analysis of morphological parameters reveals three clusters of L6 
interneurons (n=38). The Y-axis corresponds to the linkage distance measured by Euclidean 
distance, and the X-axis shows individual neurons in the left and number of clusters in the right. 
the Cluster 1, cluster 2 and cluster 3 are shown in blue, green and red respectively. Dashed line 
indicates the cut-off position of three significant clusters, which was determined by using the 
Thorndike procedure. (B) Example reconstructions of three neurons in the three clusters, dendrites 
are shown in red and axons are coloured in blue. Scale bar is 100 µm. 
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cluster 3 neurons had an axon that resided predominantly in L6 and were hence called ‘L6 

inhibitors’ (Fig. 3.1.8, Table 3.1.3). 

Cluster 1: L1 inhibitors 
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Fig. 3.1.9 Axonal properties of L6 inhibitory neurons under three morphological clusters. (A) 
The average axonal (blue) density maps of 3 morphological clusters. Grey isosurfaces show 80 
percentile of the 3D axonal density. (B) Statistical analysis of the axonal properties of L6 
inhibitory neurons under three morphological clusters. Cluster 1, 2, 3 are marked in blue, green 
and red respectively.
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Cluster 1 consisted only of 3 neurons, i.e. 7.9% of the total number of PFC L6 interneurons. 

Neurons in this clusters showed a distinct largely vertical axonal projection pattern. The ratio 

between horizontal and vertical axonal lengths was 0.8±0.14. The L1 inhibitors showed a 

significant axonal collateral in L1 (relative axon length: 13.42±10.84% vs. 0±0%; 0.11±0.27%, P< 

0.001) and L3 (23±15.35% vs. 1.02±2.28%; 0.35±0.78%, P< 0.001) compared with the other two 

clusters, and had only a small axon plexus in L6 (19.49±20.07% vs. 47.14±20.89%; 84.45± 13.4%, 

P< 0.05; P< 0.001) (Fig. 3.1.8, Fig. 3.1.9, Table 3.1.3). This indicates that L1 inhibitors mainly 

target neurons outside their home layer. 

Cluster 2: L5 inhibitors 

There were 15 neurons in cluster 2, which constitutes 39.5% of the total population. Most neurons 

in this cluster had axonal projections towards and in L5, their extent was similar in both horizontal 

and vertical directions. The ratio between horizontal and vertical axonal lengths was 1.04±0.19. 

Neurons near the L5/L6 border showed a preferential innervation of L5, while neurons located close 

to the border of L6 and the WM had similar axonal length in L5 and L6. All together, L5 inhibitors 

showed 49.17±21.01% of the axonal projections in L5 and 47.14±20.89% of the axonal projections 

in L6 (Fig. 3.1.8, Fig. 3.1.9, Table 3.1.3). 
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Table 3.1.3 Statistical analysis of the axonal properties of L6 inhibitory neurons under three 
morphological clusters. All data are represented as mean ± standard deviation. The distributions  
of axon are given by percentages. Tukey test was performed for the significant difference between 
two clusters. Average values that significantly differ with all other clusters are marked in bold. 
*P< 0.05, **P< 0.01, ***P< 0.001.

Parameters Cluster 1  
(N=3)

Cluster 2 
(N=15)

Cluster 3 
(N=20)

1 vs 2 1 vs 3 2 vs 3

Axonal distribution in L1 (%) 13.42 ± 10.84 0 ± 0 0.11 ± 0.27 < 0.001*** < 0.001*** ns

Axonal distribution in L2 (%) 4.41 ± 0.46 0.04 ± 0.15 0.12 ± 0.3 ns ns ns

Axonal distribution in L3 (%) 23 ± 15.35 1.02 ± 2.28 0.35 ± 0.78 < 0.001*** < 0.001*** ns

Axonal distribution in L5 (%) 39.1 ±17.12 49.17 ± 21.01 3.69 ± 3.24 ns < 0.001*** < 0.001***

Axonal distribution in L6 (%) 19.49 ± 20.07 47.14 ± 20.89 84.45 ± 13.4 < 0.05* < 0.001*** < 0.001***

Axonal distribution in WM (%) 0.6 ± 0.95 2.66 ± 3.23 11.28 ± 12.23 ns ns < 0.05*

Axon horizontal/vertical 0.8 ± 0.14 1.04 ± 0.19 1.3 ± 0.28 ns < 0.01** < 0.01**
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Cluster 3: L6 inhibitors 

Cluster 3 comprised 20 L6 interneurons (52.6%). Neurons in this cluster showed a dominant 

horizontal rather than vertical axonal projection; the ratio between horizontal and vertical axonal 

filedspan was 1.3±0.28. This value was significantly larger than the values in the other two clusters 

(P< 0.01). 84.45±13.4% of the axon was confined to home layer, which was significantly higher 

than other clusters (P< 0.001). In addition, only very few axonal branches of L6 inhibitors were 

found in L5 (3.69±3.24% vs. 39.1±17.12%; 49.17±21.01%, P< 0.001; P< 0.001). Furthermore, 

more than 10% of the L6 inhibitor interneuron axon was located in the WM; this substantially 

higher compared to L5 inhibitors (11.28±12.23% vs. 2.66±3.23, P< 0.05) (Fig. 3.1.8,  Fig. 3.1.9, 

Table 3.1.3). This axonal projection pattern indicates that L6 inhibitors mainly innervate a narrow 

stratum in their home layer. 

Electrophysiological classification 

For the analysis of the electrophysiological properties of L6 interneurons, neurons with a series 

resistance >40 MΩ or a resting membrane potential more depolarised than -55 mV were excluded. 

Sometimes the firing frequency of L6 interneurons did not exceed 25-30 Hz even for high current 

injections; in that case these neurons were also excluded, resulting in a total number of 18 

interneurons. 

For the electrophysiological classification, we used parameters such as AP halfwidth, AHP 

amplitude, inter-spike interval, firing frequency and adaptation ratio. After CA, two distinct clusters 

were separated that displayed significant differences in the above-mentioned parameters; these 

neurons  belong either to the group of FS interneurons or  nFS interneurons (Fig. 3.1.10). 

Cluster A: nFS interneurons 

Three out of 18, i.e. 17% of L6 interneurons belonged to cluster A. The AP halfwidth of these 

interneurons was much longer than that of the other interneuron class (0.97 ± 0.07 vs. 0.48 ± 0.10 

ms, cluster A vs. Cluster B, P< 0.001). Neurons in cluster A also showed a significantly larger inter-

spike interval (80.9 ± 8.0 vs. 28.6 ± 12.3 ms, P< 0.001) and smaller adaptation ratio (0.44 ± 0.20 vs. 

0.83 ± 0.14, P< 0.001) compared with neurons in cluster B (Fig. 3.1.11, Table 3.1.4). 
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Cluster B: FS interneurons 

Fifteen interneurons were found in cluster B, constituting 83% of the total population. Interneurons 

in cluster B displayed a higher firing frequency per 100 pA current injection than that of cluster A 

interneurons (39.4 ± 13.9 vs. 20.5 ± 2.9 Hz / 100 pA, P< 0.05), which is a typical characteristic of 

FS interneurons. Moreover, a significantly larger AHP amplitude were found with interneurons in 
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Fig. 3.1.10 Electrophysiological analysis of L6 inhibitory neurons using cluster analysis. (A) 
Dendrogram from cluster analysis of electrophysiological parameters reveals 2 clusters of L6 
interneurons (n=18). The Y-axis corresponds to the linkage distance measured by Euclidean 
distance, and the X-axis shows individual neurons in the left and number of clusters in the right. 
the Cluster A and cluster B are shown in purple and orange. Dashed line indicate the cut-off 
position of 2 significant clusters, which was determined by using the Thorndike method. (B) 
Representative firing pattern and thresholded AP for the two clusters. (C) The percentage of each 
subcluster is shown in the pie chart. 
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cluster B (21.7 ± 3.3 vs. 13.0 ± 1.4 mV, P< 0.001) comparing with the neurons in cluster A (Fig. 

3.1.11, Table 3.1.4).  

Correlation between morphological and electrophysiological clusters 

Three distinct morphological clusters and two different electrophysiological clusters of inhibitory 

neurons in L6 of rat mPFC were identified quantitatively using cluster analysis. A dataset with a 

high quality morphological reconstructions may not have a qualified electrophysiological 

properties. Similarly, the reconstructions with a high truncation that excluded from the dataset, the 

electrophysiological recordings could be very good. The two dendrograms of morphological and 
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Fig. 3.1.11 Comparison of single AP and firing properties between two clusters of L6 
inhibitory neurons. Cluster A and cluster B are shown in purple and orange. All data were 
shown with mean ± SD. Tukey’s test was performed for the significant difference between groups. 
*P < 0.05, ***P < 0.001.

Table 3.1.4 Statistical analysis of the electrophysiological parameters that were used in the 
cluster analysis of L6 inhibitory neurons. All data are represented as mean ± standard deviation. 
Tukey test was performed for the significant difference between two clusters. Significant p-values is 
marked in bold. *P< 0.05, **P< 0.01, ***P< 0.001.

Parameters Cluster A (n=3) Cluster B (n=15) P

Firing Frequency (Hz) / 100 pA 20.5 ± 2.9 39.4 ± 13.9 < 0.05*

Adaptation ratio 0.44 ± 0.20 0.83 ± 0.14 < 0.001***

AHP amplitude (mV) 13.0 ± 1.4 21.7 ± 3.3 < 0.001***

AP half-width (ms) 0.97 ± 0.07 0.48 ± 0.10 < 0.001***

ISI average (ms) 80.9 ± 8.0 28.6 ± 12.3 < 0.001***
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electrophysiological CA were shown in Fig. 3.1.12. The coloured bars beneath each dendrogram 

represent the corresponding clusters from the other dendrogram. For dataset without corresponding 

morphological or electrophysiological properties no bars are given. There were 14 interneurons 

included in both morphological and electrophysiological CA. 
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Fig. 3.1.12 Comparison of morphological and electrophysiological clusters of L6 inhibitory 
neurons. Dendrogram of three morphological clusters was shown in top left and the 
electrophysiological clusters was placed in top right. The coloured bars beneath each dendrogram 
represent the corresponding clusters from the other dendrogram. Morphological cluster 3 was 
having all the 2 types of electrophysiological clusters. Scale bar for reconstruction is 100 µm. 
Colour code as in Fig. 3.1.8 and Fig. 3.1.10.
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In the morphological CA, there were only 3 interneurons in cluster 1, the axon of which projected to 

L1, and for two of those the electrophysiological properties could be analysed; both of them were 

nFS interneurons, belonging to the electrophysiological cluster A. 

Electrophysiological parameters from 5 neurons in morphological cluster 2 were acquired and all of 

them were classified as FS interneurons. These neurons not only share similar axonal projection 

pattern that mainly distribute in L5, but also tend to share typical AP and firing properties of FS 

interneurons. 

The L6 inhibitors constituted more than half of the total L6 interneuron population; six of those 

were also included in the electrophysiological CA. Like L5 inhibitors, all were FS interneurons. 

Examples were shown in Fig. 3.1.12. 

In this study, we found that the morphological and electrophysiological clusters were correlated in 

morphological clusters. This indicates that L6 interneurons with specific axonal projection patterns 

might have specific single AP and firing properties. However, this hypothesis needs to be tested 

further with a larger dataset for each group. 

3.2 Monosynaptic connections in L6 of mPFC 

Investigation of the neural connectivity and interaction is crucial to understand the circuit dynamics 

and complexity. Therefore, we performed dual whole-cell recordings between L6 neurons in mPFC 

with simultaneous biocytin filling to elucidate the functional and morphological characteristics of 

synaptic connections in this brain region. Previous studies in other brain regions suggested a low 

connectivity ratio between L6 neurons (Beierlein and Connors 2002; Mercer et al. 2005; West et al. 

2006; Lefort et al. 2009; Crandall et al. 2017), so that we used a ‘loose seal’ searching protocol 

(Methods and materials 2.4.2) to find synaptically coupled neurons.  

In total, 159 neurons were recorded as postsynaptic neurons. Among 1450 potential presynaptic 

neurons, 45 neurons were found to be connected with the recorded postsynaptic neurons, i.e. the 

connectivity ratio was 3.1% in L6 of mPFC. After re-patching, 23 monosynaptic connections 
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including 17 excitatory connections and 6 inhibitory connections were recorded in dual whole-cell 

mode.  

The connectivity types were decided by the cell types of presynaptic and postsynaptic neurons, 

following the same criteria as described in section 3.1 of the Results. The properties of postsynaptic 

potentials such as peak amplitude, latency, 20-80% rise time, decay time, paired-pulse ratio (PPR), 

failure rate and coefficient variation (CV) were analysed to characterise these monosynaptic 

connections. 

3.2.1 Synaptic connectivity between L6 excitatory neurons 

Using CA based on morphological parameters, excitatory neurons in L6 of mPFC have been 

classified into two main clusters: upright excitatory neurons (including upright PNs, normal bipolar 

neurons and multipolar neurons) with a principal dendrite pointing towards the pial surface, and 

inverted excitatory neurons (including inverted PNs and inverted bipolar neurons, no horizontally 

oriented PNs were found in paired recordings), the principal dendrite of which points to the WM. 

Of the 12 excitatory-excitatory (E-E) connections, we were able to determine the connection type of 

11 pairs by morphological identification of pre- and postsynaptic neuron type. For one pair, we 

were unable to recover the morphology of presynaptic neuron; it was therefore excluded from the 

comparison of different connection types. 

In seven out of 11 pairs, i.e. 64% of the E-E connections, the presynaptic neuron was a L6 inverted 

excitatory neuron. Four of these connections were established between two inverted excitatory 

neurons (example in Fig. 3.2.1) and three were connections between an inverted and upright 

neurons (example in Fig. 3.2.2). There were strong connections with a unitary EPSP amplitude of 

more than 1 mV, as well as weak connections for which the unitary EPSP amplitude was <0.2 mV. 

The average amplitude of postsynaptic EPSP was 0.79 ± 1.02 mV. The mean PPR of the 

connections with a presynaptic inverted neuron was 0.93 ± 0.19 and the CV was 0.94 ± 0.36. The 

average latency, 20-80% rise time and decay time of postsynaptic EPSP was 1.5 ± 0.7 ms, 1.9 ± 0.6 

ms and 58.7 ± 14.0 ms respectively. The failure rate of connections with a presynaptic inverted 

neuron was 39.5 ± 19.2% and the mean inter-soma distance between pre- and postsynaptic neuron 
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was 108 ± 32 µm. There were no significant differences in the synaptic properties of inverted-

inverted excitatory neuron connections and inverted-upright excitatory neuron connections. 
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Fig. 3.2.1 A representative L6 Inverted-Inverted excitatory connection. (A) Morphological 
reconstruction of recorded inverted-inverted PN pair. Presynaptic somatodendritic domain and 
the axon are shown in red and blue; the postsynaptic somatodendritic domain and the axon are 
shown in black and green, respectively. (B) Ten consecutive EPSPs (grey, middle) and average 
(black, bottom) elicited by presynaptic APs (red, top). (C) Firing patterns of the pre- (red) and 
postsynaptic (black) neurons. (D) A presynaptic AP (red) and 10 consecutive superimposed EPSPs 
(grey) and their mean EPSP (black) are shown (from the first AP and corresponding EPSP of (B)). 
(E) Histograms of EPSP amplitude (grey bars for noise). 



Results

Four connections established by a presynaptic upright L6 excitatory neuron were found, which 

constitutes 36% of the recorded E-E connections. Unlike connections with a presynaptic inverted 

excitatory neuron, all presynaptic upright excitatory neurons were synaptically coupled with 

another postsynaptic upright excitatory neuron (example in 3.2.3). These connections were very 

weak: the average unitary EPSP amplitude was only 0.09 ± 0.06 mV, which was significantly 
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Fig. 3.2.2 A representative L6 Inverted-Upright excitatory connection. (A) Morphological 
reconstruction of recorded inverted-upright PN pair. Colour code as in Fig. 3.2.1 (B) Ten 
consecutive EPSPs (grey, middle) and average (black, bottom) elicited by presynaptic APs (red, 
top). (C) Firing patterns of the pre- (red) and postsynaptic (black) neurons. (D) A presynaptic AP 
(red) and 10 consecutive superimposed EPSPs (grey) and their mean EPSP (black) are shown 
(from the first AP and corresponding EPSP of (B)). (E) Histograms of EPSP amplitude (grey bars 
for noise). 



Results

smaller than that of the connections with a presynaptic inverted excitatory neuron (P < 0.05). The 

mean inter-soma distance was found to be significantly shorter in upright-upright excitatory neuron 

connections compared to that of connections with a presynaptic inverted neuron (P < 0.05) (s. Table 

3.2.1, Fig. 3.2.4). 
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Fig. 3.2.3 A representative L6 Upright-Upright excitatory connection. (A) Morphological 
reconstruction of recorded upright-upright PN pair. Colour code as for Figure 3.2.1. (B) Ten 
consecutive EPSPs (grey, middle) and average (black, bottom) elicited by presynaptic APs (red, 
top). (C) Firing patterns of the pre- (red) and postsynaptic (black) neurons. (D) A presynaptic AP 
(red) and 10 consecutive superimposed EPSPs (grey) and their mean EPSP (black) are shown 
(from the first AP and corresponding EPSP of (B)). (E) Histograms of EPSP amplitude (grey bars 
for noise). 
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Inverted excitatory neurons constitute 52% of the total population in E-E connections including 

both presynaptic and postsynaptic neurons. The proportion rises to 64% if only the presynaptic 
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Fig. 3.2.4 Comparison of inter-soma distance and postsynaptic EPSP amplitude between L6  
upright-pre and inverted-pre connections. (A) The recording position and inter-soma distance 
of presynaptic and postsynaptic neurons in individual pair were indicated (left, upright-pre 
connection; right, inverted-pre connections). The diagram was constructed by aligning the L5/L6 
borders. (B) Connections with either an upright presynaptic neuron or an inverted presynaptic 
neuron showed differences with their inter-soma distance and postsynaptic EPSP amplitude. The 
medium value of EPSP amplitude from inverted-pre connection is marked with open circle. *P < 
0.05.
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neurons are taken into account. Both values were larger than those calculated in 3.1.1. section of the 

Results. To explore the reason of this as well as the differences found between excitatory neuron 

connections with either a presynaptic inverted or an upright neuron, we compared the 

morphological characteristics of axons in these two excitatory neuron types. Axons of 15 upright 

neurons and 15 inverted excitatory neurons were reconstructed. We found that inverted excitatory 
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Table 3.2.1 Comparison of EPSP characteristics of L6 upright-pre and inverted-pre 
excitatory-excitatory connections. All data are represented as mean ± standard deviation. 
Wilcoxon-Mann-Whitney rank test was performed for the significant difference between two 
groups. Significant p-values is marked in bold. When the number of experiment is n=1 or 2, only 
the experiment value are given. *P < 0.05.

Parameters Upright-pre pairs (n=4) Inverted-pre pairs (n=7) P

Amplitude (mV) 0.09 ± 0.06 0.79 ± 1.02 < 0.05*

Latency (ms) 0.4, 2.2 1.5 ± 0.7 1.11

20-80% rise time (ms) 2.4, 1.4 1.9 ± 0.6 1.11

Decay time (ms) 25.0 58.5 ± 14.0 (n=6) 0.29

Paired-pulse ratio 4.01 ± 5.69 0.93 ± 0.19 0.32

Failure rate (%) 55.0 ± 13.2 39.5 ± 19.2 0.29

Coefficient of variation 1.01 ± 0.20 (n=3) 0.94 ± 0.36 0.52

Inter-soma distance (µm) 61 ± 33 108 ± 32 < 0.05*

Table 3.2.2 Comparison of axonal properties between L6 upright and inverted excitatory 
neuron in pairs. All data are given as mean ± standard deviation. Tukey’s test was performed for 
the significant difference between two groups. Significant p-values is marked in bold. *P < 0.05, 
**P < 0.01.

Parameters Upright neurons (n=15) Inverted neurons (n=15) P

Total length of axon (µm) 4519 ± 3159 7223 ± 3853 < 0.05*

Length of axon in L6 (µm) 2239 ± 1319 4553 ± 2463 < 0.01**

Total horizontal field span of axon (µm) 713 ± 306 1083 ± 522 < 0.05*

Total vertical field span of axon (µm) 860 ± 425 776 ± 345 0.55

Horizontal field span of axon in L6(µm) 491 ± 273 906 ± 492 < 0.01**

Field span of axon H/V 0.92 ± 0.42 1.56 ± 0.81 < 0.05*



Results

neurons had a significantly larger axon length than upright neurons (7223 ± 3853 vs. 4519 ± 3159 

µm, P < 0.05). The length of the axon located in L6 was also found to be larger for inverted 

excitatory neurons (4553 ± 2463 vs. 2239 ± 1319 µm, P < 0.01). Moreover, by calculating the 

axonal field span, we showed that that inverted excitatory neurons had a larger horizontal field span 

in L6 compared to upright excitatory neurons (906 ± 492 vs. 491 ± 273µm , P < 0.01). The ratio 

between the horizontal field span and vertical field span of axons was also significantly different 
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Fig. 3.2.5 Comparison of axonal properties between L6 upright and inverted neuron. (A) 
Superimposed morphological reconstructions of upright (left, n=15) and inverted (right, n=15) 
neurons. The somatodendritic domain and axon are shown in red and blue, respectively; layer 
borders of L3/L5, L5/L6 and L6/WM are indicated with black lines from top to bottom. With 
increasing distance from the cell body, axon truncations are more severe. (B) Inverted excitatory 
neurons show a significant difference in length of axon (total and in L6), horizontal field span of 
axon (total and in L6) and ratio between horizontal and vertical fieldspan of axon. *P < 0.05, **P 
< 0.01.
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between inverted and upright excitatory neurons (P < 0.05). For upright excitatory neurons this ratio 

was 0.92 ± 0.42 but 1.56 ± 0.81 for inverted excitatory neurons, indicating that inverted excitatory 

neurons have a dominant horizontal axonal projections (Fig. 3.2.5, Table 3.2.2). 

3.2.2 Synaptic connectivity between L6 excitatory and inhibitory neurons 

In summary, eleven monosynaptic connections were recorded in whole-cell mode between L6 

excitatory neurons and inhibitory neurons, of which two were reciprocal synaptic connections. Five 

monosynaptic excitatory connections from excitatory neurons to inhibitory neurons and six 

monosynaptic inhibitory connections from inhibitory neurons to excitatory neurons were obtained, 

respectively. Excitatory neurons were morphologically classified as upright and inverted excitatory 

neurons (Results 3.1.1), while inhibitory neurons were identified electrophysiologically either as FS 

or nFS interneurons (Results 3.1.2). 

Excitatory connections from L6 excitatory neurons to inhibitory neurons 

Four out of five excitatory-inhibitory (E-I) connections had a presynaptic upright excitatory neuron 

and 3 of them formed excitatory synapses with FS interneuron (example in Fig. 3.2.6 A-D). The 

mean inter-soma distance between pre- and postsynaptic neurons was 96 ± 51 µm in upright 

excitatory neuron-FS connections. The average postsynaptic EPSP amplitude was 0.32 ± 0.41 mV, 
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Table 3.2.3 EPSP characteristics of L6 excitatory-inhibitory neuron connections. All data are 
given as mean ± standard deviation. When the number of experiment is n=1 or 2, only individual 
values are given.

Parameters Upright-FS (n=3) Upright-nFS (n=1) Inverted-FS (n=1)

Amplitude (mV) 0.32 ± 0.41 0.02 2.57

Latency (ms) 1.3 ± 1.3 2.1 0.2

20-80% rise time (ms) 0.6 ± 0.2 0.3 1.1

Decay time (ms) 9.2, 6.9 (n=2) - 14.2

Paired-pulse ratio 2.69 ± 0.70 3.48 0.72

Failure rate (%) 54.1 ± 32.7 84.0 0.0

Coefficient of variation 1.20 ± 0.33 1.47 0.47

Inter-soma distance (µm) 96 ± 51 64 50



Results

while the 20-80% rise time and latency of EPSP was 0.6 ± 0.2 ms and 1.3 ± 1.3 ms respectively, 

with a decay time of 8.1 ± 1.7 ms. The mean failure rate was 54.1 ± 32.7% and the CV 1.20 ± 0.33. 
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Fig. 3.2.6 Examples of L6 upright PN-interneurons connection. (A-D) A representative upright 
PN-FS excitatory connections. (E-H) A representative upright PN-nFS excitatory connections. 
(A&E). Morphological reconstruction of the recorded neuron pair. Colour code as in Fig. 3.2.1. 
(B&F). Average EPSPs (black, top) of corresponding connections elicited by presynaptic APs 
(red, bottom), which showed short-term plasticity. (C&G). Firing patterns of the pre- (red) and 
postsynaptic (black) neurons. (D&H). A presynaptic AP (red) and mean first EPSP (black) are 
shown. 



Results

All the upright excitatory neuron-FS connections showed paired pulse facilitation with a mean PPR 

of 2.69 ± 0.70 (Fig. 3.2.6 B). 

Only one upright PN-nFS connection was recorded in this study (example in Fig. 3.2.6 E-H). The 

postsynaptic EPSPs displayed short-term facilitation (PPR: 3.48) as did upright PN-FS connection 
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Fig. 3.2.7 A representative L6 inverted excitatory neuron -FS excitatory connection. (A) 
Morphological reconstruction of recorded inverted excitatory neuron-FS neuron pair. Colour code 
as in Fig. 3.2.1. (B) Ten consecutive EPSPs (grey, middle) and average (black, bottom) elicited by 
presynaptic APs (red, top). (C) Firing patterns of the pre- (red) and postsynaptic (black) neurons. 
(D) A presynaptic AP (red) and 10 consecutive superimposed EPSPs (grey) and their mean EPSP 
(black) are shown (from the first AP and corresponding EPSP of (B)). (E) Histograms of EPSP 
amplitude (grey bars for noise). 



Results

(Fig. 3.2.6 F). The synaptic efficacy of this pair was very low with a high failure rate of 84% and a 

small average unitary EPSP amplitude of 0.02 mV. The inter-soma distance between the presynaptic 

excitatory neuron and the postsynaptic nFS neuron was 64 µm. The 20-80% rise time and latency of 

the postsynaptic EPSP was 0.3 ms and 2.1 ms. Due to the small EPSP amplitude, we were not able 

to determine the EPSP time course for this synaptic connection (Table 3.2.3). 

Apart from the upright excitatory neuron-interneuron connections, one E-I connections with a 

presynaptic inverted L6 neuron was also found (example in Fig. 3.2.7). The presynaptic inverted 

excitatory neuron established synaptic contacts with a postsynaptic FS interneuron. The efficacy of 

this pair was very high: the postsynaptic neuron responded to every presynaptic AP (0% failure 

rate) and the average unitary EPSP amplitude was 2.57 mV, with a small CV of 0.47. Moreover, 

unlike the upright excitatory-interneuron E-I connections, this inverted excitatory neuron-FS 

connection displayed an obvious paired pulse depression (Fig. 3.2.7 B), with a PPR of 0.72. The 

inter-soma distance between the pre- and postsynaptic neuron was 50 µm. The 20-80% rise time, 

latency and decay time of postsynaptic EPSP was 1.1 ms, 0.2 ms and 14.2 ms respectively (Table 

3.2.3). 

Inhibitory connections from L6 inhibitory neurons to excitatory neurons 
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Parameters FS-Upright (n=5) FS-Inverted (n=1)

Amplitude (mV) 0.41 ± 0.32 0.33

Latency (ms) 0.9 ± 0.3 3.8

20-80% rise time (ms) 3.3 ± 1.7 8.3

Decay time (ms) 44.6 ± 26.7 66.0

Paired-pulse ratio 1.24 ± 0.44 0.80

Failure rate (%) 31.5 ± 17.8 27.0

Coefficient of variation 0.63 ± 0.15 0.51

Inter-soma distance (µm) 86 ± 54 249

Table 3.2.4 IPSP characteristics of L6 inhibitory-excitatory neuron connections. All data are 
represented as mean ± standard deviation. When the number of experiment is n=1 or 2, only the 
experiment value are given.



Results

Of the six inhibitory-excitatory (I-E) connections, all the presynaptic neurons were found to be FS 

interneuron and most of them were forming synapses with upright excitatory neuron (5 out of 6) 

(example in Fig. 3.2.8 A-D); the mean inter-soma distance for these connections was 86 ± 54 µm. 
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Fig. 3.2.8 Examples of L6 inhibitory FS-excitatory neuron connections. (A-D) A 
representative an inhibitory FS-upright excitatory neuron connection. (E-H) A representative 
inhibitory FS-inverted excitatory neuron connection. (A&E). Morphological reconstruction of 
corresponding pair. Colour code as in Fig. 3.2.1. (B&F). Average IPSPs (black, top) of 
corresponding connections elicited by presynaptic APs (red, bottom), which showed short-term 
plasticity. (C&G). Firing patterns of the pre- (red) and postsynaptic (black) neurons. (D&H). A 
presynaptic AP (red) and mean first IPSP (black) are shown. 
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They showed an average failure rate of 31.5 ± 17.8% and a CV of 0.63 ± 0.15. The average 

amplitude, latency, 20-80% rise time and decay time of the postsynaptic unitary IPSP was 0.41 ± 

0.32 mV, 0.9 ± 0.3 ms, 3.3 ± 1.7 ms and 44.6 ± 26.7 ms respectively. The mean PPR was calculated 

as 1.24 ± 0.44 (Table 3.2.4). 

Only one FS-inverted excitatory neuron pair was recorded in whole-cell mode (example in Fig. 

3.2.8 E-H). The amplitude of postsynaptic IPSP was 0.33 mV with a decay time of 66.0 ms. The 

failure rate was 27.0% and the CV was 0.51. The inter-soma distance between pre- and post- 

synaptic neurons was 249 µm. The 20-80% rise time and latency of the postsynaptic IPSP were 8.3 

ms and 3.8 ms respectively, which might due to a distal location of the synaptic contacts. 
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Fig. 3.2.9 Examples of a L6 reciprocal connection. (A). Morphological reconstruction of 
recorded reciprocal pair. Colour code as in Fig. 3.2.1. (B). Firing patterns of the FS interneuron 
(red) and Upright excitatory (black) neurons. (C). Average IPSPs (black, top) of postsynaptic 
excitatory neuron elicited by presynaptic APs (red, bottom). (D). Average EPSPs (black, top) of 
postsynaptic interneuron elicited by presynaptic APs (red, bottom). 



Results

Two reciprocal connections were found in this study and they were both connections between 

upright excitatory neurons and FS interneurons (example in Fig. 3.2.9). 

3.3 Adenosine effects on excitatory neurons and microcircuits of mPFC 

To investigate the effect of adenosine on single neuronal activity in the deep layers of mPFC, 103 

excitatory neurons (including upright PNs, bipolar neurons, multipolar neurons, inverted PNs, 

horizontally oriented PNs and inverted bipolar neurons) located in L5 and L6 of mPFC were 

recorded in whole-cell mode using different pharmacological protocols. Neurons for which the 

series resistance was >50 MΩ or changed by more than 25% during the experiment were excluded 

from the analysis. Adenosine was also applied during dual whole-cell recordings of 17 synaptically 

coupled neurons to study the impact of adenosine on synaptic transmission in L6 of mPFC. 

Adenosine and the specific agonists and antagonists of adenosine receptors were bath-applied for 

5-20 min and the membrane and synaptic properties of L6 neurons were measured before, during 

and after adenosine application. After the electrophysiological recordings, slices were fixed and 

processed for biocytin staining; neurons were subsequently reconstructed to analyse their 

morphology.   
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Table 3.3.1 Adenosine (100 µM) modulation of passive properties of PNs in L5 of mPFC. All 
data are given as mean ± standard deviation. The number of cells for the calculation of the RMP is 
higher than for the other passive properties due to an uninterrupted continuous recording of the 
RMP in a subset of experiments. Two values of RMP were measured at the stable phase immediately 
after applying adenosine and before wash out, and were compared with control condition and wash 
out phase respectively. Paired t-tests was performed for the significant difference between two 
groups. Significant p-values is marked in bold. *P< 0.05, **P< 0.01, ***P< 0.001.

Control 100 µM Adenosine Wash out P

L5 PNs (n=17) 

RMP (mV) -62.5 ± 3.0 (n=36) -65.9 ± 3.7 (n=36) / -65.1 ± 4.2 (n=22) -61.2 ± 4.4 (n=22) < 0.001 / < 0.001

Input resistance (MΩ) 182 ± 66 174 ± 0.65 225 ± 129 0.42  / < 0.01

Time constant (ms) 36.7 ± 10.5 28.7 ± 5.6 43.3 ± 14.6 < 0.01 / < 0.001

Rheobase (pA) 85 ± 30 125 ± 66 95 ± 53 < 0.01 / < 0.05



Results

3.3.1 Adenosine modulates single neuron activities in L5 and L6 

Effect of adenosine on the single neuron activities in L5 

To investigate how adenosine modulates neuronal activity in the deep layers of mPFC, adenosine as 

well as the agonists and antagonists of its receptor subtypes were bath-applied during recordings 

from L5 PNs. Bath application of 100 µM adenosine hyperpolarised the resting membrane potential 

(RMP) by on average 3.4 ± 1.6 mV [RMP: -62.5 ± 3.0  mV (control) vs. -65.9 ± 3.7 mV 
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Fig. 3.3.1 Adenosine hyperpolarises the membrane potential of L5 pyramidal cells. (A) 
Example traces of the RMP during bath application of 100 µM adenosine (start at arrow). The 
average response is shown in dark red (n=36). Inset shows an example trace of RMP during 
application of 1 µM AA1R agonist CPA. (B) Normalised dose-response curve and average 
responses (inset, normalised) for adenosine concentrations from 1 to 300 µM (n=5). (C) Average 
response of the RMP during application of 100 µM adenosine (n=36) and wash out phase (n=22). 
(D) Average response of the RMP during application of 30 µM adenosine (n=21) and wash out 
phase (n=21). Paired t-tests were performed to determine significant differences between two 
groups. *P< 0.05, **P< 0.01, ***P< 0.001.
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(adenosine), n=36, paired t-test, P< 0.001]. This effect could be mimicked by bath application of 1 

µM CPA, a specific A1AR agonist (Fig. 3.3.1A, Table 3.3.1). The size of the hyperpolarisation was 

dependent on the adenosine concentration (EC50 71.0 ± 3.4 µM ,n=5, Fig. 3.3.1B). Already bath 

application of 30 µM adenosine hyperpolarised the RMP significantly from -62.4 ± 4.4 mV to -64.6 

± 4.8  mV (n=21, paired t-test, P< 0.001, Fig. 3.3.1D, Table 3.3.2).  
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Fig. 3.3.2 Response size depends on the subtype of L5 PNs. (A) An example morphological 
reconstruction of soma and dendrites and electrophysiological profile of slender tufted adapting 
neuron. The AP firing response is shown when minimally 10 APs were elicited with corresponding 
current steps below. (B) An example morphological reconstruction of soma and dendrites and 
electrophysiological profile of broad tufted regular spiking neuron. (C) Average traces of the RMP 
during application of 100 µM adenosine (start at arrow) for the 2 subtypes of L5 PNs. (D) 
Adenosine-induced (100 µM) hyperpolarisation of the RMP for the two subtypes of L5 PNs. 
Tukey’s test was performed for the significant difference between two groups. *P< 0.05.
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Adenosine application affected the passive membrane properties of L5 PNs: Bath application of 

adenosine decreased the membrane time constant (36.7 ± 10.5 ms vs. 28.7 ± 5.6 ms, 100 µM 

adenosine, n=17, paired t-test, P< 0.01) and input resistance (151 ± 92 MΩ vs. 118 ± 61 MΩ, 30 

µM adenosine, n=20, paired t-test, P< 0.01), probably by increasing the open probability of 

potassium channels. The rheobase current was significantly increased following adenosine 

application (100 µM adenosine, 85 ± 30 pA vs. 125 ± 66 pA, n=17, paired t-test, P< 0.01, and 30 

µM adenosine, 149 ± 82 pA vs. 208 ± 106 pA, n=20, paired t-test, P< 0.001), suggesting that 

adenosine causes a reduction of cellular excitability (Table 3.3.1, Table 3.3.2). 
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Fig. 3.3.3 Effects of AA1R antagonist CPT to the membrane potential of L5 pyramidal cells. 
(A) A voltage recording during bath application of adenosine and CPT. (B) Adenosine-induced 
(100 µM) hyperpolarisation of the RMP and the change of RMP during co-applying adenosine 
and CPT (1 µM) (n=12). (C) Voltage recording during bath application of CPT alone. (D) CPT-
induced (1 µM) depolarisation of RMP (n=5). Paired t-tests were performed to test for significant 
differences between the two groups. *P< 0.05, ***P< 0.001.
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L5 PNs of mPFC were classified into two distinct subtypes according to their electrophysiological 

and morphological properties: Broad tufted neurons that respond to current injection with a regular 

spiking (RS), and slender tufted neurons that showed an adapting (Ad) firing pattern (Fig. 3.3.2 

A&B). The size of adenosine-induced hyperpolarisation was dependent on the PN subtype. 

Compared with broad tufted RS pyramidal cells (n=10), slender tufted Ad pyramidal cells (n=25) 

showed a larger hyperpolarising response following bath application of 100 µM adenosine 

(difference -3.8 ± 1.7 mV vs. -2.4 ± 1.1 mV, tukey’s test, P< 0.05, Fig. 3.3.2 C&D). Thus, PNs in 

L5 of mPFC displayed a heterogeneous responsiveness to adenosine, with slender-tufted Ad 

neurons being more sensitive to adenosine modulation than broad-tufted RS neurons. 
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Table 3.3.2 Adenosine (30 µM) modulation of passive properties of excitatory neurons in L5 
and L6 of mPFC. All data are given as mean ± standard deviation. The number of cells for 
calculating the resting membrane potential (RMP) is higher than for the passive properties to 
allow an uninterrupted continuous recording of the RMP in a subset of experiments. Two values of 
RMP were measured during the stable phase immediately after applying adenosine and before 
wash out, and were compared with control condition and wash out phase respectively. paired t-
tests was performed for the significant difference between two groups. Significant p-values are 
marked in bold. *P< 0.05, **P< 0.01, ***P< 0.001.

Control 30 µM Adenosine Wash out P

L5 PNs (n=20) 

RMP (mV) (n=21) -62.4 ± 4.4 -64.6 ± 4.8 / -62.9 ± 5.1 -60.2 ± 4.5 < 0.001 / < 0.001

Input resistance (MΩ) 151 ± 92 118 ± 61 127 ± 69 < 0.01  / 0.07

Time constant (ms) 22.6 ± 8.2 22.1 ± 9.7 36.3 ± 15.5 0.67 / < 0.001

Rheobase (pA) 149 ± 82 208 ± 106 155 ± 86 < 0.001 / < 0.001

L6 excitatory neurons (n=5) 

RMP (mV) -67.5 ± 7.8 (n=20) -71.0 ± 7.4 (n=20) / -70.5 ± 6.9 (n=6) -67.4 ± 7.6 (n=6) < 0.001 / < 0.01

Input resistance (MΩ) 427 ± 111 477 ± 148 560 ± 112 0.20 / < 0.05

Time constant (ms) 27.9 ± 4.2 28.6 ± 5.0 37.0 ± 3.4 0.83 / 0.06

Rheobase (pA) 62 ± 41 78 ± 59 48 ± 31 0.14 / 0.08
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In addition, bath application of the A1AR antagonist CPT reversed the adenosine-induced 

hyperpolarisation to baseline level [RMP: -61.5 ± 1.9 mV (control) vs. -64.5 ± 2.9 mV (100 µM 

adenosine), n=12, P< 0.001, and -63.5 ± 3.1 mV (100 µM adenosine) vs. -61.3 ± 3.3 mV (100 µM 

adenosine + 1 µM CPT), n=12, P< 0.001, Fig. 3.3.3 A&B]. Interestingly, a significant 

depolarisation of the RMP was observed when CPT was bath applied alone [RMP: -65.9 ± 2.9 mV 

(control) vs. -64.8 ± 3.1 mV (1 µM CPT), n=5, paired t-test, P< 0.05, Fig. 3.3.3 C&D] suggesting a 

tonic effect of adenosine. 
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Fig. 3.3.4 Adenosine hyperpolarises the membrane potential of L6 excitatory neurons  
through A1ARs. (A) Average response (n = 6) of the RMP during application of 30 μM 
adenosine. (B) Average response (n = 7) change of the RMP during application of 30 nM of the 
A2AAR agonist CGS21680. (C) Average response (n = 8) of the RMP during application of 30 μM 
adenosine, followed by co-application of 1 μM the A1AR antagonist CPT. (D) Average response (n 
= 3) of the RMP during application of 1 μM CPT. Paired t-tests was performed for the significant 
difference between two groups. *P< 0.05, **P< 0.01, ***P< 0.001.
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Adenosine effects on single neuron activity in L6 

Similar experiments with adenosine and specific agonist and antagonist of the adenosine receptor 

subtypes were made with L6 excitatory neurons of mPFC. Bath application of 30 µM adenosine 

hyperpolarised L6 excitatory neurons with an average amplitude of 3.4 ± 1.4 mV [RMP: -67.5 ± 7.8  

mV (control) vs. -71.0 ± 7.4 mV (adenosine), n=20, paired t-test, P< 0.001, Table 3.3.2]. ‘Upright’ 

and ‘inverted’ excitatory neurons showed similar  responses to adenosine [hyperpolarisation: 3.9 ± 

1.5 mV (upright neurons, n=10) vs. 3.2 ± 1.2 mV (inverted neurons, n=8), Tukey’s test, P=0.34]. 

No significant difference of the RMP was found following bath application of 30 nM CGS21680, a 

specific A2AAR agonist [RMP: -66.8 ± 6.0  mV (control) vs. -66.1 ± 6.4 mV (CGS21680), n=7, 

paired t-test, P=0.24, Fig. 3.3.4B]. Co-application of adenosine and CPT resulted in a return of the 

adenosine-induced hyperpolarisation to baseline [RMP: -64.8 ± 6.1 mV (control) vs. -67.9 ± 6.4 
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Fig. 3.3.5 Adenosine modulates miniature spontaneous synaptic activity of L6 excitatory 
neurons. (A) An example voltage-clamp recording of spontaneous activity during bath application 
of TTX (0.5 µM), Gabazine (10 µM) and adenosine (100 µM). (B) An increase of the inter-event 
interval (IEI, right, 1114 samples for control and 626 samples for adenosine from 12 cells) and a 
decrease of mEPSC frequency (left, n=12) were observed during application of adenosine (100 
µM). (C) No significant difference in the mEPSC amplitudes was found during adenosine 
application (1126 samples for control and 637 samples for adenosine from 12 cells). Paired t-tests 
were performed for the significant difference between two groups. ***P< 0.001.
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mV (30 µM adenosine), n=8, paired t-test, P< 0.001, and -67.5 ± 6.3 mV (30 µM adenosine) vs. 

-64.6 ± 7.0 mV (30 µM adenosine + 1 µM CPT), n=12, paired t-test, P< 0.01, Fig.3.3.4C]. Bath 

application of CPT alone resulted in a depolarisation of the RMP in all tested L6 excitatory neurons 

of mPFC [RMP: -69.4 ± 5.0 mV (control) vs. -67.1 ± 5.2 mV (1 µM CPT), n=3, paired t-test, P< 

0.05, Fig. 3.3.4D]. 
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Fig. 3.3.6 Effects of adenosine A1 receptor antagonist CPT to the miniature spontaneous 
synaptic activity of L6 excitatory neurons. (A) Adenosine-induced decrease of mEPSC 
frequency was recovered to the control level during co-applying adenosine (100 µM) and CPT (1 
µM) (n=15). (B) A decrease of IEI (right, 1318 samples for control and 1447 samples for CPT 
from 15 cells) and an increase of mEPSC frequency (left, n=15) were observed during application 
of CPT (1 µM) alone. Paired t-tests was performed for the significant difference between two 
groups. *P< 0.05.
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To test the presynaptic effect of adenosine, spontaneous postsynaptic activity of L6 excitatory 

neurons was recorded in voltage-clamp mode. In the presence of 0.5 µM TTX and 10 µM gabazine 

in the bath, miniature excitatory postsynaptic currents (mEPSCs) were recorded under control 

conditions and in the presence of adenosine. Bath application of 100 µM adenosine significantly 

reduced the frequency of mEPSCs from 1.0 ± 0.5 to 0.6 ± 0.4 (n=12, paired t-test, P< 0.001, Fig. 

3.3.5A&B), which is reflected in an increase of inter-event interval form 0.9 ± 1.1 s to 1.6 ± 2.4 s 

(1114 events for control and 626 events for adenosine from 12 cells, Tukey’s test, P< 0.001, Fig. 

3.3.5B). No significant change in the amplitude of mEPSCs was observed [10.9 ± 2.1 pA (control) 

vs. 10.8 ± 2.8 pA (adenosine), n=12, paired t-test, P= 0.70, Fig. 3.3.5C], suggesting that adenosine 

modulates excitatory synaptic transmission largely via a presynaptic mechanism. 

Co-application of 100 µM adenosine and 1 µM CPT completely blocked the adenosine-induced 

decrease of the mEPSCs frequency [0.99 ± 0.52 (control) vs. 0.90 ± 0.43 (adenosine + CPT), n=15, 

P= 0.43, Fig. 3.3.6A], indicating that adenosine inhibits neurotransmitter release at excitatory 

synapses by activating A1ARs. Furthermore, an increase of mEPSCs frequency was found when 

CPT was applied without adenosine [1.0 ± 0.5 (control) vs. 1.2 ± 0.7 (1 µM CPT), n=15, P< 0.05, 

Fig. 3.3.6B], suggesting the existence of endogenous adenosine tone under the recording conditions. 
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Table 3.3.3 EPSP properties of L6 excitatory connections under control, 30 µM adenosine 
and 30 µM adenosine & 1 µM CPT conditions. All data are given as mean ± standard 
deviation. Paired t-tests were performed to determine whether the two groups were statistically 
significant different. P-values for significance are marked in bold. *P< 0.05, **P< 0.01, ***P< 
0.001.

n=9 Control 30 µM Adenosine 30 µM Adenosine & 1 µM CPT P

EPSP amplitude (mV) 0.72 ± 0.60 0.17 ± 0.15 0.51 ± 0.52 < 0.01 / 0.06

Norm. EPSP amplitude 1 0.27 ± 0.18 0.68 ± 0.18 < 0.001 / < 0.01

Paired-pulse ratio (n=8) 0.87 ± 0.32 1.36 ± 0.58 0.94 ± 1.75 (n=7) < 0.05 / 0.22

Coefficient variation 0.83 ± 0.48 1.21 ± 0.30 0.87 ± 0.28 (n=8) < 0.05 / < 0.05

Failure rate (%) 24.9 ± 21.9 64.9 ± 14.2 26.5 ± 13.2 (n=8) < 0.001 / < 0.001

Latency (ms) (n=6) 1.3 ± 0.5 1.4 ± 0.6 1.6 ± 0.5 (n=4) 0.34 / 0.86

20-80% rise time (ms) (n=7) 1.3 ± 0.4 1.4 ± 0.7 1.5 ± 0.6 (n=6) 0.43 / 0.77

Decay time (ms) (n=6) 39.1 ± 24.3 38.6 ± 40.1 52.0 ± 33.7 (n=5) 0.97 / 0.33
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3.3.2 Adenosine modulates excitatory synaptic transmission in L6 
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Fig. 3.3.7 Adenosine suppresses synaptic transmission of excitatory connections in L6 of 
mPFC. (A-E) Example recordings from an excitatory (inverted PN-upright PN) connection under 
control and adenosine (30 µM) condition. (A) Morphological reconstruction of the recorded 
inverted PN-upright PN pair. Colour code as in Fig. 3.2.1. (B) Ten consecutive EPSPs (grey, 
middle) and average (black, bottom) elicited by presynaptic APs (red, top) under control and 
adenosine conditions. (C) Firing patterns of the pre- (red) and postsynaptic (black) neurons. (D) 
Overlay of average EPSPs. (E) Time course of EPSP amplitude change during application of 
adenosine. (F) Summary data (n=9, for PPR, n=8) of adenosine-induced changes in EPSP 
properties. Paired t-test, *P < 0.05, ***P < 0.001.
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Paired recordings were made from synaptically coupled L6 neurons in mPFC. For excitatory 

connections, the postsynaptic mean EPSP amplitude decreased from 0.72 ± 0.60 mV to 0.17 ± 0.15 

mV (n=9, paired t-test, P< 0.01) while the paired-pulse ratio (PPR) increased from 0.87 ± 0.32 to 

1.36 ± 0.58 (n=8, paired t-test, P< 0.05) following bath application of adenosine (30 µM). 

Furthermore, the CV increased from 0.83 ± 0.48 to 1.21 ± 0.30 (n=9, paired t-test, P< 0.05) and the 

failure rate increased from 24.9 ± 21.9 % to 64.9 ± 14.2% (n=9, paired t-test, P< 0.001). No 

significant changes in EPSP latency, 20-80% rise time and decay time were found, indicating that 

adenosine suppresses synaptic transmission of excitatory connections mainly via a presynaptic 

mechanism (Table 3.3.3, Fig.3.3.7). 

Inverted and upright excitatory neurons display distinct characteristics with respect to their passive 

and active electrical properties, axonal projection pattern and neuronal connectivity. Although the 

connections established by an inverted excitatory neuron and an upright excitatory neuron showed 

no significant difference in their response to adenosine (30 µM), we found that these two types of 
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Table 3.3.4 EPSP properties of excitatory connections with different presynaptic neurons 
under control and 10 µM adenosine conditions. All data are given as mean ± standard 
deviation. Paired t-tests were performed for the significant difference between two groups. 
Significant p-values is marked in bold. *P< 0.05,***P< 0.001.

Control 10 µM Adenosine P

Inv.-pre connections (n=4) 

EPSP amplitude (mV) 0.87 ± 0.86 0.49 ± 0.51 0.15

Norm. EPSP amplitude 1 0.59 ± 0.25 < 0.05

Paired-pulse ratio 0.74 ± 0.31 0.83 ± 0.09 0.54

Coefficient variation 0.72 ± 0.27 0.84 ± 0.03 0.38

Failure rate (%) 25.8 ± 26.5 42.7 ± 20.0 0.12

Upr.-pre connections (n=4) 

EPSP amplitude (mV) 0.16 ± 0.12 0.02 ± 0.02 0.09

Norm. EPSP amplitude (mV) 1 0.18 ± 0.04 < 0.001

Paired-pulse ratio 1.49 ± 0.57 3.1 ± 3.37 0.36

Coefficient variation 1.06 ± 0.30 0.96 ± 0.07 0.55

Failure rate (%) 59.1 ± 17.0 83.4 ± 4.0 0.07



Results
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Fig. 3.3.8 Excitatory connections with different types of presynaptic neurons showed 
different sensitivities to a low concentration of adenosine. (A-D) Example recordings from an 
inverted-inverted PN connection under control and adenosine (10 µM) condition. (E-H) Example 
recordings from an upright PN-upright PN connection under control and adenosine (10 µM) 
condition.(A&E) Morphological reconstruction of recorded pair. Colour code as in Fig. 3.2.1. 
(B&F) Firing patterns of the pre- and postsynaptic neurons. (C&G) Overlay of average EPSPs. 
(D&H) Time course of EPSP amplitude change during application of adenosine. (I) Summary 
data (n=4 for each type) of adenosine-induced changes in EPSP amplitude. Paired t-test and 
Tukey’s test were performed to determine significant differences between control and adenosine 
conditions, and between the two connection types. (J) Adenosine-induced (10 µM) 
hyperpolarisation of the RMP with two neuron types (inverted excitatory neurons, n=6, upright 
excitatory neurons, n=5). Tukey’s test, *P < 0.05, ***P < 0.001.
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connections reacted differently to a low concentration of adenosine. Bath application of 10 µM 

adenosine decreased the amplitude of the unitary EPSP at connections with a presynaptic inverted 

excitatory neuron to 59 ± 25% of control level (n=4, paired t-test, P< 0.05). The amplitude of 

postsynaptic EPSP at connections with a presynaptic upright excitatory neuron was reduced to 18 ± 

4% of control level (n=4, paired t-test, P< 0.001) after applying the same adenosine oncentration, 

which was significantly lower compared with the connections established by a inverted excitatory 

neuron (n=4, Tukey’s test, P< 0.05, Fig. 3.3.8, Table 3.3.3). The postsynaptic membrane potential 

was measured simultaneously and no difference in the size of adenosine-induced hyperpolarisation 

was found between these two neuron types (Fig. 3.3.8). These findings suggest that the presynaptic 

terminals of upright excitatory neurons are more sensitive to low concentration of adenosine 

compared to those of inverted excitatory neurons. 
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Fig. 3.3.9 Adenosine modulates synaptic transmission of excitatory connections in L6 of 
mPFC through A1ARs. (A) Time course of EPSP amplitude change from an excitatory 
connection during application of adenosine (30µM) and A1AR antagonist CPT (1 µM). (B) 
Overlay of average EPSPs under control, adenosine and adenosine&CPT condition. (C) Summary 
data (n=9 for adenosine and n=8 for adenosine&CPT, for PPR, n=8 and n=7) of EPSP 
properties under control, adenosine and adenosine&CPT condition. Paired t-test, *P< 0.05, 
**P< 0.01, ***P< 0.001.
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Single cell recordings had shown that adenosine changed the membrane properties through 

activation of A1ARs. To investigate whether the adenosine effect on synaptic transmission is 

induced by A1AR activation, CPT (1 µM) was co-applied with adenosine (30 µM) after adenosine 

had been applied alone. The effect of adenosine on excitatory connections was blocked and 

recovered from 27 ± 18% to 68 ± 18% of the control level (n=9, paired t-test, P< 0.01). Co-
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Fig. 3.3.10 Effect of CGS21680 on the excitatory connectivity. (A-D) Example recordings from 
an excitatory (inverted bipolar neuron-upright PN) connection under control conditions and in 
the presence of the A2AAR agonist CGS21680 (30 nM). (A) Morphology of the recorded E-E 
neuron pair. Colour code as in Fig. 3.2.1. (B) Firing patterns of the pre- (red) and postsynaptic 
(black) neurons. (C) Overlay of the average unitary EPSPs under control and CGS21680 (30 nM) 
condition. (D) Time course of EPSP amplitude change during application of CGS21680. (E) 
Summary data of CGS21680-induced changes in EPSP properties. Paired t-test.
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application of adenosine and CPT also blocked the adenosine-induced changes on other EPSP 

properties [CV: 0.83 ± 0.48 (control, n=9) vs. 1.21 ± 0.30 (30 µM adenosine, n=9) vs. 0.87 ± 0.28 

(30 µM adenosine and 1 µM CPT, n=8), paired t-test, P< 0.05; Failure rate: 24.9 ± 21.9% (control, 
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Fig. 3.3.11 Effect of adenosine on the inhibitory connectivity. (A-E) Example recordings from 
an inhibitory (FS-upright PN) connection under control and adenosine (30 µM) condition. (A) 
Morphological reconstruction of the recorded FS-upright PN pair. Colour code as in Fig. 3.2.1. 
(B) Ten consecutive IPSPs (grey, middle) and average (black, bottom) elicited by presynaptic APs 
(red, top) under control and adenosine conditions. (C) Firing patterns of the pre- (red) and 
postsynaptic (black) neurons. (D) Overlay of the average IPSPs. (E) The time course of the IPSP 
changed during application of adenosine. (F) Summary data of adenosine-induced changes in 
IPSP properties. Paired t-test, n=5.
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n=9) vs. 64.9 ± 14.2% (30 µM adenosine, n=9) vs. 26.5 ± 13.2% (30 µM adenosine and 1 µM CPT, 

n=8), Table 3.3.3, Fig. 3.3.9]. This suggests that adenosine decreases the neurotransmitter release 

probability via activation of presynaptic A1ARs. 

To investigate whether A2AARs also participate in the adenosine-induced effects on synaptic 

transmission, 30 nM of the specific A2AAR agonist CGS21680 was bath-applied during recordings 

of excitatory connections. Synaptic properties related to the release probability at excitatory 

connections were not changed by CGS21680 (Fig. 3.3.10). Single cell recordings revealed no 

change of postsynaptic resting membrane potential following bath application of CGS21680. Taken 

together, these results indicate a low A2AAR expression in L6 of mPFC. 

The effect of adenosine was also tested during recordings of inhibitory connections between a 

(presynaptic) inhibitory neurons and excitatory neurons. No significant differences in the unitary 

IPSP amplitude [0.51 ± 0.40 mV (control) vs. 0.39 ± 0.42 (30 µM adenosine), paired t-test, P=0.16, 

Fig. 3.3.11] and other synaptic properties were found, indicating that adenosine does not affect  

inhibitory synaptic transmission at these connections.
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4. Discussion 
4.1 Classification of excitatory neurons in L6 of mPFC 

L6 excitatory neurons show a high degree of morphological diversity in all neocortical areas 

including the mPFC (Yang et al. 1996; Zhang and Deschenes 1997; Kumar and Ohana 2008; 

Thomson 2010; Marx and Feldmeyer 2013; van Aerde and Feldmeyer 2013). However, only few 

studies have attempted a quantitative classification of L6 neurons and none focussed exclusively on 

the classification of excitatory neurons in L6 of mPFC. In this study, we performed an unsupervised 

CA based on neuronal dendritic morphology, which classified the excitatory neurons in L6 of mPFC 

in an objective and quantitative way. Following morphological reconstructions, neurons were 

grouped into two major categories: upright excitatory neurons with their primary or apical dendrites 

spanning superficial layers and terminating in L5 to L1 and inverted/horizontally oriented neurons, 

which had principal dendrites pointing towards the WM or oriented sideways. Upright excitatory 

neurons were further subdivided into six subgroups including broad tufted PNs, slender tufted PNs, 

untufted PNs, short PNs, multipolar neurons and normal bipolar neurons. Inverted excitatory 

neurons were further classified into two subgroups: inverted/horizontally oriented PNs and inverted 

bipolar neurons. Because the classification of excitatory neurons was mainly based on the 

properties of their principal dendrites, we had to name a dendrite of multipolar neurons ‘principal 

dendrite’, which in this case, was the dendrite projecting towards superficial layers. For bipolar 

neurons, we have defined the ‘principal dendrite’ and ‘secondary dendrite’ basing on their 

morphological appearance (Fig. 3.1.3). We classified them into two subgroups i.e. ‘normal bipolar 

neurons’ and ‘inverted bipolar neurons’ respectively. Nevertheless, by further subdividing the two 

main clusters into eight subclusters, multipolar and bipolar neurons were then easily distinguished 

from other subgroups of PNs. 

In the cerebral cortex the incidence of inverted PNs is only 1% of rat (Parnavelas et al. 1977) and 

this fraction changes through species and area (up to 8.5%) (Globus and Scheibel 1967; Qi et al. 

1999; Mendizabal-Zubiaga et al. 2007). They are most numerous in L5 and L6 in all studied species 

(Mendizabal-Zubiaga et al. 2007) and the percentage of inverted PNs in L6B of rat somatosensory 

cortex was found to be around 10% (Marx and Feldmeyer 2013). In our study, the cluster 2 - 

‘inverted excitatory neurons’ include the inverted PNs, horizontally oriented PNs and bipolar 

inverted neurons. With the 79 mPFC L6 excitatory neurons, they consists of 31 neurons, i.e. 39% of 
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the total population. Inverted PNs represent 32% of the total number in the classification with 

exclusion of 5 bipolar inverted neurons and one horizontally oriented PN. Some neurons used for 

CA are from the paired recordings experiments; it appears that inverted excitatory neurons and 

upright excitatory neurons show different preference in forming synaptic connections. After 

omitting all the presynaptic neurons, about 31% of 71 randomly patched neurons are inverted PNs. 

This high incidence of inverted PNs in mPFC suggests that they might play an important role in the 

L6 microcircuitry of mPFC. 

In addition to differences in morphology, upright excitatory neurons and inverted excitatory neurons 

in somatosensory cortex also display distinct passive and active physiological properties, such as 

resting membrane potential, input resistance, action potential threshold and half width (Steger et al. 

2013). These electrophysiological differences were observed also in mPFC when comparing the 

electrophysiological properties of the two morphological clusters. Although all the excitatory 

neurons in L6 are unique with their high cellular input resistance resulting in a high excitability 

(van Aerde and Feldmeyer 2013), inverted excitatory neurons have more a depolarised resting 

membrane potential and AP threshold, lager membrane input resistance and time constant, longer 

AP halfwidth, smaller rheobase and average ISI compared to upright excitatory neurons. 

Differences between inverted excitatory neurons and upright excitatory neurons in resting 

membrane potential and input resistance suggest a potential difference in the distribution of ion 

channels that determine intrinsic electrophysiological properties, such as the potassium leak channel 

(Lesage 2003). Differences in AP threshold and AP halfwidth may result from a difference in ion 

channels contributing to action potential initiation and repolarisation such as voltage-gated sodium 

channel and potassium channel types, which will also affect the AP firing frequency (Miller et al. 

2008). The dendritic arborisation of the different L6 excitatory neuron types may explain how a 

neuron integrates incoming signals and therefore affect the AP firing properties. It has been found 

that in some cases, neurons with different dendritic domains also display distinct firing pattern 

(Mainen and Sejnowski 1996; Gulledge et al. 2005; van Aerde and Feldmeyer 2013). However, 

here we did not find a correlation between dendritic morphology and electrophysiological firing 

pattern with L6 excitatory neurons. Our findings regarding the morphological and intrinsic 

physiological properties indicate that inverted excitatory neurons are a unique class of neurons, 

which could therefore play a special role in the L6 microcircuitry of mPFC. 
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4.2 Classification of inhibitory neurons in L6 of mPFC 

GABAergic interneurons in mPFC play an important role in diverse higher order cognitive 

functions (Lu et al. 1994; Sohal et al. 2009; Gaykema et al. 2014). The heterogeneity of 

interneurons, with respect to morphology, electrophysiology and expression of molecular markers 

has been characterised in detail in different cortical layers and areas (Cauli et al. 1997; Markram et 

al. 2004; Ascoli et al. 2008; Helmstaedter et al. 2009; Rudy et al. 2011; DeFelipe et al. 2013; Koelbl 

et al. 2015; Tremblay et al. 2016; Arzt et al. 2017; Emmenegger et al. 2018; Feldmeyer et al. 2018). 

However, the structural and functional properties of mPFC interneurons are less well know.  

The axonal and dendritic characteristics are largely stable parameters and therefore eminently 

suitable for classifying interneurons. However, the intrinsic electrical excitability can be predicted 

only in part by the dendritic geometry (Mainen and Sejnowski 1996; Helmstaedter et al. 2009). 

Morphological parameters of axons are considered to be the most functionally relevant and 

meaningful neuronal properties, as they define the innervation domains and enable a reliable 

prediction of synaptic connectivity. The axonal projection pattern provides information about the 

potential connectivity and density of synaptic contacts, which cannot be acquired using other 

methods (Lubke et al. 2003; Helmstaedter et al. 2009; Feldmeyer D 2010; Qi et al. 2015; 

Emmenegger et al. 2018). In this study, an unsupervised CA based on the axonal projection patterns 

was performed, resulting in three clusters that showed distinct functionally relevant projection 

patterns. 

Our data showed that L6 interneurons have the potential to differentially innervate neurons from 

various cortical layers. L1 inhibitors vertically project their axons and show a high axonal 

distribution in L1-L3 (41%). They are referred to as Martinotti-like cells, which have been 

described in L6 and form innervation to L1 (Ferrer et al. 1986; Prieto and Winer 1999; Wang et al. 

2004; Arzt et al. 2017). The fraction of these neuron type has been estimated as 16.5% in the 

somatosensory cortex (Wang et al. 2004). We found three mPFC L1 inhibitors (Martinotti-like 

neurons) in our unbiased sample of 38 L6 interneurons (7.9%), a percentage similar to reported in a 

recent study on L6 interneurons in somatosensory cortex (Arzt et al. 2017). However, the potential 

truncation of the L1 projecting, tufted axons during the slice preparation cannot be excluded, so that 
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the incidence of the projections in the superficial layers and the vertically projecting Martinotti-like 

neurons may therefore be underestimated. 

Apart form L1 inhibitors, most L6 interneurons have their innervated targets in L5 and L6 reflecting 

from more than 80% innervation domain of the axons. It should be noted that neurons of the same 

cluster often display rather heterogenous axonal domains. In general, 49% of the axon of L5 

inhibitors resides in L5. However, depending on the location of the cell body, the axonal 

distributions in L6 ranged from 5% to 81% (average 47%). The axon of L6 inhibitors is mainly 

located in L6 (84%) with some collaterals in the WM (11%) and only a few in L5 (4%); these 

interneurons also have a large horizontal axonal field span indicating that they provide intralaminar 

inhibition.  

In mPFC, L6 interneurons also show a large diversity in their electrophysiological properties. As we 

have only 18 neurons that matched our criteria for a full electrophysiological analysis, it is difficult 

to categorise them taking all the electrophysiological parameters into account. We used only single 

AP properties and firing properties that we considered to be most relevant for performing a CA 

based on the electrophysiology of L6 interneurons. Two clusters of L6 interneurons were acquired 

and we named them FS and nFS interneurons. Our data indicates that L1 inhibitors in the 

morphological CA are all nFS, while L5 inhibitors and L6 inhibitors are all FS interneurons. This 

suggests that the correlation between morphology and intrinsic neuronal physiology of interneurons 

may exist in this area. However, considering that only less than half of the L5 inhibitors and L6 

inhibitors have the qualified electrophysiological data, nFS interneurons may also exist in these 2 

morphological clusters. 

In line with studies in somatosensory cortex (Katzel et al. 2011; Arzt et al. 2017), our results on the 

L6 interneuron classification suggest that inhibitory interneurons in L6 of mPFC predominately 

innervate L6 and L5, while connections to neurons in more superficial layers are very sparse. 

4.3 Monosynaptic connections in L6 of mPFC  

The connectivity ratio between L6 neurons was estimated to be about ~6.5% in rat barrel cortex 

(Yang and Feldmeyer, unpublished observations), which is remarkably lower than that found for 
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neurons in superficial layers (Beierlein and Connors 2002; Mercer et al. 2005; West et al. 2006; 

Crandall et al. 2017). In this study, the connectivity ratio was found to be only 3.1% and thus 

considerably lower than that reported for somatosensory cortex.  

The strength of a connection is related to the number of synaptic contacts, the quantal size and the 

synaptic release probability, which is reflected in the unitary PSP amplitude, paired pulse behaviour, 

failure rate and CV (Branco and Staras 2009). The short-term plasticity of synaptic connections can 

be characterised by the paired pulse behaviour, i.e. the change in PSP amplitude during consecutive 

stimulation at a fixed interval (e.g., 100 ms). Previous studies in rat somatosensory cortex have 

shown that PPR, CV and failure rate are inversely related to the unitary PSP amplitude and paired 

pulse facilitation, small PSP amplitude, high failure rate and large CV normally signify a low 

release probability (e.g. Feldmeyer et al. 1999; Feldmeyer et al. 2002; Qi and Feldmeyer 2016). 

Despite of the difference in connections types, the connections we found in L6 of mPFC generally 

follow this rule as well. 

Although connections between excitatory neurons provide the majority of intracortical and 

extracortical projections, most E-E connection are very weak (Thomson and Deuchars 1997; Reyes 

and Sakmann 1999; Thomson et al. 2002). With our 12 E-E connections in L6 of mPFC, more than 

half of them showed a postsynaptic unitary EPSP <0.2 mV, indicating a low release probability. The 

mean EPSP amplitude of the weakest connection we were able to detect was lower than 20 µV. We 

were able to determine the morphology of 10 E-E connections and found that homologous 

connections (i.e. those between similar neuron types) are more frequent than heterologous ones. 

Similar results were found in L4 of rat somatosensory cortex (Feldmeyer et al. 1999; Feldmeyer 

2012). Two pairs were established from inverted excitatory neurons to upright excitatory neurons 

and 4 of them are connections between inverted excitatory neurons. Unlike inverted excitatory 

neurons, upright excitatory neurons were found to form synaptic connections with upright 

excitatory neurons only (n=4), and their connectivity ratio was low while we found both weak and 

strong connections with a presynaptic inverted neuron. A recent study has shown that as 

postsynaptic neurons, inverted excitatory neurons and upright excitatory neurons displayed no 

differences in the EPSP properties such as amplitude, latency and rise time (Steger et al. 2018). In 

contrast, we found that inverted-pre connections had significantly larger mean unitary EPSP 
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amplitudes than upright-pre connections. Morphological reconstructions of the axons of these two 

cell types may explain this phenomenon because inverted excitatory neurons have a larger axonal 

field span and density within L6, so that the probability of forming synaptic contacts with other L6 

neurons is higher.  

In contrast to the high fraction of inverted excitatory neurons in the E-E connections (six out of ten 

connections have a presynaptic inverted excitatory neurons), of five E-I connections, we had found 

only 1 connection with a presynaptic inverted excitatory neuron. This implies that inverted 

excitatory neurons are the primary neuronal type to form excitatory intralaminar synaptic 

connections, but with only network between excitatoy neurons. However, considering the small 

sample size, this needs to be confirmed in the future work. In only one E-I connections established 

by an upright neuron the postsynaptic neuron was an L6 nFS interneuron. This upright PN-nFS 

connection was weak and unreliable with an extremely small EPSP amplitude (0.02 mV) and a high 

failure rate of 84%, which is probably due to a low neurotransmitter release probability.  

Short-term plasticity are resulting from a combination of synaptic properties, such as vesicle 

depletion and accumulation of calcium in the presynaptic terminal and the desensitisation of 

neurotransmitter receptors at the postsynaptic site (Zucker and Regehr 2002; Thomson 2003; 

Abbott and Regehr 2004; Regehr 2012). Previous studies on the unitary synapses established by 

excitatory neurons onto interneurons have hypothesised that short-term plasticity of those excitatory 

synapses depend on the postsynaptic neuron type (Thomson 1997; Markram et al. 1998). 

Connections established by upright excitatory neurons displayed short-term facilitation, irrespective 

whether the postsynaptic neuron is FS interneuron or nFS interneuron. Conversely, the only pair 

between a presynaptic inverted neuron and a FS interneuron showed short-term depression. The 

exact mechanism behind this short-term plasticity is still unclear. Upright excitatory neurons and 

inverted excitatory neurons may interact differently with interneurons at the synaptic site and 

induce structural or/and functional changes resulting in a different short-term plasticity. 

It has been described above that most of the FS interneurons have a local innervation domain, 

whereas nFS interneurons often possess axonal collaterals that project to superficial layers. This is 

in line with our findings on L6 inhibitory connections. We acquired six inhibitory connections and 
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all of them were formed by presynaptic FS interneurons. Taking all connection types into account, 

we had found only two reciprocal connections and they were both connections between a FS 

interneurons and an upright excitatory neuron, which may due to their high incidence (39% for 

upright excitatory neuron and 44% for FS interneurons) in E-I and I-E connections. 

Our findings regarding monosynaptic connections in L6 of mPFC provide a first insight into the 

complex organisation of the local L6 microcircuitry and reveal distinct synaptic and network 

features of different types of synaptic connections. 

4.4 Adenosine modulation on cortical microcircuitry of mPFC 

The classic view is that cellular excitability of the PNs is suppressed in the presence of elevated 

concentrations of adenosine acting via Gi-coupled A1ARs. Activation of these receptors leads to the 

opening of Kir channels (Gerber et al. 1989; Luscher et al. 1997; van Aerde et al. 2013; Qi et al. 

2017) and/or blocking of HCN channels (Rainnie et al. 1994). Adenosine did not affect the 

membrane properties of inhibitory neurons, indicating no or very low expression of A1ARs 

(Rivkees et al. 1995; Ochiishi et al. 1999; Qi et al. 2017). A previous study on the effects of 

adenosine in prefrontal cortex indicated that instead of exerting a general inhibitory tone on the 

cortical network, adenosine is modulating different PN types in a specific and distinct way (van 

Aerde et al. 2013). 

For L5 of mPFC, a number of studies had described a differential responsiveness of PN subtypes to 

neuromodulators such as serotonin, dopamine, adrenaline and acetylcholine (Beique et al. 2007; 

Dembrow et al. 2010; Avesar and Gulledge 2012; Gee et al. 2012; Seong and Carter 2012). In 

general, slender tufted L5 PNs are characterised by adaptive firing pattern, high membrane input 

resistance, low voltage sags and axonal projections to the contralateral cortex and striatum. Broad 

tufted PNs on the other hand display regular spiking firing pattern, low membrane input resistance, 

large voltage sags and axonal projections to the thalamus or brainstem (Wang et al. 2006; Otsuka 

and Kawaguchi 2008; Dembrow et al. 2010; Avesar and Gulledge 2012). Here we found that 

slender tufted L5 PNs are more sensitive to adenosine than broad tufted PNs, reflecting a larger 

hyperpolarisation during adenosine application (van Aerde et al. 2013). This indicates that slender 
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tufted PN are more readily down regulated during high cortical activity and energy consumption 

and moreover, these two subtypes of L5 PNs may play different roles during adenosine signalling. 

The heterogeneity of the adenosine responsiveness was not observed with the subtypes of excitatory 

neurons in L6 of mPFC. However, apart from examining changes in basic membrane properties 

during adenosine application, we also performed an analysis of the miniature spontaneous activity 

in L6 excitatory neurons of the mPFC. Adenosine dramatically decreased the frequency of mEPSCs 

via the activation of A1ARs, whereas no changes of mEPSP amplitude was observed. Synaptic 

inputs onto L6 excitatory neurons are originating from the thalamus or from interlaminar and 

intralaminar areas. Our finding suggests adenosine exerts its inhibitory effect via adenosine 

receptors at the presynaptic terminals and reduces the neurotransmitter release probability in those 

cortical and subcortical areas (Fontanez and Porter 2006; Kerr et al. 2013). 

Combinations of both presynaptic (e.g. PPR, CV and failure rate) and postsynaptic (e.g. rise time, 

latency and decay time) properties are characteristic of different synapse types in the neocortex 

(Feldmeyer et al. 1999; Silver et al. 2003). Our paired recording data on the excitatory connections 

show that adenosine induced an increase of the PPR, CV and failure rate, whereas the properties 

associated with the postsynaptic site remain largely unchanged. This suggests that adenosine 

suppressed synaptic transmission of excitatory connections mainly by decreasing presynaptic 

neurotransmitter release. In some but not all the inhibitory connections, we found that adenosine 

also induced a minor suppression onto the postsynaptic IPSP amplitude. However, this reduction of 

the IPSP amplitude immediately recovered and returned to the baseline level when the membrane 

potential of the postsynaptic neurons was clamped to the value before adenosine application. 

Inhibition of GABAergic synapses by adenosine were found in hippocampus and cortices of 

immature or juvenile rat (Jeong et al. 2003; Kirmse et al. 2008; Kruglikov and Rudy 2008). Our 

results suggest that instead of a direct suppression of presynaptic GABA release, the inhibition of 

GABAergic transmission by adenosine is more likely due to a shunting effect induced by the 

changes of postsynaptic membrane properties (Takigawa and Alzheimer 2002; Ilie et al. 2012; Qi et 

al. 2017). 
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Adenosine suppresses synaptic transmission between excitatory neurons via both pre- and 

postsynaptic A1ARs, but these effects are induced by activation/deactivation of different ion 

channel types. It has been shown that block of Kir channels removes the adenosine-induced 

membrane hyperpolarisation but not the inhibition of synaptic transmission (Qi et al. 2017). This 

indicates that Kir channels are only involved in the postsynaptic effect of adenosine (Luscher et al. 

1997; van Aerde et al. 2013). The inhibition of synaptic transmission by adenosine via A1ARs most 

likely results from the reduction of presynaptic neurotransmitter release, which results from a 

reduction in calcium influx through presynaptic voltage-dependent calcium channels (Wu and 

Saggau 1994, 1997). The effect of adenosine was concentration dependent and the low EC50 

suggests that the presynaptic release probability and hence presynaptic calcium channels are more 

sensitive to adenosine than Kir channels (van Aerde et al. 2013; Qi et al. 2017). Applying low (10 

µM) concentrations of adenosine to E-E synaptic connections revealed a difference in the 

magnitude of adenosine-mediated suppression between inverted-pre and upright-pre connections. 

Connections with an upright presynaptic neuron are more sensitive to adenosine compared to those 

with an inverted presynaptic neuron. This may result from difference in the presynaptic calcium 

channel types and/or the G protein signalling cascades in the presynaptic terminals of two subtypes 

of connections (Wu and Saggau 1994). 

In addition, by applying the A1AR antagonist CPT the presence of endogenous extracellular 

adenosine was uncovered in the mPFC slice preparation. In the presence of CPT alone the 

membrane potential became more depolarised and the spontaneous mEPSC frequency increased 

through a block of the tonic adenosine effect. The endogenous adenosine concentration was 

estimated to be 1-2 µM, suggesting that the tonic modulation is only small and mainly affects 

synaptic release (Kerr et al. 2013; Qi et al. 2017). 

Previous studies on A2AARs in the hippocampus have shown that these receptors enhance excitatory 

synaptic transmission (Rebola et al. 2003; Rombo et al. 2015). A study in rat visual cortex 

demonstrated a modulation of inhibitory transmission via A2AARs, which requires the activation of  

A1 receptors (Zhang et al. 2015). However, we did not find any significant changes neither on the 

postsynaptic membrane properties nor the synaptic properties during application of the A2AAR 
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agonist. This suggests a very low if any A2AARs expression on both pre- and postsynaptic sites in 

L6 of mPFC.
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Summary 
Layer 6 of medial prefrontal cortex (mPFC) is a largely unexplored area with a very heterogenous 

cellular composition. Classification of excitatory and inhibitory neurons is crucial for understanding 

neural circuit dynamics. The characterisation of synaptic connectivity allows an insight of how 

mPFC microcircuitry processes and integrates complex information.  

In this study, single and dual whole-cell patch-clamp recordings with simultaneous biocytin-fillings 

were made from L6 excitatory, inhibitory and synaptically coupled neurons. Quantitative 

classifications were performed with excitatory neurons and inhibitory neurons by using principal 

component analysis and unsupervised cluster analysis. Two main clusters of L6 excitatory neurons 

were identified based on their dendritic morphology: (1) upright excitatory neurons with their 

primary or apical dendrites spanning superficial layers and terminating in L5 to L1 and (2) inverted/

horizontally oriented excitatory neurons, which had primary dendrites pointing towards the white 

matter or oriented sideways. L6 interneurons were classified into three major categories that 

showed distinct axonal projection pattern: L1 inhibitors showed axonal projections similar to 

Martinotti-like cells extending to layer 1, L5 inhibitors displayed translaminar projections mostly to 

layer 5 and in layer 6, whereas L6 inhibitors were confined to layer 6. Moreover, our data suggested 

a correlation between morphological properties and intrinsic physiological properties with both 

excitatory and inhibitory L6 neurons.  

By using pair recordings, an extremely low connectivity ratio in L6 of mPFC (3.1%) was calculated 

and interestingly, we found that inverted excitatory neurons performed a higher preference in 

forming synaptic connections with other excitatory neurons compared with upright neurons. In 

general, our findings revealed different synaptic features of different types of synaptic connections 

in L6 of rat mPFC, providing a first insight into the complex organisation of the local L6 

microcircuitry. 

The neuromodulator adenosine is considered to be a key regulator of sleep homeostasis by exerting 

a negative control on the arousal centre of the brain. Although the effects of adenosine on cortical 

and subcortical areas have been previously described, the effect of adenosine on neuronal network 

activity at the cellular level in mPFC remains unknown. Here, we showed that adenosine suppresses 
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synaptic transmission of excitatory connections mainly by decreasing presynaptic neurotransmitter 

release. This inhibitory effect of adenosine is blocked by the specific A1 receptor antagonist, CPT, 

indicated that adenosine modulates synaptic transmission of excitatory connections through 

activation of adenosine A1 receptors. Moreover, the connections with different presynaptic neuron 

types showed varied sensitivity to adenosine, suggesting a functional difference between these 

neuron types.
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Zusammenfassung 
Die Lamina 6 (L6) des medialen präfrontalen Cortex (mPFC) is eine weitgehend unerforschte 

corticale Schicht, deren Neuronpopulation sehr heterogen ist. Um die Dynamik neuronaler 

Schaltkreise zu verstehen, ist eine Klassifizierung der exzitatorischen wie auch inhibitorischen 

Neuronentypen unerlässlich. Die Charakterisierung der neuronaler Konnektivität erlaubt es, 

Einsichten darüber zu gewinnen, wie die neuronaler Schaltkreise des mPFC komplexe 

Informationen verarbeiten und integrieren.  

Im Rahmen der vorliegenden Arbeit wurden Patch-clamp Ableitungen mit simultanen 

Biocytinfüllungen von einzelnen Neuronen bzw. exzitatorischen oder inhibitorischen synaptischen 

Verbindungen durchgeführt. Mittels einer Hauptkomponenten-Analyse und anschließender 

unbewachter Cluster-Analyse wurde eine quantitative Klassifizierung der exzitatorischen und 

inhibitorischen Neurone durch geführt. Basierend auf der Morphologie der Dendriten wurden zwei 

Hauptgruppen von L6 exzitatorischen Neuronen  identifiziert: (1) aufrechte Pyramidenzellen mit 

apikalen bzw. Primär-Dendriten die in Richtung der Pia projizierten und in L5 bis L1 endeten und 

(2) invertierte/horizontal orientierte Neurone, deren Primärdendrit in Richtung auf die weiße 

Substanz verlief oder horizontal orientiert war. Basierend auf ihrer atonalen Projektion konnten L6 

Interneurone konnten in drei Hauptkategorien eingeteilt werden. L1 Inhibitoren besaßen ein Axon, 

das die L1 innovierte, ähnlich wie die sogenannten Martinotti-Zellen. L5 Inhibitoren zeigten eine 

translaminare atonale Projektion in L5 währen das Axon von L6 Inhibitoren weitgehend auf die L6 

beschränkt war. Die Daten wiesen zudem darauf hin, dass die morphologischen and intrinsischen 

elektrophysiologischen Eigenschaften sowohl der exzitatorischen als auch der inhibitorischen L6 

Neurone korrelierten. 

Paarableitungen zeigten, dass die synaptische Konnektivität von L6 Neuronen gering (3.1%) war; 

dabei erwies sich, das im Vergleich zu aufrechten Pyramidenzellen invertierte Neurone häufiger 

synoptische Kontakten mit anderen exzitorischen L6 Neuronen ausbildeten. Zusammenfassend 

konnten wir die unterschiedlichen Eigenschaften verschiedener synaptischer Verbindungen in L6 

des mPFC, so daß diese Daten eine erste Übersicht über die komplexe Organisation der lokalen 

neuronaler Schaltkreise indexer kortikalen Schicht geben. 
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Der Neuromodulator Adenosin wird als Regulator der Schlaf-Homöostase angesehen, der eine 

negative Kontrolle über die Wachzentren des Hirns ausübt. Auch wenn die Effekte von Adenosine 

sowohl in einigen kortikalen und subkortikalen Arealen bekannt sind, so ist dessen Wirkung auf die 

Aktivität des neuronaler Netzwerkes des mPFC auf zellulärem Niveau weitgehend unbekannt. Hier 

konnten wir zeigen, dass Adenosin die exzitatorische synaptische Transmission hauptsächlich durch 

Verminderung der präsynaptischen Neurotransmitterfreisetzung hemmt. Dieser inhibitorische 

Adenosin-Effekt konnte durch den spezifischen Antagonisten des Adenosin A1 Rezeptoren CPT 

gehemmt werden. Die Adenosin-Modulation der synaptischen Transmission exzitatorischer 

Verbindundungen wird somit durch Adenosin A1 Rezeptoren vermittelt. Darüber hinaus zeigte sich, 

das verschiedene präsynaptische Neurone eine unterschiedliche Adenosin-Sensitivität aufwiesen, 

was auf eine Neuron-Typ spezifische funktionelle Unterschiede hindeutet.
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Abbreviations 
5HT: Serotonin 

A1AR:  A1 adenosine receptors 

A2AAR:  A2A adenosine receptors 

A2BAR:  A2B adenosine receptors 

A3AR:  A3 adenosine receptors  

AC: adenylyl cyclase 

ACC: anterior cingulate cortex  

Ach: acetycholine 

ACSF: artificial cerebrospinal fluid  

Ad: adapting 

Ado: adenosine 

AHP: after-hyperpolarisation potential 

AMP: adenosine monophosphate 

AP: action potential 

ATP: adenosine triphosphate 

CA: cluster analysis 

cAMP: cyclic adenosine monophosphate 

CNS: central nervous system 

CPA: N6-cyclopentyladenosine 

CPT: 8-Cyclopentyl-1,3-dimethylxanthine 

CV: coefficient variation 

DAG: diacylglycerol 

EFT: event foot time 

EPSP: excitatory postsynaptic potential 

FS: fast spiking 

GABA: gamma-aminobutyric acid 

HCN channels: Hyperpolarisation-activated cyclic nucleotide–gated channels 

IfL cortex: infralimbic cortex 

IP3: triphosphoinositol 

IPSC: inhibitory postsynaptic current 
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IPSP: inhibitory postsynaptic potential 

IS: irregular spiking 

IEI: inter event interval 

ISI: inter spike interval 

LTS: low threshold spiking 

mPFC: medial prefrontal cortex 

nFS: non-fast spiking 

OFC: orbital frontal cortex  

PB: phosphate buffer 

PC: principal component 

PFA: paraformaldehyde 

PIP2: phosphatidylinositol 4,5-bisphosphate 

PLC: phospholipase C 

PN: pyramidal neuron  

PPR: paired pulse ratio 

PrL cortex: prelimbic cortex 

PV: parvalbumin 

REM: rapid eye movement 

RS: regular spiking  

SST: somatostatin 

TTX: tetrodotoxin
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