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Zusammenfassung

Das Ziel dieser Dissertation besteht darin, die reelle topologische K-Theorie komplexer

Fahnenvarietäten zu bestimmen.

Als eine der ersten nicht-gewöhnlichen Kohomologietheorien wurde topologische K-

Theorie entdeckt. Genauer gesagt beinhaltet sie zwei Kohomologietheorien, nämlich

komplexe und reelle topologische K-Theorie K∗ und KO∗.

Als komplexe Fahnenvarietäten bezeichnen wir homogene Räume G/H, wobei G eine

kompakte einfach-zusammenhängende Liegruppe und H = CG(S) der Zentralisator eines

Torus S ⊂ G ist. Jede komplexe Fahnenvarietät ist eine glatte komplexe projektive Varietät.

Ihre komplexe K-Theorie K∗ ist nach Arbeiten von Hodgkin und Pittie [Pit72] bekannt. Im

Gegensatz hierzu ist unser Verständnis ihrer rellen K-Theorie äußerst lückenhaft und es sind

nur Teilergebnisse bekannt. Zum Beispiel werden die KO-Gruppen aller Fahnenvarietäten

der Form SU(n)/H in [KKO14] bestimmt, aber nach unserem Kenntnisstand wurden

G = Sp(n) und Spin(n) bisher nur in Spezialfällen behandelt.

Die klassische Herangehensweise zur Berechnung von KO∗(G/H) verwendet die Atiyah-

Hirzebruch-Spektralsequenz. In [Zib15] entwickelt der Autor einen anderen Ansatz: Statt

die KO-Theorie direkt zu betrachten, wird der sogenannte Wittring eines topologischen

Raumes als Kokern der Realifizierungsabbildung r2∗ : K2∗ → KO2∗ definiert. Es wird

gezeigt, wie der Wittring einer komplexen Fahnenvarietät durch die Darstellungstheorie

kompakter Liegruppen verstanden werden kann und dass er den Torsionsanteil ihrer KO-

Gruppen bestimmt. Der freie Anteil der KO-Gruppen wird durch die rationale Kohomologie

festgelegt, deren Berechnung bereits wohlbekannt ist. In [Zib15] berechnet der Autor dann

den Wittring aller vollen Fahnenvarietäten, das heißt aller komplexen Fahnenvarietäten

G/T , wobei T ein maximaler Torus in G ist.

In dieser Dissertation benutzen wir den Ansatz in [Zib15], um den Wittring allgemeinerer

komplexer Fahnenvarietäten zu berechnen. Wir berechnen die Wittringe aller komplexer

Fahnenvarietäten G/H mit G = SU(n), Spin(2n + 1), Sp(n), G2, F4 und berechnen

zumindest die Wittgruppen für G = Spin(2n). Außerdem bestimmen wir den Wittring

aller fast-vollen Fahnenvarietäten, also derjenigen komplexen Fahnenvarietäten, die in

einem gewissen Sinne den vollen Fahnenvarietäten am nächsten sind.





Abstract

The aim of this thesis is to compute the real topological K-groups of complex flag varieties.

Topological K-theory was one of the first extraordinary cohomology theories to be

discovered. To be more precise, it entails two cohomology theories, namely complex and

real topological K-theory K∗ and KO∗.

By a complex flag variety, we mean a homogeneous space G/H where G is a compact

simply connected Lie group and H = CG(S) is the centraliser of a torus S ⊂ G. It is a

smooth complex projective variety. The complex K-theory K∗ of complex flag varieties is

well-understood by work of Hodgkin and Pittie [Pit72]. On the contrary, our knowledge of

their real K-theory has been rather patchy and only partial results are known. For example,

KO∗ of all complex flag varieties of the form SU(n)/H are computed in [KKO14], but to

our knowledge G = Sp(n) and Spin(n) have been treated only in special cases.

The classical approach to compute KO∗(G/H) is via the Atiyah-Hirzebruch spectral

sequence. In [Zib15], the author develops a different approach: Instead of considering the

KO-theory directly, the so-called Witt ring of a topological space is defined as the cokernel

of the realification map r2∗ : K2∗ → KO2∗. It is shown how the Witt ring of complex flag

varieties can actually be understood via the representation theory of compact Lie groups,

and that it determines the torsion part of their KO-groups. The free part of the KO-groups

is determined by the rational cohomology groups, which are already well-understood. In

[Zib15], the author then computes the Witt ring of all full-flag varieties, which are the

complex flag varieties of the form G/T where T is a maximal torus in G.

In this thesis, we use the approach of [Zib15] to compute the Witt ring of more general

complex flag varieties. We are able to compute the Witt ring of all complex flag varieties

G/H where G = SU(n), Spin(2n+ 1), Sp(n), G2, F4, and we compute at least the Witt

groups for G = Spin(2n). We also determine the Witt ring of all almost full flag varieties,

which are those that are in some sense closest to the full flag varieties.
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I would like to thank Stefan Schröer for agreeing to write the second review for this thesis

and for taking the time to answer my commutative algebra questions.

Peter Arndt and Oihana Garaialde Ocaña have provided me with persistent encouragement

and quick and thorough proofreading services. I am very grateful to them.

Last but not least, I wish to thank my friends and family, in particular my parents, for

their constant support.





Contents

1 KO-Theory and Representations 7

1.1 KO-rings and Witt rings . . . . . . . . . . . . . . . . . . . . . . . . . . 7

1.2 Complex flag varieties . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

1.3 Representation rings . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

1.3.1 Preliminaries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

1.3.2 Representation rings of centralisers of tori . . . . . . . . . . . . . . . 21

2 Tate Cohomology 29

2.1 Witt rings are Tate cohomology rings . . . . . . . . . . . . . . . . . . . 29

2.2 Properties of Tate cohomology . . . . . . . . . . . . . . . . . . . . . . . 31

2.3 Tate cohomology of representation rings . . . . . . . . . . . . . . . . . 36

3 Regular Sequences 44

3.1 Basic facts about regular sequences . . . . . . . . . . . . . . . . . . . . 45

3.2 Application: A regular sequence of homogeneous polynomials . . . . . 49

3.3 Regular sequences of inhomogeneous elements of graded rings . . . . . 50

4 Outline of the Computation of Witt Rings 54

4.1 K-theory of G/H . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

4.2 Tate cohomology of K0(G/H) . . . . . . . . . . . . . . . . . . . . . . . 56

4.3 Witt ring of G/H . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

5 Witt Rings of Ordinary Flag Varieties 61

5.1 Type An . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

5.1.1 Representation rings and their Tate cohomology . . . . . . . . . . . 61

5.1.2 Tate cohomology of flag varieties of type An . . . . . . . . . . . . . . 63

5.1.3 Witt ring of flag varieties of type An . . . . . . . . . . . . . . . . . . 65

5.2 Type Bn . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

5.2.1 Representation rings and their Tate cohomology . . . . . . . . . . . 67

5.2.2 Tate cohomology of flag varieties of type Bn . . . . . . . . . . . . . . 69

5.2.3 Witt ring of flag varieties of type Bn . . . . . . . . . . . . . . . . . . 72

5.3 Type Cn . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

5.3.1 Representation rings and their Tate cohomology . . . . . . . . . . . 75

i



CONTENTS

5.3.2 Tate cohomology of flag varieties of type Cn . . . . . . . . . . . . . . 76

5.3.3 Witt ring of flag varieties of type Cn . . . . . . . . . . . . . . . . . . 78

5.4 Type Dn . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80

5.4.1 Representation rings and their Tate cohomology . . . . . . . . . . . 80

5.4.2 Witt ring of flag varieties of type Dn . . . . . . . . . . . . . . . . . . 81

6 Relations between Certain Polynomials 93

6.1 The polynomials µj . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93

6.1.1 Regularity and dimension . . . . . . . . . . . . . . . . . . . . . . . . 94

6.1.2 Linear combinations . . . . . . . . . . . . . . . . . . . . . . . . . . . 95

6.2 The polynomials νj . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100

6.2.1 Regularity and dimension . . . . . . . . . . . . . . . . . . . . . . . . 101

6.2.2 Relations between the νi . . . . . . . . . . . . . . . . . . . . . . . . . 102

6.3 The polynomials ξj . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103

6.3.1 Regularity and dimension . . . . . . . . . . . . . . . . . . . . . . . . 104

6.3.2 Relations between the ξi . . . . . . . . . . . . . . . . . . . . . . . . . 105

7 Witt Rings of Extraordinary Flag Varieties 107

7.1 A root system approach . . . . . . . . . . . . . . . . . . . . . . . . . . 108

7.2 Almost full flag varieties and G2 . . . . . . . . . . . . . . . . . . . . . . 113

7.3 Flag varieties of type F4 . . . . . . . . . . . . . . . . . . . . . . . . . . 115

Appendices 121

A Rank of Exterior Algebras 121

B Macaulay2 Program 123

ii



Introduction

In more primitive forms, many ideas that are now regarded as part of K-theory can be

traced back to the 19th century. However, one of the first origins of K-theory that began

to establish it as a separate subject can be found in the 1950s. In 1957, Grothendieck

defined the abelian group now known as K0(X) for an algebraic variety X [BS58]. In

modern language, it is the Grothendieck group associated with the exact category of vector

bundles over X. It was an essential ingredient in Grothendieck’s reformulation of the

Riemann-Roch theorem. This marked the beginning of modern algebraic K-theory.

In 1959, Atiyah and Hirzebruch gave an analogous construction in the context of

complex or real topological vector bundles over topological spaces [AH59], thus establishing

the subject of topological K-theory. They showed that this gives rise to extraordinary

cohomology theories K∗ and KO∗ [AH61]. These subsequently proved to be extremely

powerful and successful in applications: For example, Atiyah and Hirzebruch proved a

Riemann-Roch theorem for differentiable manifolds [AH59], and Adams determined the

maximal number of linearly independent vector fields on spheres [Ada62].

Our problem

In this thesis, we shall be concerned with the computation of real topological K-theory

KO∗ of certain homogeneous spaces, namely complex flag varieties. Let G be a compact

connected semisimple Lie group and H ⊂ G be a closed connected subgroup. We call G/H

a complex flag variety if it is a smooth complex projective variety. Since any compact

connected semisimple Lie group is finitely covered by a compact simply connected Lie

group, we could restrict to compact simply connected Lie groups G for this definition.

There is a very satisfying classification of those subgroups H ⊂ G such that G/H is a

complex flag variety. First, any such subgroup H turns out to be the centraliser CG(S) of

a torus S ⊂ G (cf. Theorem 1.5). In turn, there is a surjective map (cf. Proposition 1.8)

{
subsets of the set of nodes of

the Dynkin diagram of G

}
� {CG(S) | S ⊂ G torus} /conjugation (1)

so that any complex flag variety G/H can be specified by a choice of a subset of the nodes

of the Dynkin diagram of G, i.e. by a choice of a subset of the simple roots of G. For

example, the empty subset yields a maximal torus H = T and the whole set yields H = G.

1



INTRODUCTION

For the compact simple Lie groups of ordinary type, one obtains the following classifi-

cation (cf. Proposition 1.12).

Type G Subgroups H (up to conj.) s.t. G/H is a complex flag variety

An SU(n) S(U(n1)× . . .× U(nl)) where n1 + . . .+ nl = n

Bn SO(2n+ 1) SO(2m+ 1)× U(n1)× . . .× U(nl) where m+ n1 + . . .+ nl = n

Cn Sp(n) Sp(m)× U(n1)× . . .× U(nl) where m+ n1 + . . .+ nl = n

Dn SO(2n) SO(2m)× U(n1)× . . .× U(nl) where m+ n1 + . . .+ nl = n

The main result of this thesis is the computation of the KO-groups of the above complex

flag varieties and of all the flag varieties where G is of extraordinary type G2 or F4. To be

more precise, we compute the torsion part of the KO-groups. The free part can be derived

from the rational cohomology, which is already well-understood.

Known results

To put these results into perspective, we give an overview of what is currently known. The

complex K-theory K∗ of complex flag varieties is completely understood by the works

of Hodgkin [Hod75] and Pittie [Pit72]. However, the case of real K-theory KO∗ is more

complicated and our knowledge has been rather patchy.

In [Fuj67], all KO-groups of complex projective space CPn are computed. This is

generalised to determine the KO-groups of complex Grassmannians SU(m+ n)/S(U(m)×
U(n)) in [KH91]. Much more recently, the computation of the KO-groups of all complex

flag varieties of the form SU(n1 + . . .+ nl)/S(U(n1)× . . .×U(nl)), i.e. where G is of type

An, has been achieved in [KKO14]. However, this paper contains some minor arithmetic

mistakes so that their table of the KO-groups is flawed. This can already be seen from the

fact that their expressions for the ranks that are given in their table do not always yield

integers but fractions.

The computations of the KO-theory of full flag varieties G/T , where T is a maximal

torus in G, are obtained for the simple groups G of ordinary type in [KKO04]. This was

extended to include G = G2, F4, E6 in [KO13].

All the mentioned results about the KO-theory of complex flag varieties were obtained in

essentially the same way: The authors considered the Atiyah-Hirzebruch spectral sequence

for KO∗, computed the E2-page including the differentials, obtained the E3-page from this

and then showed in each individual case that the spectral sequence collapses on the third

page. The arguments required to make this work are intricate, which is why only partial

results are known.

In [Zib15], the author develops an alternative approach and computes the KO-groups

of all full flag varieties, i.e. of all quotients G/T where G is a compact simply connected

Lie group and T is a maximal torus, in an essentially type-independent way. The basic

strategy is to consider the so-called Witt groups W i. For a topological space X, denoting

2



INTRODUCTION

by ri : K
2i(X)→ KO2i(X) the realification, they are defined as

W i(X) := KO2i(X)/ri

Since the KO-groups are 8-periodic, the Witt groups are 4-periodic. The important

observations in [Zib15] are that these Witt groups are computable via a result of Bousfield

(cf. Lemma 2.3) and that they completely determine the torsion in the KO-groups of

complex flag varieties. Even more is true: The total Witt group

W ∗(X) :=
⊕
i∈Z4

W i(X)

is a graded ring, and the ring structure of W ∗ determines part of the ring structure of KO∗.

The whole computation is essentially representation-theoretic, in that our understanding

of the representation theory of compact Lie groups enters crucially. The result can be

concisely stated as follows:

Theorem ([Zib15, Thm. 3.3]). Let G be a simply connected compact Lie group and T ⊂ G
be a maximal torus. The Witt ring of G/T is an exterior algebra on bH generators of

degree 1 and bC
2 + bR generators of degree 3, where bC, bR and bH denote the number of

fundamental representations of G of complex, real and quaternionic type, respectively.

Witt groups also occur in different contexts. We justify our terminology in Remark 1.7.

Our results

In this thesis, we extend the approach in [Zib15] to compute the Witt rings of more general

complex flag varieties. Let us consider some of our results. Extending the above result of

Zibrowius, we determine the Witt ring of almost full flag varieties. By an almost full flag

variety we mean a flag variety G/H where H arises via (1) from a choice of a single node

of the Dynkin diagram of G. We prove (cf. Theorem 7.9):

Theorem 0.1. Let G/H be an almost full flag variety. Then the Witt ring of G/H is an

exterior algebra with bH − ε generators of degree 1 and bC
2 + bR − ε′ generators of degree 3,

where {ε, ε′} = {0, 1} and bC, bR and bH denote the number of fundamental representations

of G of complex, real and quaternionic type, respectively.

The exact values of ε and ε′ are actually determined by a criterion which can be

expressed merely in terms of the root system of G (cf. Theorem 7.9 for details).

The Dynkin diagram of G2 only has two nodes. So the only complex flag varieties of

the form G2/H are the respective full flag variety, a singleton and two almost full flag

varieties. Then we immediately obtain (cf. Theorem 7.10):

Theorem 0.2. Let H be a subgroup of G2 obtained via (1) from a subset of the nodes

3



INTRODUCTION

of the Dynkin diagram of G2 containing α nodes. The Witt ring of G/H is an exterior

algebra on 2− α generators, all of which are of degree 3.

We will show that the Witt ring of a complex flag variety F4/H is also always an

exterior algebra with all generators in degree 3 (cf. Theorem 7.13).

However, Witt rings of complex flag varieties are in general more complicated than

just exterior algebras. This can be seen from the Witt rings of complex flag varieties of

ordinary type. In this thesis, we compute the Witt groups of all ordinary flag varieties.

Except in some special cases for type Dn, we are able to determine W ∗ as a ring. As an

illustration, we obtain the following result (cf. Theorem 5.11):

Theorem 0.3. Let

X :=
Sp(n)

Sp(m)× U(n1)× . . .× U(nl)

where m+ n1 + . . .+ nl = n and set

h :=
⌊m

2

⌋
+
⌊n1

2

⌋
+ . . .+

⌊nl
2

⌋
and f :=

⌊n
2

⌋
− h and g :=

⌈n−m
2

⌉
.

Then there is a ring isomorphism

W ∗(X) ∼=
Z2

[
a1, . . . , abm/2c

]
⊗
⊗l

p=1 Z2

[
b
(p)
1 , . . . , b

(p)
bnp/2c

]
(µ1, . . . , µh)

⊗Z2

∧
(u1, . . . , uf , v1, . . . , vg),

where

µj =
∑

c+c1+...+cl=j

ac · b(1)
c1 . . . b(l)cl +

(
2n

2j

)
,

taking into account that we set

a0 := 1 and ai := am−i for all bm/2c < i ≤ m,

b
(p)
0 := 1 for all 1 ≤ p ≤ l and b

(p)
i := b

(p)
np−i for all 1 ≤ p ≤ l, bnp/2c < i ≤ np.

The left factor in the above tensor product is contained in W 0(X). Furthermore, ui ∈W 3(X)

for all 1 ≤ i ≤ f and vj ∈W 1(X) for all 1 ≤ j ≤ g.

Of course, our computation of the Witt rings of ordinary flag varieties includes the

ordinary almost full flag varieties and Theorem 0.1 can be checked on a case-by-case basis.

However, our proof of Theorem 0.1 is actually type-independent and in particular applies

to the exceptional types E6, E7 and E8, for which we do not give full computations here.

In summary, in this thesis we compute the Witt groups of all ordinary flag varieties and

all extraordinary flag varieties of types G2 and F4. We can determine the ring structure

except in some special cases for type Dn. We deal with each type An, Bn, Cn, Dn, G2, F4

individually. However, we make a general observation:

4
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Theorem 0.4. For all the flag varieties G/H where G is simple of type An, Bn, Cn, G2

or F4 and for all full and almost full flag varieties, we have an isomorphism

W ∗(G/H) ∼= A⊗Z2

∧
(u1, . . . , ur)

where A is a Z2-algebra which is completely contained in W 0(G/H) and each generator

u1, . . . , ur of the exterior algebra is of degree 1 or 3. Furthermore, we observe in all cases

that

r =
bGC
2

+ bGR + bGH −
bHC
2
− bHR − bHH

where bGC , b
G
R , b

G
H are the number of fundamental representations of G of complex, real,

quaternionic type respectively and bHC , b
H
R , b

H
H are the number of fundamental representations

of the simply connected component1 of H of complex, real, quaternionic type respectively.

This theorem can be checked on a case-by-case basis from our computations, see

Theorems 5.3, 5.7, 5.11, 7.9, 7.10 and 7.13. The theorem is also true for those flag varieties

where G is simple of type Dn for which we were able to compute the Witt ring, see

Propositions 5.14 and 5.16 and Remarks 5.15 and 5.17. For all we know, the theorem could

hold in general.

We see from the above that for full or almost full flag varieties and for all exceptional

flag varieties of types G2 and F4, we have A = Z2. However, Theorem 0.3 says that A can

be a quite complicated ring in general. Furthermore, notice that Theorem 0.1 implies that

the Witt ring of the almost full flag variety G/H is an exterior algebra with bC
2 + bR + bH−1

generators. This is of course the same number of exterior algebra generators as predicted

by Theorem 0.4. However, the root system-theoretic determination of the grading of these

generators in Theorem 7.9 does not generalise in an obvious way, as is apparent in our

computations for ordinary types.

Outline of this thesis

Let us give a brief outline of this thesis. Chapter 1 serves two purposes: It introduces our

main objects of study and provides some general background that we require. It starts by

giving a quick review of topological K-theory, defines the Witt ring of a topological space

and explains how the Witt groups of certain homogeneous spaces determine the torsion in

their KO-theory. We also show how the free part of the KO-groups can be read off from

the rational cohomology. Then we introduce the spaces we want to study, complex flag

varieties, and give a proof of their aforementioned classification. Finally, we review some

representation theory of compact Lie groups.

1By the classification of compact Lie groups, H is isomorphic to (H̃ × T )/C for some simply connected
(hence semisimple) Lie group H̃, a torus T and some finite central subgroup C. We call H̃ the simply
connected component of H. In our case, H is the centraliser of a torus obtained from a choice of subset Θ
of simple roots of G. The Dynkin diagram of H̃ is actually the subdiagram of the Dynkin diagram of G
spanned by all the nodes corresponding to roots in Θ.

5



INTRODUCTION

In Chapter 2, we explain Bousfield’s lemma which shows that Witt rings can be

computed as Tate cohomology rings. So the remainder of the chapter is spent proving

some technical results about the computation of Tate cohomology that we will need later.

There we will already see that the notion of regular sequences in a ring play an important

role for these sorts of computations.

Therefore we dedicate Chapter 3 to first reviewing some results about regular sequences.

We then prove a result about regularity of sequences of inhomogeneous elements in graded

rings which will be crucial for our concrete computations.

We are then ready to give a complete outline of our computation of the Witt rings of

complex flag varieties in Chapter 4. The basic approach is the same as in [Zib15] and we

generalise results there to put them to work for all complex flag varieties.

The computations for simple G of ordinary type are finally conducted in Chapter 5,

with the proof of some technical lemmas postponed to Chapter 6.

In Chapter 7, we deal with the extraordinary types G2 and F4. The basic approach is

the same as for the ordinary types, but the representation-theoretic part is dealt with in a

different and (at least for the extraordinary types) somewhat simpler manner, extracting

the required information just from the root system of G instead of the representation

ring. We also use this viewpoint to prove the result about the Witt ring of almost full flag

varieties in this chapter.

6



Chapter 1

KO-Theory and Representations

1.1 KO-rings and Witt rings

We first want to review the construction and basic properties of topological K-theory, all

of which can be found in the literature such as in [Ati94] or [Hat]. We then define our

main objects of interest, namely Witt rings, and show how they relate to real topological

K-theory.

For our purposes, it suffices to restrict to compact Hausdorff spaces. Therefore, we

assume all spaces in this section are compact Hausdorff. To more generally define K-theory

of non-compact spaces, one has to resort to a definition in terms of classifying spaces

[AH61, §1.3].

So let X be a compact Hausdorff space. We denote by VectR(X) and VectC(X)

respectively the set of isomorphism classes of real and complex vector bundles over X

respectively. We allow for the fibres of a vector bundle to have different dimensions over

different connected components of X. Both VectR(X) and VectC(X) are abelian monoids

with addition induced by the direct sum of vector bundles. We define

KO0(X) := K(VectR(X))

K0(X) := K(VectC(X))

where K(−) denotes the Grothendieck group associated with an abelian monoid. Actually,

KO0(X) and K0(X) are even commutative rings where the product is induced by taking

tensor products of vector bundles. Moreover, KO0 and K0 are functorial: If f : X → Y is

a map between compact Hausdorff spaces, then taking pullbacks of vector bundles over Y

along f induces ring homomorphisms f∗ : KO0(Y )→ KO0(X) and K0(Y )→ K0(X).

We can also define reduced versions of the groups KO0(X) and K0(X). If (X,x0) is a

based space, we let

K̃O
0
(X) := ker(KO0(X)→ KO0({x0}))

7



CHAPTER 1. KO-THEORY AND REPRESENTATIONS

K̃0(X) := ker(K0(X)→ K0({x0}))

Now we want to define groups Kn and KOn for n ∈ Z to extend K0 and KO0 to

extraordinary cohomology theories. It turns out to be easier to first do this for reduced

groups. Let (X,x0) be a based space and SX denote the reduced suspension of (X,x0).

In order to satisfy the suspension axiom, we are forced to define the groups as follows for

n ≥ 0:

K̃O
−n

(X) := K̃O
0
(SnX)

K̃−n := K̃0(SnX)

To extend this definition to positive degrees, we crucially require the celebrated Bott

periodicity theorem, which shows in our context that

K̃O
0
(X) ∼= K̃O

0
(S8X) and K̃0(X) ∼= K̃0(S2X)

The isomorphisms are induced by taking exterior products of elements in K̃O
0
(X) and

K̃0(X) with classes in K̃O
0
(S8) and K̃0(S2) coming from the tautological bundles over

OP1 ∼= S8 and CP1 ∼= S2 respectively. This then allows us to extend our definition of

K̃O
n

and K̃n to positive degrees to obtain 8-periodic and 2-periodic reduced cohomology

theories K̃O
∗

and K̃∗ respectively. These reduced cohomology theories yield unreduced

cohomology theories KO∗ and K∗ respectively. The product structure on KO0 and K0

can be extended to KO∗ and K∗ so that they become graded-commutative rings.

Topological K-theory was one of the first extraordinary cohomology theories to be

discovered: KO∗ and K∗ satisfy all the Eilenberg-Steenrod axioms1 except for the dimension

axiom. We have

K0(pt) ∼= Z K−1(pt) ∼= 0

and

n 0 −1 −2 −3 −4 −5 −6 −7

KOn(pt) Z Z2 Z2 0 Z 0 0 0

As rings,

K∗(pt) ∼= Z[t, t−1]

KO∗(pt) ∼= Z[η, α, λ, λ−1]/(2η, η3, ηα, α2 − 4λ)

Here t ∈ K−2(pt) is the Bott element in complex K-theory, λ ∈ KO−8(pt) is the Bott

element in KO-theory and η and α are generators in degrees −1 and −4 respectively.

As for any generalised cohomology theory, one of the most important computational

1The Eilenberg-Steenrod axioms for cohomology theories can be found in [May99, §18.1].
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tools is the associated spectral sequence called the Atiyah-Hirzebruch spectral sequence2.

It takes the form

Ep,q2 = Hp(X;KOq(pt))⇒ KOp+q(X)

′Ep,q2 = Hp(X;Kq(pt))⇒ Kp+q(X)

The differentials on the E2-page for KO∗ can be described explicitly in terms of Steenrod

squares [Fuj67, §1].

There are natural maps relating real and complex K-theory. Given a real vector space,

we can apply −⊗R C to obtain a complex vector space. Conversely, given a complex vector

space, it has an underlying real vector space. All this can be promoted to maps

ĉi : KO
i(X)→ Ki(X)

r̂i : K
i(X)→ KOi(X)

We will mostly be interested in even degrees, so for each i, we denote by

ci : KO
2i(X)→ K0(X)

ri : K
0(X)→ KO2i(X)

(1.1)

the maps ĉ2i and r̂2i composed with appropriate powers of the periodicity isomorphism

for K∗. We call these maps the complexification and realification maps. The map

c∗ : KO2∗(X)→ K0(X) is a ring homomorphism whereas r∗ : K0(X)→ KO2∗(X) is just

an additive homomorphism.

We also have an involution ∗ : K0(X)→ K0(X) induced by assigning to each complex

vector bundle its dual bundle.

The following relations hold [Bou90, 4.7]:

ciri = id + (−1)i∗ ∗ci = (−1)ici ri−1ci = η2

rici = 2 ri∗ = (−1)iri

The realification and complexification can be assembled to form a long exact sequence

known as the Bott sequence. It takes the shape [Bot69, p. 75]

. . .→ KOi+1(X)
·η−→ KOi(X)

ĉi−→ Ki(X)
r̂i+2◦t−1

−−−−−→ KOi+2(X)→ . . .

We now want to think about the K-theory of homogeneous spaces. So let G be a compact

connected Lie group and H ⊂ G be a closed connected subgroup of maximal rank, i.e. one

that contains a maximal torus of G.

The complex K-theory of G/H is well-understood by the works of Hodgkin and Pittie.

We will explain this in greater detail in Chapter 4. For now, we just quote the following

facts which are immediate from Lemma 9.2 and (9.1) in [Hod75].

2The Atiyah-Hirzebruch spectral sequence for topological K-theory is introduced in [AH61, §2].
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Theorem 1.1. Let G and H be as above. Then K1(G/H) = 0 and K0(G/H) is a free

abelian group of finite rank.

As already indicated in the introduction, our knowledge of KO∗(G/H) is rather patchy

and most attempts so far have used the Atiyah-Hirzebruch spectral sequence. Following

[Zib15], we use a different approach. For a space X, we define its Witt groups as

W i(X) := KO2i(X)/ri

The Witt groups are clearly 4-periodic. As for any x ∈ KO2i(X), we have x+x = rici(x) ∈
im(ri), we see that W i(X) is 2-torsion. Since x ·ri(y) = ri+j(cj(x) ·y) for any x ∈ KO2j(X)

and y ∈ K0(X), the total Witt group

W ∗(X) :=
⊕
i∈Z4

W i(X)

inherits a product from KO2∗ and thus becomes a ring.

In subsequent chapters, we will see how to compute the Witt ring of flag varieties. For

now, let us see how W ∗(X) relates to KO∗(X). Basically, W ∗(X) determines the 2-torsion

in KO∗(X) and the free part can be determined by different means.

Proposition 1.2 ([Zib15, Lem. 1.2]). Suppose K1(X) = 0 and K0(X) is free. Then for

all i,

KO2i(X) = W i+1(X) · η2 ⊕ free part

KO2i+1(X) = W i+1(X) · η

Remark. By Theorem 1.1, this applies in particular to X = G/H.

Proof. Since K1(X) = 0, the Bott sequence becomes

0→ KO2i−1(X)
·η−→ KO2i−2(X)

ci−1−−→ K0(X)
ri−→ KO2i(X)

·η−→ KO2i−1(X)→ 0

We see that multiplication by η induces an isomorphism between W i(X) ∼= KO2i(X)/ri

and KO2i−1(X). This proves one part of the Proposition. Moreover, multiplication by η2

induces an isomorphism between W i(X) and ker(ci−1). Since K0(X) is free, im(ci−1) is

also free and so the short exact sequence

0→ ker(ci−1)→ KO2i−2(X)→ im(ci−1)→ 0

splits. This yields

KO2i−2(X) = ker(ci−1)⊕ free part = W i(X) · η2 ⊕ free part

10
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Remark 1.3 ([Zib15, Rem. 1.3]). The products KOodd(X)⊗KOodd(X)→ KOeven(X)

are determined by the products in W ∗(X) according to the following commutative square:

W i(X)⊗W j(X) −−−−→ W i+j(X)

∼=
yη⊗η yη2

KO2i−1(X)⊗KO2j−1(X) −−−−→ KO2i+2j−2(X)

Here, the horizontal maps are the products.

Given that we can compute the Witt ring of G/H, we are thus left to determine the

free part of KO2i(X).

Proposition 1.4. Let G be a compact connected Lie group and H ⊂ G be a closed

connected subgroup of maximal rank. Then the free part of KO2i(G/H) has rank n2i where

n0 = n4 = dimQ

( ∞⊕
i=0

H4i(G/H;Q)

)

n2 = n6 = dimQ

( ∞⊕
i=0

H4i+2(G/H;Q)

)

Proof. By a result of Hopf [Hat01, Thm. 3C.4], H∗(H;Q) is an exterior algebra over

Q on generators of odd degree. Applying the Serre spectral sequence to the fibration

H → EH → BH, we deduce that H∗(BH;Q) is a polynomial algebra over Q with all

generators in even degree. In particular, H∗(BH ;Q) is concentrated in even degrees. By a

result of Borel [McC01, Thm. 8.3], the map

j∗ : H∗(BH;Q)→ H∗(G/H;Q)

is onto, where j : G/H → BH is the classifying map of the principal H-bundle G→ G/H.

Hence H∗(G/H;Q) is concentrated in even degrees. Thus we obtain that the Atiyah-

Hirzebruch spectral sequence of G/H for rational KO-theory

Ep,q2 = Hp(G/H;KOq(pt)⊗Q)⇒ KOp+q(G/H)⊗Q

collapses on the E2-page for geographical reasons. The claim follows from this.

As already indicated in the proof of the Proposition, the rational cohomology of G/H

is well-understood (see [McC01, §8.1]) so that it enables us to compute the ranks of the

free parts of KO∗(G/H).

We will be particularly interested in computing the Witt rings and KO-theory of

complex flag varieties, which we now introduce.

11
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1.2 Complex flag varieties

In [Ser54], Serre classifies all the subgroups of a compact connected semisimple Lie group

for which the associated homogeneous space is a smooth complex projective variety.

Theorem 1.5. Let G be a compact connected semisimple Lie group. If S ⊂ G is a torus,

then G/CG(S) is a smooth complex projective variety. Conversely, if H ⊂ G is a closed

subgroup such that G/H is a smooth complex projective variety, then H = CG(S) for some

torus S ⊂ G.

Proof. See [Ser54], Théorème 1 and Théorème 2.

Remark 1.6. It is a result of Hopf that for a torus S ⊂ G, its centraliser CG(S) must be

connected. For if x ∈ CG(S), i.e. if x commutes with all elements in S, then there must be

a torus in G containing both x and S [Ada69, Prop. 4.25], and this torus is then clearly

contained in CG(S).

In light of the above theorem, we define a complex flag variety to be the quotient of a

compact connected semisimple Lie group by the centraliser of a torus in the Lie group.

Remark 1.7. Even though the results of the previous section apply to quotients of compact

Lie groups by arbitrary closed connected subgroups of maximal rank, in this thesis we

shall focus on complex flag varieties only. One motivation for this is that the Witt ring

of a complex variety, as defined in the previous section, can be viewed from a different

perspective, which we briefly explain.

The Witt ring of a field, classifying non-degenerate anisotropic quadratic forms, dates

back to the 1930s. Subsequently, this was vastly generalised by defining 4-periodically

graded Witt rings of schemes and triangulated categories with duality3. These algebraic

Witt rings are closely related to the topological Witt rings that we defined above: Zibrowius

showed [Zib11, Thm. 2.5] that for a smooth complex cellular variety X, the algebraic Witt

ring of X coincides with the topological Witt ring of X(C).

Now the projective varieties G/CG(S) are actually cellular: Letting GC be the com-

plexification of G, there is a parabolic subgroup P ⊂ GC such that P ∩G = CG(S). So

GC/P ∼= G/CG(S) and the Bruhat decomposition for GC shows that this is a cellular

variety. Hence by the theorem of Zibrowius, the algebraic and topological Witt rings

of G/CG(S) coincide. Thus our computations are also of interest from the viewpoint of

algebraic Witt rings of schemes.

It turns out that there is a simple classification of the centralisers of tori in compact Lie

groups in terms of their roots, which we shall now describe. This classification is certainly

implicit in [Ser54] even though a proof is not given there. Due to a lack of reference, we

3See [Bal05] for an overview.
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give a direct proof. We use basic facts and terminology from the representation theory of

compact Lie groups and refer to [Ada69] and [BD85] as general references.

First, let us fix some notation. Let G be a compact connected Lie group (we do not

require semisimple here) and T ⊂ G be a maximal torus. We denote by LG and LT the

respective tangent spaces at the identity element and by exp: LG → G or LT → T the

exponential map. Let Ad: G→ Aut(LG) be the adjoint representation whose restriction

Ad|T makes LG into a T -space. As such, LG splits into a direct sum

LG = LT ⊕
m⊕
i=1

Vi

of some 2-dimensional vector spaces Vi on which t ∈ T acts via a matrix

Ri(t) :=

(
cos(2πθi(t)) − sin(2πθi(t))

sin(2πθi(t)) cos(2πθi(t))

)

for some homomorphisms θi : T → R/Z induced by linear forms θi : LT → R taking integer

values on the integer lattice I := exp−1(0) ⊂ LT [Ada69, Prop. 4.12]. The linear forms

±θi ∈ LT ∗ are the roots of G. If necessary, we change the signs so that the chamber

FWC := {v ∈ LT | θi(v) > 0 for 1 ≤ i ≤ m}

is non-empty and take it as our fundamental Weyl chamber. The roots R+ = {θi | 1 ≤ i ≤ m}
are then the positive roots and we denote the subset of the simple roots by Σ.

For any subset Θ ⊂ Σ, we write UΘ :=
⋂
θ∈Θ ker(θ), a subspace of LT . Then exp(UΘ) ⊂

T is a torus. This yields a map

ϕ : {subsets of Σ} → {CG(S) | S ⊂ G torus} /conjugation,

Θ 7→ CG(exp(UΘ))

Proposition 1.8. ϕ is surjective.

Before we prove this, we need a lemma.

Lemma 1.9. Let X ∈ LG and t ∈ T . Then X ∈ LCG(t) if and only if Ad(t)X = X.

Proof. Let τt : G→ G denote the map x 7→ txt−1. We have

X ∈ LCG(t) ⇔ sX ∈ LCG(t) ∀s ∈ R ⇔ exp(sX) ∈ CG(t) ∀s ∈ R

⇔ τt(exp(sX)) = exp(sX) ∀s ∈ R

Differentiating this with respect to s at s = 0 yields Ad(t)X = X. Conversely, assuming that

Ad(t)X = X, it follows that Ad(t)sX = sX for all s ∈ R. Thus from the commutativity of

13
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the square

LG
Ad(t)−−−−→ LG

exp

y yexp

G
τt−−−−→ G

we deduce that τt(exp(sX)) = exp(sX) for all s ∈ R.

Proof of Proposition 1.8. Suppose S ⊂ G is a torus. Since any two maximal tori in G are

conjugate, we may assume without loss of generality that S ⊂ T . Any torus is monogenic,

so there exists b ∈ S such that S = cl({bn | n ∈ Z}). Then CG(S) = CG(b). Now pick

some X ∈ LS ⊂ LT with exp(X) = b. Without loss of generality, we may assume that

X ∈ cl(FWC) since the Weyl group acts transitively on Weyl chambers. We may also

assume that |θ(X)| < 1 for all roots θ (otherwise, replace X by 1
NX for sufficiently large N

and b by exp
(

1
NX

)
). We define Θ := {θ ∈ Σ | θ(X) = 0}. We claim that ϕ(Θ) = CG(b).

Once we prove this, we are done.

Note that X ∈ UΘ and so b ∈ exp(UΘ). Hence ϕ(Θ) = CG(exp(UΘ)) ⊂ CG(b).

Now let g ∈ CG(b). Since CG(b) = CG(S) is a compact connected Lie group (see

Remark 1.6), the exponential map LCG(b)→ CG(b) is onto. So we can pick Y ∈ LCG(b)

with exp(Y ) = g. Then Ad(b)Y = Y by Lemma 1.9. Suppose now Z ∈ UΘ. We aim to

show that Ad(exp(Z))Y = Y . If we prove this, then by Lemma 1.9, Y ∈ LCG(exp(Z))

and so g = exp(Y ) ∈ CG(exp(Z)).

We write Y = YT +
∑m

i=1 Yi where YT ∈ LT and Yi ∈ Vi for 1 ≤ i ≤ m. Since

Ad(b)Y = Y , we have

YT +

m∑
i=1

Yi = YT +

m∑
i=1

Ri(b)Yi

By definition of Θ, we have θ(X) = 0 if θ ∈ Θ and 0 < θ(X) < 1 if θ ∈ Σ \ Θ. Every

positive root is a sum of simple roots. If θ ∈ R+ is not in the subspace spanned by Θ,

we deduce that θ(X) > 0, and we have θ(X) < 1 by our choice of X. Thus for every

1 ≤ i ≤ m, we have that Ri(b) is a nontrivial rotation matrix if θi is not a sum of the

simple roots in Θ. So from the above equation, we deduce that Yi = 0 if θi is not a sum of

roots in Θ.

Since Z ∈ UΘ, we have that Ri(exp(Z)) = id if θi is a sum of simple roots in Θ. Thus

we obtain that

Ad(exp(Z))Y = YT +

m∑
i=1

Ri(exp(Z))Yi = Y

as required.

Remark 1.10. Let Θ ⊂ Σ and HΘ := ϕ(Θ) = CG(exp(UΘ)). We deduce that the root

system of HΘ is precisely the sub-root system of G generated by Θ:

14
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Suppose X ∈ LG. By Lemma 1.9, we have that X ∈ LHΘ if and only if Ad(t)X = X

for all t ∈ exp(UΘ). Hence

LHΘ = LT ⊕
⊕
i∈IΘ

Vi

where

IΘ =
{
i | 1 ≤ i ≤ m, θi(t) = 0 ∀t ∈ exp(UΘ)

}
= {i | 1 ≤ i ≤ m, θi(X) = 0 ∀X ∈ UΘ}

We have IΘ = {i | 1 ≤ i ≤ m, θi ∈ span(Θ)}: The inclusion “⊃” is clear. For “⊂”, note

that UΘ =
⋂
θ∈Θ ker(θ) 6⊂ ker(τ) if τ ∈ Σ \ Θ since the simple roots Σ are linearly

independent. This implies the claim.

Remark 1.11. There is an algebraic analogue of Proposition 1.8. It is well-known that

there is a bijective correspondence between isomorphism classes of compact connected Lie

groups and complex reductive groups [Lee02, Thm. 4.29]: We can assign to a compact

connected Lie group its complexification, which turns out to be reductive, and conversely

we can assign to a complex reductive group its maximal compact subgroup (which is unique

up to conjugation).

Letting G be a complex simple algebraic group, a Zariski-closed subgroup P ⊂ G is

called parabolic if the quotient G/P is projective. There is a bijective correspondence

between subsets of the simple roots of G and the parabolic subgroups of G up to conjugation

[FH04, §23.3]. The reason why this correspondence is bijective in this case and not only

surjective is, roughly speaking, that there are more conjugacy classes of parabolic subgroups

in a complex simple algebraic group than there are conjugacy classes of centralisers of tori

in compact simple Lie groups. As an example, consider SU(3) whose complexification is

SL3(C). Then the two subgroups of SU(3) consisting of matrices of the form∗ ∗ 0

∗ ∗ 0

0 0 ∗

 and

∗ 0 0

0 ∗ ∗
0 ∗ ∗

 respectively

are centralisers of tori and are actually conjugate in SU(3), whereas the two parabolic

subgroups of SL3(C) consisting of matrices of the form∗ ∗ ∗∗ ∗ ∗
0 0 ∗

 and

∗ ∗ ∗0 ∗ ∗
0 ∗ ∗

 respectively

are not conjugate in SL3(C).

We now apply Proposition 1.8 to determine all the centralisers of tori in the compact

simple Lie groups of ordinary type. The compact simple simply connected Lie groups are

classified by their Dynkin diagrams (cf. Figure 1.1) where each node corresponds to one of
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Dynkin diagram Type Group

An SU(n)

Bn Spin(2n+ 1)

Cn Sp(n)

Dn Spin(2n)

G2 G2

F4 F4

E6 E6

E7 E7

E8 E8

Figure 1.1: Dynkin diagrams and their corresponding compact simple simply connected
Lie groups
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the simple roots. By Proposition 1.8, we can thus determine a centraliser of a torus HΘ in

the respective simple Lie group by marking the nodes corresponding to the simple roots in

the set Θ ⊂ Σ white and marking the other nodes black. For example, the Dynkin diagram

with all nodes marked black corresponds to a maximal torus.

Let us consider the symplectic group Sp(n) of type Cn. There is an inclusion U(n)→
Sp(n), and the maximal torus T in U(n) given by all the diagonal matrices

diag(e2πix1 , . . . , e2πixn) ∈ U(n)

is also a maximal torus in Sp(n). A set of simple roots of Sp(n) is given by θi := xi − xi+1

for 1 ≤ i ≤ n − 1 and θn := 2xn. Now given I = {i1, . . . , ik} ⊂ {1, . . . , n} and setting

I := {1, . . . , n}\I and Θ := {θi | i ∈ I}, the torus exp(UΘ) in Sp(n) consists of all elements

in T of the form diag(y1, . . . , yn) where:

yj = yj+1 if j ∈ I \ {n} and yn = yn−1 = . . . = y1+max(I) = 1 if n ∈ I

This is a subtorus of T with centraliser

U(i1)× U(i2 − i1)× . . .× U(ik − ik−1)× Sp(n− ik) ⊂ Sp(n)

Hence we have shown that up to conjugation, every centraliser of a torus in Sp(n) is of

this form. Thus every smooth complex projective variety which is a quotient of Sp(n) can

be obtained as a quotient by a subgroup of this form.

A similar analysis can be done for types An, Bn, Dn. Before we formulate the result,

we review a few facts about the group Spin(n), the connected double cover of SO(n).

Since there is an inclusion U(n) ↪→ SO(2n), we have an inclusion Ũ(n) ↪→ Spin(2n) where

Ũ(n) denotes the connected double cover of U(n). Furthermore, there are natural maps

ψm,n : Spin(m)× Spin(n)→ Spin(m+ n)

covering the inclusion SO(m)× SO(n) ↪→ SO(m+ n). Thus ψm,n has the cyclic group of

order 2 as kernel: If we denote, for every k, by ε ∈ Spin(k) the nontrivial element in the

kernel of Spin(k) � SO(k), then ker(ψm,n) = {(1, 1), (ε, ε)}.

Proposition 1.12. Up to conjugation, every centraliser of a torus in ...

• ... SU(n) is of the form S(U(n1)× . . .×U(nl)) for some n1, . . . , nl with
∑l

i=1 ni = n.

Here, S(U(n1)× . . .×U(nl)) is the closed subgroup of U(n1)× . . .×U(nl) comprising

all elements (A1, . . . , Al) ∈ U(n1)× . . .× U(nl) such that
∏l
i=1 det(Ai) = 1.

• ... Sp(n) is of the form Sp(m) × U(n1) × . . . × U(nl) for some m,n1, . . . , nl with

m+
∑l

i=1 ni = n.
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• ... Spin(2n+ 1) or Spin(2n) is of the form

(Spin(2m+ 1)× Ũ(n1)× . . .× Ũ(nl))/C

or (Spin(2m)× Ũ(n1)× . . .× Ũ(nl))/C respectively

for some m,n1, . . . , nl with m+
∑l

i=1 ni = n, where C is the subgroup of all elements

(x0, x1, . . . , xl) of Spin(2m+1)×Ũ(n1)×. . .×Ũ(nl) or Spin(2m)×Ũ(n1)×. . .×Ũ(nl)

respectively such that xi ∈ {1, ε} for all 0 ≤ i ≤ l and xj = ε for an even number of j.

1.3 Representation rings

It will be crucial for our computations to have a good understanding of the representation

rings of compact connected Lie groups. For the whole general theory, we refer to [Ada69]

and [BD85]. In this section, we briefly revisit some of the most important definitions and

results that are relevant to us. We then describe the complex representation rings of the

groups in Proposition 1.12, i.e. the centralisers of tori in a simply connected compact

simple Lie group.

1.3.1 Preliminaries

Throughout this section, let G be a compact connected Lie group. All representations are

finite-dimensional and continuous.

Theorem 1.13. Any representation of G over C, R or H can be written as a direct sum

of irreducible representations.

Proof. See [Ada69, Thm. 3.20].

By RO(G), RSp(G), R(G) respectively we denote the free abelian group on the

isomorphism classes of irreducible F -representations of G for F = R,H,C respectively.

We call elements in these groups virtual representations of G. By Theorem 1.13, we see

that elements
∑
ni[Vi], where Vi is an irreducible F -representation and ni ≥ 0 for all

i, are in bijective correspondence with the isomorphism classes of F -representations of

G. Furthermore, taking tensor products of real or complex representations of G induces

products on RO(G) and R(G), making them into commutative rings.

We can alternatively define R(G) and RO(G) via equivariant K-theory. Observe that

a G-equivariant real or complex vector bundle over a point is just a real or complex

representation of G. Thus we can define graded representation rings extending RO(G) and

R(G) by setting, for i ∈ Z,

ROi(G) := KOiG(pt)

Ri(G) := Ki
G(pt)
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Similarly to the non-equivariant case, RO∗ is 8-periodic and R∗ is 2-periodic. The groups

RO∗(G) can be expressed more concretely in terms of RO(G) and RSp(G) [BG10, Thm.

2.2.12]. In particular, we have

R0(G) = R(G) R1(G) = 0

RO0(G) = RO(G) RO4(G) = RSp(G)

Analogously to the non-equivariant case, we obtain realification, complexification and a

duality:

ri : R
0(G)→ RO2i(G)

ci : RO
2i → R0(G)

∗ : R(G)→ R(G)

These satisfy the same relations as in the non-equivariant case. We call a virtual rep-

resentation in R(G) of real type or of quaternionic type if it is in the image of c0 or c2

respectively. Every complex self-dual irreducible representation is either of quaternionic or

of real type [Ada69, Prop. 3.56].

Let us return to our ordinary RO(G) and R(G). Taking exterior powers of representa-

tions induces λ-operations on RO(G) and R(G) making them special λ-rings [AT69, Thm.

1.5]. In particular, the following identities hold:

• Λ0(x) = 1 and Λ1(x) = x for all x ∈ R(G).

• Λn(µ) = 0 if µ is an actual (not just a virtual) representation and n > rk(µ).

• Λn(x+ y) =
∑n

i=0 Λi(x)Λn−i(y) for all x, y ∈ R(G).

• Λn(αx) = αnΛn(x) if α is an actual representation of rank 1 and x ∈ R(G).

Theorem 1.14. Let T ⊂ G be a maximal torus. Then the inclusion induces an isomor-

phism R(G)→ R(T )W , where R(T )W is the ring of characters invariant under the action

of the Weyl group W = NG(T )/T of G.

Proof. See [Ada69, Thm. 6.20].

If G is simply connected, its complex representation ring can be easily described:

Theorem 1.15. Suppose G is simply connected. Then

R(G) ∼= Z[λ1, λ
∗
1, . . . , λk, λ

∗
k, µ1, . . . , µl]

for some irreducible representations λi, µj of G where the µj are self-dual. These are called

the fundamental representations of G.
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Proof. See [BD85], Corollary VI.2.11 and Note VI.4.2.

Example 1.16. We recall the representation rings of the compact simply connected simple

Lie groups of ordinary type (cf. [BD85, Chapters VI.5 and VI.6]):

R(SU(n)) ∼= Z [λ1, . . . , λn−1]

where λ1 is the standard complex representation of rank n and λi = Λi(λ1) for all i. The

duality is given via λ∗i = λn−i for all i. Suppose n = 2k, then λk is self-dual. It is of real

type if k is even and of quaternionic type if k is odd.

R(Sp(n)) ∼= Z [µ1, . . . , µn]

where µ1 is the standard complex representation of rank 2n and µi = Λi(µ1) for all i. All

representations are self-dual and µi is of real type if i is even and of quaternionic type if i

is odd.

R(Spin(2n+ 1)) ∼= Z [ν1, . . . , νn−1,∆]

R(Spin(2n)) ∼= Z [ξ1, . . . , ξn−2,∆+,∆−]

Here, ν1 is induced by the standard complex representation of SO(2n+ 1) of rank 2n+ 1,

νi = Λi(ν1) for all i, and ∆ is the spin representation of rank 2n. All representations of

Spin(2n+ 1) are self-dual, λi is of real type for all i and ∆ is of real type if n ≡ 0, 3 (mod

4) and of quaternionic type if n ≡ 1, 2 (mod 4).

The representation ξ1 is induced by the standard complex representation of SO(2n) of

rank 2n and ξi = Λi(ξ1) for all i and ∆+,∆− are the half-spin representations of Spin(2n)

of respective rank 2n−1. The representations ξi are all self-dual and ∆+,∆− are self-dual

if n is even and mutually dual if n is odd. In the case that n is even, ∆+,∆− are of real

type if n ≡ 0 (mod 4) and of quaternionic type if n ≡ 2 (mod 4).

Furthermore, we can express νn = Λn(ν1) and ξn−1 = Λn−1(ξ1), ξn = Λn(ξ1) in terms

of the polynomial generators above as follows:

∆2 = 1 + ν1 + . . .+ νn−1 + νn

∆+∆− = ξn−1 + ξn−3 + ξn−5 + . . .

∆2
+ + ∆2

− = ξn + 2ξn−2 + 2ξn−4 + . . .

Theorem 1.17. If both G and H are compact connected Lie groups, the projection maps

induce an isomorphism

R(G×H) ∼= R(G)⊗Z R(H)

Proof. See [Ada69, Thm. 3.65].
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Lemma 1.18. Suppose C ⊂ G is a finite central subgroup. Then G→ G/C induces an

injection R(G/C)→ R(G), mapping R(G/C) isomorphically onto the subring R(G)C ⊂
R(G) additively generated by all irreducible representations of G via which C acts trivially.

Furthermore, R(G) is integral over R(G/C). In particular, R(G) and R(G/C) have

the same Krull dimension.

Proof. The first part follows easily from the observation that an irreducible representation

of G descends to an irreducible representation of G/C if and only if the restriction of the

representation to C yields a trivial representation.

Now suppose ρ is an irreducible representation of G. By Schur’s lemma, each c ∈ C
acts via ρ by multiplication by some ncth root of unity. Let N := lcm {nc | c ∈ C}, then C

acts trivially via ρN . This shows that all irreducible representations of G are integral over

R(G/C). Since they generate R(G), the whole of R(G) is integral over R(G/C).

Sometimes we want to consider a basis of R(G) and R(G/C) other than the one given

by the irreducible representations:

Lemma 1.19. Suppose C ⊂ G is a finite central subgroup. Let (ρi)i∈I be a Z-basis of

R(G) where each ρi : G→ GLni(C) is an actual (not just a virtual) representation of G.

Suppose that each c ∈ C acts by multiplication by a scalar via all ρi. Letting J ⊂ I denote

the set of j ∈ I such that C acts trivially via ρj, a Z-basis of R(G/C) is given by (ρj)j∈J .

Proof. Every ρi can be written as a sum of irreducible representations. Since every c ∈ C
acts by multiplication by some scalar ζc,i via ρi, it also acts by multiplication by ζc,i via

every irreducible summand of ρi. In particular, C acts trivially via ρi if and only if it acts

trivially via each irreducible summand. This shows that⊕
j∈J

Zρj ⊂
⊕

σ∈R(G/C)
irred.

Zσ and
⊕
i∈I\J

Zρi ⊂
⊕

τ∈R(G)\R(G/C)
irred.

Zτ

Since the ρi form a basis of R(G), we have

R(G) =
⊕
j∈J

Zρj ⊕
⊕
i∈I\J

Zρi ⊂
⊕

σ∈R(G/C)
irred.

Zσ ⊕
⊕

τ∈R(G)\R(G/C)
irred.

Zτ = R(G)

So the inclusions must in fact be equalities. In particular,
⊕

j∈J Zρj =
⊕

σ∈R(G/C)
irred.

Zσ.

But this is R(G/C) by Lemma 1.18.

1.3.2 Representation rings of centralisers of tori

We will determine the representation rings of the groups that occur as centralisers of tori

in simple Lie groups, which we described in Proposition 1.12.
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Let us first determine the representation ring of Ũ(n), the connected double cover of

U(n), as well as the induced map R(U(n))→ R(Ũ(n)). We first construct Ũ(n) explicitly.

Its representation ring is then easy to compute.

We define a surjective homomorphism

SU(n)× S1 → U(n), (A, x) 7→ xA

It is easy to see that the kernel is cyclic of order n, generated by (ζIn, ζ
−1) where ζ := e

2πi
n .

Thus we have

U(n) ∼= SU(n)× S1/〈(ζIn, ζ−1)〉

Suppose n is even. Then we define

Ũ(n) := SU(n)× S1/〈(ζ2In, ζ
−2)〉

with the obvious 2:1 projection πn : Ũ(n)→ U(n) with ker(πn) =
{

[(In, 1)], [(ζIn, ζ
−1)]

}
.

Note that if we made the same definition for odd n, then Ũ(n)→ U(n) would just be an

isomorphism.

If n is odd, we define

Ũ(n) := SU(n)× S1/〈(ζ2In, ζ
−1)〉

with projection map

πn : Ũ(n)→ U(n), [(A, x)] 7→ [(A, x2)]

It is easy to check that ker(πn) = {[(In, 1)], [(In,−1)]}. If we made this definition for even

n, then [(In,−1)] = [(In, 1)] in Ũ(n) and πn would be an isomorphism.

We know that

R(SU(n)× S1) ∼= Z[λ1, . . . , λn−1]⊗ Z[x, x−1]

where λ1 is the standard representation of SU(n) and λi = Λi(λ1). Now (ζIn, ζ
−1) ∈

SU(n)× S1 acts by multiplication by ζi via λi and by multiplication by ζ−1 via x. Hence

by Lemma 1.19 (taking all the monomials as a Z-basis of R(SU(n)× S1)), the subring of

R(SU(n)× S1) generated by representations via which (ζIn, ζ
−1) acts trivially is

R(U(n)) ∼= Z[xλ1, x
2λ2, . . . , x

n−1λn−1]⊗ Z[xn, x−n]

Observe that since x is of rank 1, Λi(xλ1) = xiλi. We similarly determine R(Ũ(n)) as a

subring of R(SU(n)× S1):

Suppose n is even. Since (ζ2In, ζ
−2) acts by multiplication by ζ2i via λi and by
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multiplication by ζ−2 via x, we obtain

R(Ũ(n)) ∼= Z[xλ1, x
2λ2, . . . , x

n−1λn−1]⊗ Z
[
x
n
2 , x−

n
2

]
Observe that since x is of rank 1, Λi(xλ1) = xiλi.

Suppose n is odd. Since (ζ2In, ζ
−1) acts by multiplication by ζ2i via λi and by

multiplication by ζ−1 via x, we obtain

R(Ũ(n)) ∼= Z[x2λ1, x
4λ2, . . . , x

2(n−1)λn−1]⊗ Z[xn, x−n]

Observe that since x is of rank 1, Λi(x2λ1) = x2iλi.

In summary, we deduce:

Proposition 1.20. The representation rings of U(n) and Ũ(n) are

R(U(n)) ∼= Z
[
x1, . . . , xn−1, xn, x

−1
n

]
R(Ũ(n)) ∼= Z

[
x1, . . . , xn−1, (xn)

1
2 , (xn)−

1
2

]
with duality in both cases given by x∗i = x−1

n · xn−i. Here x1 ∈ R(U(n)) is the stan-

dard representation of U(n) and xi := Λi(x1). Under this identification, the projection

πn : Ũ(n) → U(n) induces the inclusion indicated by the chosen notation, and the non-

trivial element in ker(πn) acts trivially via xi ∈ R(Ũ(n)) for 1 ≤ i ≤ n and by multiplication

by −1 via (xn)
1
2 .

Later, we will need to know the map on representation rings induced by the inclusion

Ũ(n)→ Spin(2n).

Lemma 1.21. Using the notation for the representation rings of Spin(2n+ 1), Spin(2n)

and Ũ(n) as in Example 1.16 and Proposition 1.20, the restriction R(Spin(2n))→ R(Ũ(n))

maps ξ1 7→ x1 + x∗1 and

∆+ 7→

x
− 1

2
n (1 + x2 + x4 + . . .+ xn) if n is even

x
− 1

2
n (x1 + x3 + x5 + . . .+ xn) if n is odd

∆− 7→

x
− 1

2
n (1 + x2 + x4 + . . .+ xn−1) if n is odd

x
− 1

2
n (x1 + x3 + x5 + . . .+ xn−1) if n is even

The restriction R(Spin(2n+ 1))→ R(Spin(2n)) maps ν1 7→ ξ1 + 1 and ∆ 7→ ∆+ + ∆−.

Proof. The claim about R(Spin(2n))→ R(Ũ(n)) can be proved by comparing weights. For

the weights of ∆+ and ∆−, see [Ada96, Prop. 4.2]. The claim about R(Spin(2n+ 1))→
R(Spin(2n)) is immediate from [Ada96, Prop. 4.4].

Finally, we determine the representation rings of the groups in Proposition 1.12. The
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following lemma will be useful:

Lemma 1.22. Let R, S be integral domains of the same Krull dimension and f : R→ S

be a surjective ring homomorphism. Then f is an isomorphism.

Proof. It suffices to show that f is injective. So let P = ker(f). Since f is surjective,

R/P ∼= S and hence P is a prime ideal because S is an integral domain. We have

dim (S) = dim(R/P ) ≤ dim(R)−ht(P ) ≤ dim(R). Since dim(R) = dim(S) by assumption,

we deduce ht(P ) = 0. But since R is an integral domain, this means that ker(f) = P = 0.

So f is an isomorphism.

Type An

A maximal torus T in HA := S(U(n1)× . . .× U(nl)) is given by all diagonal matrices

diag
(
z

(1)
1 , . . . , z(1)

n1
, z

(2)
1 , . . . , z(2)

n2
, . . . , z(l)

nl

)
where z

(p)
j = e2πia

(p)
j with

∑l
p=1

∑np
j=1 a

(p)
j = 0. Simple roots are given by a

(p)
j − a

(p)
j+1 for

1 ≤ p ≤ l and 1 ≤ j < np and so we can deduce that the Weyl group W is Sn1 × . . .× Snl ,
where each symmetric group Snp acts by permuting the z

(p)
j for 1 ≤ j ≤ np. Thus R(T )W is

generated by the elementary symmetric polynomials σ
(p)
k =

∑
i1<...<ik

z
(p)
i1
. . . z

(p)
ik

together

with
(
σ

(p)
np

)−1
=
(∏np

i=1 z
(p)
i

)−1
where 1 ≤ p ≤ l and 1 ≤ k ≤ np. One can check that

σ
(p)
k is precisely the character of the representation x

(p)
k := Λk

(
x

(p)
1

)
, where x

(p)
1 is the

representation of S(U(n1)× . . .× U(nl)) where the pth block U(np) acts via the standard

representation on Cnp .

Proposition 1.23. There is an isomorphism

R(HA) ∼=
l⊗

p=1

Z
[
x

(p)
1 , . . . , x(p)

np

]
/

 l∏
p=1

x(p)
np − 1


The duality on R(HA) is given by

(
x

(p)
k

)∗
=
(
x

(p)
np

)−1
x

(p)
np−k under this isomorphism, using

the convention that x
(p)
0 = 1.

Proof. Letting S :=
⊗l

p=1 Z
[(
z

(p)
1

)±1
, . . . ,

(
z

(p)
np

)±1
]

be a Laurent ring, the map

f :

l⊗
p=1

Z
[
X

(p)
1 , . . . , X

(p)
np−1

]
⊗

l⊗
p=1

Z
[
X(p)
np ,
(
X(p)
np

)−1
]
→ S, X

(p)
i 7→ σ

(p)
i

is injective since the elementary symmetric polynomials are algebraically independent.

Now R(T ) = S/
(∏l

p=1

∏np
i=1 z

(p)
i − 1

)
. Denoting by π : S → R(T ) the projection map,
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by the comments above, π ◦ f maps surjectively onto R(T )W . We have ker(π ◦ f) =

f−1
((∏l

p=1

∏np
i=1 z

(p)
i − 1

))
=
(∏l

p=1X
(p)
np − 1

)
. The second equality here follows from

the fact that f is just the embedding of the subring of S of all elements invariant under

the action of Sn1 × . . .× Snl . This yields the isomorphism. The fact that the duality is as

described follows immediately from considering the duals of the σ
(p)
i ∈ R(T )W .

Type Bn

Let HB := Ũ(n1)× . . .× Ũ(nl)× Spin(2m+ 1). By Theorem 1.17 and Proposition 1.20,

we have

R(HB) ∼=
l⊗

p=1

Z
[
x

(p)
1 , . . . , x

(p)
np−1,

(
x(p)
np

)± 1
2

]
if m = 0

R(HB) ∼=
l⊗

p=1

Z
[
x

(p)
1 , . . . , x

(p)
np−1,

(
x(p)
np

)± 1
2

]
⊗ Z[y1, . . . , ym−1,∆] if m > 0

By ε we denote the nontrivial element in Ũ(np) or Spin(2m+ 1) in the kernel of Ũ(np)→
U(np) or Spin(2m+ 1)→ SO(2m+ 1). Let CB be the subgroup of HB consisting of all

elements (a1, . . . , al, b) where ai, b ∈ {1, ε} such that ε occurs an even number of times.

Proposition 1.24. If m > 0, there is an isomorphism

l⊗
p=1

Z
[
x

(p)
1 , . . . , x

(p)
np−1,

(
x(p)
np

)±1
]
⊗ Z[y1, . . . , ym−1]⊗ Z[t]→ R(HB/CB)

where x
(p)
i 7→ x

(p)
i for all 1 ≤ p ≤ l and 1 ≤ i ≤ np, yj 7→ yj for 1 ≤ j ≤ m − 1 and

t 7→ ∆ ·
∏l
p=1

(
x

(p)
np

)− 1
2
.

If m = 0, there is an isomorphism

⊗l
p=1 Z

[
x

(p)
1 , . . . , x

(p)
np−1,

(
x

(p)
np

)±1
]
⊗ Z[t](

t2 −
(∏

p x
(p)
np

)−1
) → R(HB/CB)

where x
(p)
i 7→ x

(p)
i for all 1 ≤ p ≤ l and 1 ≤ i ≤ np and t 7→

∏l
p=1

(
x

(p)
np

)− 1
2
.

Under the above isomorphisms, the duality is given by(
x

(p)
i

)∗
=
(
x(p)
np

)−1
x

(p)
np−i for all 1 ≤ p ≤ l, 1 ≤ i ≤ np

y∗j = yj for all 1 ≤ j ≤ m− 1,

t∗ = t ·
∏
p

x(p)
np
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Remark. By Lemma 1.18, the ring R(HB/CB) is a subring of R(HB). This justifies our

notation, for example regarding x
(p)
i as a representation of both HB and HB/CB.

Proof of Proposition 1.24. Suppose m > 0. Observe that CB ⊂ HB acts trivially via

x
(p)
i ∈ R(HB) and yj ∈ R(HB) for all 1 ≤ p ≤ l and 1 ≤ i ≤ np and for all 1 ≤ j < m.

Furthermore, CB acts trivially via ∆b ·
∏l
p=1

(
x

(p)
np

) 1
2
ap
∈ R(HB) if and only if all of ap, b

are even or all of ap, b are odd, and otherwise some elements of CB act trivially and the

others act by multiplication by −1.

This shows by Lemma 1.19 (taking all the monomials as a Z-basis of R(HB)) that the

described map is surjective. The ring on the left is an integral domain of Krull dimension

1 +m+
∑

p np. By Lemma 1.18, R(HB/CB) is an integral domain with the same Krull

dimension as R(HB), i.e. also 1 + m+
∑

p np. So by Lemma 1.22, the map must be an

isomorphism.

Similar arguments apply for m = 0.

Type Cn

Let HC := U(n1)× . . .× U(nl)× Sp(m). From Theorem 1.17, we immediately obtain:

Proposition 1.25. There is an isomorphism

l⊗
p=1

Z
[
x

(p)
1 , . . . , x

(p)
np−1,

(
x(p)
np

)±1
]
⊗ Z[y1, . . . , ym]→ R(HC)

where x
(p)
1 corresponds to the standard action of the pth block U(np) and x

(p)
i = Λi

(
x

(p)
1

)
,

and y1 corresponds to the standard representation of the block Sp(m) on C2m and yj =

Λj(y1). Under this isomorphism, the duality on R(HC) is given by
(
x

(p)
i

)∗
=
(
x

(p)
np

)−1
x

(p)
np−i

and y∗j = yj.

Type Dn

Let HD := Ũ(n1)× . . .× Ũ(nl)× Spin(2m). By Theorem 1.17 and Proposition 1.20, we

have

R(HD) ∼=
l⊗

p=1

Z
[
x

(p)
1 , . . . , x

(p)
np−1,

(
x(p)
np

)± 1
2

]
if m = 0

R(HD) ∼=
l⊗

p=1

Z
[
x

(p)
1 , . . . , x

(p)
np−1,

(
x(p)
np

)± 1
2

]
⊗ Z[y1, . . . , ym−2,Γ+,Γ−] if m ≥ 2

The case m = 1 need not be considered separately. It is already contained in the case

m = 0 since Spin(2) ∼= Ũ(1).
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As for type Bn, we let ε denote the nontrivial element in Ũ(np) or Spin(2m) which

is in the kernel of Ũ(np) → U(np) or Spin(2m) → SO(2m). Let CD be the subgroup of

HD consisting of all elements (a1, . . . , al, b) where ai, b ∈ {1, ε} such that ε occurs an even

number of times.

Proposition 1.26. If m ≥ 2, there is an isomorphism

l⊗
p=1

Z
[
x

(p)
1 , . . . , x

(p)
np−1,

(
x(p)
np

)±1
]
⊗ Z[y1, . . . , ym−2]⊗ Z[d+, d−]→ R(HD/CD)

where x
(p)
i 7→ x

(p)
i and yj 7→ yj and d+ 7→ Γ+

∏l
p=1

(
x

(p)
np

) 1
2

and d− 7→ Γ−
∏l
p=1

(
x

(p)
np

)− 1
2
.

If m = 0, there is an isomorphism

⊗l
p=1 Z

[
x

(p)
1 , . . . , x

(p)
np−1,

(
x

(p)
np

)±1
]
⊗ Z[t](

t2 −
∏
p x

(p)
np

) → R(HD/CD)

where x
(p)
i 7→ x

(p)
i for all 1 ≤ p ≤ l and 1 ≤ i ≤ np and t 7→

∏l
p=1

(
x

(p)
np

) 1
2
.

Under these isomorphisms, the dualities are determined by

(
x

(p)
i

)∗
=
(
x(p)
np

)−1
x

(p)
np−i and y∗j = yj and t∗ = t−1 = t ·

(∏
p

x(p)
np

)−1

d∗+ =

d− if m is odd

d+ ·
∏
p

(
x

(p)
np

)−1
if m is even

, d∗− =

d+ if m is odd

d− ·
∏
p x

(p)
np if m is even

Remark. By Lemma 1.18, the ring R(HD/CD) is a subring of R(HD). This justifies our

notation, for example regarding x
(p)
i as a representation of both HD and HD/CD.

Proof. Suppose m ≥ 2. We know that ε acts trivially via all x
(p)
i ∈ R(HD) and all

yj ∈ R(HD), but it acts by multiplication by −1 via Γ+, Γ− and
(
x

(p)
np

)± 1
2

for 1 ≤ p ≤ l.

Hence CD acts trivially via all x
(p)
i ∈ R(HD) and all yj ∈ R(HD), and it acts trivially via

Γ
a−
+ Γ

a+
−

l∏
p=1

(
x(p)
np

)± 1
2
bp

(1.2)

if and only if a+ + a− and all of bp are even or a+ + a− and all of bp are odd. Thus CD

acts trivially via (1.2) if and only if it can be written as a product of powers of

Γ+

l∏
p=1

(
x(p)
np

) 1
2

and Γ−

l∏
p=1

(
x(p)
np

)− 1
2

and x(p)
np for 1 ≤ p ≤ l
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All this shows by Lemma 1.19 (taking the monomials as a Z-basis of R(HD)) that the

described map is surjective. Now observe that both R(HD/CD) and the domain of the

map are integral domains with Krull dimension 1 +m+
∑

p np (cf. Lemma 1.18). Thus we

deduce from Lemma 1.22 that the map is an isomorphism.

Similar arguments apply for m = 0.
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Chapter 2

Tate Cohomology

In the previous chapter, we defined the Witt ring and showed that it determines the torsion

in the real topological K-theory of a complex flag variety. We shall now begin to see how

to compute Witt rings. The decisive result is Bousfield’s lemma, which shows that Witt

rings of complex flag varieties are isomorphic to Tate cohomology rings of their complex

topological K-theory. This makes the Witt ring computable for us in many cases, as we

shall see in subsequent chapters.

This chapter is organised as follows. In the first section, we define Tate cohomology

and formulate Bousfield’s lemma. We largely follow [Zib15] here. In the second section,

we develop the main technical results to compute Tate cohomology. These will be used

in our concrete computations. It may be advisable for the reader to skim through this

section at first and refer back to it later as required. In the third section, we deal with

Tate cohomology of representation rings. In particular, we compute the Tate cohomology

of the representation rings of the Lie groups in Proposition 1.12, i.e. of centralisers of tori.

This will be important for our computations later.

2.1 Witt rings are Tate cohomology rings

A ∗-ring A is a commutative unital ring with an involution ∗ : A → A which is a ring

isomorphism. A ∗-ideal of a ∗-ring is an ideal which is closed under the involution. A

∗-module is an abelian group with an additive involution. A ∗-module M over a ∗-ring A

is an A-module M which is also a ∗-module, such that the involutions on A and M are

compatible with the module structure, i.e. (a ·m)∗ = a∗ ·m∗ for all a ∈ A and m ∈ M .

For example, any ∗-ideal of A is a ∗-module over A. Every ∗-module is a ∗-module over Z
with the trivial involution on Z. A morphism of ∗-modules is a homomorphism of modules

that preserves the involution and a morphism of ∗-rings is a ring homomorphism that

preserves the involution. For a ∗-module M , an element m ∈ M is self-dual if m∗ = m

and anti-self-dual if m∗ = −m.

Example 2.1. For any compact Hausdorff space X, its complex topological K-theory
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K0(X) is a ∗-ring with the duality induced by assigning to each complex vector bundle its

dual bundle.

For any compact connected Lie group G, its complex representation ring R(G) is

a ∗-ring with the duality induced by assigning to each complex representation its dual

representation.

For a ∗-module M , we define its Tate cohomology to be h∗(M) = h+(M) ⊕ h−(M)

where

h+(M) :=
ker(id− ∗)
im(id + ∗)

h−(M) :=
ker(id + ∗)
im(id− ∗)

In other words, h+(M) and h−(M) consist of the self-dual and anti-self-dual elements of

M respectively modulo those elements that are self-dual and anti-self-dual respectively for

trivial reasons.

If A is a ∗-ring, it is easily checked that the multiplication on A induces a ring structure

on h∗(A) with

h+(A) · h+(A) ⊂ h+(A)

h+(A) · h−(A) ⊂ h−(A)

h−(A) · h−(A) ⊂ h+(A)

If M is a ∗-module over the ∗-ring A, then h∗(M) becomes a module over h∗(A) with

h+(A) · h+(M) ⊂ h+(M)

h+(A) · h−(M) ⊂ h−(M)

h−(A) · h+(M) ⊂ h−(M)

h−(A) · h−(M) ⊂ h+(M)

Example 2.2. Let T be a torus of dimension n, then

R(T ) ∼= Z
[
x±1

1 , . . . , x±1
n

]
with x∗i = x−1

i for all i. The Tate cohomology of R(T ) is trivial:

h∗(R(T )) ∼= Z2 · 1

Let G be a compact simply connected Lie group, then

R(G) ∼= Z [ρ1, ρ
∗
1, . . . , ρk, ρ

∗
k, µ1, . . . , µl, ν1, . . . , νm]
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where the µi are the real fundamental representations (hence self-dual) and the νj are

the quaternionic fundamental representations (hence also self-dual). Then we have a ring

isomorphism

Z2 [a1, . . . , ak, b1, . . . , bl, c1, . . . , cm]→ h∗(R(G))

where ai 7→ [ρiρ
∗
i ], bi 7→ [µi] and ci 7→ [νi].

We now prepare to formulate Bousfield’s lemma. Let X be a compact Hausdorff space.

Recall from (1.1) the complexification and realification maps ci : KO
2i(X)→ K0(X) and

ri : K
0(X)→ KO2i(X). Since ∗ci = (−1)ici and ciri = id + (−1)i∗, the map ci descends

to a map

ci : KO
2i(X)/ri → hi(K0(X))

where KO2i(X)/ri denotes the cokernel of ri. Since ciri = id + (−1)i∗ and ri∗ = (−1)iri,

the map ri descends to a map

ri : h
i(K0(X))→ ci\KO2i(X)

where ci\KO2i(X) denotes the kernel of ci.

Lemma 2.3 (Bousfield’s lemma). Let X be a compact Hausdorff space with K1(X) = 0.

The complexification and realification maps induce isomorphisms

W 0(X)⊕W 2(X)
∼=−−−−→

(c0 c2)
h+(K0(X))

∼=−−−−→(
r−1

r1

) c\KO−2(X)⊕ c\KO2(X)

W 1(X)⊕W 3(X)
∼=−−−−→

(c1 c3)
h−(K0(X))

∼=−−−→(
r0
r2

) c\KO0(X)⊕ c\KO4(X)

The composition along each row is given by
(
η2 0
0 η2

)
. Since complexification is a ring

homomorphism, we get an isomorphism of rings c : W ∗(X)→ h∗(K0(X)).

Proof. A simple proof can be found in [Zib15, §1.2].

Note that for any complex flag variety X, we have K1(X) = 0 by Theorem 1.1. So

Bousfield’s lemma applies in this case.

2.2 Properties of Tate cohomology

We have now reduced the computation of Witt rings to the computation of Tate cohomology

rings. So let us do the necessary groundwork by proving some basic general results about

Tate cohomology. In particular, we are interested in computing the Tate cohomology of

quotients of ∗-rings by ∗-ideals.

In this section, we need the notion of a regular sequence in a ring. It is important to

deal with regular sequences in greater detail later. For now, we only require the definition,
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for which we refer to Definition 3.1.

The most important computational tool is the long exact sequence in Tate cohomology.

It follows immediately from the snake lemma of homological algebra.

Lemma 2.4. A short exact sequence of ∗-modules

0→M ′ →M →M ′′ → 0

induces a 6-periodic long exact sequence on Tate cohomology groups:

h+(M ′) −−−−→ h+(M) −−−−→ h+(M ′′)x y
h−(M ′′) ←−−−− h−(M) ←−−−− h−(M ′)

We are first interested in relating the Tate cohomology of ∗-ideals to the Tate cohomology

of the ambient ring.

Lemma 2.5 ([Zib15, Prop. 4.1]). Let A be a ∗-ring.

(i) If µ ∈ A is self-dual and not a zero divisor, then

h∗(A)
·[µ]−−→ h∗(µA)

is a graded isomorphism.

(ii) If λ, λ∗ is a regular sequence in A, then

h∗(A)
·[λλ∗]−−−→ h∗(λ, λ∗)

is a graded isomorphism.

We will also need the following lemma about the Tate cohomology of an ideal generated

by two independent self-dual elements:

Lemma 2.6. Let A be a ∗-ring with h−(A) = 0 and let µ1, µ2 ∈ A be self-dual elements

that form an A-regular sequence. Suppose that Annh+(A) ([µ1], [µ2]) = 0. Then

h−(Aµ1 +Aµ2) = 0

and we have an isomorphism of h+(A)-modules given by

h+(A)⊕ h+(A)

h+(A) · ([µ2], [µ1])

∼=−→ h+(Aµ1 +Aµ2), (x, y) 7→ x[µ1] + y[µ2]
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Proof. We define an A-module homomorphism by

ϕ : A⊕A→ Aµ1 +Aµ2, (a, b) 7→ aµ1 + bµ2

ϕ is clearly onto. Let (a, b) ∈ ker(ϕ), i.e. aµ1 + bµ2 = 0. By regularity of the sequence

µ1, µ2, we deduce that b = b′µ1 for some b′ ∈ A, so (a+ b′µ2)µ1 = 0. Again by regularity,

we have a+ b′µ2 = 0 and so

ker(ϕ) = {(xµ2,−xµ1) | x ∈ A} ,

which is isomorphic to A as a ∗-module via the isomorphism κ : A → ker(ϕ), x 7→
(xµ2,−xµ1). Now the short exact sequence of ∗-modules over A

0 −→ A
κ−→ A⊕A ϕ−→ Aµ1 +Aµ2 −→ 0

induces the following exact sequence on Tate cohomology, using that h−(A) = 0:

0→ h−(Aµ1 +Aµ2)→ h+(A)
κ∗−→ h+(A)⊕ h+(A)

ϕ∗−→ h+(Aµ1 +Aµ2)→ 0

The assertions follow from this exact sequence since

κ∗ : h+(A)→ h+(A)⊕ h+(A), x 7→ (x[µ2], x[µ1])

is injective as Annh+(A)([µ1], [µ2]) = 0 by assumption.

We next consider the Tate cohomology of some quotient rings. The following will help

us to reduce to considering only one self-dual element instead of two mutually dual ones.

Lemma 2.7. Let A be a ∗-ring and λ ∈ A such that λ, λ∗ is a regular sequence and λλ∗

is not a zero divisor. Then the natural map

q : A/(λλ∗)→ A/(λ, λ∗)

induces an isomorphism on Tate cohomology.

Proof. Consider the commutative diagram

0 −−−−→ (λλ∗) −−−−→ A −−−−→ A/(λλ∗) −−−−→ 0y ∥∥∥ yq
0 −−−−→ (λ, λ∗) −−−−→ A −−−−→ A/(λ, λ∗) −−−−→ 0

(2.1)

where the rows are exact. Since λλ∗ is not a zero divisor and λ, λ∗ is a regular sequence,

Lemma 2.5 implies that the vertical maps in the following commutative diagram are

33



CHAPTER 2. TATE COHOMOLOGY

isomorphisms:

h∗((λλ∗)) −−−−→ h∗((λ, λ∗))x·[λλ∗] x·[λλ∗]
h∗(A) h∗(A)

Hence the homomorphism h∗((λλ∗))→ h∗((λ, λ∗)) induced by inclusion is also an isomor-

phism.

Now consider the long exact sequences induced by diagram (2.1). The assertion follows

immediately from the five lemma.

Remark. If λ, λ∗ is a regular sequence in A, it is easily verified that λλ∗ is not a zero

divisor if and only if λ∗, λ is also regular.

Now we show how Tate cohomology of some quotients can be computed.

Lemma 2.8. Let A be a ∗-ring and µ, λ ∈ A such that µ is self-dual and not a zero divisor

and λ, λ∗ is a regular sequence.

(i) If [µ] = 0 in h+(A), then

h∗(A/(µ)) ∼= h∗(A)⊕ [u] · h∗(A)

where u ∈ A with u+ u∗ = µ.

(ii) If [λλ∗] = 0 in h+(A), then

h∗(A/(λ, λ∗)) ∼= h∗(A)⊕ [u] · h∗(A)

where u ∈ A with u+ u∗ = λλ∗.

(iii) Suppose further that h−(A) = 0. Then h−(A/µA) = 0 if and only if [µ] ∈ h+(A) is

not a zero divisor in h+(A). Furthermore, we have h∗(A/(µ)) ∼= h+(A)/([µ]).

(iv) Suppose further that h−(A) = 0. Then h−(A/(λ, λ∗)) = 0 if and only if [λλ∗] ∈ h+(A)

is not a zero divisor in h+(A). Furthermore, we have h∗(A/(λ, λ∗)) ∼= h+(A)/([λλ∗]).

Proof. Parts (i) and (ii) are proved in [Zib15, Prop. 4.1]. We prove (iii), part (iv) is similar.

The short exact sequence of ∗-modules

0→ A
·µ−→ A→ A/(µ)→ 0

induces a long exact sequence on Tate cohomology. Using that h−(A) = 0 by assumption,

it can be written as

0→ h−(A/(µ))→ h+(A)
·[µ]−−→ h+(A)→ h+(A/(µ))→ 0
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The assertion now follows immediately.

The following corollary follows immediately by induction from parts (iii) and (iv) of

the previous lemma.

Corollary 2.9. Let A be a ∗-ring such that h−(A) = 0. Let µ1, . . . , µn ∈ A be self-dual

and λ1, . . . , λm ∈ A such that µ1, . . . , µn, λ1, λ
∗
1, . . . , λm, λ

∗
m is a regular sequence in A.

Then the following are equivalent:

(1) The sequence [µ1], . . . , [µn], [λ1λ
∗
1], . . . , [λmλ

∗
m] is regular in h+(A).

(2) h−(A/(µ1, . . . , µk)) = 0 for all 1 ≤ k ≤ n and h−(A/(µ1, . . . , µn, λ1, λ
∗
1, . . . , λj , λ

∗
j )) =

0 for all 1 ≤ j ≤ m.

If these equivalent conditions hold, then

h∗(A/(µ1, . . . , µn, λ1, λ
∗
1, . . . , λm, λ

∗
m)) ∼= h+(A)/([µ1], . . . , [µn], [λ1λ

∗
1], . . . , [λmλ

∗
m])

Let us now consider the situation where the element by which we divide is not regular

in Tate cohomology, but is a zero divisor with special properties.

Lemma 2.10. Let A be a ∗-ring with h−(A) = 0 and µ ∈ A be a self-dual regular element.

Suppose that Annh+(A)([µ]) = h+(A) · [µ] so that in particular [µ]2 = 0. Then

h∗(A/µA) ∼=
h+(A)

([µ])
⊕ h+(A)

([µ])
· [u]

is a free h+(A)/([µ])-module of rank 2 where u ∈ A such that u+ u∗ = µ2.

Proof. The short exact sequence of A-modules

0→ A
·µ−→ A→ A/µA→ 0

induces an exact sequence of h+(A)-modules given by

0→ h−(A/µA)
∂−→ h+(A)

·[µ]−−→ h+(A)→ h+(A/µA)→ 0

We immediately obtain h+(A/µA) ∼= h+(A)/([µ]). Now choose u ∈ A such that u+u∗ = µ2.

Then u ∈ A/µA defines an element [u] ∈ h−(A/µA) and ∂([u]) = [µ] ∈ h+(A) by definition

of the boundary map. Now ∂ induces an isomorphism

h−(A/µA)
∂−→∼= im(∂) = Annh+(A)([µ]) = h+(A) · [µ]

Since Annh+(A)([µ]) = h+(A) · [µ], the map h+(A)/([µ])
∼=−→ h+(A) · [µ], x 7→ x · [µ] is a

well-defined isomorphism. Thus as an h+(A)/([µ])-module, h−(A/µA) is freely generated

by [u] ∈ h−(A/µA).
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Finally, we quotient out an ideal generated by two elements which could be zero divisors

in Tate cohomology.

Lemma 2.11. Let A be a ∗-ring with h−(A) = 0 and let µ1, µ2 ∈ A be self-dual elements

that form an A-regular sequence. Suppose that Annh+(A) ([µ1], [µ2]) = 0. Then we have

isomorphisms of h+(A)-modules

h+(A/(µ1, µ2))
∼=←− h+(A)/([µ1], [µ2])

h−(A/(µ1, µ2))
∂−→∼=

ker(ψ)

h+(A) · ([µ2], [µ1])

where ψ : h+(A)⊕ h+(A)→ h+(A), (a, b) 7→ a[µ1] + b[µ2].

Proof. This follows immediately from Lemma 2.6 and the long exact sequence on Tate

cohomology induced by 0→ (µ1, µ2)→ A→ A/(µ1, µ2)→ 0.

2.3 Tate cohomology of representation rings

After a general lemma about the Tate cohomology of representation rings, we will determine

the Tate cohomology of the representation rings of centralisers of tori in compact connected

Lie groups. We computed these representation rings in section 1.3.2 for the ordinary types.

Lemma 2.12. Let G be a compact connected Lie group. Then h−(R(G)) = 0. Furthermore,

if C ⊂ G is a finite central subgroup, then the map h+(R(G/C))→ h+(R(G)) induced by

the quotient map G → G/C is an inclusion, and h+(R(G)) is integral over its subring

h+(R(G/C)). In particular, they have the same Krull dimension.

Proof. As a group, R(G) is the free group on isomorphism classes of irreducible representa-

tions of G. Any irreducible representation is either self-dual or dual to another irreducible

representation. This immediately implies h−(R(G)) = 0.

We saw in Lemma 1.18 that R(G/C) is the subgroup of R(G) generated by all iso-

morphism classes of irreducible representations via which C acts trivially. As a Z2-vector

space, h+(R(G)) has a basis comprising all irreducible self-dual representations of G, and

h+(R(G/C)) has a basis comprising all irreducible self-dual representations of G via which

C acts trivially. This shows that h+(R(G/C))→ h+(R(G)) is an inclusion. If ρ ∈ R(G)

is an irreducible self-dual representation, then by Schur’s Lemma, C acts trivially via

ρN for some N ∈ N. Hence [ρ]N ∈ h+(R(G/C)) and so [ρ] ∈ h+(R(G)) is integral over

h+(R(G/C)).

Let us now compute the Tate cohomology of the representation rings that we determined

in section 1.3.2.
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Type An

We use the notation as in Proposition 1.23.

Proposition 2.13. If not all of n1, . . . , nl are even, we have an isomorphism

l⊗
p=1

Z2

[
β

(p)
1 , . . . , β

(p)
bnp/2c

]
→ h+(R(HA)) (2.2)

where β
(p)
i 7→

[
x

(p)
i

(
x

(p)
i

)∗]
.

If all of n1, . . . , nl are even, we have an isomorphism

⊗l
p=1 Z2

[
β

(p)
1 , . . . , β

(p)
np
2

]
⊗ Z2[γ](

γ2 +
∏
p βnp

2

) → h+(R(HA)) (2.3)

where β
(p)
i 7→

[
x

(p)
i

(
x

(p)
i

)∗]
and γ 7→

[∏l
p=1 x

(p)
np
2

]
.

Proof. Recall the expression for R(HA) from Proposition 1.23. The monomials in indeter-

minates x
(p)
k and

(
x

(q)
nq

)±1
for 1 ≤ p ≤ l and 1 ≤ k < np and 1 ≤ q < l (note that we are

missing out x
(l)
nl ) form a Z-basis of R(HA). Since the duality takes monomials to monomials,

a Z2-basis of h+(R(HA)) is given by the self-dual monomials in these indeterminates. Now

suppose

z =
l∏

p=1

np−1∏
i=1

(
x

(p)
i

)a(p)
i ·

l−1∏
q=1

(
x(q)
nq

)bq
where a

(p)
i ∈ N0 and bq ∈ Z. Then

z∗ =
l−1∏
p=1

np−1∏
i=1

(
x(p)
np

)−a(p)
i
(
x

(p)
np−i

)a(p)
i ·

(
x(l)
nl

)−a(l)
1 −...−a

(l)
nl−1 ·

nl−1∏
j=1

(
x

(l)
nl−j

)a(l)
j ·

l−1∏
q=1

(
x(q)
nq

)−bq
=

l−1∏
p=1

np−1∏
i=1

(
x(p)
np

)−a(p)
i
(
x

(p)
np−i

)a(p)
i ·

nl−1∏
j=1

(
x

(l)
nl−j

)a(l)
j ·

l−1∏
q=1

(
x(q)
nq

)−bq+a(l)
1 +...+a

(l)
nl−1

recalling that x
(l)
nl =

(∏l−1
p=1 x

(p)
np

)−1
in R(HA).

So z = z∗ if and only if the following conditions hold:

a
(p)
i = a

(p)
np−i and 2bq = a

(l)
1 + . . .+ a

(l)
nl−1 − a

(q)
1 − . . .− a

(q)
nq−1

for all 1 ≤ p ≤ l and 1 ≤ i < np and all 1 ≤ q < l.

If z = z∗ and some np is odd, then we deduce from the above conditions that a
(q)
nq
2

must be even for all q where nq is even. In this case, it follows that z is a monomial in
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indeterminates x
(p)
i

(
x

(p)
i

)∗
where 1 ≤ p ≤ l and 1 ≤ i ≤ bnp/2c. This shows that the map

(2.2) above maps a Z2-basis to a Z2-basis, so it is an isomorphism.

If all of n1, . . . , nl are even, then we deduce that the self-dual monomials are in bijective

correspondence with the z of the form

z =

 l∏
p=1

x
(p)
np
2

d

·
l∏

q=1

nq/2∏
j=1

(
x

(q)
j

(
x

(q)
j

)∗)a(q)
j

where d ∈ {0, 1} and a
(p)
j ∈ N0. Thus we see that the map (2.3) maps a Z2-basis to a

Z2-basis, so it is an isomorphism.

Type Bn

We use the same notation as in Proposition 1.24. We see immediately that h+(R(HB))

is a polynomial ring over Z2 in m+
∑

pbnp/2c indeterminates, so h+(R(HB)) has Krull

dimension m +
∑

pbnp/2c. So h+(R(HB/CB)) has Krull dimension m +
∑

pbnp/2c by

Lemma 2.12.

Proposition 2.14. If not all of n1, . . . , nl are even, there is an isomorphism

l⊗
p=1

Z2

[
β

(p)
1 , . . . , β

(p)
bnp/2c

]
⊗ Z2[α1, . . . , αm]→ h+(R(HB/CB)) (2.4)

where β
(p)
i 7→

[
x

(p)
i

(
x

(p)
i

)∗]
and

αj 7→

[yj ] if 1 ≤ j ≤ m− 1

[Λm(y1)] = [tt∗ − 1− y1 − . . .− ym−1] if j = m

If all of n1, . . . , nl are even, there is an isomorphism

⊗l
p=1 Z2

[
β

(p)
1 , . . . , β

(p)
np/2

]
⊗ Z2[α1, . . . , αm]⊗ Z2[δ](

δ2 + (1 + α1 + . . .+ αm)β
(1)
n1/2

. . . β
(l)
nl/2

) → h+(R(HB/CB)) (2.5)

where β
(p)
i and αj are mapped as in the previous homomorphism and

δ 7→


[
∆
∏
p

(
x

(p)
np

)− 1
2
x

(p)
np
2

]
=

[
t
∏
p x

(p)
np
2

]
if m > 0[∏

p

(
x

(p)
np

)− 1
2
x

(p)
np
2

]
=

[
t
∏
p x

(p)
np
2

]
if m = 0

Proof. Suppose m > 0. In Proposition 1.24, we saw that R(HB/CB) is a tensor product

of a Laurent and polynomial ring. The duality takes monomials to monomials, so the
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self-dual monomials are a Z2-basis of h+(R(HB/CB)). Suppose

z = ta
l∏

p=1

np−1∏
i=1

(
x

(p)
i

)b(p)i ·
l∏

q=1

(
x(q)
nq

)cq
·
m−1∏
q=1

y
dq
q

is a self-dual monomial where a, b
(p)
i , dq ∈ N0 and cp ∈ Z. Then

z = z∗ = ta
l∏

r=1

(
x(r)
nr

)a l∏
p=1

np−1∏
i=1

(
x(p)
np

)−b(p)i
(
x

(p)
np−i

)b(p)i ·
l∏

q=1

(
x(q)
nq

)−cq
·
m−1∏
q=1

y
dq
q

This equality holds if and only if

2cp = a− b(p)1 − . . .− b
(p)
np−1 and b

(p)
i = b

(p)
np−i

for all 1 ≤ p ≤ l and 1 ≤ i < np.

Suppose there is some 1 ≤ p ≤ l so that np is odd. Then
∑np−1

k=1 b
(p)
k = 2

∑(np−1)/2
k=1 b

(p)
k

is even and so a is even. Then we must also have that b
(r)
nr/2

is even when nr is even. This

shows that z can in fact be written as a product of powers of

tt∗ and x
(p)
j

(
x

(p)
j

)∗
and yq

for 1 ≤ p ≤ l and 1 ≤ j ≤ bnp/2c and 1 ≤ q < m. This proves that the above map (2.4)

is surjective, noting that under the isomorphism of Proposition 1.24, tt∗ corresponds to

∆2 = 1 + y1 + . . .+ ym.

Now suppose that n1, . . . , nl are all even. If we choose a odd, we must also choose b
(p)
np/2

odd for all 1 ≤ p ≤ l. We deduce that z can be written as a product of powers of

tt∗ and t
l∏

p=1

x
(p)
np
2

and x
(p)
j

(
x

(p)
j

)∗
and yq

for 1 ≤ p ≤ l and 1 ≤ i < np and 1 ≤ q < m. This proves that the above map (2.5) is

surjective, again noting that under the isomorphism of Proposition 1.24, tt∗ corresponds to

∆2 = 1 + y1 + . . .+ ym.

Note that in both cases, both the domain and codomain of the surjective maps are

integral domains with the same Krull dimension m+
∑l

i=1 ni. Hence the maps must in

fact be isomorphisms.

Similar arguments apply for m = 0.

Type Cn

We use the notation of Proposition 1.25. We immediately obtain:
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Proposition 2.15. We have an isomorphism

l⊗
p=1

Z2

[
β

(p)
1 , . . . , β

(p)
bnp/2c

]
⊗ Z2 [α1, . . . , αm]→ h+(R(HC))

where β
(p)
i 7→

[
x

(p)
i

(
x

(p)
i

)∗]
and αj 7→ [yj ].

Type Dn

Recall the notation from Proposition 1.26.

Proposition 2.16. If m > 2 is odd, we have an isomorphism

Z2[α1, . . . , αm−1]⊗
l⊗

p=1

Z2

[
β

(p)
1 , . . . , β

(p)
bnp/2c

]
→ h+(R(HD/CD))

where

αj 7→

[yj ] if 1 ≤ j < m− 1[
Λm−1(y1)

]
= [d+d− − ym−3 − ym−5 − . . .] if j = m− 1

and β
(p)
i 7→

[
x

(p)
i

(
x

(p)
i

)∗]
If m ≥ 2 is even and not all of n1, . . . , nl are even, we have an isomorphism

Z2[α1, . . . , αm−2, δ1, δ2, δ]

(δ1δ2 + δ2)
⊗

l⊗
p=1

Z2

[
β

(p)
1 , . . . , β

(p)
bnp/2c

]
→ h+(R(HD/CD)) (2.6)

where αj and β
(p)
i are mapped as before and δ1 7→

[
d+d

∗
+

]
and δ2 7→

[
d−d

∗
−
]

and δ 7→ [d+d−].

If m ≥ 2 is even and all of n1, . . . , nl are even, we have an isomorphism

Z2 [α1, . . . , αm−2, δ1, δ2, δ, ζ1, ζ2]⊗
⊗l

p=1 Z2

[
β

(p)
1 , . . . , β

(p)
np
2

]
I

→ h+(R(HD/CD)) (2.7)

where

I =
(
δ1δ2 + δ2, ζ2

1 + δ1Y, ζ
2
2 + δ2Y, ζ1ζ2 + δY, δζ1 + ζ2δ1, δζ2 + ζ1δ2

)
with Y := β

(1)
n1
2

. . . β
(l)
nl
2

, mapping αj and β
(p)
i as before and

δ 7→ [Γ+Γ−] = [d+d−], δ1 7→
[
Γ2
−
]

=

[
d2
−
∏
q

x(q)
nq

]
, δ2 7→

[
Γ2

+

]
=

[
d2

+

∏
q

(
x(q)
nq

)−1
]
,
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ζ1 7→

[
Γ−
∏
q

(
x(q)
nq

)− 1
2
x

(q)
nq
2

]
=

[
d−
∏
q

x
(q)
nq
2

]
,

ζ2 7→

[
Γ+

∏
q

(
x(q)
nq

)− 1
2
x

(q)
nq
2

]
=

[
d+

∏
q

(
x(q)
nq

)−1
x

(q)
nq
2

]
.

If m = 0 and not all of the n1, . . . , nl are even, we have an isomorphism

l⊗
p=1

Z2

[
β

(p)
1 , . . . , βbnp/2c

]
→ h+(R(HD/CD)) (2.8)

where β
(p)
i 7→

[
x

(p)
i

(
x

(p)
i

)∗]
.

If m = 0 and all of the n1, . . . , nl are even, we have an isomorphism

⊗l
p=1 Z2

[
β

(p)
1 , . . . , βnp

2

]
⊗ Z2[γ](

γ2 +
∏
q β

(q)
nq
2

) → h+(R(HD/CD)) (2.9)

where β
(p)
i is mapped as before and γ 7→

[∏
q

(
x

(q)
nq

)− 1
2
x

(q)
nq
2

]
=

[
t−1
∏
q x

(q)
nq
2

]
.

Proof. Suppose m > 2 is odd. Then d∗+ = d− and from Proposition 1.26, we see that

R(HD/CD) is a tensor product of ∗-rings, the Tate cohomology of each of which we know.

Noting that d−d+ = Γ+Γ− = ym−1 + ym−3 + . . ., the result follows.

Suppose m ≥ 2 is even. The self-dual monomials in R(HD/CD) form a Z2-basis of the

Tate cohomology. So suppose that

z = d
a+
+ d

a−
− ·

m−2∏
i=1

ybii ·
l∏

p=1

np−1∏
j=1

(
x

(p)
j

)c(p)j ·
l∏

q=1

(
x(q)
nq

)fq
where a+, a−, bi, c

(p)
j ∈ N0 and fq ∈ Z. Then

z∗ = d
a+
+ d

a−
− ·

m−2∏
i=1

ybii ·
l∏

q=1

(
x(q)
nq

)−fq−a++a−−c(q)1 −...−c
(q)
nq−1 ·

l∏
p=1

np−1∏
j=1

(
x

(p)
np−j

)c(p)j

So z = z∗ if and only if

c
(p)
j = c

(p)
np−j and 2fq = a− − a+ − c(q)

1 − . . .− c
(q)
nq−1 (2.10)

for all 1 ≤ p, q ≤ l and 1 ≤ j < np.

Suppose in addition that not all of the n1, . . . , nl are even. Then we deduce from the

above that if z = z∗, we must have that a− − a+ is even. Thus if q is such that nq is even,
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it follows that also c
(q)
nq/2

is even. All this implies that z is a product of powers of

x
(p)
i

(
x

(p)
i

)∗
and d2

+ ·
l∏

q=1

(
x(q)
nq

)−1
and d2

− ·
l∏

q=1

x(q)
nq and d+d−

This shows that the map (2.6) is surjective. We know by Lemma 2.12 that h+(R(HD/CD))

is an integral domain of the same Krull dimension as h+(R(HD)). From the description of

R(HD) before Proposition 1.26, we see that if m is even, then h+(R(HD)) is a polynomial

algebra over Z2 in m+
∑

pbnp/2c indeterminates. So its Krull dimension is m+
∑

pbnp/2c.
Observe that the ring in the domain of (2.6) is also an integral domain of the same Krull

dimension. Hence the surjection must in fact be an isomorphism by Lemma 1.22.

On the other hand, still assuming m ≥ 2 is even, suppose in addition that all of

n1, . . . , nl are even. If z = z∗, we deduce from (2.10) that z is a product of powers of

x
(p)
i

(
x

(p)
i

)∗
and d2

+ ·
l∏

q=1

(
x(q)
nq

)−1
and d2

− ·
l∏

q=1

x(q)
nq and d+d−

and d+

l∏
q=1

(
x(q)
nq

)−1
x

(q)
nq
2

and d−

l∏
q=1

x
(q)
nq
2

This shows that the map (2.7) is surjective. The ring in the domain is an integral domain

of Krull dimension at most m +
∑

pbnp/2c. We defer the proof of this to Lemma 2.17.

Assuming this, the Krull dimension must be exactly m+
∑

pbnp/2c since it surjects onto an

integral domain of this Krull dimension, and the surjection must actually be an isomorphism

by Lemma 1.22.

For m = 0, the arguments are analogous.

Lemma 2.17. Let

S := Z2 [α1, . . . , αm−2, δ1, δ2, δ, ζ1, ζ2]⊗
l⊗

p=1

Z2

[
β

(p)
1 , . . . , β

(p)
kp

]
and consider the chain of ideals I1 ⊂ I2 ⊂ I3 where

I1 :=
(
δ1δ2 + δ2

)
,

I2 :=
(
δ1δ2 + δ2, ζ2

1 + δ1Y
)
,

I3 :=
(
δ1δ2 + δ2, ζ2

1 + δ1Y, ζ
2
2 + δ2Y, ζ1ζ2 + δY, δζ1 + ζ2δ1, δζ2 + ζ1δ2

)
with Y := β

(1)
k1
. . . β

(l)
kl

. Then I1, I2, I3 are prime. In particular, ht(I3) ≥ 3.

Proof. We consider the ring

T := Z2 [δ1, δ2, δ, ζ1, ζ2, Z]
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and we define ideals of T by

J1 :=
(
δ1δ2 + δ2

)
,

J2 :=
(
δ1δ2 + δ2, ζ2

1 + δ1Z
)
,

J3 :=
(
δ1δ2 + δ2, ζ2

1 + δ1Z, ζ
2
2 + δ2Z, ζ1ζ2 + δZ, δζ1 + ζ2δ1, δζ2 + ζ1δ2

)
One can check, for example using a computer algebra system, that J1, J2, J3 are prime

ideals in S and that Z 6∈ J3. For a ∈ {1, 2, 3}, we define

S̃(a) := T/Ja ⊗ Z2 [α1, . . . , αm−2]⊗
l⊗

p=1

Z2

[
β

(p)
1 , . . . , β

(p)
kp

]
∼= T/Ja

[
αi, β

(p)
j | 1 ≤ i ≤ m− 2, 1 ≤ p ≤ l, 1 ≤ j ≤ kp

]
,

a polynomial ring over T/Ja. We have that T/Ja is an integral domain and Z 6= 0 in T/Ja.

Observe that S/Ia ∼= S̃(a)/
(
Z + β

(1)
k1
. . . β

(l)
kl

)
S̃(a). We want to show this is an integral

domain. This now follows from:

Claim. Let R be an integral domain and r ∈ R \ {0}. Then the ideal (r +X1 . . . Xn) of

R[X1, . . . , Xn] is prime.

Proof of claim. Let A := R[X1, . . . , Xn]/(r + X1 . . . Xn). We want to show that A is an

integral domain. We prove this by induction on n. It is clear for n = 1.

X1 is not a zero divisor in A: For, suppose we have f, g ∈ R[X1, . . . , Xn] with fX1 =

g · (r + X1 . . . Xn). Then (f − gX2 . . . Xn)X1 = gr, so gr ∈ (X1). Since R is an integral

domain, (X1) ⊂ R[X1, . . . , Xn] is a prime ideal. As r ∈ R \ {0} we deduce g ∈ (X1), so

there is g′ ∈ R[X1, . . . , Xn] with g = g′X1. But then fX1 = g′X1(r +X1 . . . Xn) and thus

f = g′ · (r +X1 . . . Xn), so f ∈ (r +X1 . . . Xn). This proves that X1 is not a zero divisor

in A.

Now

AX1

∼= R
[
X±1

1 , X2, . . . , Xn

]
/(r +X1 . . . Xn) ∼= R

[
X±1

1 , X2, . . . , Xn

]
/(rX−1

1 +X2 . . . Xn)

Setting R′ := R
[
X±1

1

]
and r′ := rX−1

1 , we see by induction hypothesis that

AX1

∼= R′[X2, . . . , Xn]/(r′ +X2 . . . Xn)

is an integral domain. Since X1 ∈ A is not a zero divisor, this shows A is an integral

domain.

This completes the proof of our lemma.
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Chapter 3

Regular Sequences

As we already indicated in the previous chapter, regular sequences play an important role

in the computation of Tate cohomology of quotient rings. In fact, as we will see in the next

chapter, proving that certain polynomials form a regular sequence is at the heart of our

computations of the Witt ring of complex flag varieties. We therefore dedicate a chapter

to regular sequences to present the theory and results which we will need later. More

specifically, the aim is to lay the necessary groundwork to prove regularity of a certain

sequence of polynomials occurring in our computations.

In the first section, we recall the basic definitions and explain some results about regular

sequences. Most importantly, we give equivalent criteria in terms of Krull dimension to

determine if a sequence of elements of a ring is regular. We use these criteria in the second

section to prove regularity of homogeneous polynomials in a particular example. It is

important for our computations in the next chapter. In the third section, we consider

sequences of inhomogeneous elements in a graded ring, for example a polynomial ring. We

prove that we can often deduce regularity of such a sequence by just looking at the highest

homogeneous components of the inhomogeneous elements. This is the central result to

prove regularity of the sequence of polynomials occurring in our computation.

Everything in the first section is standard theory and can be found in the literature,

for instance in [BH93] and [Mat80]. We suppose that the application in the second section

should also be contained somewhere in the literature although we have not been able to

find a reference. The content of the third section is our own work.

We have tried to keep this chapter reasonably self-contained and give precise references

for the results we do not prove here.

Throughout this chapter, let R, S be commutative rings with a multiplicative unit. If

x1, . . . , xn ∈ R, we denote by (x1, . . . , xn) the ideal generated by x1, . . . , xn.
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3.1 Basic facts about regular sequences

We explain some basic definitions and results. We can naturally only give a glimpse of the

whole theory and have left out what we did not deem necessary for the understanding of

the following two sections.

Roughly speaking, a sequence of elements in R is regular if the elements are as

independent as possible.

Definition 3.1. A sequence x1, . . . , xn ∈ R is almost R-regular (or simply almost regular

if there is no ambiguity about the underlying ring) if for every 1 ≤ i ≤ n, the map

R/(x1, . . . , xi−1)
·xi−→ R/(x1, . . . , xi−1)

is injective. If in addition, (x1, . . . , xn) 6= R holds, it is called R-regular (or regular).

In the literature, one finds the more general notion of M-regular sequences for an

R-module M . Our restriction to the case M = R in the above definition suffices for our

purposes.

Example 3.2.

(i) The standard example of a regular sequence is indeterminates in a polynomial ring:

Let A be a ring and R = A[X1, . . . , Xn], then X1, . . . , Xn is clearly a regular sequence.

(ii) The order of the elements matters in regular sequences. For example, the sequence

X, Y (1−X), Z(1−X)

is regular in C[X,Y, Z], while

Y (1−X), Z(1−X), X

is not. We will see however that in Noetherian local rings, the order of the elements

does not matter.

(iii) Any regular system of parameters in a regular local ring forms a regular sequence

[Eis04, Cor. 10.15].

Almost-regularity is preserved under flat ring extensions:

Proposition 3.3. If R and S are rings such that S is a flat R-module and x1, . . . , xn ∈ R
is an almost R-regular sequence, then it is almost S-regular.

Proof. Since S is a flat R-module, S ⊗R − is an exact functor. In particular, it preserves

injectivity of homomorphisms.

We will use the following consequence later:
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Corollary 3.4. Let F ⊂ L be a field extension and R be an F -algebra. A sequence

x1, . . . , xn ∈ R is almost R-regular if and only if it is almost L⊗F R-regular.

Proof. Note that L is a free F -module since F is a field, so L is a faithfully flat F -module.

Thus one implication is immediate by Proposition 3.3 and the other one follows similarly,

using that L is faithfully flat.

We will now see that regularity of a sequence has strong implications for Krull dimension.

First, recall that the height of a prime ideal P , denoted by ht(P ), is defined as the maximal

n such that there is a chain of prime ideals

P0 ( P1 ( . . . ( Pn = P

For any ideal I, its height is defined as the minimal height of the prime ideals containing I.

Lemma 3.5. Let P be a minimal prime of R and 0 6= x ∈ P . Then x is a zero divisor.

Proof. In the localised ring RP , we have a unique prime ideal PP which is hence also the

nilradical. Thus x/1 ∈ RP is nilpotent, so there are t ∈ R \P and n ∈ N such that txn = 0.

So x is a zero divisor.

Proposition 3.6. Let R be Noetherian and x1, . . . , xn ∈ R be a regular sequence. Then

ht(x1, . . . , xn) = n.

Proof. We prove this by induction on n. Suppose n = 1 and let x1 ∈ R be a regular

element. By Lemma 3.5, x1 is not contained in any minimal prime, so ht(x1) ≥ 1. On the

other hand, ht(x1) ≤ 1 by Krull’s principal ideal theorem. Hence ht(x1) = 1.

Suppose now that ht(x1, . . . , xn−1) = n − 1. Since xn is not a zero divisor in

R/(x1, ..., xn−1), it cannot be contained in a minimal prime of R/(x1, . . . , xn−1) by Lemma

3.5. So any minimal prime of (x1, . . . , xn) is not a minimal prime of (x1, . . . , xn−1). Thus

ht(x1, . . . , xn) ≥ ht(x1, . . . , xn−1) + 1 = n

By Krull’s principal ideal theorem, ht(x1, . . . , xn) ≤ n. Hence ht(x1, . . . , xn) = n and we

have proved the claim.

We now define one of the most important numerical invariants of a ring besides its

Krull dimension:

Definition 3.7. Let R be Noetherian and I be a proper ideal. We call the maximal length

of a regular sequence in I the I-depth of R and denote it by depthI(R).

Proposition 3.6 immediately implies the following relationship between depth and Krull

dimension:

Proposition 3.8. Let R be Noetherian and I be a proper ideal. Then depthI(R) ≤ ht(I).
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The rings where the notions of depth and height coincide have a rich theory and get

their own terminology.

Definition 3.9. Let R be Noetherian.

(i) If R is local with maximal ideal m, we say that R is Cohen-Macaulay if depthm(R) =

ht(m).

(ii) In general, R is called Cohen-Macaulay if the localisation of R at every maximal

ideal is Cohen-Macaulay.

In fact, one can show that in a Cohen-Macaulay ring R, depthI(R) = ht(I) for every

proper ideal I [BH93, Cor. 2.1.4]. Cohen-Macaulay rings are useful for us precisely because

the notions of depth and height coincide and so we are able to use dimension theory to

show that a sequence of elements is regular. Let us first consider some (non-)examples of

Cohen-Macaulay rings.

Example 3.10.

(i) Regular local rings are Cohen-Macaulay since any regular system of parameters is a

regular sequence (cf. Example 3.2(iii)).

(ii) Let k be a field. Since the localisation of the polynomial ring k[X1, . . . , Xn] at any

prime ideal is regular local and hence Cohen-Macaulay, k[X1, . . . , Xn] is Cohen-

Macaulay.

(iii) If k is a field, R = k[X,Y ]/(X2, XY ) is not Cohen-Macaulay: Every element of the

maximal ideal (X,Y ) is annihilated by the non-trivial element X and is hence a zero

divisor. So depth(X,Y )(R) = 0 < ht(X,Y ).

As already indicated, we want to deduce dimension-theoretical criteria for regularity of

a sequence in Cohen-Macaulay rings. We are particularly interested in polynomial rings.

We will first consider regular sequences in local rings and then move on to graded rings in

order to deal with polynomial rings afterwards.

We saw in Example 3.2(ii) that the order of the elements generally matters in regular

sequences. However, in Noetherian local rings, it does not.

Proposition 3.11. Suppose (R,m) is Noetherian local and x1, . . . , xn ∈ R is a regular

sequence. Then for any permutation σ ∈ Sn, the sequence xσ(1), . . . , xσ(n) is regular.

Proof. It suffices to prove this for n = 2 and σ ∈ S2 the non-trivial transposition. So let

x1, x2 ∈ R be a regular sequence. Suppose a ∈ R with ax2 = 0. Then a ∈ (x1) since x1, x2

is regular. Say a = a′x1 where a′ ∈ R. Then a′x1x2 = 0. Since x1 is not a zero divisor,

we deduce a′x2 = 0. Hence a′ ∈ (x1) and so a ∈ (x1)2. Continuing in this way, we obtain

a ∈
⋂∞
k=1(x1)k. So by Krull’s intersection theorem, a = 0 as required.
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Hence x2 ∈ R is not a zero divisor. Now let b ∈ R with bx1 ∈ (x2). Then there is c ∈ R
with bx1 = cx2, so cx2 ∈ (x1), so c ∈ (x1) since x1, x2 is a regular sequence. Say c = c′x1.

Hence bx1 = c′x2x1 and so b = c′x2 ∈ (x2) since x1 is not a zero divisor.

Here is finally a dimension-theoretical criterion for regularity of sequences in local

Cohen-Macaulay rings:

Theorem 3.12. Let (R,m) be local Cohen-Macaulay. A sequence x1, . . . , xn ∈ R is regular

if and only if ht(x1, . . . , xn) = n.

Proof. See [Mat80, Thm. 31].

We move on to graded rings. Many results about local rings can be carried over to

analogous results about graded rings: Let R be a graded ring, i.e. there are abelian

subgroups Ri ⊂ R for i ∈ Z with Ri = 0 if i < 0 and R =
⊕

i∈ZRi and RiRj ⊂ Ri+j for

all i, j ∈ Z. We suppose further that R is Noetherian and that R0 = k is a field.

Then R has a unique homogeneous maximal ideal m =
⊕∞

i=1Ri. For this reason, as long

as we restrict to considering homogeneous elements, R behaves like a local ring. We will

see that with regard to the notions of depth and regular sequences, this is indeed the case.

This often makes it easier to prove regularity for a sequence of homogeneous elements, for

example in polynomial rings. So let us now formulate results analogous to Proposition 3.11

and Theorem 3.12.

Proposition 3.13. Let R be graded as above and f1, . . . , fn ∈ R be a regular sequence of

homogeneous elements. Then any permutation of the fi is again a regular sequence.

Proof. It suffices to consider the case n = 2. So let f1, f2 ∈ R be a homogeneous regular

sequence. Note that f1 and f2 must have positive degree since (f1, f2) 6= R. Since

localisation is an exact functor, f1

1 ,
f2

1 is an Rm-regular sequence. By Proposition 3.11, it

now suffices to show that if f ∈ R is homogeneous such that f
1 is not a zero divisor in Rm,

then neither is f a zero divisor in R. This is easy: Suppose g ∈ R such that fg = 0. Then
f
1 ·

g
1 = 0 in Rm and so g

1 = 0. Hence there is h 6∈ m such that gh = 0. Since h 6∈ m, it must

have a non-zero homogeneous component h0 ∈ R0 = k in degree 0. Suppose g 6= 0 and let

its lowest non-zero homogeneous component be gk ∈ Rk. Then gh = 0 implies h0gk = 0

and thus gk = 0, but this is a contradiction. Hence g = 0 as required.

We want to find equivalent criteria for the regularity of a sequence of homogeneous

elements in a graded ring. From now, let R be as above and assume in addition that R is

finitely generated as an R0 = k-algebra. Then we can define the Hilbert series of R as the

formal power series

F (R, λ) =

∞∑
n=0

dimk(Rn)λn ∈ Z[[λ]]

where dimk(Rn) denotes the k-vector space dimension of Rn.
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Theorem 3.14. Let R =
⊕∞

i=0Ri be a graded ring such that R0 = k is a field and suppose

R is finitely generated as a k-algebra. Let f1, . . . , fn ∈ R be homogeneous of positive degree.

Then (1)⇔(2) if R is Cohen-Macaulay and (1)⇔(3) in general, where

(1) f1, . . . , fn is an R-regular sequence.

(2) ht(f1, . . . , fn) = n

(3) F (R/(f1, . . . , fn), λ) = F (R, λ) ·
∏n
i=1(1− λdeg(fi))

Proof. We saw in Proposition 3.6 that (1) implies (2). Suppose now (2) holds. Since the

fi are homogeneous, any minimal prime over (f1, . . . , fn) is homogeneous [BH93, Lem.

1.5.6(a)]. By (2), we can find a chain of prime ideals P0 ( P1 ( . . . ( Pn where Pn is a

minimal prime over (f1, . . . , fn). We may assume the Pi are homogeneous [BH93, Thm.

1.5.8], so they are contained in m. Thus we deduce that ht
(
f1

1 , . . . ,
fn
1

)
= n in Rm. So by

Theorem 3.12, it follows that f1

1 , . . . ,
fn
1 is Rm-regular. By the same argument as in the

proof of Proposition 3.13, f1, . . . , fn is a R-regular sequence.

The equivalence of (1) and (3) is shown in [Sta78, Cor. 3.2].

3.2 Application: A regular sequence of homogeneous poly-

nomials

We want to apply Theorem 3.14 to prove regularity of a particular sequence of homogeneous

polynomials, which together with the result in the next section of this chapter will be

important for our computations of Witt rings.

Let K be a field. We consider the polynomial ring

A = K[X1,1, X1,2, . . . , X1,n1 , X2,1, . . . , Xm,1, . . . , Xm,nm ]

as a graded ring with grading given by |Xi,j | = j. Recall that we showed in Example 3.10(ii)

that polynomial rings over a field are Cohen-Macaulay. We define certain polynomials Qa

by

Qa =
∑

i1+...+im=a

X1,i1X2,i2 . . . Xm,im

1 ≤ a ≤ N :=

m∑
j=1

nj


where in this sum, we follow the convention that Xk,0 = 1 for 1 ≤ k ≤ m. Note that Qa is

homogeneous of degree a.

Proposition 3.15. The Qa for 1 ≤ a ≤ N form a regular sequence.

Proof. Since the Qa are homogeneous, it is sufficient by Theorem 3.14 to show that the

ideal generated by the Qa is of maximal height. So let P be a prime ideal with Qa ∈ P for

1 ≤ a ≤ N . It is sufficient to show that P = (Xi,j | 1 ≤ i ≤ m, 1 ≤ j ≤ ni).
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Suppose this is false and let {i1, . . . , ir} = {i | ∃j : Xi,j 6∈ P}. By assumption, this set is

non-empty. For every 1 ≤ k ≤ r, let jk be the largest j with Xik,j 6∈ P .

Let J =
∑r

k=1 jk. Then every monomial in QJ either contains some Xi,j with i 6∈
{i1, . . . , ir}, in which case this monomial is in P , or it contains only monomials Xi,j with

i ∈ {i1, . . . , ir}. In the latter case, there is either some 1 ≤ k ≤ r such that the monomial

contains Xik,j with j > jk (in which case this monomial is in P according to the maximality

condition on jk) or the monomial is equal to Xi1,j1 . . . Xir,jr , which is not in P since P is

prime. So there is only one monomial in QJ which is not in P . Thus QJ 6∈ P . But this is

a contradiction. Hence P = (Xi,j) as required.

Let I be the ideal in A generated by the Qa for 1 ≤ a ≤ N . As the Qa form a regular

sequence, by Theorem 3.14 we have ht(I) = N and so A/I has Krull dimension 0. Hence

A/I is a finite-dimensional K-vector space. We want to use the Hilbert function of A/I to

compute this dimension.

We have that

F (A, λ) =
1∏m

p=1

∏np
i=1(1− λi)

By Theorem 3.14, it follows that

F (A/I, λ) = F (A, λ) ·
N∏
j=1

(1− λj) =

∏N
j=1(1− λj)∏m

p=1

∏np
i=1(1− λi)

=
(1− λ)N ·

∏N
j=1(1 + λ+ . . .+ λj−1)

(1− λ)N ·
∏m
p=1

∏np
i=1(1 + λ+ . . .+ λi−1)

=

∏N
j=1(1 + λ+ . . .+ λj−1)∏m

p=1

∏np
i=1(1 + λ+ . . .+ λi−1)

This implies:

Proposition 3.16. dimK(A/I) = F (A/I, 1) = (n1+...+nm)!
n1!·...·nm!

3.3 Regular sequences of inhomogeneous elements of graded

rings

After considering homogeneous elements, we now consider sequences of inhomogeneous

elements in graded rings. Our aim is to prove that if the highest homogeneous components

form a regular sequence, then so do the inhomogeneous elements. This will be useful

because as we have seen in the previous sections, we have dimension-theoretical tools at

our disposal to prove regularity of homogeneous elements.

Suppose R =
⊕

p∈ZRp is a commutative graded ring with Rp = 0 for p < 0. We define
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an ascending filtration of R by subgroups by

F aR :=
⊕
p≤a

Rp

This is not a filtration by ideals, but F a · F b ⊂ F a+b for all a, b ∈ Z. So grFR :=⊕
a∈Z F

aR/F a−1R inherits a ring structure. It is easy to see that grFR
∼= R. Suppose

now we are given elements y1, . . . , yn ∈ R with

yi = xi + lower degree terms (1 ≤ i ≤ n)

where xi ∈ Rki is homogeneous.

Lemma 3.17. Suppose x1, . . . , xn is a regular sequence in every order in R and r1, . . . , rl ∈
R with

z := r1y1 + . . .+ rlyl ∈ F aR

Then the term of degree a of z is in (x1, . . . , xl).

Proof. We write ri = r′i + r′′i where r′i is homogeneous of highest degree in ri and r′′i is a

sum of terms of lower degree. We prove the claim by induction on

M := max
({

deg(r′i)deg(xi) | 1 ≤ i ≤ l
})

If M ≤ a, then the term in z of degree a is a sum of some of the terms r′ixi and so is in

(x1, . . . , xl).

SupposeM > a and let 1 ≤ i1, . . . , ik ≤ l be all the distinct indices such that deg(r′ip)deg(xip) =

M for 1 ≤ p ≤ k. Then r′i1xi1 + . . .+ r′ikxik is the term in z of highest degree M and so

r′i1xi1 + . . .+ r′ikxik = 0

since M > a and z ∈ F aR. Since the xi are a regular sequence in any order, we deduce

that r′ip ∈ (x1, . . . , xl) for 1 ≤ p ≤ k. But then consider

z′ := z −
k∑
p=1

r′ipyip = r1y1 + . . .+ rlyl −
k∑
p=1

r′ipyip

By induction, we deduce that the term of degree a in z′ is in (x1, . . . , xl). But since

r′ip ∈ (x1, . . . , xn) for 1 ≤ p ≤ k, this also holds for z.

Remark. The assertion is not true if we do not assume regularity of the sequence xi. For

example, consider R = Z2[α, β] with deg(α) = deg(β) = 1, and set y1 = α and y2 = α2 + β

so that x1 = α and x2 = α2. Then αy1 + y2 = β ∈ F 1R, but β 6∈ (x1, x2).

The filtration F ∗R induces a filtration F ∗Rl of Rl := R/(y1, . . . , yl) for every 1 ≤ l ≤ n
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via the quotient map ql : R→ Rl.

Proposition 3.18. We use the notation introduced in this section.

(i) There is a surjective ring homomorphism

R/(x1, . . . , xl)→ grF (Rl) =
⊕
a∈Z

F aRl/F
a−1Rl

of graded rings for every 1 ≤ l ≤ n.

(ii) If x1, . . . , xn is an R-regular sequence in every order, the surjection from (i) is an

isomorphism.

Remark. Since the xi are homogeneous,

R/(x1, . . . , xl) ∼=
⊕
a∈Z

Ra
Ra ∩ (x1, . . . , xl)

is naturally a graded ring. Furthermore, the condition in (ii) that x1, . . . , xn be regular in

every order is not much stronger than that x1, . . . , xn be regular in some order, as we saw

in Proposition 3.13: If R is Noetherian and R0 is a field, these conditions are equivalent.

Proof. (i) For every a ∈ Z, we have a surjective additive homomorphism

F aR

F a−1R
�

im(F aR
ql−→ R/(y1, . . . , yl))

im(F a−1R
ql−→ R/(y1, . . . , yl))

=
F aRl
F a−1Rl

,

[x] 7→ [ql(x)]

These homomorphisms induce a surjective ring homomorphism grFR→ grFRl and

thus we obtain a surjective ring homomorphism

R =
⊕
a∈Z

Ra ∼= grFR→ grFRl

We observe that x1, . . . , xl are all in the kernel of this map. Hence this induces a

surjective ring homomorphism

f : R/(x1, . . . , xl) � grFRl

(ii) We define an inverse of the map f in (i). First, for every a ∈ Z we define a map

F aRl = im(F aR
ql−→ R/(y1, . . . , yl))→ Ra/(Ra ∩ (x1, . . . , xl)),

ql(x+ lower degree terms) 7→ [x] (where x ∈ Ra)
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This is well-defined by Lemma 3.17. It is clearly an additive homomorphism for every

a ∈ Z and induces a homomorphism

F aRl
F a−1Rl

→ Ra
Ra ∩ (x1, . . . , xl)

for every a ∈ Z. All these maps induce a ring homomorphism

g : grFRl → R/(x1, . . . , xl)

which is, by construction, inverse to the homomorphism f constructed in (i).

We can now prove the main result of this section:

Corollary 3.19. Let R =
⊕

p∈Z be a commutative graded ring with Rp = 0 for p < 0. Let

y1, . . . , yn ∈ R be such that for all 1 ≤ i ≤ n,

yi = xi + lower degree terms

where xi ∈ Rki is homogeneous. If x1, . . . , xn is R-regular in every order, then so is

y1, . . . , yn.

Proof. Suppose y1, . . . , yl is an R-regular sequence and suppose r ∈ R with ryl+1 ∈
(y1, . . . , yl). Suppose ql(r) 6= 0 in Rl = R/(y1, . . . , yl). Then there is a minimal p ∈ Z
such that ql(r) ∈ F pRl. Consider [ql(r)] ∈ F pRl/F

p−1Rl and [ql(yl+1)] = [ql(xl+1)] ∈
F kl+1Rl/F

kl+1−1Rl. Then

0 = [ql(r)] · [ql(yl+1)] = [ql(r)] · [ql(xl+1)] in
F p+kl+1Rl
F p+kl+1−1Rl

⊂ grFRl.

Applying the isomorphism g from the proof of Proposition 3.18 (ii) and using that

x1, . . . , xl+1 is R-regular, we deduce that ql(r) = 0 in F pRl/F
p−1Rl and so ql(r) ∈ F p−1Rl.

This contradicts the minimality of p.
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Chapter 4

Outline of the Computation of

Witt Rings

We are now ready to outline our method of computation of the Witt ring of complex flag

varieties in detail. We use the approach developed in [Zib15]. There the author computes

the Witt ring of all full flag varieties. We slightly generalise the approach to be able to

apply it to all flag varieties.

Throughout this section, let G be a compact simply connected Lie group and H be a

closed connected subgroup of maximal rank. We denote by i : H → G the inclusion map.

We have seen that by Bousfield’s lemma, W ∗(G/H) ∼= h∗(K0(G/H)). So as a first step,

we need to be able to compute K0(G/H). This is done via a theorem of Hodgkin reducing

this to a computation with representation rings of G and H, which are well-understood.

We then use the results of section 2.2 to compute h∗(K0(G/H)) and finally see how to

determine the Witt grading of h∗(K0(G/H)) ∼= W ∗(G/H).

4.1 K-theory of G/H

We first want to construct a map α : R(H)→ K0(G/H).

Construction 4.1. Let ρ : H → GLn(C) be a complex representation of H. We define

Eρ := G×ρ Cn := G× Cn/(gh, v) ∼ (g, ρ(h)v) for all g ∈ G, h ∈ H, v ∈ Cn

The projection G × Cn → G/H induces a well-defined map Eρ → G/H. It is an n-

dimensional complex vector bundle over G/H. This construction ρ 7→ Eρ induces a

well-defined ring homomorphism

α : R(H)→ K0(G/H)

It is easy to see that α is also a ∗-homomorphism with the usual dualities on R(H) and

K0(G/H).
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We can immediately spot elements in the kernel of α:

Lemma 4.2. Let σ : G→ GLn(C) be a representation of G. Then i∗(σ)− n ∈ ker(α).

Proof. It is sufficient to show that Ei∗(σ) is a trivial vector bundle. We do this by

constructing n linearly independent sections: For 1 ≤ j ≤ n, let ej ∈ Cn be the jth

standard basis vector and define

sj : G/H → Ei∗(σ) = G× Cn/(gh, v) ∼ (g, σ(h)v)

gH 7→ [(g, σ(g−1)ej ]

It is easy to see that the sj are well-defined continuous sections of Ei∗(σ) and that they are

linearly independent.

So let a(G) ⊂ R(H) be the ideal generated by all i∗(σ)− rk(σ) ∈ R(H) for σ ∈ R(G).

Lemma 4.2 shows that a(G) ⊂ ker(α), so α induces a map

α : R(H)/a(G)→ K0(G/H)

Recalling our standing assumption that G is compact, simply connected and that H ⊂ G
is of maximal rank, Hodgkin’s theorem states:

Theorem 4.3 ([Pit72, Thm. 3]). α is an isomorphism.

Remark 4.4. As outlined in [Zib15, §2.2 and §2.3] for example, we can apply Construction

4.1 analogously to real representations of H and real vector bundles over G/H to obtain

maps

αjO : ROj(H)→ KOj(G/H)

Let R̃O
j
(G) be the kernel of the restriction map ROj(G)→ ROj({1}) and denote by

a∗O(G) ⊂ RO∗(H)

the ideal generated by the image of R̃O
∗
(G) under the restriction map i∗ and by the images

of a(G) under the realification map r∗. Then αjO induces a map

αjO : ROj(H)/ajO(G)→ KOj(G/H)

See [Zib15, §2.3] for all of this. However, Proposition 2.2 and Example 2.3 in [Zib15] show

that α∗O is often far from being surjective.

A crucial ingredient in the proof of Theorem 4.3 is the following result, which we shall

also need later:
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Theorem 4.5 ([Ste75, Thm. 1.1]). Let K be a connected compact Lie group with π1(K)

free and U be a closed connected subgroup of maximal rank. Then R(U) is free as a module

over R(K) by restriction.

Let us now apply Hodgkin’s theorem 4.3 concretely. Since G is simply connected, its

representation ring is a polynomial ring:

R(G) ∼= Z[λ1, λ
∗
1, . . . , λa, λ

∗
a, σa+1, . . . , σn]

Here we suppose that the σj are self-dual. If ζ is a representation, let us write ζ̃ := ζ− rk(ζ)

for the reduced virtual representation of rank 0. As R(H) is a free R(G)-module by

Theorem 4.5, it follows by Proposition 3.3 that

i∗(λ̃1), i∗(λ̃∗1), . . . , i∗(λ̃a), i
∗(λ̃∗a), i

∗(σ̃a+1), . . . , i∗(σ̃n)

is an R(H)-regular sequence. Letting I be the ideal generated by all these elements, we

obtain by Theorem 4.3 that

α : R(H)/I
∼=−→ K0(G/H) (4.1)

is an isomorphism of ∗-rings.

4.2 Tate cohomology of K0(G/H)

Via the isomorphism (4.1), it is now possible to compute h∗(K0(G/H)) by computing

h∗(R(H)/I) using the results of section 2.2. We define the following elements in h+(R(H)):

µj :=


[
i∗
(
λ̃j λ̃

∗
j

)]
if 1 ≤ j ≤ a

[i∗ (σ̃j)] if a < j ≤ n

We make the following assumptions:

(A1) There is a subset S ⊂ {1, . . . , n} such that the µs for s ∈ S form an h+(R(H))-regular

sequence in some order.

(A2) For every t ∈ {1, . . . , n}, the element µt is contained in the ideal (µs | s ∈ S).

As we will see in subsequent chapters, these assumptions are frequently satisfied in our

concrete computations. In fact, showing that they hold will be the essential remaining step.

However, we will see that in a few situations, these assumptions are not quite satisfied. In

those cases, we will have to make slight adaptions.

Let

I ′ :=
(
λ̃s, λ̃

∗
s | s ∈ S, 1 ≤ s ≤ a

)
+ (σ̃s | s ∈ S, a < s ≤ n) ⊂ R(H)
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From (A1), it follows by Corollary 2.9 that as rings,

h∗
(
R(H)/I ′

) ∼= h+(R(H)/I ′) ∼=
h+(R(H))

(µs | s ∈ S)

Let S := {1, . . . , n} \ S. By (A2), for every t ∈ S there exists ut ∈ R(H) such that:

If 1 ≤ t ≤ a, then i∗
(
λ̃tλ̃∗t

)
= ut + u∗t

If a < t ≤ n, then i∗(σ̃t) = ut + u∗t

 in R(H)/I ′

Now by Lemma 2.8, we have that as modules over h∗(R(H)/I ′),

h∗(R(H)/I) ∼= h∗(R(H)/I ′)⊗
∧
t∈S

([ut]) (4.2)

where [ut] ∈ h−(R(H)/I) for all t ∈ S.

To show that (4.2) is also a ring isomorphism, it suffices to show that

[ut]
2 = 0 for all t ∈ S

This is immediately implied by the following Proposition, which is also of independent

interest:

Proposition 4.6. Let X be a finite cell complex with K1(X) = 0 and x ∈ W−1(X) ⊕
W−3(X). Then x2 = 0.

Proof. Let x = x−1 + x−3 where xi ∈ KO2i(X) for i ∈ {−1,−3}. We consider the

commutative square

W−1(X)⊕W−3(X)
codd=(c−1,c−3)−−−−−−−−−−→∼=

h−(K0(X))y y
W 0(X)⊕W−2(X)

ceven=(c0,c−2)−−−−−−−−−→∼=
h+(K0(X))

where the vertical maps are the squaring maps and the horizontal maps are isomorphisms

by Bousfields lemma 2.3. We have

ceven(x2) = codd(x)2 = [c−1(x−1)]2 + [c−3(x−3)]2 (4.3)

In K0(X), we have for i ∈ {−1,−3} that ci(xi) + ci(xi)
∗ = 0. Hence in h−(K0(X)),

[ci(xi)] = [−ci(xi)∗] = [ci(xi)
∗]
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where the second equality holds since h−(K0(X)) is 2-torsion. Thus from (4.3),

ceven(x2) = [c−1(x−1) · c−1(x−1)∗] + [c−3(x−3) · c−3(x−3)∗] (4.4)

Now for any y ∈ K0(X), it is a well-known fact that y · y∗ ∈ im(c0). So (4.4) implies that

ceven(x2) ∈ im(c0). Thus x2 ∈W 0(X).

On the other hand,

x2 = [x−1]2 + [x−3]2 ∈W−2(X)

Consequently, x2 ∈W 0(X) ∩W−2(X). So x2 = 0 as asserted.

In summary, we have proved:

Proposition 4.7. Using the notation introduced above and assuming that (A1) and (A2)

hold, we have a ring isomorphism

h∗(R(H)/I) ∼=
h+(R(H))

(µs | s ∈ S)
⊗
∧
t∈S

([ut])

where the first factor in the tensor product is completely contained in h+ and all the

generators of the exterior algebra on the right are contained in h−.

4.3 Witt ring of G/H

We have now computed the Tate cohomology of R(H)/I and thus also the Tate cohomology

of K0(G/H) via the isomorphism

[α] : h∗(R(H)/I)
∼=−→ h∗(K0(G/H))

induced by (4.1). It remains to determine the Witt grading of h∗(K0(G/H)) under the

isomorphism

W ∗(G/H)
c−→ h∗(K0(G/H))

of Bousfield’s lemma. Using the notation as introduced in this chapter, we prove two

lemmas to this end. They are generalisations of the assertion about the Witt grading of

the Tate cohomology of full flag varieties in [Zib15, Thm. 3.3].

Lemma 4.8. Let x ∈ R(H) be self-dual. Then it gives rise to an element [α(x)] ∈
h+(K0(G/H)).

If x is a real representation, then [α(x)] corresponds to an element in W 0(G/H) under

Bousfield’s isomorphism c.

If x is a quaternionic representation, then [α(x)] corresponds to an element in W−2(G/H)

under Bousfield’s isomorphism c.
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Proof. Suppose x is real. Then there is xR ∈ RO0(H) such that x = c0

(
xR
)
. From the

commutative diagram

RO0(H)
c0−−−−→ R(H)yα0

O

yα
KO0(G/H)

c0−−−−→ K0(G/H)

we deduce that

α(x) = α
(
c0

(
xR
))

= c0

(
α0
O

(
xR
))

Thus α(x) ∈ im(c0). Passing to Tate cohomology, we obtain

[α(x)] ∈ im(c0 : W 0(G/H)→ h+(K0(G/H)))

and hence the claim follows.

Similarly, if x is quaternionic, we obtain from the commutative square

RO4(H)
c2−−−−→ R(H)yα4

O

yα
KO4(G/H)

c2−−−−→ K0(G/H)

that α(x) ∈ im(c2) and hence [α(x)] ∈ h+(K0(G/H)) corresponds to an element in

W−2(G/H) under Bousfield’s isomorphism c.

Lemma 4.9. Let u ∈ R(H) be such that there are νj ∈ R(H) and µ̃j ∈ R(G) with

rk (µ̃j) = 0 such that

u+ u∗ =
n∑
j=1

νj · i∗ (µ̃j)

Then u gives rise to [α(u)] ∈ h−(K0(G/H)).

If all the νj , µ̃j are of real type, then [α(u)] ∈ h−(K0(G/H)) corresponds to an element

in W−1(G/H) under Bousfield’s isomorphism.

If all the µ̃j are of real type and all the νj are of quaternionic type, then [α(u)] ∈
h−(K0(G/H)) corresponds to an element in W−3(G/H) under Bousfield’s isomorphism.

Remark. Note that to apply this lemma to the [ut] where t ∈ S, we need to assume

something stronger than (A2). We will see that in our concrete computations, this stronger

condition is satisfied.

Proof. First suppose all the νj , µ̃j are of real type. Then there exist νRj ∈ RO0(H) and
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µ̃Rj ∈ RO0(G) with νj = c0

(
νRj

)
and µ̃j = c0

(
µ̃Rj

)
. Thus we have

c0(r0(u)) = u+ u∗ = c0

∑
j

νRj · i∗
(
µ̃Rj

)
Since c0 is injective, we have r0(u) =

∑
j ν

R
j · i∗

(
µ̃Rj

)
∈ a0

O(G). From the commutative

square

R(H)/a(G)
α−−−−→ K0(G/H)yr0

yr0
RO0(H)/a0

O(G)
α0
O−−−−→ KO0(G/H)

we see that α(u) ∈ ker(r0). Hence1 [α(u)] ∈ ker
(
r0 : h−(K0(G/H))→ c\KO0(G/H)

)
and

so [α(u)] ∈ im
(
c3 : W 3(G/H)→ h−(K0(G/H))

)
by Bousfield’s lemma 2.3. Thus the claim

follows.

Now suppose the µ̃j are real and the νj are quaternionic. Then there are µ̃Rj ∈ RO0(H)

and νHj ∈ RO4(H) such that c0

(
µ̃Rj

)
= µ̃j and c2

(
νHj

)
= νj . Thus we have

c2(r2(u)) = u+ u∗ =
n∑
j=1

c2

(
νHj

)
· c0

(
i∗
(
µ̃Rj

))
= c2

 n∑
j=1

νHj · i∗
(
µ̃Rj

)
Since c2 is injective, we obtain

r2(u) =
n∑
j=1

νHj · i∗
(
µ̃Rj

)
∈ a4

O(G)

From the commutative square

R(H)/a(G)
α−−−−→ K0(G/H)yr2

yr2
RO4(H)/a4

O(G)
α4
O−−−−→ KO4(G/H)

we see that α(u) ∈ ker(r2). So by Bousfield’s lemma 2.3, the claim follows.

1Recall that c\KO0(G/H) denotes the kernel of c0 : KO0(G/H)→ K0(G/H).
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Chapter 5

Witt Rings of Ordinary Flag

Varieties

We are finally ready to compute the Witt rings of complex flag varieties G/H where G is

a compact connected simple Lie group of ordinary type and H is a centraliser of a torus

in G. We follow the approach outlined in Chapter 4. We saw in Proposition 1.2 that the

Witt groups determine the torsion part of the KO-groups of complex flag varieties and the

free part can be read off from their rational cohomology.

In the Introduction, we already gave an overview of known topological computations of

KO-groups. Complete algebraic computations of the Witt groups of flag varieties have also

only been obtained in special cases: For projective spaces [Wal], split quadrics [Nen09] and

Grassmannians [BC12].

5.1 Type An

We consider G = SU(n). Up to conjugation, every centraliser of a torus in G is of the form

H(n1, . . . , nl) := S(U(n1) × . . . × U(nl)) where n1 + . . . + nl = n (cf. Proposition 1.12).

So we let

X(n1, . . . , nl) :=
SU(n)

S(U(n1)× . . .× U(nl))

where n1 + . . .+ nl = n. We will sometimes simply write X instead of X(n1, . . . , nl) and

H instead of H(n1, . . . , nl). Suppose further that precisely k of the integers n1, . . . , nl are

odd.

5.1.1 Representation rings and their Tate cohomology

For convenience, we first recall the representation rings of the Lie groups involved and

their Tate cohomology from previous sections. We have an isomorphism

R(SU(n)) ∼= Z[λ1, . . . , λn−1]
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where λ1 is the standard n-dimensional complex representation of SU(n) and λi = Λi(λ1)

for 1 ≤ i ≤ n− 1. The duality on R(SU(n)) is given by λ∗i = λn−i.

By Proposition 1.23,

R(S(U(n1)× . . .× U(nl))) ∼=
l⊗

p=1

Z
[
x

(p)
1 , . . . , x(p)

np

]
/

 l∏
p=1

x(p)
np − 1


Here, for 1 ≤ p ≤ l, the element x

(p)
1 is the np-dimensional representation of S(U(n1) ×

. . .×U(nl)) letting the pth block act on Cnp . Furthermore, x
(p)
i = Λi

(
x

(p)
1

)
and the duality

is given by
(
x

(p)
i

)∗
=
(
x

(p)
np

)−1
· x(p)

np−i.

For Tate cohomology, we obtain from Proposition 2.13:

If k > 0, then an isomorphism is given by

l⊗
p=1

Z2

[
β

(p)
1 , . . . , β

(p)
bnp/2c

]
→ h∗(R(H)), (5.1)

β
(p)
i 7→

[
x

(p)
i

(
x

(p)
i

)∗]
If k = 0, then an isomorphism is given by

l⊗
p=1

Z2

[
β

(p)
1 , . . . , β

(p)
np/2

]
⊗ Z2[γ]/

(
γ2 + β

(1)
n1/2

. . . β
(l)
nl/2

)
→ h∗(R(H)),

β
(p)
i 7→

[
x

(p)
i

(
x

(p)
i

)∗]
γ 7→

[
x

(1)
n1/2

. . . x
(l)
nl/2

]
It will later be convenient to define the following elements in h∗(R(H)) (under the above

identifications respectively):

β
(p)
0 := 1 for 1 ≤ p ≤ l,

β
(p)
i := β

(p)
np−i for 1 ≤ p ≤ l and bnp/2c < i ≤ np

(5.2)

Note that with these definitions, we have β
(p)
i =

[
x

(p)
i

(
x

(p)
i

)∗]
for all 1 ≤ p ≤ l and all

0 ≤ i ≤ np.
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5.1.2 Tate cohomology of flag varieties of type An

Let i : H → SU(n) be the inclusion map. To compute K0(X) using Hodgkin’s theorem,

we need to determine the induced map

i∗ : Z [λ1, . . . , λn−1] ∼= R(SU(n)) −→ R(H) ∼=
l⊗

p=1

Z
[
x

(p)
1 , . . . , x(p)

np

]
/

 l∏
p=1

x(p)
np − 1


We see directly that i∗(λ1) = x

(1)
1 + . . .+ x

(l)
1 . Hence we obtain for 1 ≤ j ≤ n− 1:

i∗ (λj − rk(λj)) = Λj(i∗(λ1))−
(
n

j

)
= Λj

(
x

(1)
1 + . . .+ x

(l)
1

)
−
(
n

j

)
=

∑
a1+...+al=j

Λa1

(
x

(1)
1

)
. . .Λal

(
x

(l)
1

)
−
(
n

j

)

=
∑

a1+...+al=j

x(1)
a1
. . . x(l)

al
−
(
n

j

)
=: Pj

Then by Hodgkin’s theorem 4.3,

K0(X) ∼= R(H)/(P1, . . . , Pn−1)

We want to compute the Tate cohomology of this ring using Proposition 4.7. We have

P ∗j = Pn−j for 1 ≤ j ≤ n − 1. Thus if n is odd, we have (n − 1)/2 mutually conjugate

pairs of Pj ’s and if n is even, we have n/2− 1 mutually conjugate pairs of Pj ’s and one

self-conjugate one, namely Pn/2. So in order to use Proposition 4.7, we need to consider

the elements
[
PjP

∗
j

]
in h+(R(H)). Using repeatedly that [a+ a∗] = 0 in h+(R(H)) for all

a ∈ R(H), we compute:

[
PjP

∗
j

]
=

 ∑
a1+...+al=j

x(1)
a1
. . . x(l)

al
−
(
n

j

) ·
 ∑
b1+...+bl=j

x
(1)
b1
. . . x

(l)
bl
−
(
n

j

)∗

=

 ∑
a1+...+al=j
b1+...+bl=j

x(1)
a1

(
x

(1)
b1

)∗
. . . x(l)

al

(
x

(l)
bl

)∗
+

(
n

j

)
=

 ∑
a1+...+al=j

x(1)
a1

(
x(1)
a1

)∗
. . . x(l)

al

(
x(l)
al

)∗
+

(
n

j

)
=

∑
a1+...+al=j

β(1)
a1
. . . β(l)

al
+

(
n

j

)
=: µj

63



CHAPTER 5. WITT RINGS OF ORDINARY FLAG VARIETIES

For the sum defining the µj , remember the definitions we made in (5.2).

If n is even, we also need to consider

[Pn/2] =

 ∑
a1+...+al=n/2

x(1)
a1
. . . x(l)

al
−
(
n
n
2

) =

0 if k > 0

γ if k = 0

This equality holds for the following reason: If k > 0, then none of the summands x
(1)
a1 . . . x

(l)
al

with a1 + . . .+al = n
2 is self-dual, and if k = 0, the only self-dual summand is x

(1)
n1/2

. . . x
(l)
nl/2

.

In order to finally apply Proposition 4.7, we need to investigate the relations between

the µj ∈ h∗(R(H)). In other words, we need to check that (A1) and (A2) from Chapter 4

are satisfied. We state the result now, postponing the proof to Propositions 6.2 and 6.4 in

the next chapter.

Proposition 5.1. Setting m := bn1/2c+ . . .+ bnl/2c, the elements µ1, . . . , µm form an

h∗(R(H))-regular sequence and each µi for m < i ≤ bn/2c can be written as a Z2-linear

combination of µ1, . . . , µm.

Remark. If k = 0, then µm = γ2 and so we have that µ1, . . . , µm−1, γ =
[
Pn/2

]
also form

an h∗(R(H))-regular sequence.

Let r := bn/2c −m. Note that if k = 0, then r = 0. As a consequence of Proposition

5.1, we can find u1, . . . , ur ∈ R(H) such that

uj + u∗j − Pm+jP
∗
m+j ∈ Z · P1P

∗
1 + . . .+ Z · PmP ∗m for

1 ≤ j ≤ r if n is odd

1 ≤ j < r if n is even
(5.3)

ur + u∗r = Pn/2 if n is even

These give rise to [ui] ∈ h−(R(H)/(P1, . . . , Pn−1)). Now from Proposition 4.7, we immedi-

ately obtain:

Proposition 5.2. Let m = bn1/2c+ . . .+ bnl/2c and r = bn/2c −m. Then

h∗(R(H)/(P1, . . . , Pn−1)) ∼=

⊗l
p=1 Z2

[
β

(p)
1 , . . . , β

(p)
bnp/2c

]
(µ1, . . . , µm)

⊗
∧

([u1], . . . , [ur]) (5.4)

where

µj =
∑

a1+...+al=j

β(1)
a1
. . . β(l)

al
+

(
n

j

)
for 1 ≤ j ≤ m,

recalling and sticking to the definitions we made in (5.2). We have that β
(p)
j ∈ h+ for all

1 ≤ p ≤ l and 1 ≤ j ≤ np, and ui ∈ h− for all 1 ≤ i ≤ r.
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5.1.3 Witt ring of flag varieties of type An

Recall from Bousfield’s lemma 2.3 that there is an isomorphism

W ∗(X)
c−→∼= h∗(K0(X))

[α]←−∼= h∗(R(H)/(P1, . . . , Pn−1))

We have computed the 2-graded Tate cohomology on the right and now want to determine

the 4-periodic grading of the Witt ring.

Let b
(p)
i ∈ W ∗(X) be the element corresponding to β

(p)
i ∈ h∗(R(H)/(P1, . . . , Pn−1))

under the above isomorphism for 1 ≤ p ≤ l and 0 ≤ i ≤ np. From (5.1) we see that

β
(p)
i ∈ h∗(R(H)/(P1, . . . , Pn−1)) is represented by a real representation for all p and i as

ρρ∗ is always of real type for any complex representation ρ. So by Lemma 4.8,

b
(p)
i ∈W

0(X) for all 1 ≤ p ≤ l and 0 ≤ i ≤ np

For 1 ≤ i ≤ r, let vi ∈W ∗(X) be the element corresponding to [ui] ∈ h∗(R(H)/(P1, . . . , Pn−1))

under the above isomorphism. Using (5.3) and the fact that PjP
∗
j is real for all j, Lemma

4.9 shows that

vi ∈W−1(X) for 1 ≤ i ≤ r − 1

If n is even, Pn/2 is real if n ≡ 0 (mod 4) and quaternionic if n ≡ 2 (mod 4) (see Example

1.16). We deduce from Lemma 4.9 that

vr ∈

W−1(X) if n 6≡ 2 (mod 4)

W−3(X) if n ≡ 2 (mod 4)

Summing up, we have proved:

Theorem 5.3. Let m := bn1/2c+ . . .+ bnl/2c and r := bn/2c −m. Then as a ring,

W ∗(X(n1, . . . , nl)) ∼=

⊗l
p=1 Z2

[
b
(p)
1 , . . . , b

(p)
bnp/2c

]
(µ1, . . . , µm)

⊗
∧

(v1, . . . , vr)

where

µj =
∑

a1+...+al=j

b(1)
a1
. . . b(l)al +

(
n

j

)
for 1 ≤ j ≤ m,

where we define b
(p)
0 := 1 for 1 ≤ p ≤ l and b

(p)
i := b

(p)
np−i for 1 ≤ p ≤ l and bnp/2c < i ≤ np

(just as in (5.2)). We have

b
(p)
i ∈ W

0(X) for all 1 ≤ p ≤ l and 0 ≤ i ≤ np,

vj ∈ W−1(X) for all 1 ≤ j ≤ r − 1,
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vr ∈

W−1(X) if n 6≡ 2 (mod 4)

W−3(X) if n ≡ 2 (mod 4)

We want to tabulate the ranks of the Witt groups in different degrees. From Appendix

A and Proposition 6.3, we immediately deduce:

Theorem 5.4. Let

m := bn1/2c+ . . .+ bnl/2c, a :=
m!

bn1/2c! · . . . · bnl/2c!
, r := bn/2c −m.

We have W i(X(n1, . . . , nl)) ∼= Za·zi2 where zi is given as follows:

If r = 0 (i.e. at most one nj is odd), then z0 = 1 and z−1 = z−2 = z−3 = 0.

If r > 0 and n 6≡ 2 (mod 4), we have:

r (4) z0 z−1 z−2 z−3

0 2r−2 − 2 · (−4)
r−4

4 2r−2 2r−2 + 2 · (−4)
r−4

4 2r−2

1 2r−2 − 2 · (−4)
r−5

4 2r−2 − 2 · (−4)
r−5

4 2r−2 + 2 · (−4)
r−5

4 2r−2 + 2 · (−4)
r−5

4

2 2r−2 2r−2 + (−4)
r−2

4 2r−2 2r−2 − (−4)
r−2

4

3 2r−2 − (−4)
r−3

4 2r−2 + (−4)
r−3

4 2r−2 + (−4)
r−3

4 2r−2 − (−4)
r−3

4

If r > 0 and n ≡ 2 (mod 4), we have:

r (4) z0 z−1 z−2 z−3

0 2r−2 2r−2 + 2 · (−4)
r−4

4 2r−2 2r−2 − 2 · (−4)
r−4

4

1 2r−2 − 2 · (−4)
r−5

4 2r−2 + 2 · (−4)
r−5

4 2r−2 + 2 · (−4)
r−5

4 2r−2 − 2 · (−4)
r−5

4

2 2r−2 + (−4)
r−2

4 2r−2 2r−2 − (−4)
r−2

4 2r−2

3 2r−2 + (−4)
r−3

4 2r−2 + (−4)
r−3

4 2r−2 − (−4)
r−3

4 2r−2 − (−4)
r−3

4
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5.2 Type Bn

By Proposition 1.12, up to conjugation, all centralisers of tori in G = Spin(2n+ 1) are of

the form

H(m,n1, . . . , nl) := Spin(2m+ 1)× Ũ(n1)× . . .× Ũ(nl)/C

where m+ n1 + . . .+ nl = n and C is the kernel of the map

H̃(m,n1, . . . , nl) := Spin(2m+ 1)× Ũ(n1)× . . .× Ũ(nl)→ Spin(2n+ 1)

Note that this map factors through the map

Ĥ(m,n1, . . . , nl) := Spin(2m+ 1)× Spin(2n1)× . . .× Spin(2nl)→ Spin(2n+ 1)

So fix m,n1, . . . , nl ∈ N with m+ n1 + . . .+ nl = n and set

X(m,n1, . . . , nl) := Spin(2n+ 1)/H(m,n1, . . . , nl)

We will sometimes simply write X and H instead of X(m,n1, . . . , nl) and H(m,n1, . . . , nl).

Suppose that precisely k of the integers n1, . . . , nl are odd.

Remark. Note that we can write X as a quotient of SO(2n+ 1). However, we have to

work with the Spin groups here because Hodgkin’s theorem 4.3, which computes K0(G/H),

requires that G be simply connected.

5.2.1 Representation rings and their Tate cohomology

We have an isomorphism

R(Spin(2n+ 1)) ∼= Z[λ1, . . . , λn−1,∆]

where λ1 is induced by the standard (2n + 1)-dimensional complex representation of

SO(2n+1) via the covering map Spin(2n+1) � SO(2n+1) and ∆ is the spin representation.

Moreover, λi = Λi(λ1) for all i. All representations of Spin(2n+ 1) are self-dual.

R(Ĥ) ∼= Z[y1, . . . , ym−1,Γ]⊗
l⊗

p=1

Z
[
y

(p)
1 , . . . , y

(p)
np−2,Γ

(p)
+ ,Γ

(p)
−

]
Here, y1 is the standard (2m+1)-dimensional complex representation of the block Spin(2m+

1) and yi = Λi(y1) for all i and Γ is its spin representation. Furthermore, y
(p)
1 is the standard

2np-dimensional complex representation of the block Spin(2np) and y
(p)
i = Λi(y

(p)
1 ) for all
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i and Γ
(p)
± are the half-spin representations.

R(H̃) ∼= Z[y1, . . . , ym−1,Γ]⊗
l⊗

p=1

Z
[
x

(p)
1 , . . . , x

(p)
np−1,

(
x(p)
np

)± 1
2

]

Here, y1 is the standard (2m+1)-dimensional complex representation of the block Spin(2m+

1) and yi = Λi(y1) for all i and Γ is its spin representation. Furthermore, x
(p)
1 is the standard

np-dimensional representation of the block Ũ(np) and x
(p)
i = Λi

(
x

(p)
1

)
for all i. The duality

is given by

y∗i = yi, Γ∗ = Γ,
(
x

(p)
i

)∗
=
(
x(p)
np

)−1
· x(p)

np−i

We computed the representation ring of H in Proposition 1.24. It is a subring of R(H̃).

By Proposition 2.14, we have the following isomorphisms in Tate cohomology, using the

notation for representations in R(H̃) and its subring R(H) introduced above:

If k > 0, we have an isomorphism given by

Z2[α1, . . . , αm]⊗
l⊗

p=1

Z2

[
β

(p)
1 , . . . , β

(p)
bnp/2c

]
→ h∗(R(H))

αi 7→ [Λi(y1)]

β
(p)
i 7→

[
x

(p)
i

(
x

(p)
i

)∗]

If k = 0, an isomorphism is given by

Z2[α1, . . . , αm]⊗
⊗l

p=1 Z2

[
β

(p)
1 , . . . , β

(p)
np/2

]
⊗ Z2[δ](

δ2 + (1 + α1 + . . .+ αm)β
(1)
n1/2

. . . β
(l)
nl/2

) → h∗(R(H))

αi 7→ [Λi(y1)]

β
(p)
i 7→

[
x

(p)
i

(
x

(p)
i

)∗]

δ 7→


[
Γ
∏
p

(
x

(p)
np

)− 1
2
x

(p)
np
2

]
if m > 0[∏

p

(
x

(p)
np

)− 1
2
x

(p)
np
2

]
if m = 0

It will be convenient to make the following definitions in h∗(R(H)):

α0 := 1 and αm+j := αm+1−j for all 1 ≤ j ≤ m+ 1

β
(p)
0 := 1 and β

(p)
i := β

(p)
np−i for all 1 ≤ p ≤ l and bnp/2c < i ≤ np

(5.5)

Note that with these definitions, we have αj =
[
Λj(y1)

]
for all 0 ≤ j ≤ 2m + 1 and

β
(p)
i =

[
x

(p)
i

(
x

(p)
i

)∗]
for all 1 ≤ p ≤ l and 0 ≤ i ≤ np.
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5.2.2 Tate cohomology of flag varieties of type Bn

We want to compute the Tate cohomology of K0(X) following Chapter 4. Let i : H → G be

the inclusion map. As a first step, we need to compute the restriction map i∗ : R(G)→ R(H).

We see directly that

i∗(λ1) = y1 +

l∑
p=1

x
(p)
1 +

 l∑
p=1

x
(p)
1

∗

Consequently, in h+(R(H)) we have

[i∗(λf − rk(λf ))] =
[
Λf (i∗(λ1))− rk(λf )

]
=

Λf

y1 +
l∑

p=1

x
(p)
1 +

 l∑
p=1

x
(p)
1

∗+

(
2n+ 1

f

)
=

f∑
j=0

[
Λf−j(y1)

]
·

Λj

 l∑
p=1

x
(p)
1 +

 l∑
p=1

x
(p)
1

∗+

(
2n+ 1

f

)

=

bf/2c∑
j=0

[
Λf−2j(y1)

]
·

Λj

 l∑
p=1

x
(p)
1

 · Λj
 l∑
p=1

x
(p)
1

∗+

(
2n+ 1

f

)

=

bf/2c∑
j=0

αf−2j ·
∑

a1+...+al=j

β(1)
a1
. . . β(l)

al
+

(
2n+ 1

f

)
=: ξf ,

keeping in mind the definitions we made in (5.5). We still need to compute the restriction

of the spin representation ∆. So let iĤ : Ĥ → G be the natural map. Then by [Ada96,

Prop. 4.5],

i∗
Ĥ

(∆) = Γ ·
∑

εi∈{+,−}

Γ(1)
ε1 . . .Γ(l)

εl
,

so in h∗(R(Ĥ)), we have

[
i∗
Ĥ

(∆)
]

=

0 if k > 0

[Γ] ·
∑

εi∈{+,−}

[
Γ

(1)
ε1

]
. . .
[
Γ

(l)
εl

]
if k = 0

This is because Γ
(p)
± are self-dual if and only if np is even. Hence by Lemma 1.21, which

describes the restriction map R(Spin(2a))→ R(Ũ(a)), we deduce that in h∗(R(H)),

[i∗(∆)] =

0 if k > 0

δ if k = 0
(5.6)

In order to apply the results of Chapter 4 to compute h∗(K0(X)), we need to investigate

the relations between ξ1, . . . , ξn−1, [i
∗(∆)] ∈ h∗(R(H)).
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Proposition 5.5. Let

S := {i ∈ Z | 1 ≤ i ≤ m} ∪
{
i ∈ Z | m < i ≤ 2

(⌊m
2

⌋
+
⌊n1

2

⌋
+ . . .+

⌊nl
2

⌋)
even

}
and consider R :=

⊗l
p=1 Z2

[
β

(p)
1 , . . . , β

(p)
bnp/2c

]
as a subring of h∗(R(H)).

Suppose k > 0. Then the elements ξj for j ∈ S form an h∗(R(H))-regular sequence in

some order. If i ∈ {1, 2, . . . , n− 1} \ S, then ξi is an R-linear combination of the ξj

for j ∈ S. We have [i∗(∆)] = 0.

Suppose k = 0 and m is even. Then the elements ξj for j ∈ S \ {n} together with

[i∗(∆)] = δ form an h∗(R(H))-regular sequence in some order. If i ∈ {1, . . . , n− 1} \
S, then ξi is an R-linear combination of the ξj where j ∈ S \ {n}.

Suppose k = 0 and m is odd. Then the elements ξj for j ∈ S form an h∗(R(H))-regular

sequence in some order. Let I be the ideal generated by these elements. Then

δ ∈ h+(R(H))/I is a zero divisor with annihilator the ideal generated by δ itself. The

elements ξi for i ∈ {1, 2, . . . , n− 1} \ S are R-linear combinations of the ξj for j ∈ S.

Proof. The claims for k > 0 are immediate from Propositions 6.16 and 6.20, Remark 6.21

and equation (5.6).

Suppose k = 0 and m is even. Proposition 6.16 shows that

ξ1, ξ2, . . . , ξm−1, ξm, ξm+2, ξm+4, . . . , ξn−2, ξn (5.7)

is a regular sequence in the subring

A := Z2[α1, . . . , αm]⊗
l⊗

p=1

Z2

[
β

(p)
1 , . . . , β

(p)
bnp/2c

]
⊂ h∗(R(H))

In h∗(R(H)), we have

δ2 =
m∑
i=0

αi · β(1)
n1
2

. . . β
(l)
nl
2

Remark 6.17 shows that in the sequence (5.7), we may replace ξn by δ2 and still have an

A-regular sequence. But since h∗(R(H)) is a free module of rank 2 over A, the sequence is

also h∗(R(H))-regular by Proposition 3.3. But then replacing δ2 by δ clearly still gives an

h∗(R(H))-regular sequence, as required.

The statement about the linear relations is immediate from Proposition 6.20 and

Remark 6.21.

Lastly, suppose k = 0 and m is odd. From Proposition 6.16, we deduce that the ξj for

j ∈ S form an h∗(R(H))-regular sequence. Proposition 6.20 and Remark 6.21 imply that

the elements ξi for i ∈ {1, 2, . . . , n− 1} \ S are R-linear combinations of the ξj for j ∈ S.
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Now from Lemma 6.19, we have that αi + αi−1 ∈ I for every odd 1 ≤ i ≤ m. This shows

that

δ2 = (1 + α1 + . . .+ αm−1 + αm) · β(1)
n1/2

. . . β
(l)
nl/2
∈ I

Let us identify the annihilator of δ in h+(R(H))/I. Let A be as defined above in the

previous case, then h∗(R(H)) is still a free A-module of rank 2 with basis 1, δ. Since I is

generated by elements in A, we deduce that h+(R(H))/I is a free A/A ∩ I-module with

basis 1, δ. From this and the fact that δ
2

= 0, it follows immediately that the annihilator

of δ in h+(R(H))/I is as claimed.

Now let S be as in the previous Proposition and

S := {1, . . . , n− 1} \ S and B :=
l⊗

p=1

Z
[
x

(p)
1

(
x

(p)
1

)∗
, . . . , x

(p)
bnp/2c

(
x

(p)
bnp/2c

)∗]
,

where we regard B as a subring of R(H). The previous Proposition implies the following:

In all cases and for all t ∈ S, we can find wt ∈ R(H) such that

wt + w∗t − i∗(λt − rk(λt)) ∈
∑
s∈S

B · i∗(λs − rk(λs)) (5.8)

Moreover, if k > 0, we see from (5.6) that we can find η ∈ R(H) such that

η + η∗ = i∗(∆) (5.9)

If k = 0 and m is odd, we can find κ ∈ R(H) such that

κ+ κ∗ − i∗(∆)2 ∈
∑
s∈S

B · i∗(λs − rk(λs)) (5.10)

We use Proposition 5.5 to show:

Proposition 5.6. If not all of n1, . . . , nl are even, then

h∗(K0(X)) ∼=
Z2[α1, . . . , αm]⊗

⊗l
p=1 Z2

[
β

(p)
1 , . . . , β

(p)

bnp2 c

]
(ξj | j ∈ S)

⊗
∧
t∈S

([wt])⊗
∧

([η])

If m,n1, . . . , nl are even, then

h∗(K0(X)) ∼=
Z2[α1, . . . , αm]⊗

⊗l
p=1 Z2

[
β

(p)
1 , . . . , β

(p)
np
2

]
(ξj | j ∈ S \ {n}) +

(
αmβ

(1)
n1/2

. . . β
(l)
nl/2

) ⊗
∧
t∈S

([wt])
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If n1, . . . , nl are even and m is odd, then

h∗(K0(X)) ∼=
Z2[α1, . . . , αm]⊗

⊗l
p=1 Z2

[
β

(p)
1 , . . . , β

(p)
np
2

]
(ξj | j ∈ S)

⊗
∧
t∈S

([wt])⊗
∧

([κ])

In the above,

ξj =

bj/2c∑
i=0

αj−2i ·
∑

a1+...+al=i

β(1)
a1
. . . β(l)

al
+

(
2n+ 1

j

)
recalling the definitions we made in (5.5). In all the above expressions, the left factors of

the tensor products are contained in h+ and the generators of the exterior algebras all lie

in h−.

Proof. The first case follows immediately from Propositions 5.5 and 4.7. So does the second

case, using in addition that α2i+1 + α2i is contained in the ideal (ξj | j ∈ S, j ≤ 2i+ 1) for

all i by Lemma 6.19. The third case follows similarly from Proposition 5.5, using Lemma

2.10 in addition.

5.2.3 Witt ring of flag varieties of type Bn

Recall from Bousfield’s lemma 2.3 that there is an isomorphism

W ∗(X)
c−→∼= h∗(K0(X))

[α]←−∼= h∗(R(H)/a(G))

We have computed the Tate cohomology on the right and want to determine the Witt

grading. So under the above isomorphism, we let

• ai ∈W ∗(X) correspond to αi for 1 ≤ i ≤ m in all cases

• b(p)j ∈W ∗(X) correspond to β
(p)
j for all 1 ≤ p ≤ l and 0 ≤ j ≤ np in all cases

• ut ∈W ∗(X) correspond to [wt] for all t ∈ S in all cases

• c1 ∈W ∗(X) correspond to [η] if not all of n1, . . . , nl are even

• c2 ∈W ∗(X) correspond to [κ] if n1, . . . , nl are even and m is odd

Recall that the subring B of R(H) consists entirely of real representations and λj ∈
R(Spin(2n+ 1)) is real for all j.

We deduce from Lemma 4.8 that ai ∈W 0(X) for all 1 ≤ i ≤ m and b
(p)
j ∈W 0(X) for

all 1 ≤ p ≤ l and 1 ≤ j ≤ bnp/2c.
From equation (5.8) and Lemma 4.9, we deduce that ut ∈W−1(X) for all t ∈ S.

Suppose not all of n1, . . . , nl are even. From equation (5.9) and Lemma 4.9, recalling

that ∆ ∈ R(Spin(2n+ 1)) is of real type if n ≡ 0, 3 (mod 4) and of quaternionic type if
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n ≡ 1, 2 (mod 4), we deduce that

c1 ∈

W−1(X) if n ≡ 0, 3 (mod 4)

W−3(X) if n ≡ 1, 2 (mod 4)

Suppose n1, . . . , nl are even and m is odd. Then Lemma 4.9 and equation (5.10) show that

c2 ∈W−1(X).

In summary, we have proved:

Theorem 5.7. Let

S := {i ∈ Z | 1 ≤ i ≤ m} ∪
{
i ∈ Z | m < i ≤ 2

(⌊m
2

⌋
+
⌊n1

2

⌋
+ . . .+

⌊nl
2

⌋)
even

}
S := {1, . . . , n− 1} \ S

If not all of m,n1, . . . , nl are even, then

W ∗(X) ∼=
Z2[a1, . . . , am]⊗

⊗l
p=1 Z2

[
b
(p)
1 , . . . , b

(p)

bnp2 c

]
(ξj | j ∈ S)

⊗
∧
t∈S

(ut)⊗
∧

(c)

If m,n1, . . . , nl are even, then

W ∗(X) ∼=
Z2[a1, . . . , am]⊗

⊗l
p=1 Z2

[
b
(p)
1 , . . . , b

(p)
np
2

]
(ξj | j ∈ S \ {n}) +

(
amb

(1)
n1
2

. . . b
(l)
nl
2

) ⊗
∧
t∈S

(ut)

In the above,

ξj =

bj/2c∑
i=0

aj−2i ·
∑

q1+...+ql=i

b(1)
q1 . . . b

(l)
ql

+

(
2n+ 1

j

)
where we make the following definitions:

a0 := 1 and am+j := am+1−j for all 1 ≤ j ≤ m+ 1

b
(p)
0 := 1 and b

(p)
i := b

(p)
np−i for all 1 ≤ p ≤ l and bnp/2c < i ≤ np

Furthermore, we have that all ai, b
(p)
j ∈W 0(X) and all ut ∈W−1(X) and

c ∈

W−3(X) if not all of n1, . . . , nl are even and n ≡ 1, 2 (mod 4)

W−1(X) else

It is easily checked that in all of the above cases, the number of exterior algebra

generators in the above expressions is
∑l

i=1 ni − bni/2c. From Proposition 6.18 and
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Appendix A, we can tabulate the ranks of the Witt groups in all degrees:

Theorem 5.8. Let

a :=

(
bm2 c+ bn1

2 c+ . . .+ bnk+l

2 c
)
!

bm2 c! · b
n1
2 c! · . . . · b

nk+l

2 c!
and r :=

l∑
i=1

ni − bni/2c

We have W i(X) ∼= Za·zi2 where zi is given as follows:

If r = 0, then z0 = 1 and z−1 = z−2 = z−3 = 0.

If not all of n1, . . . , nl are even and n ≡ 1 or 2 (mod 4), then we have:

r (4) z0 z−1 z−2 z−3

0 2r−2 2r−2 + 2 · (−4)
r−4

4 2r−2 2r−2 − 2 · (−4)
r−4

4

1 2r−2 − 2 · (−4)
r−5

4 2r−2 + 2 · (−4)
r−5

4 2r−2 + 2 · (−4)
r−5

4 2r−2 − 2 · (−4)
r−5

4

2 2r−2 + (−4)
r−2

4 2r−2 2r−2 − (−4)
r−2

4 2r−2

3 2r−2 + (−4)
r−3

4 2r−2 + (−4)
r−3

4 2r−2 − (−4)
r−3

4 2r−2 − (−4)
r−3

4

Otherwise, we have:

r (4) z0 z−1 z−2 z−3

0 2r−2 − 2 · (−4)
r−4

4 2r−2 2r−2 + 2 · (−4)
r−4

4 2r−2

1 2r−2 − 2 · (−4)
r−5

4 2r−2 − 2 · (−4)
r−5

4 2r−2 + 2 · (−4)
r−5

4 2r−2 + 2 · (−4)
r−5

4

2 2r−2 2r−2 + (−4)
r−2

4 2r−2 2r−2 − (−4)
r−2

4

3 2r−2 − (−4)
r−3

4 2r−2 + (−4)
r−3

4 2r−2 + (−4)
r−3

4 2r−2 − (−4)
r−3

4
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5.3 Type Cn

Proposition 1.12 shows that up to conjugation, every centraliser of a torus in G = Sp(n) is

of the form

H(m,n1, . . . , nl) := Sp(m)× U(n1)× . . .× U(nl),

where n = m+n1 + . . .+nl. So fix n ∈ N and m,n1, . . . , nl ∈ N with n = m+n1 + . . .+nl

and set

X(m,n1, . . . , nl) :=
Sp(n)

Sp(m)× U(n1)× . . .× U(nl)

We will sometimes simply write X and H instead of X(m,n1, . . . , nl) and H(m,n1, . . . , nl).

5.3.1 Representation rings and their Tate cohomology

For convenience, we recall some representation rings and their Tate cohomology from

previous sections.

R(Sp(n)) ∼= Z[λ1, . . . , λn]

where λ1 is the standard representation of Sp(n) on C2n and λi = Λi(λ1) for all i. All

representations of Sp(n) are self-dual. The representation ring of H is given by

R(H(m,n1, . . . , nl)) ∼= Z[y1, . . . , ym]⊗
l⊗

p=1

Z
[
x

(p)
1 , . . . , x

(p)
np−1,

(
x(p)
np

)±1
]

where y1 is the standard 2m-dimensional representation of the block Sp(m) and x
(p)
1 is the

standard np-dimensional representation of the block U(np), and

yi = Λi(y1) for all 0 ≤ i ≤ 2m

x
(p)
i = Λi

(
x

(p)
1

)
for all 1 ≤ p ≤ l and 0 ≤ i ≤ np

We have that yi = y2m−i for all 0 ≤ i ≤ 2m and the duality on R(H) is given by

y∗i = yi for all 1 ≤ i ≤ m(
x

(p)
i

)∗
=
(
x(p)
np

)−1
· x(p)

np−i for all 1 ≤ p ≤ l and 1 ≤ i ≤ np

From Proposition 2.15, we have a ring isomorphism

Z2[α1, . . . , αm]⊗
l⊗

p=1

Z2

[
β

(p)
1 , . . . , β

(p)
bnp/2c

]
→ h∗(R(H(m,n1, . . . , nl))) (5.11)

αi 7→ [yi]
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β
(p)
i 7→

[
x

(p)
i

(
x

(p)
i

)∗]
In all that follows, we will identify the Tate cohomology in this way via the given isomor-

phism. It will be convenient to make the following definitions in h∗(R(H)):

α0 := 1 and αm+i := αm−i for all 1 ≤ i ≤ m,

β
(p)
0 := 1 for all 1 ≤ p ≤ l and β

(p)
i := β

(p)
np−i for all 1 ≤ p ≤ l, bnp/2c < i ≤ np

(5.12)

Note that with these definitions, we have αj =
[
Λj(y1)

]
for all 0 ≤ j ≤ 2m and β

(p)
i =[

x
(p)
i

(
x

(p)
i

)∗]
for all 1 ≤ p ≤ l and 0 ≤ i ≤ np.

5.3.2 Tate cohomology of flag varieties of type Cn

Let i : H → Sp(n) be the inclusion map. We need to determine the induced map i∗ on

representation rings. We see directly that

i∗(λ1) = y1 +

l∑
p=1

x
(p)
1 +

l∑
p=1

(
x

(p)
1

)∗
Hence we obtain for 1 ≤ j ≤ n that

i∗(λj − rk(λj)) =Λj

y1 +

l∑
p=1

x
(p)
1 +

l∑
p=1

(
x

(p)
1

)∗− (2n

j

)

=
∑

c+d1+d′1+...+dl+d
′
l=j

yc · x(1)
d1

(
x

(1)
d′1

)∗
. . . x

(l)
dl

(
x

(l)
d′l

)∗
−
(

2n

j

)
=: Pj

Using that [a+ a∗] = 0 in h+(R(H)) for all a ∈ R(H), we deduce that in h+(R(H)),

[Pj ] =
∑

c+2d1+...+2dl=j

αcβ
(1)
d1
. . . β

(l)
dl

+

(
2n

j

)

=

bj/2c∑
d=0

αj−2d

∑
d1+...+dl=d

β
(1)
d1
. . . β

(l)
dl

+

(
2n

j

)
=: νj

where we keep in mind the definitions we made in (5.12).

In order to apply Proposition 4.7 to compute h∗(K0(X)), we need to determine the

relations between the νj ∈ h+(R(H)), i.e. show that (A1) and (A2) from Chapter 4 are

satisfied. We state the result now and postpone the proof to Propositions 6.12 and 6.14.

Proposition 5.9. Let

S := {k ∈ N | 1 ≤ k ≤ m} ∪ {k ∈ N | m < k ≤ 2(bm/2c+ bn1/2c+ . . .+ bnl/2c) even}
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Then the νs for s ∈ S form an h+(R(H))-regular sequence in some order.

If k is even, then νk is a Z2-linear combination of the νs for even s ∈ S.

If k is odd, then νk is a
⊗l

p=1 Z2

[
β

(p)
1 , . . . , β

(p)
bnp/2c

]
-linear combination of the νs for odd

s ∈ S.

In particular, all νk are contained in the ideal (νs | s ∈ S).

Let

S := {1, . . . , n} \ S and A :=

l⊗
p=1

Z
[
x

(p)
1

(
x

(p)
1

)∗
, . . . , x

(p)
bnp/2c

(
x

(p)
bnp/2c

)∗]
,

where A is regarded as a subring of R(H). Then Proposition 5.9 shows that for all t ∈ S,

we can find wt ∈ R(H) such that

wt + w∗t − Pt ∈
∑

i∈S even

Z · Pi if t ∈ S is even,

wt + w∗t − Pt ∈
∑

i∈S odd

A · Pi if t ∈ S is odd
(5.13)

Now from Proposition 4.7, we deduce that

h∗(R(H)/(P1, ..., Pn)) ∼=
Z2[α1, . . . , αm]⊗

⊗l
p=1 Z2

[
β

(p)
1 , . . . , β

(p)
bnp/2c

]
(νs | s ∈ S)

⊗
∧
t∈S

([wt])

We will show in Lemma 6.11 that

(νs | s ∈ S odd) = (αi | 1 ≤ i ≤ m odd)

Hence setting γi := α2i for 0 ≤ i ≤ m, we can simplify the above expression and deduce:

Proposition 5.10. Let h := bm/2c+ bn1/2c+ . . .+ bnl/2c. There is a ring isomorphism

h∗(X(m,n1, . . . , nl)) ∼=
Z2

[
γ1, . . . , γbm/2c

]
⊗
⊗l

p=1 Z2

[
β

(p)
1 , . . . , β

(p)
bnp/2c

]
(µ1, . . . , µh)

⊗
∧
t∈S

([wt])

with

µj =
∑

c+c1+...+cl=j

γcβ
(1)
c1 . . . β(l)

cl
+

(
2n

2j

)
for 1 ≤ j ≤ h,

where we recall the definitions we made in (5.12) and that γ0 = 1, γi = γm−i for bm/2c <
i ≤ m.

The left factor in the tensor product is contained in h+ and [wt] ∈ h− for all t ∈ S.
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5.3.3 Witt ring of flag varieties of type Cn

Recall from Bousfield’s lemma 2.3 that there is an isomorphism

W ∗(X)
c−→∼= h∗(K0(X))

[α]←−∼= h∗(R(H)/(P1, . . . , Pn))

We have computed the Tate cohomology on the right and want to determine the Witt

grading.

Let k be the number of odd integers among m,n1, . . . , nl. We set

f := bk/2c =
⌊n

2

⌋
−
⌊m

2

⌋
−
⌊n1

2

⌋
− . . .−

⌊nl
2

⌋
and g :=

⌈n−m
2

⌉
Then f is the number of even integers in S and g is the number of odd integers in S.

Under the above isomorphism, let

• b(p)i ∈W ∗(X) correspond to β
(p)
i ∈ h∗(R(H)/(P1, . . . , Pn)) for all i, p.

• ai ∈W ∗(X) correspond to γi ∈ h∗(R(H)/(P1, . . . , Pn)) for all i.

• ui ∈ W ∗(X) for 1 ≤ i ≤ f correspond to the [wt] ∈ h∗(R(H)/(P1, . . . , Pn)) for all

even t ∈ S.

• vj ∈ W ∗(X) for 1 ≤ j ≤ g correspond to the [wt] ∈ h∗(R(H)/(P1, . . . , Pn)) for all

odd t ∈ S.

From the isomorphism (5.11) we see that β
(p)
i ∈ h∗(R(H)/(P1, . . . , Pn)) is represented by

a real representation (as ρρ∗ is real for any complex representation ρ). Thus by Lemma

4.8, b
(p)
i ∈W 0(X) for all 1 ≤ p ≤ l and 1 ≤ i ≤ bnp/2c.

As γi = α2i is represented by a real representation (cf. (5.11), noting that yj ∈ R(H)

is real if j is even), Lemma 4.8 implies that ai ∈W 0(X) for all i.

We know that Pi ∈ R(H) is quaternionic for odd i and real for even i. Thus we deduce

from (5.13) and Lemma 4.9 that ui ∈ W−1(X) for 1 ≤ i ≤ f and that vj ∈ W−3(X) for

1 ≤ j ≤ g.

All in all, we have shown:

Theorem 5.11. Let

h :=
⌊m

2

⌋
+
⌊n1

2

⌋
+ . . .+

⌊nl
2

⌋
and f :=

⌊n
2

⌋
− h and g :=

⌈n−m
2

⌉
There is a ring isomorphism

W ∗(X) ∼=
Z2

[
a1, . . . , abm/2c

]
⊗
⊗l

p=1 Z2

[
b
(p)
1 , . . . , b

(p)
bnp/2c

]
(µ1, . . . , µh)

⊗
∧

(u1, . . . , uf , v1, . . . , vg)
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where

µj =
∑

c+c1+...+cl=j

ac · b(1)
c1 . . . b(l)cl +

(
2n

2j

)
,

recalling that we set

a0 := 1 and ai := am−i for all bm/2c < i ≤ m

b
(p)
0 := 1 for all 1 ≤ p ≤ l and b

(p)
i := b

(p)
np−i for all 1 ≤ p ≤ l, bnp/2c < i ≤ np

The left factor in the above tensor product is contained in W 0(X). Furthermore, ui ∈
W−1(X) for all 1 ≤ i ≤ f and vj ∈W−3(X) for all 1 ≤ j ≤ g.

We now tabulate the ranks of the Witt groups in the different degrees. This immediately

follows from Proposition 6.13 and Appendix A.

Theorem 5.12. Let h, f and g be as in the previous theorem and

a :=
h!

bm/2c!bn1/2c! . . . bnl/2c!

We have W i(X(m,n1, . . . , nl)) ∼= Za·zi2 where zi is given as follows:

If f = g = 0, then z0 = 1 and z−1 = z−2 = z−3 = 0.

If (f, g) 6= (0, 0), then the zi are given as in Appendix A.
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5.4 Type Dn

We consider G = Spin(2n). If m+ n1 + . . .+ nl = n, we define

ĤD(m,n1, . . . , nl) := Spin(2m)× Spin(2n1)× . . .× Spin(2nl)

HD(m,n1, . . . , nl) := Spin(2m)× Ũ(n1)× . . .× Ũ(nl)

Note that HD ⊂ ĤD. Let CD(m,n1, . . . , nl) := ker(ĤD → Spin(2n)), then CD ⊂ HD

and any centraliser of a torus in Spin(2n) is conjugate to a subgroup of the form

H(m,n1, . . . , nl) := HD(m,n1, . . . , nl)/CD by Proposition 1.12. So we fix m,n1, . . . , nl

such that n = m+ n1 + . . .+ nl and set

X(m,n1, . . . , nl) := Spin(2n)/H(m,n1, . . . , nl)

Since Spin(2) ∼= Ũ(1), we may assume that m 6= 1. We will sometimes simply write X

instead of X(m,n1, . . . , nl) etc.

5.4.1 Representation rings and their Tate cohomology

We recall and fix some notation. We know that

R(Spin(2n)) ∼= Z [ρ1, . . . , ρn−2,∆+,∆−]

where ρ1 is the representation induced by the complex standard representation of SO(2n)

of rank 2n, ρi = Λi(ρ1) for all i and ∆+,∆− are the half-spin representations. We have

ρ∗j = ρj for all j and

∆∗+ =

∆+ if n is even

∆− if n is odd
∆∗− =

∆− if n is even

∆+ if n is odd

Furthermore, we write

R(ĤD) ∼= Z[λ1, . . . , λm−2,Γ+,Γ−]⊗
l⊗

p=1

Z
[
λ

(p)
1 , . . . , λ

(p)
np−2,Γ

(p)
+ ,Γ

(p)
−

]
For the representation rings of HD and H , we use the notation as introduced in section 1.3.2

(Type Dn). We use the notation as in Proposition 2.16 to identify the Tate cohomology

ring of R(H). Using that notation, recall that we have

α2m−j = αj ∀ 0 ≤ j ≤ 2m, αk = 0 if k 6∈ {0, . . . , 2m} , α0 = 1

β
(p)
np−j = β

(p)
j ∀ 1 ≤ p ≤ l, 0 ≤ j ≤ np, β

(p)
k = 0 if k 6∈ {0, . . . , np} , β

(p)
0 = 1 ∀p

(5.14)
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Note that with these definitions, we have αj =
[
Λj(y1)

]
for all 0 ≤ j ≤ 2m and β

(p)
i =[

x
(p)
i

(
x

(p)
i

)∗]
for all 1 ≤ p ≤ l and 0 ≤ i ≤ np.

5.4.2 Witt ring of flag varieties of type Dn

Let i : H → Spin(2n) be the inclusion map. Following Chapter 4, we need to compute the

restriction i∗ : R(Spin(2n))→ R(H). We see directly that

i∗(ρ1) = y1 +

l∑
p=1

x
(p)
1 +

 l∑
p=1

x
(p)
1

∗

Hence we obtain for 1 ≤ j ≤ n that

i∗(ρj − rk(ρj)) =Λj

y1 +

l∑
p=1

x
(p)
1 +

l∑
p=1

(
x

(p)
1

)∗− (2n

j

)

=
∑

c+d1+d′1+...+dl+d
′
l=j

yc · x(1)
d1

(
x

(1)
d′1

)∗
. . . x

(l)
dl

(
x

(l)
d′l

)∗
−
(

2n

j

)
=: Pj

Using that [a+ a∗] = 0 in h+(R(H)) for all a ∈ R(H), we deduce that in h+(R(H)),

[Pj ] =
∑

c+2d1+...+2dl=j

αcβ
(1)
d1
. . . β

(l)
dl

+

(
2n

j

)

=

bj/2c∑
d=0

αj−2d

∑
d1+...+dl=d

β
(1)
d1
. . . β

(l)
dl

+

(
2n

j

)
=: νj ,

keeping in mind (5.14). Note that these are very similar to the elements we obtained in

the computations for type Cn. We need to investigate the relations between the νj .

Proposition 5.13. Let

S := {j ∈ N | 1 ≤ j < m} ∪
{
j ∈ N | m ≤ j ≤ 2

(⌊m
2

⌋
+
⌊n1

2

⌋
+ . . .+

⌊nl
2

⌋)
even

}
The νs for s ∈ S form an h+(R(H))-regular sequence in some order.

If j is even, then νj is a Z2-linear combination of the νs for s ∈ S.

Regarding h+(R(H)) as a c0(RO0(H))-module via the complexification c0 : RO0(H)→
R(H), if j is odd, then νj is a c0(RO0(H))-linear combination of the νs for s ∈ S.

In particular, all νj are contained in the ideal (νs | s ∈ S).

Proof. Suppose first that m is even. Then the subalgebra A of h∗(R(H)) generated by

α1, . . . , αm (note that αm−1 = δ + αm−3 + αm−5 + . . . and αm = δ1 + δ2 if m ≥ 2) and all

β
(p)
i is a polynomial ring in these indeterminates, and h∗(R(H)) is a free A-module. Note

that νj ∈ A for all j. Now Proposition 6.12 shows that the νs for s ∈ S form an A-regular
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sequence in this case. So by Proposition 3.3 they also form an h+(R(H))-regular sequence.

Suppose now m > 2 is odd. Then αm =
[
Γ2

+ + Γ2
−
]

= 0 in h+(R(H)) and by

Proposition 2.16, h+(R(H)) is a polynomial ring in indeterminates α1, . . . , αm−1 and β
(p)
i

where 1 ≤ p ≤ l and 1 ≤ i ≤ bnp/2c. Note that if j is even, then the expression for νj

does not contain any αi for odd i. So none of the expressions for νs for s ∈ S contains αm.

Hence Proposition 6.12 shows that

ν1, ν2, . . . , νm−1, νm+1, νm+3, . . . , ν2(bm2 c+bn1
2 c+...+b

nl
2 c),

i.e. νs for s ∈ S, is an h+(R(H))-regular sequence.

The remainder of the Proposition follows immediately from Proposition 6.14.

Define S := {1, 2, . . . , n− 1} \S. By Proposition 5.13, we can find wt ∈ R(H) for every

t ∈ S such that

wt + w∗t − i∗(ρt − rk(ρt)) ∈
∑
s∈S

c0(RO0(H)) · i∗(ρs − rk(ρs)) (5.15)

Now we also need to consider the restrictions of ∆+ and ∆−.

If n is odd, then ∆∗+ = ∆− and so for the Tate cohomology computation, we need to

determine the restriction of ∆+∆− (cf. Chapter 4). Since ∆+∆− = ρn−1+ρn−3 +ρn−5 +. . .,

we have

h∗(K0(G/H)) ∼= h∗

 R(H)

(i∗(ρj)− rk(ρj) | 1 ≤ j ≤ n− 2) +
(
i∗(∆̃+), i∗(∆̃−)

)


∼= h∗

 R(H)

(i∗(ρj)− rk(ρj) | 1 ≤ j ≤ n− 2) +
(
i∗(∆̃+∆̃−)

)


∼= h∗
(

R(H)

(i∗(ρj)− rk(ρj) | 1 ≤ j ≤ n− 1)

)
(5.16)

where we used Lemma 2.7 for the second isomorphism and set ∆̃± := ∆± − 2n−1. So it

suffices in this case to consider the restriction of ρn−1 which we already computed above.

Now we can compute the Tate cohomology of K0(X) if n is odd:

Proposition 5.14. Let N :=
⌊
m
2

⌋
+
⌊
n1
2

⌋
+ . . .+

⌊
nl
2

⌋
.

If n and m > 2 are odd or if n is odd and m = 0, we have a ring isomorphism

h∗(K0(X)) ∼=
Z2

[
γ1, . . . , γbm2 c

]
⊗
⊗l

p=1 Z2

[
β

(p)
1 , . . . , β

(p)

bnp2 c

]
(µi | 1 ≤ i ≤ N)

⊗
∧
t∈S

([wt])
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If n is odd and m ≥ 2 is even, we have a ring isomorphism

h∗(K0(X)) ∼=
Z2

[
γ1, . . . , γm

2
, δ1, δ2

]
⊗
⊗l

p=1 Z2

[
β

(p)
1 , . . . , β

(p)

bnp2 c

]
(δ1 + δ2 + γm

2
, δ1δ2) + (µi | 1 ≤ i ≤ N)

⊗
∧
t∈S

([wt])

In the above, we have

µi :=
∑

a+a1+...+al=i

γaβ
(1)
a1
. . . β(l)

al
+

(
2n

2i

)

using the conventions that

γ0 := 1 and γi := γm−i for all bm/2c < i ≤ m,

β
(p)
0 := 1 for all 1 ≤ p ≤ l and β

(p)
i := β

(p)
np−i for all 1 ≤ p ≤ l, bnp/2c < i ≤ np

Under the above isomorphisms, we have that the respective first factor in the tensor product

is contained in h+ and [wt] ∈ h− for all t ∈ S.

Proof. Suppose n is odd. By equation (5.16), we deduce from Proposition 4.7 and Proposi-

tion 5.13 that we have an isomorphism

h∗(K0(X)) ∼=
h+(R(H))

(νs | s ∈ S)
⊗
∧
t∈S

([wt])

Suppose now n and m > 2 are odd. By Proposition 2.16,

h+(R(H)) ∼= Z2[α1, . . . , αm−1]⊗
l⊗

p=1

Z2

[
β

(p)
1 , . . . , β

(p)
bnp/2c

]
Recall from Lemma 6.11 that

(νi | 1 ≤ i < m odd) = (αi | 1 ≤ i < m odd).

Setting γi := α2i, we can write

ν2i =
i∑

d=0

α2i−2d

∑
d1+...+dl=d

β
(1)
d1
. . . β

(l)
dl

+

(
2n

2i

)
=

∑
d0+d1+...+dl=i

γd0β
(1)
d1
. . . β

(l)
dl

+

(
2n

2i

)
= µi

The given expression for h∗(K0(X)) now follows from this.

The other case is similar.

Remark 5.15. As in previous sections, Bousfield’s lemma identifies h∗(K0(X)) with

W ∗(X). Under this identification, by Lemma 4.8 we then have in the cases of Proposition
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5.14 that for all 1 ≤ j ≤ bm/2c and all 1 ≤ p ≤ l and 1 ≤ i ≤ bnp/2c,

γj , δ1, δ2, β
(p)
i ∈W 0(X)

By (5.15), we deduce from Lemma 4.9 and the fact that the ρi are representations of real

type that

[wt] ∈W−1(X) for all t ∈ S

The ranks of the Witt groups in different degrees can be expressed as follows: Let

a :=
N !

bm/2c!bn1/2c! . . . bnl/2c!

It is easy to check that if not all of m,n1, . . . , nl are even, then

|S| =
⌈n1

2

⌉
+ . . .+

⌈nl
2

⌉
− 1

Let zi be the rank of degree i of a 4-periodically graded exterior algebra with |S| generators

of degree −1. The value of zi can be found in Appendix A (setting f = |S| and g = 0).

Then from Proposition 6.13 and Proposition 5.14, we deduce:

If n and m > 2 are odd or if n is odd and m = 0, we have rk(W i(X)) = a · zi.

If n is odd and m ≥ 2 is even, we have rk(W i(X)) = 2a · zi.

Now suppose n is even. Then ∆+ and ∆− are self-dual, so we need to consider their

restrictions to H. Letting iĤD : ĤD → G be the natural map with kernel CD, we conclude

from [Ada96, Prop. 4.5] that

i∗
Ĥ

(∆+) =
∑

ε,εi∈{+,−}
εε1...εl=+

ΓεΓ
(1)
ε1 . . .Γ(l)

εl

i∗
Ĥ

(∆−) =
∑

ε,εi∈{+,−}
εε1...εl=−

ΓεΓ
(1)
ε1 . . .Γ(l)

εl

(5.17)

Suppose that at least one of m,n1, . . . , nl is odd, then[
i∗
ĤD

(∆+)
]

=
[
i∗
ĤD

(∆−)
]

= 0 in h+(R(ĤD))

since no summand in expressions (5.17) is self-dual. Consequently,

[i∗(∆+)] = [i∗(∆−)] = 0 in h+(R(H)) (5.18)

Suppose that m = 0 and n1, . . . , nl are even. Let r := | {j | nj ≡ 2 (mod 4)} |. Then from
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Lemma 1.21, we deduce that in h+(R(H)), we have

[i∗(∆+)] =

γ if r is even

0 otherwise
[i∗(∆−)] =

γ if r is odd

0 otherwise
(5.19)

The case that m ≥ 2, n1, . . . , nl are all even remains. We will deal with it later. Let us

now first determine the Tate cohomology in all other cases.

If n is even but not all of m,n1, . . . , nl are even, by (5.18) we can find η+, η− ∈ R(H)

such that

η+ + η∗+ = i∗(∆+) and η− + η∗− = i∗(∆−) (5.20)

If m = 0 and all of n1, . . . , nl are even, by (5.19) there is η ∈ R(H) such that

η + η∗ =

i∗(∆+) if r is odd

i∗(∆−) if r is even
(5.21)

We now obtain:

Proposition 5.16. Let N :=
⌊
m
2

⌋
+
⌊
n1
2

⌋
+ . . .+

⌊
nl
2

⌋
.

If n is even and m > 2 is odd or if n is even and m = 0 and not all of n1, . . . , nl are

even, we have a ring isomorphism

h∗(K0(X)) ∼=
Z2

[
γ1, . . . , γbm2 c

]
⊗
⊗l

p=1 Z2

[
β

(p)
1 , . . . , β

(p)

bnp2 c

]
(µi | 1 ≤ i ≤ N)

⊗
∧

t∈S\{n−1}

([wt] , [η±])

If n is even, m ≥ 2 is even and not all of n1, . . . , nl are even, we have a ring isomorphism

h∗(K0(X)) ∼=
Z2

[
γ1, . . . , γm

2
, δ1, δ2

]
⊗
⊗l

p=1 Z2

[
β

(p)
1 , . . . , β

(p)

bnp2 c

]
(δ1 + δ2 + γm

2
, δ1δ2) + (µi | 1 ≤ i ≤ N)

⊗
∧

t∈S\{n−1}

([wt] , [η±])

If m = 0 and n1, . . . , nl are even, we have a ring isomorphism

h∗(K0(X)) ∼=

⊗l
p=1 Z2

[
β

(p)
1 , . . . , β

(p)

bnp2 c

]
(µi | 1 ≤ i ≤ N)

⊗
∧

t∈S\{n−1}

([wt])⊗
∧

([η])

In the above, the µi are defined as in Proposition 5.14.

Proof. Similarly to Proposition 5.14, this follows from Proposition 4.7.

Remark 5.17. As before, Bousfield’s lemma identifies h∗(K0(X)) with W ∗(X). Under
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this identification, by Lemma 4.8 we then have in the cases of Proposition 5.16 that for all

1 ≤ j ≤ bm/2c and all 1 ≤ p ≤ l and 1 ≤ i ≤ bnp/2c,

γj , δ1, δ2, β
(p)
i ∈W 0(X)

By (5.15), we deduce from Lemma 4.9 and the fact that the ρi are representations of real

type that

[wt] ∈W−1(X) for all t ∈ S

Recall that ∆+,∆− are of real type if n ≡ 0 (mod 4) and of quaternionic type if n ≡ 2

(mod 4). Hence (5.21) and Lemma 4.9 show that if m = 0 and n1, . . . , nl are even, then

[η] ∈

W−1(X) if n ≡ 0 (mod 4)

W−3(X) if n ≡ 2 (mod 4)

Furthermore, if n is even but not all of m,n1, . . . , nl are even, then from (5.20) and Lemma

4.9, we have [
η+

]
,
[
η−
]
∈

W−1(X) if n ≡ 0 (mod 4)

W−3(X) if n ≡ 2 (mod 4)

Let zi(f, g) be the rank of degree i of a 4-periodically graded exterior algebra with f

generators of degree −1 and g generators of degree −3. Values of the zi(f, g) in terms of f

and g can be found in Appendix A. Let

a :=
N !

bm/2c!bn1/2c! . . . bnl/2c!

It is easy to check that if n is even and m 6= n, then

|S \ {n− 1} | =


⌈
n1
2

⌉
+ . . .+

⌈
nl
2

⌉
+m− 2

⌊
m
2

⌋
− 2 if not all of m,n1, . . . , nl are even

n1+...+nl
2 − 1 if all of m,n1, . . . , nl are even

We deduce from Proposition 6.3 that in the cases of Proposition 5.16, we have

dimZ2(W i(X)) =

2a · zi(f, g) if n is even, m ≥ 2 is even and some n1, . . . , nl is odd

a · zi(f, g) otherwise
,

where f and g are chosen as follows:

(f, g) =


(⌈

n1
2

⌉
+ . . .+

⌈
nl
2

⌉
+m− 2

⌊
m
2

⌋
, 0
)

if n ≡ 0 (mod 4)(
n1+...+nl

2 − 1, 1
)

if n ≡ 2 (mod 4),m = 0 and n1, . . . , nl are even(⌈
n1
2

⌉
+ . . .+

⌈
nl
2

⌉
+m− 2

⌊
m
2

⌋
− 2, 2

)
otherwise
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Now suppose that all of m ≥ 2, n1, . . . , nl are even. We set r := | {j | nj ≡ 2 (mod 4)} |
as before. Still using the notation of Propositions 1.26 and 2.16, we have

[i∗(∆+)] =


[
Γ+
∏l
p=1

(
x

(p)
np

)− 1
2
x

(p)
np
2

]
= ζ2 if r is even[

Γ−
∏l
p=1

(
x

(p)
np

)− 1
2
x

(p)
np
2

]
= ζ1 if r is odd

[i∗(∆−)] =


[
Γ−
∏l
p=1

(
x

(p)
np

)− 1
2
x

(p)
np
2

]
= ζ1 if r is even[

Γ+
∏l
p=1

(
x

(p)
np

)− 1
2
x

(p)
np
2

]
= ζ2 if r is odd

(5.22)

We define ideals Ireg ⊂ I∆
reg ⊂ I of R(H) by

Ireg =(Ps | s ∈ S \ {n})

I∆
reg =Ireg +

(
i∗(∆+)− 2n−1, i∗(∆−)− 2n−1

)
I =(Pj | 1 ≤ j ≤ n− 2) +

(
i∗(∆+)− 2n−1, i∗(∆−)− 2n−1

)
In order to compute the Tate cohomology of K0(X) ∼= R(H)/I, we first determine the

Tate cohomology of R(H)/Ireg and R(H)/I∆
reg.

Let

A :=

Z2[α1, . . . , αm]⊗
⊗l

p=1 Z2

[
β

(p)
1 , . . . , β

(p)
np
2

]
(νs | s ∈ S \ {n})

Since (αj | 1 ≤ j ≤ m odd) = (νj | 1 ≤ j ≤ m odd) by Lemma 6.11, we have αj = 0 in A

if j is odd, and

A ∼=
Z2[γ1, . . . , γm

2
]⊗
⊗l

p=1 Z2

[
β

(p)
1 , . . . , β

(p)
np
2

]
(µi | 1 ≤ i < N)

where N and µi are defined as in Proposition 5.14. We deduce from Proposition 5.13 and

Proposition 4.7 that

h∗ (R(H)/Ireg) ∼= (A⊗ Z2[δ, δ1, δ2, ζ1, ζ2]) /J =: A′

where, setting Y :=
∏l
p=1 β

(p)
np
2

,

J = (δ + αm−1 + αm−3 + . . . , αm + δ1 + δ2,

δ1δ2 + δ2, ζ2
1 + δ1Y, ζ

2
2 + δ2Y, ζ1ζ2 + δY, δζ1 + ζ2δ1, δζ2 + ζ1δ2)

From the above, we have αm−1 = αm−3 = . . . = 0 and so δ ∈ J . Hence

J = (δ, γm
2

+ δ1 + δ2, δ1δ2, ζ
2
1 + δ1Y, ζ

2
2 + δ2Y, ζ1ζ2, ζ2δ1, ζ1δ2)
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We see from this that h∗ (R(H)/Ireg) is a free A-module with basis 1, δ1, ζ1, ζ2.

Lemma 5.18. The element γm
2
Y is not a zero divisor in A. Thus neither γm

2
nor Y is a

zero divisor in A.

Proof. By Proposition 5.13, νN is not a zero divisor in A. But νN = αm
∏
p β

(p)
np
2

.

In order to deal with the fact that
[
i∗(∆±)

]
, i.e. ζ1 and ζ2, are zero divisors in

h∗ (R(H)/Ireg), we want to use Lemma 2.11 to compute h∗
(
R(H)/I∆

reg

)
. In this direction,

we first show:

Lemma 5.19. AnnA′(ζ1, ζ2) = 0

Proof. For i = 1, 2, we consider the maps

fi : A
′ → A′, x 7→ ζix

These maps are A-linear, and taking 1, δ1, ζ1, ζ2 as an ordered A-basis of A′, they can be

represented by matrices

F1 =


0 0 0 0
0 0 Y 0
1 γm

2
0 0

0 0 0 0

 F2 =


0 0 0 γm

2
Y

0 0 0 Y
0 0 0 0
1 0 0 0


Since γm

2
and Y and γm

2
Y are not zero divisors in A by Lemma 5.18, we conclude

AnnA′(ζ1) = A · ζ2 +A · (γm
2

+ δ1) and AnnA′(ζ2) = A · δ1 +A · ζ1

The claim follows immediately.

Now let ψ : A′⊕A′ → A′, (a⊕ b) 7→ aζ1 + bζ2. To avoid clashing with the notation for

an ideal generated by certain elements, we denote elements in A′ ⊕A′ by (a⊕ b) (instead

of (a, b), which to us means the ideal in A′ generated by a and b) where a, b ∈ A′.

Lemma 5.20. ker(ψ) = A · ((γm
2

+ δ1)⊕ 0) +A · (ζ2 ⊕ 0) +A · (0⊕ δ1) +A · (0⊕ ζ1)

Proof. We take

(1⊕ 0), (δ1 ⊕ 0), (ζ1 ⊕ 0), (ζ2 ⊕ 0), (0⊕ 1), (0⊕ δ1), (0⊕ ζ1), (0⊕ ζ2)

as an ordered A-basis of A′ ⊕A′ and 1, δ1, ζ1, ζ2 as an ordered A-basis of A′. With respect
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to these ordered bases, we can represent ψ by the matrix
0 0 0 0 0 0 0 γm

2
Y

0 0 Y 0 0 0 0 Y
1 γm

2
0 0 0 0 0 0

0 0 0 0 1 0 0 0


Since γm

2
and Y are not zero divisors in A by Lemma 5.18, the claim follows.

By Lemma 2.11, the short exact sequence

0→
(
i∗(∆+)− 2n−1, i∗(∆−)− 2n−1

)
→ R(H)

Ireg
→ R(H)

I∆
reg

→ 0

induces a long exact sequence on Tate cohomology yielding isomorphisms

h+

(
R(H)

I∆
reg

)
∼=

A′

(ζ1, ζ2)
∼=

Z2[γ1, . . . , γm
2

]⊗
⊗l

p=1 Z2

[
β

(p)
1 , . . . , β

(p)

bnp2 c

]
⊗ Z2[δ1, δ2]

(µi | 1 ≤ i < N) + J ′

where J ′ =

(
δ1 + δ2 + γm

2
, δ1δ2, δ1

∏
p β

(p)
np
2

, δ2
∏
p β

(p)
np
2

)
, and

h−
(
R(H)/I∆

reg

) ∂−→∼=
ker(ψ)

A′ · (ζ2 ⊕ ζ1)

We have identified ker(ψ) as an A-module in Lemma 5.20. Furthermore, as A-modules,

A′ ·
(
ζ2 ⊕ ζ1

)
=A ·

(
ζ2 ⊕ ζ1

)
+Aδ1 ·

(
ζ2 ⊕ ζ1

)
+Aζ1 ·

(
ζ2 ⊕ ζ1

)
+Aζ2 ·

(
ζ2 ⊕ ζ1

)
=A ·

(
ζ2 ⊕ ζ1

)
+A ·

(
0⊕ γm

2
ζ1

)
+A ·

(
0⊕ Y δ1

)
+A ·

(
Y δ2 ⊕ 0

)
Hence by Lemma 5.20, we have isomorphisms of A-modules

h−
(
R(H)/I∆

reg

) ∂−→∼=
ker(ψ)

A′ · (ζ2 ⊕ ζ1)
∼=

A

(Y )
· (δ2 ⊕ 0)⊕ A

(Y )
· (0⊕ δ1)⊕ A(

γm
2

) · (0⊕ ζ1)

We want to describe the elements in h−
(
R(H)/I±reg

)
corresponding to (δ2 ⊕ 0) and (0⊕ δ1)

and (0⊕ ζ1) under the isomorphism ∂ more concretely by giving elements in R(H) repre-

senting them.

We have that (cf. Proposition 2.16)

δ2 ∈ h+(R(H)/Ireg) is represented by Γ2
+ ∈ R(H)

δ1 ∈ h+(R(H)/Ireg) is represented by Γ2
− ∈ R(H)

ζ1 ∈ h+(R(H)/Ireg) is represented by Γ−

l∏
p=1

(
x(p)
np

)− 1
2
x

(p)
np
2

∈ R(H)

89



CHAPTER 5. WITT RINGS OF ORDINARY FLAG VARIETIES

Recall that r = | {j | nj ≡ 2 (mod 4)} |. By (5.22), we can find ũ1, ũ2, ũ3 ∈ R(H) such that

ũ1 + ũ∗1 − Γ2
+ · i∗

(
∆(−)r+1 − 2n−1

)
= Γ2

+ · Γ−
l∏

p=1

(
x(p)
np

)− 1
2
x

(p)
np
2

ũ2 + ũ∗2 − Γ2
− · i∗

(
∆(−)r − 2n−1

)
= Γ2

− · Γ+

l∏
p=1

(
x(p)
np

)− 1
2
x

(p)
np
2

ũ3 + ũ∗3 − Γ−

l∏
p=1

(
x(p)
np

)− 1
2
x

(p)
np
2

· i∗
(
∆(−)r − 2n−1

)
= Γ−Γ+

 l∏
p=1

(
x(p)
np

)− 1
2
x

(p)
np
2

2

Let T :=
∑

s∈S\{n} c0(RO0(H)) · i∗(ρs − rk(ρs)) as a subgroup of R(H). By Lemma 6.11,

we can find v ∈ R(H) and ω ∈ T such that

Γ+Γ− = ym−1 + ym−3 + . . .+ y1 = v + v∗ + ω

Setting

u1 :=ũ1 − v · Γ+

l∏
p=1

(
x(p)
np

)− 1
2
x

(p)
np
2

u2 :=ũ2 − v · Γ−
l∏

p=1

(
x(p)
np

)− 1
2
x

(p)
np
2

u3 :=ũ3 − v ·

 l∏
p=1

(
x(p)
np

)− 1
2
x

(p)
np
2

2

we obtain

u1 + u∗1 − Γ2
+ · i∗

(
∆(−)r+1 − 2n−1

)
∈ Γ+

l∏
p=1

(
x(p)
np

)− 1
2
x

(p)
np
2

· T

u2 + u∗2 − Γ2
− · i∗

(
∆(−)r − 2n−1

)
∈ Γ−

l∏
p=1

(
x(p)
np

)− 1
2
x

(p)
np
2

· T

u3 + u∗3 − Γ−

l∏
p=1

(
x(p)
np

)− 1
2
x

(p)
np
2

· i∗
(
∆(−)r − 2n−1

)
∈

 l∏
p=1

(
x(p)
np

)− 1
2
x

(p)
np
2

2

· T

(5.23)

Then by definition of the boundary map ∂, the elements ui ∈ R(H) yield elements

[ui] ∈ h−(R(H)/I∆
reg) corresponding to (δ2 ⊕ 0) and (0⊕ δ1) and (0⊕ ζ1) respectively.

Thus we have an isomorphism of A-modules

h−
(
R(H)/I∆

reg

) ∼= A

(Y )
· [u1]⊕ A

(Y )
· [u2]⊕ A(

γm
2

) · [u3]
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We have now computed h∗(R(H)/I∆
reg) as an A-module. To determine the ring structure,

one would have to determine for example the products [ui] [uj ]. We shall not do so here.

But now using Proposition 5.13 again together with Lemma 2.8, we can immediately

determine the Tate cohomology of R(H)/I ∼= K0(X) as a group:

Proposition 5.21. Suppose m ≥ 2, n1, . . . , nl are even. Then we have a group isomor-

phism

h∗(K0(X)) ∼=

h+(R(H)/I∆
reg)⊕

A

(Y )
· [u1]⊕ A

(Y )
· [u2]⊕ A(

γm
2

) · [u3]

⊗ ∧
t∈S\{n−1}

([wt])

where

h+(R(H)/I∆
reg)
∼=

Z2[γ1, . . . , γm
2

]⊗
⊗l

p=1 Z2

[
β

(p)
1 , . . . , β

(p)
np
2

]
⊗ Z2[δ1, δ2]

(µi | 1 ≤ i ≤ N) +

(
δ1 + δ2 + γm

2
, δ1δ2, δ1

∏
p β

(p)
np
2

)

A ∼=
Z2[γ1, . . . , γm

2
]⊗
⊗l

p=1 Z2

[
β

(p)
1 , . . . , β

(p)
np
2

]
(µi | 1 ≤ i < N)

and Y :=
∏l
p=1 β

(p)
np
2

and µj =
∑

a+a1+...+al=j
γaβ

(1)
a1 . . . β

(l)
al +

(
2n
2j

)
.

Remark 5.22. As before, Bousfield’s lemma identifies h∗(K0(X)) with W ∗(X). Under this

identification, by Lemma 4.8 we deduce that the summand h+
(
R(H)/I∆

reg

)
is completely

contained in W 0(X), and by Lemma 4.9 we have that [wt] ∈W−1(X) for all t ∈ S. Recall

that ∆+,∆− are real if n ≡ 0 (mod 4) and quaternionic if n ≡ 2 (mod 4). From (5.23) and

Lemma 4.9, we deduce that the summands

A

(Y )
· [u1] ,

A

(Y )
· [u2] ⊂

W−1(X) if n ≡ 0 (mod 4)

W−3(X) if n ≡ 2 (mod 4)

and that A(
γm

2

) · [u3] ⊂W−1(X) always.

Now from slight modifications in the computation for Proposition 3.16, we deduce:

dimZ2(A/(Y )) =
(n/2− 1)!

(m/2)! · (n1/2)! · . . . · (nl/2)!
·
(n1

2
+ . . .+

nl
2

)
=: b

dimZ2(A/(γm
2

)) =
(n/2− 1)!

(m/2)! · (n1/2)! · . . . · (nl/2)!
· m

2
=: c

dimZ2h
+
(
R(H)/I∆

reg

)
=

(n/2)!

(m/2)! · (n1/2)! · . . . · (nl/2)!
+ b =: a+ b

Note that a = b+ c. It is easy to check that |S \{n− 1} | = n1+...+nl
2 −1 =: f . So letting zi

denote the rank of degree i of the 4-periodically graded exterior algebra with f generators
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of degree −1 (the values of which can be found in Appendix A), we can deduce:

dimZ2(W i(X)) =

(a+ b)(zi + zi+1) if n ≡ 0 (mod 4)

(a+ b)zi + czi+1 + 2bzi+3 if n ≡ 2 (mod 4)
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Chapter 6

Relations between Certain

Polynomials

In this chapter, we want to give proofs for Propositions 5.1, 5.5, 5.9 and 5.13, thus filling

the last gap in our computations. In the first section, we consider the polynomials µj

occurring in our computation for type An and prove Proposition 5.1. These polynomials

are special cases of the polynomials νj occurring in the computations for types Cn and

Dn. We use the results of the first section to prove corresponding results for the νj in

the second section, completing the proofs of Propositions 5.9 and 5.13. Finally, we prove

Proposition 5.5 about the polynomials ξj from our computation for type Bn.

6.1 The polynomials µj

Let ni ∈ N for each i ∈ N be such that for some l ∈ N0, the integer ni is even if 1 ≤ i ≤ l
and odd if i > l. For every k ∈ N0, we define

Rk :=

⊗k+l
p=1 Z2

[
β

(p)
0 , . . . , β

(p)
np

]
(
β

(p)
i + β

(p)
np−i | 1 ≤ p ≤ k + l, 0 ≤ i ≤ np

)
+
(
β

(p)
0 + 1 | 1 ≤ p ≤ k + l

)
Clearly, Rk is isomorphic to a polynomial ring in

∑k+l
p=1bnp/2c indeterminates. The relations

in Rk ensure that there is a sort of mirror symmetry among each family of generators.

The ring Rk reflects of course the Tate cohomology ring of representation rings of

centralisers of tori in SU(n) in our computations for type An. We define a mod-2 rank

ring homomorphism via

rk: Rk → Z2, β
(p)
i 7→

(
np
i

)
This is, of course, also a reflection of the mod-2 rank function induced on Tate cohomology

by the rank function on the representation ring of centralisers of tori.
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Now for k ≥ 1, we define an inclusion map

κk−1 : Rk−1 → Rk, β
(p)
i 7→ β

(p)
i

The following polynomials are the main objects of study in this section: For m ∈ Z and

k ∈ N0, we define

µ(k)
m :=

∑
a1+...+ak+l=m

β(1)
a1
. . . β(k+l)

ak+l
∈ Rk

From the interpretation of the µ
(k)
m as restrictions of representations of SU(n) to centralisers

of tori in Tate cohomology (cf. section 5.1.2) or directly from a combinatorial interpretation,

it is clear that rk
(
µ

(k)
m

)
=
(
n1+...+nk+l

m

)
. We define a reduced version of the above

polynomials by

µ̃(k)
m := µ(k)

m + rk
(
µ(k)
m

)
These are precisely the polynomials we considered in section 5.1.2. Note that µ

(k)
m = 0 if

m 6∈ {0, 1, . . . , n1 + . . .+ nk+l} and µ
(k)
0 = 1. Furthermore,

µ(k)
m =

∑
a1+...+ak+l=m

β(1)
a1
. . . β(k+l)

ak+l
=

∑
a1+...+ak+l=m

β
(1)
n1−a1

. . . β
(k+l)
nk+l−ak+l

=
∑

b1+...+bk+l=n1+...+nk+l−m
β

(1)
b1
. . . β

(k+l)
bk+l

= µ
(k)
n1+...+nk+l−m

So we will only consider the polynomials µ
(k)
m for 0 ≤ m ≤ b(n1 + . . .+ nk+l)/2c.

Example 6.1. Let l = 0 and k = 2 and n1 = 3, n2 = 5. We write the polynomials µj in

terms of the indeterminates β
(p)
i where i ≤ bnp/2c:

µ1 = µ7 = β
(1)
1 + β

(2)
1

µ2 = µ6 = β
(1)
1 + β

(1)
1 β

(2)
1 + β

(2)
2

µ3 = µ5 = 1 + β
(1)
1 β

(2)
1 + β

(1)
1 β

(2)
2 + β

(2)
2

µ4 = 0

Already in the above example, the polynomials µj appear to be quite complicated. We

will however show that there is a quite orderly pattern of how they relate to one another.

6.1.1 Regularity and dimension

We noted above that Rk is just a polynomial ring in bn1/2c+ . . .+ bnk+l/2c indeterminates.

Hence this is also the maximal length of a regular sequence in Rk. In fact, we show:

Proposition 6.2. The elements

µ
(k)
1 , µ

(k)
2 , . . . , µ

(k)
bn1/2c+...+bnk+l/2c ∈ Rk
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form an Rk-regular sequence. The same holds for

µ̃
(k)
1 , µ̃

(k)
2 , . . . , µ̃

(k)
bn1/2c+...+bnk+l/2c ∈ Rk

Proof. We regard Rk as a graded ring where the grading is defined by setting |β(p)
i | = i

for all 1 ≤ p ≤ k + l and 0 ≤ i ≤ bnp/2c. Note that the µ
(k)
m are not homogeneous with

respect to this grading. But if 1 ≤ m ≤ bn1/2c + . . . + bnk+l/2c, then µ
(k)
m has highest

homogeneous component of degree m given by∑
a1+...+ak+l=m

ap≤bnp/2c for 1≤p≤k+l

β(1)
a1
. . . β(k+l)

ak+l
=: h(k)

m

In Proposition 3.15, we showed precisely that these h
(k)
m form a regular sequence for

1 ≤ m ≤ bn1/2c+ . . .+ bnk+l/2c. Hence we deduce from Corollary 3.19 that the µ
(k)
m form

an Rk-regular sequence for 1 ≤ m ≤ bn1/2c+ . . .+ bnk+l/2c.
The same proof also works for the µ̃

(k)
m since they have the same homogeneous compo-

nents as the µ
(k)
m except in degree 0.

From Proposition 3.18, we see that

Rk/
(
µ̃

(k)
1 , . . . , µ̃

(k)
bn1/2c+...+bnk+l/2c

)
and Rk/

(
h

(k)
1 , . . . , h

(k)
bn1/2c+...+bnk+l/2c

)
have the same Z2-vector space dimension because the former ring has a filtration such that

the associated graded ring is the latter ring. We computed this dimension in Proposition

3.16 and thus obtain:

Proposition 6.3.

dimZ2

(
Rk/

(
µ̃

(k)
1 , . . . , µ̃

(k)
bn1/2c+...+bnk+l/2c

))
=

(
bn1

2 c+ . . .+ bnk+l

2 c
)
!

bn1
2 c! · . . . · b

nk+l

2 c!

6.1.2 Linear combinations

We now want to show the following:

Proposition 6.4. For every bn1/2c + . . . + bnk+l/2c < m ≤ b(n1 + . . . + nk+l)/2c, the

polynomial µ
(k)
m (or µ̃

(k)
m ) is a Z2-linear combination of the polynomials

µ
(k)
0 , µ

(k)
1 , . . . , µ

(k)
bn1/2c+...+bnk+l/2c (or µ̃

(k)
1 , . . . , µ̃

(k)
bn1/2c+...+bnk+l/2c)

in Rk.

The proof will take up the remainder of this section.
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Let us first see how the assertion about the µ
(k)
m implies the assertion about the µ̃

(k)
m .

Assuming the claim about the unreduced polynomials, it follows that for every m,

µ̃(k)
m ∈ Z2 · 1 + Z2 · µ̃(k)

1 + . . .+ Z2 · µ̃(k)
bn1/2c+...+bnk+l/2c

Applying the rank function rk to both sides and using that rk
(
µ̃

(k)
j

)
= 0 for all j, we see

that actually,

µ̃(k)
m ∈ Z2 · µ̃(k)

1 + . . .+ Z2 · µ̃(k)
bn1/2c+...+bnk+l/2c

as required.

Thus we are left to prove the assertion about the unreduced polynomials. Let us first

change the numbering of the indeterminates and the polynomials in a convenient way. In

Rk, we define

α
(p)
i := β

(p)
i+bnp/2c for all 1 ≤ p ≤ k + l and − bnp/2c ≤ i ≤ dnp/2e

σ(k)
m := µ

(k)
m+bn1/2c+...+bnk+l/2c for all m ∈ Z.

These definitions are chosen so that

α
(p)
i =

α
(p)
−i if 1 ≤ p ≤ l

α
(p)
−i+1 if l < p ≤ k + l

(6.1)

and so that the σ
(k)
m form an Rk-regular sequence for all −bn1/2c− . . .−bnk+l/2c < m ≤ 0

and

σ(k)
m = σ

(k)
−m+k for all m (6.2)

Also note that

σ(k)
m =

∑
a1+...+ak+l=m

α(1)
a1
. . . α(k+l)

ak+l

Now we rephrase Proposition 6.4 as follows:

Proposition 6.5. For every 0 < m ≤ bk/2c, the polynomial σ
(k)
m is a Z2-linear combina-

tion of the polynomials σ
(k)
i for i ≤ 0.

We prove a few first lemmas in this direction:

Lemma 6.6. If k ≥ 2 is even, then σ
(k)
k/2 = 0.

Proof. σ
(k)
k/2 is the sum of all monomials of the form α

(1)
a1 . . . α

(k+l)
ak+l with

∑k+l
i=1 ai = k/2. But

by (6.1), we have

α(1)
a1
. . . α(k+l)

ak+l
= α

(1)
−a1

. . . α
(l)
−alα

(l+1)
−al+1+1 . . . α

(k+l)
−ak+l+1 (6.3)
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Since −
∑l

i=1 ai +
∑k+l

j=l+1(−aj + 1) = k −
∑k+l

i=1 ai = k/2, the right hand side of (6.3) also

gives a summand in σ
(k)
k/2, which is always distinct from the one on the left hand side since

k > 0. So all the monomial summands in σ
(k)
k/2 cancel out each other.

Lemma 6.7. If k ≥ 3 is odd, then
∑

j≤bk/2c σ
(k)
j = 0

Proof. We have∑
j≤bk/2c

σ
(k)
j =

∑
j≤bk/2c

∑
m∈Z

(
α

(k+l)
−m · κk−1

(
σ

(k−1)
j+m

))
=

∑
j≤bk/2c

∑
m≥0

(
α

(k+l)
−m · κk−1

(
σ

(k−1)
j+m

)
+ α

(k+l)
m+1 · κk−1

(
σ

(k−1)
j−m−1

))

=
∑
m≥0

α
(k+l)
−m · κk−1

 ∑
j≤bk/2c

(
σ

(k−1)
j+m + σ

(k−1)
j−m−1

)
Now in Rk−1,∑

j≤bk/2c

(
σ

(k−1)
j+m + σ

(k−1)
j−m−1

)
=

∑
bk/2c−m≤j≤bk/2c+m

σ
(k−1)
j

=σ
(k−1)
k−1

2

+
∑

k−1
2
−m≤j< k−1

2

(
σ

(k−1)
j + σ

(k−1)
−j+k−1

)
= 0

where we use (6.2) and Lemma 6.6. Hence the claim follows.

The previous lemmas already yield some of the linear relations we need. It turns out

that we can deduce more linear relations from the basic ones above by induction on k.

To see how to obtain these, it is useful to rephrase the problem in terms of power series.

Very roughly, we shall see that obtaining a new linear relation from the basic ones above

corresponds to a manipulation of the corresponding series that is easy to describe.

Let Z2〈t〉 denote the ring of series of the form
∑

i∈Z ait
i with ai ∈ Z2 for all i ∈ Z and

ai = 0 for i� 0. For each k ≥ 0, we define a map

ψk : Z2〈t〉 → Rk,
∑
j∈Z

ajt
j 7→

∑
j∈Z

ajσ
(k)
j

This map is well-defined since σ
(k)
j = 0 for j � 0. Clearly, ψk is a group homomorphism.

Finding linear relations among the σ
(k)
j is now the same as finding elements in ker(ψk).

Let

Pk(t) :=
∑

j≤bk/2c

tj ∈ Z2〈t〉

We deduce from Lemmas 6.6 and 6.7 and from (6.2):

(P1) If k ≥ 3 is odd, then Pk(t) ∈ ker(ψk).
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(P2) If k ≥ 2 is even, then tk/2 ∈ ker(ψk).

(P3) For every k ≥ 0 and every s ∈ Z, we have t−s + ts+k ∈ ker(ψk).

We want to find more elements in the kernel of ψk by induction on k. So we need to be

able to reduce from k to k − 1:

Lemma 6.8. Let Q(t) ∈ Z2〈t〉 and k ≥ 1. Then

ψk(Q(t)) =
∞∑
i=1

α
(k+l)
i · κk−1ψk−1

(
(t−i + ti−1)Q(t)

)
Proof. Let Q(t) =

∑
j∈Z ajt

j . Then

ψk(Q(t)) =
∑
j∈Z

ajσ
(k)
j

=
∑
j∈Z

aj
∑
i∈Z

α
(k+l)
i · κk−1

(
σ

(k−1)
j−i

)

=
∑
i∈Z

α
(k+l)
i · κk−1

∑
j∈Z

ajσ
(k−1)
j−i


=
∑
i∈Z

α
(k+l)
i · κk−1ψk−1

(
t−iQ(t)

)
=
∑
i≥1

α
(k+l)
i · κk−1ψk−1

(
(t−i + ti−1)Q(t)

)
as required.

The following result now yields the elements of ker(ψk) that we need:

Proposition 6.9. If k = 2m+ 1 ≥ 3 is odd, then

1

(1 + t−1)2j
· Pk−2j(t) ∈ ker(ψk) for all 0 ≤ j < m

If k = 2m ≥ 4 is even, then

1

(1 + t−1)2j+1
· Pk−2j−1(t) ∈ ker(ψk) for all 0 ≤ j < m− 1

Before proving this, let us see how it implies Proposition 6.5.

Proof of Proposition 6.5. Suppose k = 2m + 1 is odd. For all 0 ≤ j < m, the highest

non-zero term of

1

(1 + t−1)2j
· Pk−2j(t) = (1 + t−1 + t−2 + . . .)2j ·

∑
i≤m−j

ti

98



CHAPTER 6. RELATIONS BETWEEN CERTAIN POLYNOMIALS

is of degree m − j. Since all these elements are in ker(ψk), this means that for each

0 < j ≤ m = bk/2c, we can write σ
(k)
j as a Z2-linear combination of the σ

(k)
i for i < j.

This implies the claim.

For k = 2m even and 0 ≤ j < m− 1, the highest non-zero term of

1

(1 + t−1)2j+1
· Pk−2j−1(t) = (1 + t−1 + t−2 + . . .)2j+1 ·

∑
j≤m−j−1

ti

is of degree m− 1− j. Thus for every 0 < j < m = k/2, we can write σ
(k)
j as a Z2-linear

combination of the σ
(k)
i for i < j. Thus for every 0 < j < m, we can write σ

(k)
j as a

Z2-linear combination of the σ
(k)
i for i ≤ 0. Furthermore, from Lemma 6.6 we know that

σ
(k)
m = 0. So we are done in this case as well.

Proof of Proposition 6.9. We prove this by induction on k. For k = 3, this is (P1).

So suppose k = 2m ≥ 4 is even and let 0 ≤ j < m − 1. By Lemma 6.8, it suffices to

show that
t−a + ta−1

(1 + t−1)2j+1
· Pk−2j−1(t) ∈ ker(ψk−1) for all a ≥ 1.

Note that

t−a + ta−1

(1 + t−1)2j+1
· Pk−2j−1(t) =(t−a + ta−1) ·

∑
i≤0

ti ·
Pk−2j−1(t)

(1 + t−1)2j

=(t−a+1 + t−a+2 + . . .+ ta−2 + ta−1) ·Qk,j(t)

=qa−1(t) ·Qk,j(t)

where Qk,j(t) := Pk−2j−1(t) · (1 + t−1)−2j , and qa−1(t) :=
∑
|i|≤a−1 t

i is a finite sum with

qa−1(t) = qa−1(t−1).

By induction hypothesis, we know that for all 0 ≤ b < m− 1,

ker(ψk−1) 3 1

(1 + t−1)2b
· Pk−2b−1(t)

=(1 + t−1)−2b · (1 + t−1)2j · tj−b ·
Pk−2j−1(t)

(1 + t−1)2j

=tj−b(1 + t−1)2(j−b) ·Qk,j(t)

=rj−b(t) ·Qk,j(t)

where rj−b(t) := tj−b(1 + t−1)2(j−b). For all 0 ≤ b ≤ j, the element rj−b(t) is a finite sum

with highest non-zero term of degree j − b such that rj−b(t
−1) = rj−b(t).

Furthermore, by (P3), for every c ∈ Z, we have that tc + t−c+k−1 ∈ ker(ψk−1). We can

write

tc + t−c+k−1 =(tc + t−c+2m−1) · (1 + t−1)2j

Pk−2j−1(t)
·
Pk−2j−1(t)

(1 + t−1)2j
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=(tc + t−c+2m−1) · (1 + t−1)2j · t−b
k−2j−1

2 c(1 + t−1) ·Qk,j(t)

=(tc + t−c+2m−1) · (1 + t−1)2j+1 · t−(m−j−1) ·Qk,j(t)

=(tc−m + tm−c−1) · tj+1 · (1 + t−1)2j+1 ·Qk,j(t)

=sc−m,j(t) ·Qk,j(t)

where sc−m,j(t) := (tc−m + tm−c−1) · tj+1 · (1 + t−1)2j+1. Note that sc−m,j(t) is a finite sum,

we have sc−m,j(t
−1) = sc−m,j(t) and for c ≥ m it has highest term of degree 1 + j + c−m.

Hence we see that

{rj−b(t) | 0 ≤ b ≤ j} ∪ {sc−m,j(t) | c ≥ m}

is a basis of the Z2-vector space{∑
i∈Z

ait ∈ Z2〈t〉 | ai = a−i for all i ∈ Z

}

Thus for all a ∈ Z, the element qa−1(t) can be written as a Z2-linear combination of these

basis elements. But by the above, this shows that qa−1(t) · Qk,j(t) can be written as a

Z2-linear combination of elements in ker(ψk−1) for all a ≥ 1. So it is itself in ker(ψk−1).

The case that k is odd follows similarly.

6.2 The polynomials νj

We extend the results of the previous section to the more general polynomials occurring in

the computations for types Cn and Dn.

Let m,n1, . . . , nl ∈ N and define

S :=
Z2[α0, α1, . . . , α2m]⊗

⊗l
p=1 Z2

[
β

(p)
0 , β

(p)
1 , . . . , β

(p)
np

]
Iα + Iβ

where

Iα =(αi + α2m−i | 0 ≤ i ≤ 2m) + (α0 + 1)

Iβ =
(
β

(p)
i + β

(p)
np−i | 1 ≤ p ≤ l, 0 ≤ i ≤ np

)
+
(
β

(p)
0 + 1 | 1 ≤ p ≤ l

)
We set n := m + n1 + . . . + nl. The ring S is isomorphic to a polynomial ring in

m + bn1/2c + . . . + bnl/2c indeterminates. Just as in the previous section, we define a

mod-2 rank ring homomorphism

rk: S → Z2

via rk (αi) :=
(

2m
i

)
and rk

(
β

(p)
i

)
:=
(np
i

)
.
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We define elements in S by

µk :=
∑

a1+...+al=k

β(1)
a1
. . . β(l)

al

νk :=

bk/2c∑
i=0

αk−2i · µi +

(
2n

k

)

From the interpretation of the νk as elements in the Tate cohomology of a representation

ring and the above mod-2 rank function as computing the rank of representations modulo

2 (see sections 5.3 and 5.4), it is clear that rk(νk) = 0 for all k. The µk are basically the

polynomials that we considered in the previous section. Up to the additive constant, they

can be obtained as a special case of the νk by taking m = 0.

Example 6.10. Let l = 2 and m = 2, n1 = 3, n2 = 5. Then n = 10 and

ν1 = α1 ν2 = α2 + µ1

ν3 = α1 + α1µ1 ν4 = 1 + α2µ1 + µ2 + 1

ν5 = α1µ1 + α1µ2 ν6 = µ1 + α2µ2 + µ3

ν7 = α1µ2 + α1µ3 ν8 = µ2 + α2µ3 + µ4

ν9 = α1µ3 + α1µ4 ν10 = α2µ4

The polynomials µj were given in Example 6.1.

6.2.1 Regularity and dimension

Lemma 6.11. If k is odd, then νk is a
⊗l

p=1 Z2

[
β

(p)
0 , β

(p)
1 , . . . , β

(p)
np

]
-linear combination

of the αi where i is odd.

We have (νi | 1 ≤ i ≤ m odd) = (αi | 1 ≤ i ≤ m odd). Moreover, the elements in

{νi | 1 ≤ i ≤ m odd} are S-regular in any order.

Proof. Let k be odd. Then
(

2n
k

)
≡ 0 (mod 2) and both k− 2i and 2m− (k− 2i) are odd for

every i. So from the definition, we obtain that νk is a
⊗l

p=1 Z2

[
β

(p)
0 , β

(p)
1 , . . . , β

(p)
np

]
-linear

combination of the αi where i is odd. Furthermore, note that if 0 ≤ k ≤ m is odd, then

νk = αk + εk

where each εk is a
⊗l

p=1 Z2

[
β

(p)
0 , β

(p)
1 , . . . , β

(p)
np

]
-linear combination of the αi where i is odd

with 1 ≤ i < k. This implies the second part of the lemma.

Proposition 6.12. Let

A1 := {νi | 1 ≤ i ≤ m odd} ,

A2 := {νi | 2 ≤ i ≤ 2(bm/2c+ bn1/2c+ . . .+ bnl/2c) even}

101



CHAPTER 6. RELATIONS BETWEEN CERTAIN POLYNOMIALS

The elements in A := A1 ∪A2 form an S-regular sequence in some order.

Proof. First note that if i is even, then the expression for νi does not contain any αj for

odd j. By Lemma 6.11, the elements in A1 form an S-regular sequence. Let

S := S/(A1) = S/(αi | i odd)

In S, we define γi := α2i. Then γm−i = α2(m−i) = α2i = γi for all i. Note that for every i,

ν2i =

i∑
j=0

α2i−2j · µj +

(
2n

i

)
=

i∑
j=0

γi−j · µj +

(
2n

i

)

Up to the constant
(

2n
i

)
, this now is an element in S of the type that we considered in the pre-

vious section. So from Proposition 6.2, we deduce that ν2, ν4, . . . , ν2(bm/2c+bn1/2c+...+bnl/2c)

is an S-regular sequence. This finishes the proof.

From Propositions 3.18 and 3.16, we deduce:

Proposition 6.13.

dimZ2 (S/ (A1 ∪A2)) =

(
bm2 c+ bn1

2 c+ . . .+ bnk+l

2 c
)
!

bm2 c! · b
n1
2 c! · . . . · b

nk+l

2 c!

6.2.2 Relations between the νi

Recall the definition of A1 and A2 in Proposition 6.12.

Proposition 6.14. If i is odd, then νi is a
⊗l

p=1 Z2

[
β

(p)
0 , β

(p)
1 , . . . , β

(p)
np

]
-linear combina-

tion of the νj where 1 ≤ j ≤ m are odd. In particular, νi ∈ (A1). If i is even, then νi is a

Z2-linear combination of elements in A2. In particular, νi ∈ (A2).

Proof. The claim about odd i follows immediately from Lemma 6.11. Now consider the νi

for even i. For each j, we define γj := α2j in S. We have γm−j = α2m−2j = α2j = γj for

all j and then for every i,

ν2i =
i∑

j=0

α2i−2j · µj +

(
2n

i

)
=

i∑
j=0

γi−j · µj +

(
2n

i

)

and so up to the constant
(

2n
i

)
, the ν2i are polynomials of the form considered in the

previous section in the variables γj and β
(p)
j . Thus Proposition 6.4 implies that each ν2i is

a Z2-linear combination of 1 and the νj ∈ A2. But applying the rank function, we see that

it is actually a Z2-linear combination of just the νj ∈ A2 since rk(νj) = 0 for all j.
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6.3 The polynomials ξj

We now consider the polynomials occurring in the computation for type Bn.

Let m,n1, . . . , nl ∈ N. We set n := m+ n1 + . . .+ nl and define

T :=
Z2[α0, α1, . . . , α2m+1]⊗

⊗l
p=1 Z2

[
β

(p)
0 , β

(p)
1 , . . . , β

(p)
np

]
Jα + Jβ

where

Jα =(αi + α2m+1−i | 0 ≤ i ≤ 2m+ 1) + (α0 + 1)

Jβ =
(
β

(p)
i + β

(p)
np−i | 1 ≤ p ≤ l, 0 ≤ i ≤ np

)
+
(
β

(p)
0 + 1 | 1 ≤ p ≤ l

)
Note that T is very similar to the ring S from the previous section, but the largest index

2m+ 1 occurring for the αi is odd for T . The ring T is isomorphic to a polynomial ring in

m+ bn1/2c+ . . .+ bnl/2c indeterminates. We define a mod-2 rank ring homomorphism

rk: T → Z2

via rk(αi) :=
(

2m+1
i

)
and rk

(
β

(p)
j

)
:=
(np
j

)
. In T , we define elements

µk :=
∑

a1+...+al=k

β(1)
a1
. . . β(l)

al
,

ξk :=

bk/2c∑
i=0

αk−2i · µi +

(
2n+ 1

k

)

From the interpretation of the ξk as elements in the Tate cohomology of a representation

ring and the above mod-2 rank function as computing the rank of representations modulo

2 (see section 5.2), it is clear that rk(ξk) = 0 for all k. These polynomials ξj in T formally

look the same as the polynomials νj in S. However, due to the fact that the highest

occurring index of the αi is odd in one case and even in the other, the polynomials ξj

and νj are actually qualitatively different. To illustrate this, compare the following with

Example 6.10.

Example 6.15. Let l = 2 and m = 2, n1 = 3, n2 = 5. We then have n = 10 and

ξ1 = α1 + 1 ξ2 = α2 + µ1

ξ3 = α2 + α1µ1 ξ4 = α1 + α2µ1 + µ2 + 1

ξ5 = α2µ1 + α1µ2 ξ6 = α1µ1 + α2µ2 + µ3

ξ7 = µ1 + α2µ2 + α1µ3 ξ8 = α1µ2 + α2µ3 + µ4

ξ9 = µ2 + α2µ3 + α1µ4 ξ10 = α1µ3 + α2µ4 + µ3
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The expressions for the µj were given in Example 6.1.

6.3.1 Regularity and dimension

Proposition 6.16. The elements in

{ξi | 1 ≤ i ≤ m odd} ∪
{
ξi | 2 ≤ i ≤ 2

(⌊m
2

⌋
+
⌊n1

2

⌋
+ . . .+

⌊nl
2

⌋)
even

}
form a T -regular sequence in some order.

Proof. If 1 ≤ i ≤ m is odd, then

ξi = αi + ηi +

(
2n+ 1

i

)
where ηi ∈ (α1, α3, . . . , αi−2) for every odd 1 ≤ i ≤ m. Hence it is clear that the ξi for odd

1 ≤ i ≤ m form a T -regular sequence.

So now let

T := T/(ξi | 1 ≤ i ≤ m odd)

We see from the above that if 1 ≤ i ≤ m is odd, then αi ∈ T can be expressed in terms of

the β
(p)
j and a constant. Note that T is still a polynomial ring. We can define a grading on

T by setting ∣∣∣β(p)
i

∣∣∣ := i for all 1 ≤ p ≤ l, 1 ≤ i ≤ bnp/2c

|α2i| := i for all 1 ≤ i ≤ bm/2c

Then for all 2 ≤ 2i ≤ 2(bm/2c+bn1/2c+ . . .+bnl/2c), we see that the highest homogeneous

component of ξ2i ∈ T is of degree i, and Proposition 3.15 shows that they form a T -regular

sequence. Hence by Corollary 3.19, the elements ξ2i for 2 ≤ 2i ≤ 2(bm/2c+ bn1/2c+ . . .+

bnl/2c) form a T -regular sequence.

This completes the proof.

Remark 6.17. The proof of the previous Proposition shows that we may replace ξ2i for

1 ≤ i ≤ bm/2c+ bn1/2c+ . . .+ bnl/2c by any δ ∈ T such that δ ∈ T has the same highest

homogeneous component as ξ2i ∈ T and still obtain a regular sequence.

From Propositions 3.18 and 3.16, we deduce:

Proposition 6.18. Let I be the ideal in T generated by the ξi where 1 ≤ i ≤ m is odd

and by the ξi where 2 ≤ i ≤ 2(bm/2c+ bn1/2c+ . . .+ bnl/2c) is even. Then

dimZ2 (T/I) =

(
bm2 c+ bn1

2 c+ . . .+ bnk+l

2 c
)
!

bm2 c! · b
n1
2 c! · . . . · b

nk+l

2 c!
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6.3.2 Relations between the ξi

Lemma 6.19. If 1 ≤ 2j + 1 ≤ m, then α2j+1 + α2j ∈ (ξi | 1 ≤ i ≤ m). More precisely,

α2j+1 +α2j is a
⊗l

p=1 Z2

[
β

(p)
0 , β

(p)
1 , . . . , β

(p)
np

]
-linear combination of the ξi where 1 ≤ i ≤ m.

Proof. We prove this by induction on j.

For j = 0, the assertion holds as

α1 + α0 = α1 + 1 = α1 +

(
2n+ 1

1

)
= ξ1 ∈ (ξi | 1 ≤ i ≤ m)

Suppose now j > 0. Then

ξ2j+1 + ξ2j =

j∑
i=0

α2j+1−2i · µi +

(
2n+ 1

2j + 1

)
+

j∑
i=0

α2j−2i · µi +

(
2n+ 1

2j

)

=

j∑
i=0

(α2j−2i+1 + α2j−2i)µi

=α2j+1 + α2j +

j∑
i=1

(α2j−2i+1 + α2j−2i)µi

(6.4)

using that
(

2n+1
2j+1

)
+
(

2n+1
2j

)
=
(

2n+2
2j+1

)
≡ 0 (mod 2). By induction hypothesis, for all 1 ≤ i ≤ j,

the element α2j−2i+1 + α2j−2i is a
⊗l

p=1 Z2

[
β

(p)
0 , β

(p)
1 , . . . , β

(p)
np

]
-linear combination of the

ξp for 1 ≤ p ≤ m. Hence we deduce that so is α2j+1 + α2j . This completes the proof.

Proposition 6.20. For all 1 ≤ j ≤ n,

ξj ∈ (ξi | 1 ≤ i ≤ m odd) +
(
ξi | 2 ≤ i ≤ 2

(⌊m
2

⌋
+
⌊n1

2

⌋
+ . . .+

⌊nl
2

⌋)
even

)
=: Î

Proof. By equation (6.4) and Lemma 6.19, the claim for odd j follows from the statement

for even j. Let T̂ := T/Î. We need to show that the elements ξ̂j ∈ T̂ represented by ξj ∈ T
are zero in T̂ for even j.

Note that (ξ1, . . . , ξm) ⊂ Î. Let α̂i ∈ T̂ be the element represented by αi ∈ T . For

0 ≤ i ≤ m, we define γi := α̂2i ∈ T̂ . By Lemma 6.19, we have α̂2i = α̂2i+1 for 1 ≤ 2i+1 ≤ m.

Hence, for m ≥ i > bm/2c,

γi = α̂2i = α̂2m+1−2i = α̂2(m−i)+1 = α̂2(m−i) = γm−i in T̂

Furthermore, for 1 ≤ j ≤ bn/2c, we can write

ξ̂2j =

j∑
i=0

α̂2j−2iµ̂i +

(
2n+ 1

2j

)

=

j∑
i=0

γj−iµ̂i +

(
2n+ 1

2j

)
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=
∑

a0+...+al=j

γa0 β̂
(1)
a1
. . . β̂(l)

al
+

(
2n+ 1

2j

)

Thus Proposition 6.4 implies that ξ̂2j is a Z2-linear combination of

1, ξ̂2, ξ̂4, . . . , ξ̂2(bm/2c+bn1/2c+...+bnl/2c)

But applying the rank function and using that rk(ξi) = 0 for all i, we see that ξ̂2j is actually

a Z2-linear combination of

ξ̂2, ξ̂4, . . . , ξ̂2(bm/2c+bn1/2c+...+bnl/2c)

But ξ̂2i = 0 in T̂ for all 1 ≤ i ≤ bm/2c+ bn1/2c+ . . .+ bnl/2c. So the assertion follows.

Remark 6.21. We see from Lemma 6.19 and the proof of Proposition 6.20 that a slightly

stronger claim holds: For all 1 ≤ j ≤ n, the element ξj is a
⊗l

p=1 Z2

[
β

(p)
0 , β

(p)
1 , . . . , β

(p)
np

]
-

linear combination of the generators of Î displayed above. We may even restrict to those

generators ξi ∈ Î for which i < j.
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Chapter 7

Witt Rings of Extraordinary Flag

Varieties

Let G be a compact connected simple Lie group of one of the extraordinary types G2, F4,

E6, E7, E8 and H ⊂ G be a centraliser of a torus in G. To compute the Witt ring of G/H ,

we can, of course, use the same approach as outlined in Chapter 4. The advantage is that

while we had to consider infinite families of spaces for the ordinary types, we only have

finitely many flag varieties G/H derived from G of extraordinary type. However, there is a

different difficulty involved: The extraordinary groups themselves are more complicated to

define and so are their fundamental representations, which are cumbersome to work with.

Furthermore, it is not obvious how the H lie in G (see [Yok]), and all this makes it more

complicated to compute the restriction R(G)→ R(H) than for the ordinary types, which

is essential for our computation of W ∗(G/H).

To overcome this difficulty, we will explain a different approach to compute the restriction

map R(G)→ R(H), or at least the map h∗(R(G))→ h∗(R(H)), that does not make use

of explicit constructions of the fundamental representations of G or of an explicit inclusion

of the subgroups H in G. The idea is, of course, to extract the required information just

from the root systems, which capture enough information about the representations of G

and H. We will see that for the extraordinary Lie groups, this root system approach is

much easier to handle.

We could have used this approach for the Lie groups of ordinary type as well. However,

there we had easy explicit descriptions of the fundamental representations of G available

and it was not hard to compute the restrictions R(G)→ R(H). So it would not have given

us an advantage.

This chapter is organised as follows: In the first section, some notation is fixed and the

general approach is explained. We recall basic definitions and facts about roots associated

with a Lie group, its Weyl group and weights. We then explain the relationship between

the root system of G and its representations. Finally, we consider centralisers of tori in

G, whose root systems are contained in the root system of G. We shall identify their
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representation rings and see how to compute the duality operation on them from the root

system in order to be able to compute their Tate cohomology. It will be clear that from

this viewpoint, it is easy to compute the restriction R(G) → R(H), in the sense that it

can easily be implemented on a computer.

In the second section, all this is applied to compute the Witt ring of almost full flag

varieties. We then derive the Witt ring of G2/H for all centralisers of a torus H. We will

see that this follows more or less effortlessly from the considerations in the first section.

Finally, we compute W ∗(G/H) for every centraliser of a torus H in F4. Here the root

system is handled by a computer to make the computations.

We have not included computations for E6, E7 and E8. The approach outlined should

be just as successful for these. However, the Weyl groups are much bigger than for G2 and

F4, making it computationally more difficult to determine the restrictions R(G)→ R(H).

We feel that with enough computing power and a clever and efficient implementation in a

computer program, this should be feasible though.

Section 1 contains mostly standard theory as can be found in any book on representation

theory of compact Lie groups. We refer to [BD85] and [Ada69] as general references. The

description of the representation ring of parabolic subgroups and the duality on them can

be found in [Zib14]. We have just adapted the results to our context. As far as we are

aware, the computation of the Witt rings for G of type G2 and F4 are new.

7.1 A root system approach

Basic notation and facts

Let G be a compact connected Lie group and T ⊂ G be a maximal torus. We denote by

LG and LT the tangent spaces of G and T respectively at the identity element.

The conjugation action of G on itself induces a homomorphism G→ Aut(G) and hence

a homomorphism

Ad: G→ Aut(LG),

the adjoint representation.

The roots of G are the non-zero weights of Ad|T . We denote them by ±θ1, . . . ,±θm ∈
LT ∗. The Weyl group of G is given by W = NG(T )/T . It is always a finite group. W acts

on LT and we can choose a W -invariant inner product 〈·, ·〉 on LT . Throughout, we thus

identify LT with its dual LT ∗ via the isomorphism

LT → LT ∗, v 7→ 〈v, ·〉 (7.1)

We summarise the important facts about the action of W on LT ∗. For any choice of

εi = ±1 for 1 ≤ i ≤ m, we call

{v ∈ LT | εiθi(v) > 0 for all 1 ≤ i ≤ m}
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a Weyl chamber, provided that it is non-empty. We suppose that the signs of the roots are

arranged so that the chamber corresponding to εi = 1 for 1 ≤ i ≤ m is non-empty. We

define the corresponding Weyl chamber to be the fundamental Weyl chamber, denoted by

FWC. The roots θ1, . . . , θm are then the positive roots. Suppose we have ordered them so

that θ1, . . . , θr are the simple roots, i.e. those that are not the sum of two positive roots.

The fundamental dual Weyl chamber is the subset of LT ∗ corresponding to FWC under

the isomorphism (7.1), i.e.

FDWC = {α ∈ LT ∗ | 〈α, θi〉 > 0 for all 1 ≤ i ≤ r}

We denote by FWC and FDWC the closure of the fundamental and fundamental dual

Weyl chamber respectively. One can show that W sends roots to roots. It acts simply

transitively on the set of Weyl chambers. W can be identified with the group generated by

reflections LT ∗ → LT ∗ in planes orthogonal to the simple roots θi (1 ≤ i ≤ r).
Moreover, let I = exp−1(1) ⊂ LT be the integral lattice, where exp: LT → T is the

exponential map. We define the lattice of weights to be

I∗ = {α ∈ LT ∗ | α(v) ∈ Z for all v ∈ I} ⊂ LT ∗

One can see that every root is a weight. Furthermore, W sends weights to weights, so one

can restrict the action of W to I∗.

We introduce a partial order on I∗. If ω1, ω2 ∈ I∗, we write ω1 ≤ ω2 if ω1 lies in the

convex hull in LT ∗ of the orbit of ω2 under W . It is clear that for any given ω ∈ I∗, there

are only finitely many ω′ ∈ I∗ such that ω′ < ω. Adams [Ada69, Prop. 6.25] shows: If

ω1, ω2 ∈ I∗ ∩ FDWC, then ω1 ≤ ω2 if and only if ω1(v) ≤ ω2(v) for all v ∈ FWC.

Root system and representations

The following results explain the connection between the action of W on I∗ and the

representation ring of G:

Theorem 7.1. The inclusion T → G induces an isomorphism

R(G)
∼=−→ R(T )W

where R(T )W is the subring of R(T ) of elements invariant under the action of W .

Proof. See [Ada69, Thm. 6.20].

If ω ∈ I∗, we denote by Wω the orbit of ω under the action of W and define the

elementary symmetric sum of ω by

SW (ω) :=
∑
τ∈Wω

e2πiτ ∈ R(T )W
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Lemma 7.2. If ω1, ω2 ∈ I∗, then SW (ω1)SW (ω2) = SW (ω1 + ω2) + lower terms

Proof. See [Ada69, Prop. 6.36].

Theorem 7.3. There is a bijective correspondence between FDWC ∩ I∗ and irreducible

complex representations of G in which ω ∈ FDWC ∩ I∗ corresponds to an irreducible

representation χ such that

χ|T = SW (ω) + lower terms

Proof. See [Ada69, Thm. 6.33].

If G is simply connected, it turns out we can say more about the structure of FDWC∩I∗

and thus, by the above, about R(G).

Theorem 7.4. Suppose G is simply connected. Then there are weights ω1, . . . , ωr called

fundamental weights determined by the conditions that

2〈ωi, θj〉
〈θj , θj〉

= δij for all 1 ≤ j ≤ r

The map

Nr0 → FDWC, (n1, . . . , nr) 7→
r∑
i=1

niωi

is then a bijection and we have an isomorphism

Z[ρ1, . . . , ρr]→ R(T )W ∼= R(G), ρi 7→ SW (ωi)

Proof. See [Ada69, Thm. 6.41].

Remark 7.5. In the above isomorphism of representation rings, we could as well map ρi

to the irreducible representation with highest weight ωi and also obtain an isomorphism.

This is what Adams actually does in [Ada69, Thm. 6.41]. However, when computing the

restriction map R(G)→ R(H) in what follows, it will be more convenient to restrict the

symmetric sums. These are, of course, generally only virtual representations of G.

We now want to describe the duality operation ∗ on R(G) in terms of the weights in

FDWC ∩ I∗. Note that for any weight ω ∈ I∗, we have

SW (ω)∗ = SW (−ω)

So let w0 be the unique element in W which takes FDWC to −FDWC. This is usually
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referred to as the longest element of the Weyl group1. Then

SW (ω)∗ = SW (−w0.ω)

where now −w0.ω ∈ FDWC if ω ∈ FDWC. So we define an involution on the weight lattice

by

◦ : FDWC ∩ I∗ → FDWC ∩ I∗, ω 7→ ω◦ := −w0.ω

Then under the correspondence of Theorem 7.3, dual irreducible representations correspond

to ◦-dual weights. In particular, the self-dual irreducible representations correspond to

fixed points of the above involution on FDWC∩ I∗. This often lets us easily determine the

Tate cohomology of R(G), for example in the following favourable situation:

Lemma 7.6. Let L ⊂ FDWC ∩ I∗ be the subset of fixed points of the involution ◦. Note

that L is closed under addition. If L is a free commutative monoid with fundamental system

ν1, . . . , νl ∈ L, then

ϕ : Z2[α1, . . . , αl]→ h+(R(G)), αi 7→ [SW (νi)]

is an isomorphism of rings.

Proof. We know from Theorem 7.1 that h+(R(G)) has a Z2-basis given by ([SW (ω)])ω∈L.

For any ω ∈ L, we may replace [SW (ω)] by [SW (ω)] +
∑

ω′∈Ω [SW (ω′)] where Ω ⊂ L is

finite and ω′ < ω for all ω′ ∈ Ω and still have a Z2-basis for h+(R(G)).

Now Z2[α1, . . . , αl] has the monomials
(
αn1

1 . . . αnll
)
n1,...,nl∈N0

as Z2-basis and

ϕ
(
αn1

1 . . . αnll
)

=ϕ(α1)n1 . . . ϕ(αl)
nl = [SW (ν1)n1 . . . SW (νl)

nl ]

= [SW (n1ν1 + . . .+ nlνl)] +
∑
ω′∈Ω

[
SW (ω′)

]
where Ω ⊂ L is finite and ω′ < n1ν1 + . . .+nlνl for all ω′ ∈ Ω. Since L is a free commutative

monoid with fundamental system ν1, . . . , νl, we deduce from all this that ϕ maps a basis of

Z2[α1, . . . , αl] bijectively to a basis of h+(R(G)). Hence ϕ is an isomorphism.

Let us consider the case that G is simply connected. The fundamental weights are

precisely the indecomposable elements in FDWC ∩ I∗. Note that the involution on

the weights in FDWC maps indecomposable elements to indecomposable elements, so

that it maps the set of fundamental weights to itself. This implies that the fundamental

1We have said that W is generated by reflections in the planes orthogonal to the simple roots. For
w ∈W , we can define l(w) ∈ N0 to be the minimal length of a word that writes w as a product of reflections
in the planes orthogonal to the simple roots. This defines a length function l : W → N0. One can show that
l(w) equals the number of positive roots that are mapped to negative roots by w [Hil82, Thm. (3.4)]. From
this it is clear that there is a unique element of maximal length, namely the w0 ∈W which sends FDWC
to −FDWC.
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representations of G consist of self-conjugate representations and pairs of mutually conjugate

representations.

Centralisers of tori

From now, we assume that G is a compact simply connected Lie group with fundamental

weights ωθ1 , . . . , ωθr corresponding to the simple roots θ1, . . . , θr of G. Let Σ = {θ1, . . . , θr}.
We have seen in Proposition 1.8 that up to conjugation, any centraliser of a torus can

be obtained from a choice of subset of the simple roots. So let Θ ⊂ Σ be such a subset and

HΘ ⊂ G be the corresponding centraliser of a torus. By Remark 1.10, the root system of

HΘ is the subsystem of the root system of G generated by Θ, and the Weyl group WΘ of

HΘ is generated by reflections LT ∗ → LT ∗ in the planes orthogonal to the simple roots in

Θ.

Proposition 7.7 ([Zib14, Cor. 3.5]). We have an isomorphism of rings

Z[wθ, x
±1
β | θ ∈ Θ, β ∈ Σ \Θ]→ R(T )WΘ ∼= R(HΘ)

sending wθ to SWΘ
(ωθ) and xβ to SWΘ

(ωβ) = e2πiωβ .

Given the representation ring of HΘ as above, it is then sufficient to understand the

action of the longest element of WΘ on I∗ in order to determine the duality on R(HΘ). So

let w0 be the longest element in WΘ. For ω ∈ I∗, we write ω◦ := −w0.ω. We have:

Proposition 7.8 ([Zib14, Cor. 3.13]). For every θ ∈ Θ, there are mθ
β ∈ Z such that

ω◦θ = ωθ◦ +
∑

β∈Σ\Θ

mθ
βωβ

Furthermore, for every β ∈ Σ \ Θ, we have ω◦β = −ωβ, and under the isomorphism of

Proposition 7.7, the duality on R(HΘ) corresponds to the duality ∗ given by

w∗θ = wθ◦ ·
∏

β∈Σ\Θ

x
mθβ
β for all θ ∈ Θ

x∗β = x−1
β for all β ∈ Σ−Θ

Now that we can determine R(HΘ) and the duality on it just via the root system, we

can in principle compute the Tate cohomology of K0(G/HΘ) and thus the Witt ring of

G/HΘ: Consider the commutative square

R(T )W
∼=←−−−− R(G)y y

R(T )WΘ
∼=←−−−− R(HΘ)
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where the horizontal isomorphisms are induced by the inclusion of the maximal torus.

Since SW (ωθi) for 1 ≤ i ≤ r are polynomial generators of R(T )W by Theorem 7.4, we

deduce from Hodgkin’s theorem 4.3 that

K0(G/HΘ) ∼=
R(T )WΘ

(SW (ωθi)− si | 1 ≤ i ≤ r)
(7.2)

where si := |Wωθi |, the size of the W -orbit of ωθi . Note here that for any ω ∈ I∗, the

symmetric sum SW (ω) ∈ R(T )W is also an element in the subring R(T )WΘ ⊂ R(T )W . The

Tate cohomology of this quotient ring is now computable: We have, for every 1 ≤ i ≤ r,

SW (ωθi) =
∑

ω∈Wωθi∩FDWCΘ

SWΘ
(ω)

and we are able to determine R(T )WΘ and the duality on it from Propositions 7.7 and 7.8.

Then we can, in principle, use the results of section 2.2 to compute the Tate cohomology

of K0(G/HΘ).

7.2 Almost full flag varieties and G2

We illustrate our approach by computing the Witt ring of almost full flag varieties. This

then yields the Witt rings of all the flag varieties that are quotients of the exceptional Lie

group G2.

An almost full flag variety is a homogeneous space G/H where G is a compact simply

connected Lie group and H is a subgroup obtained via the map ϕ in Proposition 1.8 from

a one-element subset of the simple roots of G.

Theorem 7.9. Let G be a compact simply connected Lie group with Weyl group W and Σ

be the set of simple roots of G. We denote by bC, bR and bH the number of fundamental

representations of G of complex, real and quaternionic type, respectively. Let Θ = {θ} ⊂ Σ

and HΘ be the subgroup of G obtained from Θ via the map ϕ.

There is a fundamental weight ω of G such that W.(ω+ω◦)∩R ·θ 6= ∅. Up to the duality

◦ (which here denotes the duality induced by the longest element in W ), this fundamental

weight is unique.

The Witt ring of G/HΘ is an exterior algebra with bH − ε generators of degree 1 and
bC
2 + bR − ε′ generators of degree 3, where (ε, ε′) = (1, 0) if ω = ω◦ and the fundamental

representation with highest weight ω is of quaternionic type, and (ε, ε′) = (0, 1) otherwise.

Proof. Let WΘ be the Weyl group of HΘ. By Remark 1.10, the root system of HΘ only

consists of the roots ±θ. Thus WΘ is the group of order 2, generated by the reflection in

the plane orthogonal to θ ∈ LT ∗. By Lemma 7.6, we have an isomorphism

Z2[α]→ h+(R(HΘ)), α 7→
[
SWΘ

(
θ̃
)]

=
[
e2πiθ̃ + e−2πiθ̃

]
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where θ̃ := s · θ with s := min {x ∈ R+ | x · θ ∈ I∗}. Let

• ωi and ω◦i for 1 ≤ i ≤ bC
2 be the highest weights of the complex fundamental

representations of G,

• µi for 1 ≤ i ≤ bR be the highest weights of the fundamental representations of real

type of G,

• νi for 1 ≤ i ≤ bH be the highest weights of the fundamental representations of

quaternionic type of G.

Using (7.2) and Lemma 2.7, we deduce

h∗(K0(G/HΘ)) ∼= h∗
(

R(HΘ)

Iω + Iµ + Iν

)
where the ideals Iω, Iµ and Iν are defined as

Iω =

(
SW (ωi + ω◦i )− rk(SW (ωi + ω◦i )) | 1 ≤ i ≤

bC
2

)
Iµ =(SW (µi)− rk(SW (µi)) | 1 ≤ i ≤ bR)

Iν =(SW (νi)− rk(SW (νi)) | 1 ≤ i ≤ bH)

Suppose that for all i, j, k, we have

W.(ωi + ω◦i ) ∩ Zθ̃ = W.µj ∩ Zθ̃ = W.νk ∩ Zθ̃ = ∅

Then for all i, j, k, we have that in h+(R(HΘ)),

[SW (ωi + ω◦i )− rk(SW (ωi + ω◦i ))] = [SW (µj)− rk(SW (µj))] = [SW (νk)− rk(SW (νk))] = 0

So from Proposition 4.7, we deduce that h∗(K0(G/HΘ)) is the tensor product of h∗(R(HΘ))

with an exterior algebra. But then h∗(K0(G/HΘ)) is an infinite-dimensional Z2-vector

space. This is a contradiction since h∗(K0(G/HΘ)) ∼= W ∗(G/HΘ) is finite-dimensional.

Hence there must be c ∈ N such that c · θ̃ is in the Weyl orbit of one of ωi + ω◦i , µj , νk.

Since the ωi + ω◦i , µj , νk are linearly independent and have pairwise disjoint Weyl orbits,

there is a unique such among the ωi + ω◦i , µj , νk.

So suppose there is w ∈W such that w.(ωi +ω◦i ) = c · θ̃ for some c > 0 (the other cases

are completely analogous). Then 1
c (ωi + ω◦i ) = w−1.θ̃. So 1

c (ωi + ω∗i ) is a weight. But since

ωi and ω◦i are part of a fundamental system of the weight lattice, we must have c = 1.

Thus we deduce that in h+(R(HΘ)), we have

[SW (ωi + ω◦i )] =
[
SWΘ

(
θ̃
)]

As
[
SWΘ

(
θ̃
)]

generates h∗(R(HΘ)) as a polynomial ring, it follows from Proposition 4.7
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that the Tate cohomology of K0(G/HΘ) is as claimed. The Witt grading follows from

Lemma 4.9. We have that ε = 0 and ε′ = 1 if θ̃ is in the Weyl orbit of one of the ωi + ω◦i
or µj , and ε = 1 and ε′ = 0 if θ̃ is in the Weyl orbit of one of the νk.

We want to apply the above theorem to G2. The Dynkin diagram of G2 is given by

So the only flag varieties G2/H are the full flag variety, two almost full flag varieties and

the singleton. All fundamental representations of G2 are of real type [Yok67, §6]. Thus

Theorem 7.9 together with the computation of the Witt ring of full flag varieties [Zib15,

Thm. 3.3] immediately implies:

Theorem 7.10. Let Σ be the set of simple roots of G2, let Θ ⊂ Σ and HΘ be the centraliser

of a torus in G2 corresponding to Θ. Then W ∗(G2/HΘ) is an exterior algebra on 2− |Θ|
generators, with each generator of degree 3.

7.3 Flag varieties of type F4

Details on the root system of F4 can be found in [Bou02, Plate VIII]. Since the root system

of F4 is much more complicated than for G2 and in particular the Weyl group is much

bigger, it is more convenient to make some of the computations using a computer algebra

system. So we make use of the WeylGroups package2 in Macaulay2 of Calmès and Petrov.

We have included our Macaulay2 program that obtained the data provided in this section

in Appendix B.

The Dynkin diagram of F4 is given by

We denote by θ1, θ2, θ3, θ4 a choice of simple roots corresponding to the nodes in the

Dynkin diagram from left to right. This is the same numbering as in [Bou02, Plate VIII].

Let Σ = {θ1, θ2, θ3, θ4} and denote by ωi the fundamental weight corresponding to θi for

1 ≤ i ≤ 4. The fundamental weights constitute a Z-basis of the weight lattice I∗. They are

self-dual under the duality induced by the longest element of the Weyl group of F4 since

the only automorphism of the Dynkin diagram of F4 is the identity.

Let Θ ⊂ Σ. We are first interested in computing the Tate cohomology of R(HΘ) using

the results of section 7.1. We used Macaulay2 (cf. Appendix B) to compute the duality

◦ : I∗ → I∗, ω 7→ −wΘ.ω

where wΘ ∈WΘ is the longest element in WΘ. The duals of the fundamental weights ωi

are given in Table 7.1, and they determine the duality on I∗ since it is spanned by the

2The documentation can be found at http://www2.macaulay2.com/Macaulay2/doc/Macaulay2-1.11/

share/doc/Macaulay2/WeylGroups/html/
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Θ ω◦1 ω◦2 ω◦3 ω◦4
Generators

of LΘ
LΘ free?

{1, 2, 3, 4} ω1 ω2 ω3 ω4 ω1,ω2,ω3,ω4 yes

{1, 2, 3} ω1 − 2ω4 ω2 − 4ω4 ω3 − 3ω4 −ω4
ω1−ω4
ω2−2ω4
2ω3−3ω4

yes

{1, 2, 4} ω2 − 2ω3 ω1 − 2ω3 −ω3 ω4 − ω3
ω1+ω2−2ω3

2ω4−ω3
yes

{1, 3, 4} ω1 − ω2 −ω2 ω4 − ω2 ω3 − ω2
2ω1−ω2

ω3+ω4−ω2
yes

{2, 3, 4} −ω1 ω2 − 3ω1 ω3 − 2ω1 ω4 − ω1

2ω2−3ω1
2ω4−ω1

ω2+ω4−2ω1
ω3−ω1

no

{1, 2} ω2 − 2ω3 ω1 − 2ω3 −ω3 −ω4 ω1+ω2−2ω3 yes

{1, 3} ω1 − ω2 −ω2 ω3 − ω2 − ω4 −ω4
2ω1−ω2

2ω3−ω2−ω4
yes

{1, 4} ω1 − ω2 −ω2 −ω3 ω4 − ω3
2ω1−ω2
2ω4−ω3

yes

{2, 3} −ω1 ω2 − 2ω1 − 2ω4 ω3 − ω1 − 2ω4 −ω4
ω2−ω1−ω4

2ω3−ω1−2ω4
yes

{2, 4} −ω1 ω2 − ω1 − 2ω3 −ω3 ω4 − ω3
2ω2−ω1−2ω3

2ω4−ω3
yes

{3, 4} −ω1 −ω2 ω4 − ω2 ω3 − ω2 ω3+ω4−ω2 yes

{1} ω1 − ω2 −ω2 −ω3 −ω4 2ω1−ω2 yes

{2} −ω1 ω2 − ω1 − 2ω3 −ω3 −ω4 2ω2−ω1−2ω3 yes

{3} −ω1 −ω2 ω3 − ω2 − ω4 −ω4 2ω3−ω2−ω4 yes

{4} −ω1 −ω2 −ω3 ω4 − ω3 2ω4−ω3 yes

∅ −ω1 −ω2 −ω3 −ω4 0 yes

Table 7.1: In the first column, we indicate the choice of subset Θ of the simple roots by
displaying the indices of the simple roots in Θ. In columns 2-5, the duals of the fundamental
weights under the duality induced by the longest element in WΘ are given. In column
6, we use the duals described in the previous columns to give generators of LΘ, and in
column 7 we determine whether LΘ is a free commutative monoid.
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fundamental weights. Given these values of w◦i , it is easy to determine generators for the

abelian monoid

LΘ =
{
ω ∈ FDWCΘ | ω◦ = ω

}
Such generators are also given in table 7.1. We see that except in the case Θ = {θ2, θ3, θ4},
LΘ is actually a free commutative monoid with the given generators as a fundamental

system. Suppose for now that Θ 6= {θ2, θ3, θ4}. We will deal with this exceptional case

later. Denoting by τΘ
1 , . . . , τ

Θ
a(Θ) the basis elements of LΘ displayed in the individual cases

in Table 7.1, Lemma 7.6 yields that

Z2

[
α1, . . . , αa(Θ)

]
→ h+(R(HΘ)), αi 7→

[
SWΘ

(
τΘ
i

)]
(7.3)

is an isomorphism.

Now we want to determine the Tate cohomology of K0(F4/HΘ), knowing by Hodgkin’s

theorem 4.3 that

K0(F4/HΘ) ∼=
R(HΘ)

(SW (ωi)− rk(SW (ωi)) | i ∈ {1, 2, 3, 4})

If Θ 6= {θ2, θ3, θ4}, we can check from Table 7.2 (which was also obtained using Macaulay2)

that there is always a subset MΘ =
{
n1, . . . , na(Θ)

}
⊂ {1, 2, 3, 4} such that in h+(R(HΘ)),

[SW (ωni)] =
∑

γ∈LΘ∩Wωni

[SWΘ
(γ)] =

[
SWΘ

(
τΘ
i

)]
for all 1 ≤ i ≤ a(Θ)

Since the
[
SWΘ

(τΘ
i )
]

for i = 1, . . . , a(Θ) are polynomial generators of h+(R(HΘ)) by (7.3),

Proposition 4.7 immediately implies that h∗(K0(F4/HΘ)) is an exterior algebra on 4−a(Θ)

generators.

Now we consider the exceptional case.

Lemma 7.11. Let Θ = {θ2, θ3, θ4}. Then h∗(K0(F4/HΘ)) ∼=
∧

(u) with u ∈ h−.

Proof. By Proposition 7.7, we have an isomorphism

Z
[
v2, v3, v4, x

±1
]
→ R(HΘ)

where vi 7→ SWΘ
(ωi) for all i ∈ {2, 3, 4} and x 7→ SWΘ

(ω1) = e2πiω1 . By Table 7.1, we have

that

ω◦1 = −ω1, ω◦2 = ω2 − 3ω1, ω◦3 = ω3 − 2ω1, ω◦4 = ω4 − ω1

So by Proposition 7.8, under the above isomorphism, the duality on R(HΘ) is given by

x∗ = x−1, v∗2 = v2x
−3, v∗3 = v3x

−2, v∗4 = v4x
−1
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Hence it is easy to check that we have an isomorphism

Z2[α2, α3, α4, β]

(β2 + α2α4)
→ h+(R(HΘ))

where αi 7→ [viv
∗
i ] if i = 2, 4 and α3 7→ [v3x

−1] and β 7→ [v2v4x
−2].

Now from Table 7.2, we see that in h∗(R(HΘ)),

[SW (ω1)] = [SWΘ
(2ω4 − ω1)] = [SWΘ

(2ω4) · SWΘ
(−ω1)] =

[
SWΘ

(ω4)2 · SWΘ
(ω1)−1

]
= α4

using that SWΘ
(ω ·ν) = SWΘ

(ω) ·SWΘ
(ν) if WΘ.ν = {ν} and the fact that Tate cohomology

is 2-torsion. Similarly, we have

[SW (ω2)] = [SWΘ
(2ω2− 3ω1)] = [SWΘ

(2ω2) · SWΘ
(−3ω1)] =

[
SWΘ

(ω2)2 · SWΘ
(ω1)−3

]
= α2

and

[SW (ω4)] = [SWΘ
(ω3 − ω1)] = [SWΘ

(ω3) · SWΘ
(ω1)−1] = α3

In a similar fashion, we want to determine the element [SW (ω3)] = [SWΘ
(ω2 + ω4 − 2ω1)]

in h∗(R(HΘ)). We have

SWΘ
(ω2 + ω4 − 2ω1) = SWΘ

(ω2)SWΘ
(ω4)SWΘ

(ω1)−2 −
∑
v∈V

bvSWΘ
(v)

where V ⊂ FDWCΘ such that v < ω2 +ω4−2ω1 for all v ∈ V and bv ∈ N. So if v ∈ V ∩LΘ,

then v must be a N0-linear combination of 2ω4 − ω1, 2ω2 − 3ω1, ω3 − ω1. By applying

Lemma 7.2 inductively, we deduce that [SWΘ
(v)] can be written as a polynomial over Z2

in α2, α3, α4 for all v ∈ V ∩ LΘ. This shows that in h∗(R(HΘ)),

[SWΘ
(ω2 + ω4 − 2ω1)] = β + P (7.4)

where P is a polynomial in α2, α3, α4.

All in all, noting that α2, α3, α4 is a regular sequence in h∗(R(HΘ)), we have by

Corollary 2.9 that

h∗
(

R(HΘ)

(SW (ωj)− rk(SW (ωj)) | j ∈ {1, 2, 4})

)
∼=

Z2[β]

(β + rk(β))2

and then by (7.4), we have that[
SW (ω3)− rk(SW (ω3))

]
= β + rk(β)
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Θ LΘ ∩W.ω1 LΘ ∩W.ω2 LΘ ∩W.ω3 LΘ ∩W.ω4
Generators

of LΘ

{1, 2, 3, 4} {ω1} {ω2} {ω3} {ω4} ω1,ω2,ω3,ω4

{1, 2, 3} {ω2 − 2ω4} {ω1 + 2ω3 − 4ω4} {2ω3 − 3ω4} {ω1 − ω4}
ω1−ω4
ω2−2ω4
2ω3−3ω4

{1, 2, 4} {ω1 + ω2 − 2ω3} {ω1 + ω2 + 4ω4 − 4ω3} {ω1 + ω2 + 2ω4 − 3ω3} {2ω4 − ω3} ω1+ω2−2ω3
2ω4−ω3

{1, 3, 4} {2ω1 − ω2} {2ω1 + 2ω3 + 2ω4 − 3ω2} {2ω1 + ω3 + ω4 − 2ω2} {ω3 + ω4 − ω2} 2ω1−ω2
ω3+ω4−ω2

{2, 3, 4} {2ω4 − ω1} {2ω2 − 3ω1} {ω2 + ω4 − 2ω1} {ω3 − ω1}
2ω2−3ω1
2ω4−ω1

ω2+ω4−2ω1
ω3−ω1

{1, 2} {ω1 + ω2 − 2ω3} ∅ ∅ ∅ ω1+ω2−2ω3

{1, 3} {2ω1 − ω2} {2ω1 + 4ω3 − 3ω2 − 2ω4} {2ω1 + 2ω3 − 2ω2 − ω4} {2ω3 − ω2 − ω4} 2ω1−ω2
2ω3−ω2−ω4

{1, 4} {2ω1 − ω2} {2ω1 + 4ω4 − ω2 − 2ω3} {2ω1 + 2ω4 − ω2 − ω3} {2ω4 − ω3} 2ω1−ω2
2ω4−ω3

{2, 3} {2ω3 − ω1 − 2ω4} ∅ ∅ {ω2 − ω1 − ω4} ω2−ω1−ω4
2ω3−ω1−2ω4

{2, 4} {2ω2 − ω1 − 2ω3} {2ω2 + 4ω4 − ω1 − 4ω3} {2ω2 + 2ω4 − ω1 − 3ω3} {2ω4 − ω3} 2ω2−ω1−2ω3
2ω4−ω3

{3, 4} ∅ ∅ ∅ {ω3 + ω4 − ω2} ω3+ω4−ω2

{1} {2ω1 − ω2} ∅ ∅ ∅ 2ω1−ω2

{2} {2ω2 − ω1 − 2ω3} ∅ ∅ ∅ 2ω2−ω1−2ω3

{3} ∅ ∅ ∅ {2ω3 − ω2 − ω4} 2ω3−ω2−ω4

{4} ∅ ∅ ∅ {2ω4 − ω3} 2ω4−ω3

∅ ∅ ∅ ∅ ∅ 0

Table 7.2: The intersections of the Weyl orbits of the fundamental weights of F4 with the
lattice LΘ of self-dual weights in FDWCΘ are described. The generators of LΘ in the last
column were already described in Table 7.1.

in this Tate cohomology ring. This is a zero divisor. By Lemma 2.10, it now follows that

h∗(K0(F4/HΘ)) ∼= h∗
(

R(HΘ)

(SW (ωj)− rk(SW (ωj)) | j ∈ {1, 2, 3, 4})

)
is an exterior algebra on one generator.

Thus we see that in all cases, including the exceptional case of Lemma 7.11, the Tate

cohomology is an exterior algebra. The number of generators that arise can be described

in a concise way.

Notation. If Θ ⊂ Σ, the duality on the weight lattice induced by the longest element

in WΘ induces an involution of the set Θ of simple roots of HΘ (in other words, an

involution of the Dynkin diagram). Suppose Θ contains N
(1)
Θ self-conjugate simple roots

and N
(2)
Θ pairs of mutually-conjugate simple roots. Then N

(1)
Θ + 2N

(2)
Θ = |Θ|. We define

NΘ := N
(1)
Θ +N

(2)
Θ .
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Example 7.12. Suppose Θ = {θ1, θ3, θ4}. Then the root system of HΘ is A1 ×A2. The

duality fixes θ1 and exchanges θ3 and θ4, so N
(1)
Θ = N

(2)
Θ = 1 and NΘ = 2.

We are led to the following concise formulation of our result.

Theorem 7.13. Let Θ ⊂ Σ = {θ1, θ2, θ3, θ4}. Then W ∗(F4/HΘ) is an exterior algebra on

4−NΘ generators, all of which are of degree 3.

Proof. Bousfield’s lemma gives an isomorphism between the Tate cohomology and the

Witt ring. So all that remains to show is that the generators of the exterior algebra are in

W−1(F4/HΘ). But since all complex representations of F4 are of real type [Yok68], this

follows from Lemma 4.9.
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Appendix A

Rank of Exterior Algebras

Suppose W ∗ =
∧

(v1, . . . , vf , w1, . . . , wg) is a Z4-graded exterior algebra over Z2 with

vi ∈W−1 for all i and wj ∈W−3 for all j. Let uk := dimZ2W
k for 0 ≥ k ≥ −3.

If we regarded W ∗ as a Z-graded algebra with generators in the degrees given above,

its Hilbert polynomial would be

H(t) := (1 + t−1)f · (1 + t−3)g ∈ Z[t]

Noting that in C, we have the identities

10 + (−1)0 + i0 + (−i)0 = 4,

11 + (−1)1 + i1 + (−i)1 = 0,

12 + (−1)2 + i2 + (−i)2 = 0,

13 + (−1)3 + i3 + (−i)3 = 0,

we deduce that if (f, g) 6= (0, 0), then

u−k =
1

4

(
1k ·H(1) + (−1)k ·H(−1) + ik ·H(i) + (−i)k ·H(−i)

)
=

1

4

(
2f+g + 2 · Re(ik ·H(i))

)
=

1

4

(
2f+g + 2 · Re

(
ik(1− i)f (1 + i)g

))
Let ζ := e

πi
4 be a primitive eighth root of unity. Then 1 + i =

√
2 · ζ and 1− i =

√
2 · ζ−1

and so we deduce

u−k = 2f+g−2 + 2
f+g−2

2 · Re
(
ζ2k−f+g

)
Concretely, we obtain the following table for (f, g) 6= (0, 0). The first two columns contain

the values of f and g modulo 4. Throughout, we write x := f + g.
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f (4) g (4) u0 u−1 u−2 u−3

0 0 2x−2 − 2 · (−4)
x−4

4 2x−2 2x−2 + 2 · (−4)
x−4

4 2x−2

1 0 2x−2 − 2 · (−4)
x−5

4 2x−2 − 2 · (−4)
x−5

4 2x−2 + 2 · (−4)
x−5

4 2x−2 + 2 · (−4)
x−5

4

2 0 2x−2 2x−2 + (−4)
x−2

4 2x−2 2x−2 − (−4)
x−2

4

3 0 2x−2 − (−4)
x−3

4 2x−2 + (−4)
x−3

4 2x−2 + (−4)
x−3

4 2x−2 − (−4)
x−3

4

0 1 2x−2 − 2 · (−4)
x−5

4 2x−2 + 2 · (−4)
x−5

4 2x−2 + 2 · (−4)
x−5

4 2x−2 − 2 · (−4)
x−5

4

1 1 2x−2 + (−4)
x−2

4 2x−2 2x−2 − (−4)
x−2

4 2x−2

2 1 2x−2 + (−4)
x−3

4 2x−2 + (−4)
x−3

4 2x−2 − (−4)
x−3

4 2x−2 − (−4)
x−3

4

3 1 2x−2 2x−2 + 2 · (−4)
x−4

4 2x−2 2x−2 − 2 · (−4)
x−4

4

0 2 2x−2 2x−2 − (−4)
x−2

4 2x−2 2x−2 + (−4)
x−2

4

1 2 2x−2 + (−4)
x−3

4 2x−2 − (−4)
x−3

4 2x−2 − (−4)
x−3

4 2x−2 + (−4)
x−3

4

2 2 2x−2 + 2 · (−4)
x−4

4 2x−2 2x−2 − 2 · (−4)
x−4

4 2x−2

3 2 2x−2 + 2 · (−4)
x−5

4 2x−2 + 2 · (−4)
x−5

4 2x−2 − 2 · (−4)
x−5

4 2x−2 − 2 · (−4)
x−5

4

0 3 2x−2 − (−4)
x−3

4 2x−2 − (−4)
x−3

4 2x−2 + (−4)
x−3

4 2x−2 + (−4)
x−3

4

1 3 2x−2 2x−2 − 2 · (−4)
x−4

4 2x−2 2x−2 + 2 · (−4)
x−4

4

2 3 2x−2 + 2 · (−4)
x−5

4 2x−2 − 2 · (−4)
x−5

4 2x−2 − 2 · (−4)
x−5

4 2x−2 + 2 · (−4)
x−5

4

3 3 2x−2 − (−4)
x−2

4 2x−2 2x−2 + (−4)
x−2

4 2x−2
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Appendix B

Macaulay2 Program

We include the Macaulay2 program that we used to obtain Tables 7.1 and 7.2.

loadPackage "WeylGroups";

R=rootSystemF4;

fundweights={weight(R,{1,0,0,0}),weight(R,{0,1,0,0}),

weight(R,{0,0,1,0}),weight(R,{0,0,0,1})};

w1=longestWeylGroupElement(R); a=coxeterLength(w1);

L={}; for i from 0 to a do L=L|listWeylGroupElements(R,i);

#L

S={4}; P=parabolic(R,set(S)); w0=longestWeylGroupElement(R,P);

M=matrix{{},{},{},{}};

for s in S do (M=M|matrix(-w0*fundweights_(s-1)));

M

X={};

for fw in fundweights do (X=append(X,unique(delete(null,apply(L,

i->if isMinimalRepresentative(P,i) and -w0*i*fw==i*fw then (i*fw))))));

X

It basically executes the following steps: After loading the root system of F4, all the

elements in the Weyl group of F4 are saved in a list L. Then we require a subset S of

the simple roots numbered as 1,2,3,4 as input and load the root system of the parabolic

subgroup corresponding to S. The longest element w0 of the Weyl group of the parabolic

subgroup is computed and then the ◦-duals of the fundamental weights of F4 are output in

a matrix M . This yields the first five columns of Table 7.1. Finally, by going through all

the elements of the Weyl group of F4, saved in L, the self-dual weights in the Weyl orbits

of the fundamental weights are determined and saved in a list X. This yields Table 7.2.
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