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Abstract 

The ribosome is a ribozyme that catalysis the mRNA-directed protein synthesis. 

Prokaryotic ribosomes are composed of two unequal subunits (30S and 50S). These subunits 

contain several important functional sites that act as potential antibiotic targets. One of them 

is the peptidyl transferase center (PTC) located in the 50S large ribosomal subunit. The PTC 

is a target for various antibiotics used in the clinics such as erythromycin, clindamycin, and 

chloramphenicol. The ever increasing emergence of multi-drug-resistant bacteria warrants 

the need to continuously identify new antibiotics. 

Oxazolidinones represent one of the few new chemical classes of antibiotics that have 

been introduced in the clinics over the past 40 years. Linezolid, the only member of this 

class approved by the FDA, shows excellent activity against major Gram-positive bacteria. 

The available co-crystal structures of linezolid with the large ribosomal subunit of 

Deinococcus radiodurans (D50S) and Haloarcula marismortui (H50S) provide static views 

of the binding processes but do not reveal the dynamics and energetics involved with 

antibiotics binding [24, 25]. 

In order to understand determinants of binding and factors that give rise to selectivity 

and the resistance development due to mutations for the first time, computational expensive 

molecular dynamics (MD) simulations in combination with MM-PBSA free energy 

calculations of oxazolidinones; (linezolid, radezolid and the structurally related drug 

rivaroxaban) bound to D50S and H50S were performed. 

Our results provide a remarkably good agreement of the computed relative binding 

free energy with selectivity data available from experiment for linezolid. Moreover, 

structural data as well as energetic analysis shows that binding of radezolid to H50S is more 

favorable over D50S. Furthermore, the structurally related rivaroxaban does not bind to the 

ribosome reflected in its displacement from initial binding position as well as considerable 

positive ΔGeffective. In line with literature reports, the structural decomposition identifies 

nucleotides 2055 and 2572 to be most important for antibiotic selectivity. With respect to the 

development of linezolid resistance, the analysis shows an unstable binding mode of 

linezolid in H50Smut over stable binding modes in H50Swt and D50S.The structural and 

energetic analysis identify U2504 and C2452 as spearheads that exert the most immediate 

effect on linezolid binding due to the remote double mutation. The results presented here are 

in-line with modifications of antibiotics belonging to the oxazolidinone class in clinical trials 

and FDA approved antibiotics binding to the ribosomal subunit.  
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1. Introduction 

1.1 The antibacterial challenge: Discovery and resistance 

The beginning of the twentieth century saw infectious diseases as the leading cause of 

death worldwide [1]. The discovery of antibiotics to combat infections led to a dramatic 

change not only to the treatment but to the fate of mankind [2]. Antibiotics are defined as 

chemical compounds that inhibit or kill microbes by interfering with the bacterial structure or 

function while exhibiting no effect on the eukaryotic host carrying the infectious agents [3]. 

The foundation of the antibiotic era was laid down by Paul Ehrlich and Alexander Fleming in 

the early 1900s and 1930s, respectively [4]. Ehrlich’s idea of a “magic bullet” that selectively 

targets only disease-causing microbes and not the host led him to begin a screening program 

in 1904 to find a drug against syphilis [4]. In 1909, after screening many chemicals, 

compound numbered 606 was found to cure syphilis-infected rabbits. The drug was marketed 

under the name Salvarsan and was the most frequently prescribed, until it was replaced by 

penicillin [5]. However, sulfonamide drugs were the first antibiotics to be used systemically, 

and paved the way for the antibiotic revolution in medicine. The first sulfonamide, trade-

named Prontosil, was a prodrug whose experiments began in 1932 in the laboratories 

of Bayer AG (Figure 1). Serendipitous discovery of penicillin in the year 1942 marked the 

beginning of the golden age of antibiotic discovery [6]. This era saw the discovery of new 

classes of antimicrobial agents being developed one after the other; chloramphenicol and 

tetracycline in 1949, aminoglycosides in 1950, glycopeptides in 1958, and quinolones in 

1962. Years between 1962 and 2000 saw an innovation gap, post which started the 

“beginning of med-chem” era that led to the discovery of oxazolidinones in 2000 [5], 

followed by lipopeptides in 2003, mutilins in 2007, fidaxomicin in 2011 and diarylquinolones 

in 2014 (Figure 1) [7].  
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Figure 1: Discovery and development of antibiotics with time. 

The origin of antibiotics can be natural as well as by chemical synthesis. Antibiotics can 

be classified based on the bacterial spectrum they are effective against broad (antibiotics 

acting against a wide range of disease causing pathogens) versus narrow (antibiotics which 

are effective against a specific family of pathogen), or the route of administration (injectable 

versus oral versus topical), or the type of activity (bactericidal versus bacteriostatic) they 

possess. A bacteriostatic antibiotic prevents the growth of bacteria, while a bactericidal 

antibiotic kills the bacteria [5, 8]. However, the most useful classification from a drug 

discovery scientist’s point of view is based on the chemical structure and the mode of action. 

Antibiotics within a structural class generally show similar patterns of effectiveness. 

Although there are almost 200 conserved essential proteins in bacteria, the number of 

exploited targets is still very small. Most antibiotics agents used for the treatment of bacterial 

infections act according to their principal mode of actions. I) inhibition of cell wall 

biosynthesis, e.g., as β-lactams (penicillinase); II) inhibition of protein synthesis, e.g., 

aminoglycosides (streptomycin), chloramphenicols, macrolides (erythromycin), tetracyclines 

and oxazolidinones (linezolid); III) interference with nucleic acid synthesis, e.g., 

fluoroquinolones, rifampin and fidaxomicin; IV) inhibition of metabolic pathway, e.g., 

sulphonamides and folic acid analogues; V) disruption of bacterial membrane structure, e.g., 

lipopeptides (deptomycine); and VI) inhibition of F1Fo-ATPase, e.g., Diarylquinolines 

(bedaquiline). Figure 2 depicts various antibiotics and their targets [5, 8].  
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Figure 2: Antibiotics acting at different targets. 

Bacterial pathogens have risen beyond human imagination and have utilized their genetic 

capacities to incapacitate antibiotics targeted against them. Clinically significant resistance 

can develop after months to years post the introduction of an antibiotic. Microbial pathogens 

can acquire resistance via following main mechanisms: I) the organism may acquire genes 

encoding enzymes, such as β-lactamases, that destroy the antibacterial agent before it can 

have an effect. II) bacteria may acquire efflux pumps that extrude the antibacterial agent from 

the cell before it can reach its target site and exert its effect. III) bacteria may acquire several 

genes for a metabolic pathway which ultimately produces altered bacterial cell walls that no 

longer contain the binding site of the antimicrobial agent [9]. The introduction of new 

antibiotics has not kept pace with the increasing rate of resistance, leaving clinicians with 

fewer treatment options. This problem reiterates the continuous and urgent need to develop 

newer, selective and effective antibiotics [10]. 

Developing newer antibiotics that act by distinct mechanisms of action have a greater 

potential in combating multi-drug-resistances, wherein several species of microbes become 

resistant to multiple antibiotics. This is one of the major global challenges of modern 

antibiotic drug discovery to understand the reasons of resistance development and to develop 

selective antibiotics that act at a particular site of action [11]. 

There has been a decrease in the field of antibiotics in the past few years. The decreasing 

interest in antibiotics in the pharmaceutical sector is one aspect that is responsible for the rise 
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in difficulty to treat bacterial infections. For instance, in 2004, merely 1.6% of the drugs in 

clinical development across the globe’s 15 biggest drug firms were antibiotics. This resulting 

decrease in output of antibiotics can be accorded due to many reasons. Firstly, the norms 

pertaining to antibiotics are for limited time frames which make production of antibiotics less 

profitable compared to production of other drugs that are produced to treat other recurring 

sicknesses. Additionally, the new drugs are prescribed in combination with existing 

antibiotics in order to treat bacterial infections. This policy assists delay in antibiotics 

discovery and development. Furthermore, the profit is also limited due to too many generic 

rivals and the unavoidable development of bacterial resistance. Also, the impediments in 

form of rules have limited the interest of major pharmaceutical firms. The tolerance of 

negative side effects has off late been reduced for several drug groups which also include 

antibiotics. The approval needs during the clinical trials have risen in many instances from 

exhibition of non-inferiority to superiority and many a times the absence of proper trial 

directives for antibiotics, especially are a cause for limited growth of the sector. The 

pharmaceutical industries have to deal with several paradoxes wherein, while the federal 

agencies demand antibiotic development, several other federal agencies introduce policies 

that restrict the development that is needed in the first place. The above aspects have resulted 

in investment in the antibiotic sector being too dangerous. In fact an approximate investment 

of around $1.7 billion per drug, with limited revenues in return has made this an unprofitable 

venture for many antibiotic firms [148].  

1.2 The bacterial ribosome as a major target for antibiotics 

Many clinically useful antibiotics exert their antimicrobial effects by blocking protein 

synthesis on the bacterial ribosome, and hence it is not surprising that ribosome presents one 

of the major targets for antibiotic’s action. The ribosome is a “ribozyme” that synthesizes 

proteins in all kingdoms of life by translating genetic information encoded in the 

messengerRNA (mRNA) [12]. Bacteria have comparatively smaller ribosomes with the 

sedimentation coefficient of 70S (where S stands for Svedberg units), and a molecular weight 

of 2.7x106 Daltons. Each of the 70S ribosomes comprises a small (30S) and a large (50S) 

subunit (Svedberg measures are not additive because the sedimentation rate depends on both 

mass and surface area). The 70S ribosomes contain proportionally more RNA than protein 

[13, 14]. 
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The two un-equal subunits (50S and 30S) associate during the initiation phase of 

translation. The 30S subunit contains the messenger decoding site where the interaction 

between codons of the ribosomalRNA (rRNA) and the anticodon of mRNA determines the 

amino acids assembly resulting in a specific protein sequence. It is composed of 16S rRNA 

and 21 protein chains. On the other hand, the 50S subunit, which is composed of 5S and 23S 

rRNAs and 34 protein chains, has three distinct binding sites for transfer RNA (tRNA), which 

is a small RNA chain (73-93 nucleotides) that transfers a specific amino acid to a growing 

polypeptide chain: the A site that accepts the incoming aminoacylated tRNA; the P site that 

holds the tRNA with the emerging poly-peptide chain; and the E site that carries the 

deacylated tRNA, which later leaves the ribosome. The peptide bond formation occurs at the 

peptidyl transferase center (PTC) [15]. The ribosomal PTC is the catalytic heart of the 

ribosome, which plays a fundamental role in the protein synthesis and is a part of the large 

ribosomal subunit 50S. Its primary function is to covalently link amino acids into 

polypeptides via peptide bond formation [16]. Besides the above components, two protein 

factors play important roles in the translation: I) protein elongation factor Tu (EF-Tu), which 

delivers the aminoacylated-tRNAs to the ribosome and II) protein elongation factor G (EF-

G), which moves the assembly line device along its mRNA subsequent to the peptide-bond 

formation. EF-Tu delivers aminoacyl-tRNA molecules to the ribosome and leaves upon 

hydrolysis of guanosine-5'-triphosphate (GTP) only when the correct cognate tRNA has been 

delivered. EF-G, which is also GTP-driven, facilitates the translocation of tRNA and mRNA 

after peptide-bond synthesis [15, 17-19]. A number of antibiotics inhibit growth of 

microorganisms by binding to the PTC, the decoding site and the protein exit tunnel. For 

example oxazolidinones (such as linezolid and radezolid) bind to the A-site of the 50S 

subunit thereby preventing the binding of aminoacyl tRNA [6, 20, 21]. Antibiotics like 

aminoglycosides (e.g., paromoycin, streptomycin, and tobramycin) bind at the decoding site 

of the 30S subunit and inhibit protein synthesis. Macrolides (e.g. azithromycin, erythromycin, 

and roxithromycin) that prevent the elongation of nascent polypeptide chain (Figure 3) [15]. 
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Figure 3: Site of action of various antibiotics at the small (30S) and large (50S) ribosomal 

subunit. 

1.3 Oxazolidinone antibiotics 

Even after several decades of research and huge investments, very few classes of 

antibiotics have been approved by the Food and Drug Administration (FDA) in the past 30 

years. The last set of synthetic antibiotics that entered the market was in the year 2000 and 

belonged to the oxazolidinone class (Figure 1) [22]. 

The oxazolidinones indicate a new group of antimicrobial agents that have a distinct 

chemical framework, a five-membered heterocyclic ring forming the core, and are effective 

against gram-positive pathogenic bacteria. Oxazolidinone antibiotics bind and/or inhibit both 

archaeal and bacterial ribosomes but do not interact with human cytoplasmic ribosomes [22]. 

They exhibit a mechanism of inhibiting protein synthesis by preventing the binding of 

aminoacyl tRNA at the A-site (Figure 4A). They display bacteriostatic activity against many 

important pathogens, including methicillin-resistant Staphylococcus aureus (MRSA), 

vancomycin-resistant Enterococci faecium (VREF), and penicillin- and cephalosporin-

resistant Streptococcus pneumoniae and are used to treat skin, soft tissue and respiratory tract 

infections [23]. 
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Figure 4: Binding site of oxazolidinone antibiotics in the 50S ribosomal subunit and investigated 

oxazolidinone derivatives. (A): Close-up view of binding site of linezolid within the 23S RNA; 

nucleotides that form the first shell residues around the antibiotic are depicted in blue colour; 

nucleotides that upon mutation result in antibiotic resistance are shown in green colour; A-site as well 

as P-site are shown in surface dot view; a hydrogen bond is shown as dotted line between the 

phosphate group of G2505 and the acetamide NH group of linezolid (B): Chemical structures of 

investigated oxazolidinones: linezolid, radezolid. 

In the present times, many common gram-positive pathogens (for instance 

Staphylococcus aureus, Streptococcus pneumonia, and Enterococcus) are becoming more 

and more resistant to antimicrobial agents. Linezolid (Figure 4B) was the first oxazolidinone 

that was approved for clinical use. Linezolid exhibits in vitro activity (usually bacteriostatic) 

against several crucial resistant pathogens. The clinical trials have validated the action of 

linezolid in the setting of pneumonia, skin, and soft-tissue infections, and infections that take 

place due to vancomycin resistant enterococci. Linezolid is also a great alternative to 

glycopeptides and streptogramins. It can be effectively used to treat serious infections that 

occur on account of resistance to gram-positive organisms [24, 25]. 

The crystal structures of linezolid bound to 50S subunits both from an Archaeon 

Haloarcula marismortui (H50S) (Figure 4A) and bacterium Deinococcus radiodurans 

(D50S) were solved in 2008 [24, 25]. Archaeal ribosomes are considered more “eukaryotic-

like” with respect to their antibiotics specificity, i.e., they possess typical eukaryotic elements 

at the principal antibiotic target sites and require much higher than clinically relevant 

antibiotic concentrations for binding. This holds true also for the oxazolidinone class of 

antibiotics: for co-crystallizing linezolid with the eubacterial D50S, a concentration of 5 M 
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was required, while a 1,000-fold higher concentration was required for co-crystallization with 

the archaeal H50S. Furthermore, in a functional assay using ribosomes isolated from S. 

aureus, a eubacterium, a translation-inhibitory activity of IC50 of 0.9 μM was measured for 

linezolid, whereas in the case of H50S, an IC50 of 4.96 M was found (E. M. Duffy, personal 

communication) [119]. 

Species-selectivity is the key to the antibiotics effective therapeutic use. In the case of 

development of new ribosomal antibiotics, the issue of selectivity (pathogens versus humans) 

is of particular importance because of almost universally conserved RNA and protein 

sequences and an almost identical function of the ribosomes of different species [27]. Still, by 

exploiting subtle structural changes within the antibiotic binding sites of prokaryotic and 

eukaryotic ribosomes, high levels of selectivity can be achieved [28]. As one of the most 

subtle changes, the exchange of adenine and guanine can dictate the preference of antibiotic 

binding: interactions between paromomycin, an aminoglycoside antibiotic, and the bases 

A1408 and G1491 in the A-site of bacterial ribosomes cannot be formed in human ribosomes 

because the bases are reversed to G and A [29]. Even though the nucleotides that form the 

linezolid binding site are universally conserved among ribosomes, there exists structural and 

dynamical differences in the critical residues that govern the species-specific selectivity [21]. 

Not long after the commercial release of linezolid, oxazolidinone-resistant strains of 

MRSA and VREF began to appear in the clinic [23, 29]. Most of these mutations cluster 

around the highly conserved nucleotides that form the PTC [25, 29]. These mutations are 

located in the second or even third shell, far away from the ligand binding site (~10 – 15 Å) 

and, thus, do not directly interact with the drug. Interestingly, out of 10 mutations known to 

give rise to linezolid resistance in bacteria and archaea, the nucleotides corresponding to two 

of these mutations, G2032C and C2499U (Escherichia coli numbering used throughout the 

thesis) are already present in the human 28S rRNA (Figure 4A) [23]. Recently, it has been 

reported that these single mutations, i.e., G2032C or C2499U, do not lead to a significant 

reduction in linezolid susceptibility [25]. 

The co-crystal structures of linezolid with D50S [24] and H50S [25] provided first 

insights into the structural basis of oxazolidinone activity. These complexes provide crucial 

insights into the binding sites, binding modes, and mechanism of action of these antibiotics 

(Figure 4A and 5). This creates possibilities for utilizing rational structure-based drug design 

(SBDD) techniques not only for improving existing antibiotics by chemical modifications in 
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order to achieve higher binding affinity and selectivity but also for discovering new classes of 

anti-bacterial drugs. However, structure determination by X-ray crystallography only 

provides static views of the binding processes but does not reveal (changes in) the dynamics 

associated with antibiotics binding or the structural and energetic determinants of binding. 

Theoretical and computational approaches such as molecular dynamics (MD) simulations in 

combination with free energy calculations are suitable to fill this gap. The aim of this thesis is 

to investigate the determinants of binding, resistance development, and selectivity of 

antibiotics belonging to the oxazolidinone class, in particular linezolid, its derivative 

radezolid, and the structurally related oral anticoagulant drug rivaroxaban in complex with 

H50S and D50S by means of MD simulations together with binding free energy calculations 

(Figure 5). 
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2. Current computational state-of-the-art techniques used for antibiotic design 

The present status of antibiotic development needs major reforms due to ever 

increasing resistance development. There is an urgent need to design and develop newer 

selective antibiotics that are effective against a particular pathogen. A continuous increase of 

computational power, efficient treatment of long-range electrostatic interactions [31], and 

significant improvement in parallelization [32] have made all-atom MD simulations of large 

biomolecules like the ribosomal complex with 2.64 106 atoms possible. Using targeted MD 

simulations, the conformational change of the ribosome for accommodating tRNA during 

decoding has been simulated [32]. In another impressive study, the thermodynamics of the 

ribosomal decoding site and its interaction with the antibiotic gentamicin has been simulated 

in explicit solvent [33]. In this study, the simulations have been performed at the Advanced 

Simulation and Computing Q machine at Los Alamos National Laboratory using 1024 and 

480 processors, respectively. The study reveals that the decoding bases flip on a timescale 

faster than that of gentamicin binding, supporting a stochastic gating mechanism for 

antibiotic binding, rather than an induced-fit model where the bases only flip in the presence 

of a ligand. The study also explored the nonspecific binding landscape near the binding site 

and reveals that, rather than a two-state bound/unbound scenario, drug dissociation entails 

shuttling between many metastable local minima on the free-energy landscape. 

In another study, due to the large size of the ribosomal complex, a multiscale approach 

wherein MD simulations of ≈80,000 atoms cropped out from the H. marismortui large 

subunit was implemented to study the interactions between components of the ribosome 

tunnel and different amino acid side chains and ions [34]. Furthermore, an all-atom MD 

simulation on 128 CPUs was carried out on a 70S ribosome with and without the nascent 

polypeptide chain inside the ribosomal exit tunnel [35]. Modeling of the nascent chain in the 

tunnel shows that the extended loops of L4 and L22 partially hinder the passage of the 

polypeptide. Given that the analyzed trajectory has only a length of 2 ns, it remains unclear 

whether the proposed gating mechanism is biased by the starting configuration. 

Regarding antibiotics binding to the ribosome, MD simulations were performed for a 

set of aminoglycosides bound to the RNA in the A-site. Binding free energy, essential 

dynamics, and hydration analyses have been conducted to characterize the energetics and 

dynamics of the binding for each of the antibiotic in the set [36]. In this study, several 

dynamic models were built with reasonable binding free energies showing good correlation 
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with the experimental data. Moreover, hydration analysis detected some long residence water 

molecules W8 and W49 sites around the U1406.U1495 pair, which are found to be important 

in molecular recognition. In addition, hydration sites with long residence times were 

identified between the ring III of two 4,6-linked antibiotics (tobramycin and kanamycin) and 

phosphate oxygen atoms of G1405/U1406. These findings could further be explored for 

rational drug design. 

Most recently, interactions between the 50S subunit of a bacterial ribosome and the 

antibiotic sparsomycin and five analogs were investigated by calculating absolute binding 

free energies and characterizing conformational dynamics. The standard binding free 

energies of the complexes were computed using free energy perturbation molecular 

dynamics (FEP/MD) simulations with explicit solvent. The correlation coefficient between 

calculated and measured binding free energies was 0.96, and the experimentally observed 

ranking order for the binding affinities of the six ligands is reproduced. However, while the 

calculated affinities of the strong binders agree well with the experimental values, those for 

the weak binders are underestimated [37]. 

In one publication, the impact of ribosomal modifications on the binding of the ketolide 

antibiotic telithromycin was investigated using a combined grand-canonical Monte 

Carlo/MD simulation approach [38]. In this study, the impact of macrolide resistance 

development due to mutation of A2058 to G or methylation by Erm methyltransferase of the 

exocyclic N6 of A2058 has been investigated. Due to computational expediency, the 

ribosomal system was truncated to a 40 Å radius spherical system centered on the antibiotic, 

and150 ns of MD simulations have been carried out for both the wild type as well as the 

mutant E.coli 50S ribosomal subunit. The results of the study emphasize on 1: Increasing the 

hydrogen bonding interactions with adjacent nucleotides in the binding site, leading to the 

enthalpic gain, and 2: Increasing the flexibility of the heterocyclic ARM of telithromycin for 

entropy gain. 

In another study, the role of the cofactor for triggering translational arrest for the 

controlling expression of important genes including macrolide antibiotic resistance genes has 

been investigated [39]. MD simulations were carried out to understand the drug-dependent 

structural link between the nascent peptide exit tunnel (NPET) and the PTC of the drug-free 

and erythromycin-bound E.coli ribosome, with the simulation run ranging from 70 to 273 ns. 

The results of the study showed that the antibiotic induces stalling in the NPET even without 
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significant contacts with the peptide, by allosterically altering the peptidyl transferase center. 

The study provided evidence of an allosteric link between the NPET and PTC showing how 

binding of an antibiotic in the NPET predisposes the ribosome for the stalling when 

translating specific amino acid sequences. 

In an another interesting study, effective in-silico predictions for new oxazolidinone 

antibiotics using force field simulations of antibiotic-ribosomal complexes supervised by 

experiment and electronic structure methods has been investigated [40]. MD simulations 

were carried out on the truncated ribosomal linezolid complex. ΔΔEb value which denoted a 

more favorable interaction of linezolid with the ribosome was computed. It represents the 

binding enthalpy relative to linezolid considered as the zero point. AMBER and OPLA-AA 

force-fields were evaluated by running extensive Monte Carlo (MC) conformational scans 

for isolated linezolid in order to find out if the particular potential function is able to 

reproduce 1) the unbound and 2) the bioactive linezolid conformation. The AMBER force 

field emerged as better in comparison to the OPLS-AA in calculating the global minimum of 

linezolid bioactive conformation. Moreover, the AMBER force field produces a 

homogeneous distribution of the low energy conformation, whereas the OPLS-AA low-

RMSD conformations are clustered in a confined area. Furthermore, the stereoselectivity of 

(R)-linezolid has been rationalized on an atomic level of resolution using computational 

methods by monitoring carefully the critical hydrogen bonds within the binding region. 

ΔΔEb values were used to rank order the experimental compounds; and it correlated well 

with the MIC values. Finally, new linezolid derivatives have been designed based on the 

model and are currently being synthesized and will be tested for biological activities in the 

future. None of the above studies however, investigated the determinants of binding, 

specificity and the long-range influence of mutation and hence resistance development for 

antibiotics binding to the large ribosomal subunit. 

3. Molecular dynamics simulations: Background and theory 

Molecular dynamics (MD) simulations at the classical mechanical level are at present 

the most appropriate way to explore the dynamics and energetics of complex biological 

molecules. In MD simulations, Newton’s equations of motion are solved by numerical 

integration [41]. The simulations provide a dynamic picture starting from a static input 

structure of a molecule and, therefore, yield deepened insights into the relationship between 

molecular structure, dynamics, and function. MD simulations result in a trajectory which 
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specify the position and velocity of the particles in a biomolecule and how they change with 

time. Like every method MD simulations also have its own advantages and disadvantages. 

As such, it provides an in-depth view of the intermolecular interactions at an atomic level but 

suffers from two main limitations, i.e., the insufficient sampling and force field inaccuracies 

[42, 43, 44]. Several recent reviews describe the emergence of new sampling methods along 

with latest improvements in force field [45]. In the following section, methodological 

developments for MD simulations related to force fields and sampling issues are 

summarized. 

3.1 Force fields 

The potential energy of the system is described by the following equation, which contains 

the functions that preserve the essential nature of molecules in condensed phase (eq. 1). 

           (1) 

The first three terms are intra-molecular or bonded terms and describe the bond, angle and 

dihedral energy for the atoms in the same molecules. The last two terms describe the 

intermolecular or non-bonded terms which are calculated between all pairs of atoms residing 

in different molecules or atoms within the same molecule but separated by at least three 

bonds. The van der Waals interactions are modeled by a 6-12 Lennard-Jones potential, and 

the electrostatic potentials are calculated using Coulomb’s equation [41-49]. The functional 

form, the parameters kr, kθ, Vn, Aij, Bij and the partial atomic charges (q) make up a force field 

[50]. 

CHARMM and AMBER force fields are the most prominent and popular ones for nucleic 

acid simulations. Both force fields share a similar functional form but differ in 

parameterization [51, 52]. It must be noted that parameterization of nucleic acid force fields 

is probably more challenging than parameterization of protein force fields due to a more 

complex balance of forces in nucleic acids. By the first half of the 1980s, enough experience 

had accumulated with earlier parameterizations for several groups to begin fairly systematic 

projects to develop a new generation of force fields. The earliest of these efforts were still 

done at a time when the limited power of computers made it attractive to not include all 

hydrogen atoms as explicit force centers. The importance of hydrogen bonding, however, led 

many investigators to adopt a compromise whereby polar hydrogens were explicitly 

represented but hydrogens bonded to carbon were combined into united atoms. A widely used 
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force field at this level was developed in 1984 in the Kollman group and was incorporated 

into the Amber molecular mechanics package [51]. 

In the context of force fields for RNA MD simulations, the ff99 force field64, [92] was the 

force field of choice for several years in the Amber program package [77]. The ff99 force 

field64, [92], as well as other current nucleic acid force fields, performs well in describing 

canonical DNA and RNA helices, while they might show different success for more complex 

RNA molecules. The most recent force field developed by the Orozco group named as the 

Barcelona Supercomputing Center (BSC), the bsc0 modifications, published in 2007 is a 

further improvement over parm99 by updating the α and γ dihedrals. This corrected α 

overpopulated in gauche+ conformations and γ overpopulated in trans conformations. 

Furthermore, bsc1 was released in 2015 and includes the bsc0 modifications and additional 

modifications to the sugar pucker, the χ glycosidic torsion, and the ε and ζ dihedrals [52, 53]. 

With the increase in computational power, and consequently extending simulation times, a 

sudden irreversible transition of RNA helices to ladder like structures was observed in some 

simulations [140]. In order to avoid the formation of such non-physiological structures, a 

reparameterization of the χ-dihedral was developed and was published as parmχOL3 [141]. 

The currently recommended combination is to use the ff99 force field together with the bsc0 

and the as parmχOL3 refinements [77]. In the context of RNA simulations in Amber, this 

combination is also referred to as ff10, ff12 (in Amber12), and ff14 (in Amber14) [77]. 

As with Amber, the CHARMM program (Chemistry at HARvard using Molecular 

Mechanics) [54] was originally developed in the early 1980s and initially used an extended 

atom force field with no explicit hydrogens. By 1985, this had been replaced by the 

CHARMM19 parameters, in which hydrogen atoms bonded to nitrogen and oxygen are 

explicitly represented, while hydrogens bonded to carbon or sulfur are treated as part of 

extended atoms [54]. As with the contemporaneous Amber 1984 united-atom 

parameterization, the CHARMM19 values were developed and tested primarily on gas phase 

simulations. However, the CHARMM19 potential seems to do well in solvated simulations 

and continued to be used for peptide and protein simulations only; this is in contrast to the 

Amber force field, which is now being widely used for transmembrane proteins with 

membrane models. In addition, the CHARMM19 values have often been used in conjunction 

with a distance-dependent dielectric constant as a rough continuum solvation model. 

Currently, the all-atom model in CHARMM27 is used for nucleic acid simulations [55, 56]. 
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3.2 Free energy calculation methods 

3.2.1 MM-PBSA (Molecular Mechanic Poisson-Boltzmann Surface Area) 

Free energy calculations have increasingly become part of the standard methods for 

prediction of binding affinities of small drug molecules, evaluation of relative stabilities of 

large biomolecular structures, and intricate biomolecular procedures such as protein folding. 

The calculations can be performed by computationally expensive free energy perturbation 

(FEP) and thermodynamic integration (TI). Both the techniques need high computational cost 

to explicitly treat solvent and to determine the differences in free energies of the two states 

based on simulations that are carried out at intermediate points along a transition path from 

one state to another [57-60, 78]. The computational cost can be reduced by considering only 

the end-point states in the free energy calculations. One of the most preferred solvent 

prototypes relies on the Poisson-Boltzmann (PB) equation, at least as far as electrostatic 

impacts are concerned, and on the description of a surface tension energy relative to the 

solvent accessible (SA) surface area considering the inclination of nonpolar parts of a 

molecule [61-65]. The approach has been used on more than hundred studies to determine the 

free energies of molecular systems w.r.t. evaluating docking poses, determining structural 

stability, predicting binding affinities and hot-spots [66-73]. There are many benefits of 

executing molecular dynamics (MD) simulations by employing implicit in contrast to 

obvious solvent prototypes; these include quicker equilibration times, and less time for 

calculations. It is thus needed to investigate implicit solvent MD simulations and especially 

the MM/PSBA methodology [37, 77, 78, and 119]. 

In one of the studies the authors presented the results to interpret thermodynamics 

profiles from ITC in terms of individual energy contributions to binding computed by the 

MM-PBSA approach for amino-adamantine compounds inhibiting the M2 proton channel of 

influenza A [72]. The authors compare energy contributions that are accessible by both MM-

PBSA and ITC. The trend in the effective binding energy computed by the MM-PBSA 

approach were highly consistent with the binding enthalpy and free energy determined by 

ITC measurements of >85% of all eight pairs of aminoadamantane compounds considered in 

the study. Since entropy contributions are more challenging, only 50% of the considered pairs 

matched the observed ITC measurements with MM-PBSA calculations. Entropy 

contributions due to the configurational entropy were computed using combined 

quasiharmonic and normal mode approached respectively [77, 119]. Furthermore, MM-PBSA 

approach provided information about the determinants of binding (e.g., in terms of 
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contributions by electrostatic and van der Waals energies or solvation) that were not available 

from ITC measurements. Such decomposition helps in linking thermodynamic profiles from 

ITC with structural causes, thus guiding decision making in lead optimization. The authors 

showed how computationally relatively inexpensive approach can therefore be highly useful 

for the design of further drug candidate for M2TM [72]. 

An excellent review by the author has discussed applications of MMPBSA to 

biomacromolecules [78]. The review discusses MM-PBSA application to study the stability 

of DNA, RNA and protein conformers in order to identify the native fold among the set of 

decoy structures or the fold that is most stable in a given environment. Furthermore, MM-

PBSA free energy calculations help to identify the correct cysteine pairing in those cases 

where X-ray crystallography and nuclear magnetic resonance spectroscopy failed.  

In another of the study the authors provided structural basis of antibiotic binding site in 

nisin resistant protein Streptococcus agalactiae COH1 (SaNSR) and the mechanism of 

substrate specificity [79]. Guided with mutagenesis studies together with MD simulations, 

revealed that SaNSR recognizes the lanthionine ring closest to the C-terminus of nisin and 

that this ring binds at one end of the catalytic tunnel, thereby determining the substrate 

specificity and ensuring the exact coordination of the nisin cleavage site at the catalytic site 

region. Since there is no crystal structure of SaNSR with bound nisin, a model of 

SaNSR/nisin complex was generated by integrative modelling. The model reveals that 

SaNSR binding to nisin is dominated by hydrophobic interactions. Within the protease core 

key residue forming a pocket that harbors both rings D and E were identified. In agreement 

with this model, mutation of these residues reduces the activity of SaNSR. Furthermore, 

water-mediated hydrogen bonds between backbone atoms of rings D and E and side chains 

were identified. Furthermore, per-residue decomposition of effective binding energies 

computed by the MM-PBSA approach identified Ile30 as key residue for nisin binding to 

SaNSR [79]. 

In yet another study, the authors presented the development of a computationally 

efficient method to approximate ΔSR/T in terms of the reduction in translational and rotational 

freedom of the ligand upon protein−ligand binding (termed BEERT) and tested it 

successfully in binding affinity computations in connection with MM-PBSA effective 

energies describing changes in gas-phase interactions and solvation free energies [80]. The 

methodology differs at two major points: First, bound ligand poses are clustered based on 
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interactions with the protein rather than the structural similarity of the poses; Second, ΔSR/T 

across multiple wells of the protein-ligand energy landscape in the bound state was computed 

as the weighted average of the single entropies associated with an individual well. The new 

method differs from the previous combinations of MM-PBSA effective energies with respect 

to approximations of ΔSconfig., wherein the former method estimation is done using rigid rotor, 

harmonic oscillator approximation (RRHO) over flexible molecule (FM) approach used in 

the new method. Also the authors claim their approach to be highly computationally efficient 

with computing time of 45-90 s per complex [80]. 

Computational methods that combine molecular mechanics energy and implicit 

solvation models, such as Molecular Mechanics Poisson Boltzmann Surface Area (MM-

PBSA), have been widely exploited in free energy calculations [81]. Compared with the 

rigorous methods such as free energy perturbation (FEP) [82] and thermodynamic integration 

(TI) [83], the MM-PBSA method is more computationally efficient. That is why the MM-

PBSA approach was used in the course of this study to investigate the energetic determinants 

of binding of oxazolidinones to H50S. This method estimates the free energy of a molecule x 

as the sum of its gas phase energy (Hx
gas), solvation free energy (Gx

solv), and entropy (Sx) 

(eq. 2). 

 

     (2) 

Hgas and Gsolv were averaged over snapshots of conformational ensembles [84]. The 

effective binding energy was computed as the difference of the average effective energies 

 (<Hgas> + <Gsolv>) of the complex and the receptor and ligand (eq.3). 

 

  (3) 

Where  denotes an average over snapshots i taken from the MD trajectories. In the 

single-trajectory MM-PBSA approach, the snapshots are extracted from a single simulation 

of the complex [85]. Gas-phase energies Hx
gas(i) are calculated by summing up contributions 

from internal energies, electrostatic energies, and van der Waals energies using the ff99SB 

modifications of the Cornell et al.,force filed [64, 92] force-field with no cutoff. Solvation 

free energies Gx
solv(i) are computed as the sum of polar and non-polar contributions. The 

polar contribution was calculated using the Poisson-Boltzmann (PB) model [77]. The non-

polar contribution to the solvation free energy due to cavity formation and van der Waals 
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interactions between the solute and the solvent was estimated by a solvent-accessible surface 

area (SA)-dependent term [86] (eq. 4): 

       (4) 

The SASAx(i) was determined with the LCPO method [87] as implemented in AMBER 10 

using a surface tension proportionality constant of and  was set to 0.005 kcal mol-1 A-2. 

3.2.2 Solvation Free Energy calculation: APBS 

The polar contribution to the solvation free energy was determined using the PB 

approach [144] wherein the electrostatics contribution to solvation was calculated using the 

adaptive Poisson-Boltzmann Solver (APBS) [87]. It uses the finite difference method for the 

generation of accurate solutions to the PB equation. The electrostatic calculations were 

performed by employing an automatically configured sequential focusing multigrid 

procedure. In this procedure, a less accurate solution on a coarse finite difference mesh 

covering the entire ribosome is used to define the boundary conditions for more accurate 

calculations with a finer discretization of the ligand binding site [87]. The electrostatic 

potential for the ribosomal complex was obtained at a resolution of 0.19 Å [77]. 

3.2.3 Post-processing of MD trajectories 

 Once the MD simulations are carried out, the results are obtained in the form of large 

trajectories. These trajectories contain the basis information (3D coordinates, velocities) for 

each atom with respect to the simulation time. The very common techniques by which the 

structural analysis of generated trajectories is done are briefly summarized below. 

A. Root-Mean-Square-Deviation (RMSD) 

The Root-Mean-Square-Deviation is a standard measure of distance between two 

coordinate sets. It gives the average distance d between two position vectors a and b of N 

equivalent atoms separated in 3D space [77] (eq. 5): 

        (5) 

B. Root-Mean-Square-Fluctuation (RMSF) 

The Root-Mean-Fluctuation describes the atomic positional fluctuations within a 

considered time period. It is calculated by averaging over atom (residue) i’s deviation to it 

time averaged position [22, 88] (eq. 6): 
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     (6) 

The angle brackets  denotes a time average. The coordinates should be aligned to a 

common structure previously, to remove system-wide translational and rotational 

movements. 
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4. Aims and scope of the thesis 

Understanding at the atomistic level the process of binding, selectivity and resistance 

development of small antibiotics binding to the large ribosomal subunit thereby inhibiting 

process of translation is very complicated and intriguing. The aim of the thesis is to provide 

these critical insights by taking oxazolidinone class of antibiotics as an example as these 

antibiotics bind to the highly conserved peptidyl transferase center in the ribosome. 

Technically challenging molecular dynamics simulations in combination with molecular 

mechanics Poisson-Boltzmann surface area (MM-PBSA) free energy calculations is applied 

on the oxazolidinones linezolid and radezolid bound to the large ribosomal subunits of the 

eubacterium D50S and the archaeon H50S. As a negative control structurally similar 

rivaroxaban, an oral anticoagulant drug was also considered in the study (Figure 5). 

The first step of this work is to understand the binding and selectivity aspects of 

oxazolidinones linezolid, radezolid and rivaroxaban bound to the large ribosomal subunits of 

the eubacterium D50S and the archaeon H50S (Publication 1, Section 5). On the atomistic 

level, the analyses reveal an intricate interplay of structural, energetic, and dynamic 

determinants of the species selectivity of oxazolidinone antibiotics: A structural 

decomposition of free energy components identifies influences that originate from first and 

second shell nucleotides of the binding sites and lead to (opposing) contributions from 

interaction energies, solvation, and entropic factors. Furthermore, both the structural as well 

as energetic analysis proves rivaroxaban as a non-binder to ribosome. 

The second part of this research work is focused to understand the development of 

antibiotics resistance due to mutation at positions 2032 or 2499 at the atomistic level 

(Publication 2, Section 6). The structural, dynamic, and energetic determinants reveal how 

remote mutations exert an influence on the susceptibility of a PTC antibiotic. The 

determinants are consistent in describing effects of a complex but balanced reorganization in 

the network of inter-nucleotide interactions that percolates from the mutation sites to the 

PTC. In particular, identifying cross-talk between the two main routes of information 

transfer, which could explain the experimentally observed synergy of the double mutation, 

goes beyond current knowledge on the structural basis for (cross-)resistance.  
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Figure 5: Overall binding of oxazolidinone antibiotics in the 50S ribosomal subunit.  

(A): Chemical structures of investigated oxazolidinones: linezolid, radezolid and rivaroxaban.  

(B): Close up view of the binding site nucleotides that form the first shell of residues around linezolid 

in H50S (1) and D50S (2). (C): Mutations of key residues that are located around 10 Å away from the 

binding site C2534U (1) and G2073C (2) in H50S 
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For the following Chapter, the text and figures have been taken and modified from the 
publication: 
 
“Jagmohan S. Saini, Nadine Homeyer, Simone Fulle, Holger Gohlke, Determinants of the 
species-selectivity of oxazolidinone antibiotics targeting the large ribosomal subunit Biol. 
Chem., 2013, 1529-41.” 
 

5. Structural and energetic determinants of binding and selectivity of oxazolidinones to 
large ribosomal subunit 

5.1 Introduction 

Oxazolidinones represent one of two new chemical classes of antibiotics that have been 

introduced in the clinics over the past 40 years. Linezolid shows excellent activity against 

major gram-positive bacteria and is very effective in the treatment of infections of the 

respiratory tract and skin disorders [25]. The co-crystal structures of linezolid with the large 

ribosomal subunit of D50S, a eubacterium, [24] and H50S, an archaeon, [25] show that the 

antibiotic exerts its action by binding to the A-site of the peptidyl transferase center (PTC) 

and, thereby, hinders the proper placement of the incoming aminoacyl-tRNA (Figure 4A and 

6B).  

The co-crystal structures of linezolid with D50S and H50S provided first insights into the 

structural basis for the species-selectivity of the oxazolidinone family (Figure 5C) [24, 25]. 

As such U2585 forms a hydrogen bond with the morpholino ring of linezolid in the D50S but 

not in the H50S structure [24]. In contrast, the phosphate group of G2505 forms a hydrogen 

bond with the acetamide NH group of linezolid in the H50S but not in the D50S structure. 

Otherwise, the overall position of linezolid is similar in both species in terms of ring 

orientations and interactions (Figure 5C). Obviously, the origin for the large difference in the 

binding affinity of linezolid towards D50S or H50S cannot be deduced from structural data 

alone. 
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Figure 6: Binding site representation along with key residues as well as A and P sites.  

(A): Chemical structures of linezolid: the core of the molecule is shown in Red. (B): Close-up view of 

binding site of linezolid within the 23S RNA; nucleotides that form the first shell residues around the 

antibiotic are depicted in blue colour; nucleotides that upon mutations results in antibiotic resistance 

are shown in green colour; A-site as well as P-site are shown in surface dot view and finally a 

hydrogen bond in show as dotted line between the phosphate group of G2505 and the acetamide NH 

group of linezolid. 

In order to provide a better understanding of the selectivity determinants of the oxazolidinone 

class of antibiotics, we have performed for the first time molecular dynamics (MD) 

simulations in combination with MM-PBSA free energy calculations of linezolid bound to 

D50S and H50S. Furthermore, the oxazolidinones radezolid and rivaroxaban were also 

investigated (Figure 4B).  

Radezolid is a promising member of the oxazolidinone class of antibiotics, which has 

completed clinical trials [90]; http://melinta.com/pipeline/oxazolidinone-and-macrolide-

programs/access dated: 13th Jan 2018), requires a 100-times lower concentration than 

linezolid to inhibit protein synthesis in eubacterial ribosomes [90], and shows an improved 

pattern of selectivity to bacterial ribosomes [91]. In contrast, rivaroxaban, an oral 

anticoagulant, does not bind to the ribosome although it is structurally related to linezolid and 

radezolid (ChEMBL, access date: 13th Jan 2018) [143]. Hence, rivaroxaban was used as a 

negative control in the course of this study. Overall, our analyses reveal an intricate interplay 

of structural, energetic, and dynamic determinants of the species-selectivity of oxazolidinone 

antibiotics. 
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5.2 Materials & methods 

5.2.1 MD simulations of the oxazolidinone-50S systems 

The molecular dynamics (MD) simulations were performed with the AMBER 10 suite of 

programs [77] together with the ff99SB force field [85, 92] for RNAs and proteins, and the 

general amber force field (GAFF) [93] for the ligands linezolid, radezolid, and rivaroxaban. 

Bonded parameters of the ligands were obtained using Gaussian 03 [94] and the 

Antechamber suite [95]. Atomic charges for the ligands were derived by the RESP procedure 

[96]. All Mg2+ (92 in H50S and 35 in D50S) and Zn2+ (2 in D50S) ions found in the crystal 

structures were considered for the MD simulations; non-bonded parameters for Mg2+ were 

taken from Åqvist [97] and for Zn2+ from Hoops et al. [98]. The starting conformations of 

D50S and H50S in complex with linezolid were obtained from the respective X-ray structures 

(PDB codes: 3DLL and 3CPW) [24, 25]. The crystal structure of H50S contains CCA-N-

acetylphenylalanine (CCA-Phe), an analogue present at the P-site, that is absent in the D50S 

structure [24, 25]. Since it is established that the binding conformation of linezolid in the 

presence and absence of CCA-Phe does not differ significantly from the conformation in the 

structure of linezolid alone [24, 119], CCA-Phe was removed from the crystal structure 

before the system setup. Co-crystal structures of radezolid and rivaroxaban are unavailable; 

hence, they were obtained by modifying the linezolid complex structures. Protein chains 1, 2, 

and 3 containing C-alpha atoms only in the crystal structure of D50S were completed with 

the help of the Modeller software package [99] and the MacroModel module [100] of the 

Schrödinger software. Each complex was neutralized by adding Na+ and Cl- counter ions, and 

the systems were then solvated in a truncated octahedral periodic box of TIP3P water [101] 

with a distance between the edges of the box and the closest solute atom of at least 10 Å. This 

resulted in system size of ~8.5×105 atoms. 

The particle mesh Ewald (PME) method was used to treat long-range electrostatic 

interactions [102], and a direct-space non-bonded cutoff of 9 Å was applied. The systems 

were initially minimized by 500 steps. Harmonic restraints with force constants of  

5 kcal mol-1 Å-2 were applied to all RNA, protein, and ligand atoms in all minimizations and 

the initial equilibration runs. After minimization the systems were heated from 100 K to  

300 K using canonical ensemble (NVT) MD. The solvent density was then adjusted using 

isothermal-isobaric ensemble (NPT) MD. During equilibration it proved necessary to re-

solvate the tunnel region of the large ribosomal subunit multiple times, as water molecules 

continued to fill voids initially present in the ribosomal structure. The force constants of the 
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harmonic restraints on the RNA, protein, and ligand atoms were then gradually reduced to 

zero over 300 ps of MD simulation in the NVT ensemble. In all MD simulations, a time step 

of 2 fs was used, and the lengths of bonds involving hydrogen atoms were constrained by the 

SHAKE algorithm [103]. Production simulations were performed employing a time constant 

of 2.0 ps for heat bath coupling. The production runs achieved lengths of 50 ns of which 

snapshots saved at 20 ps intervals during the last 20 ns (10 ns) were used for structural 

analysis (the calculation of effective binding energies and entropy contributions). The MD 

simulations were performed on the supercomputer JUROPA at the Jülich Supercomputing 

Center (JSC). All figures and images were generated by gnuplot [104] and pymol [105]. 

5.2.2 Structural analysis of MD trajectories 

The ‘ptraj’ module of Amber 10 [77] was used for analyzing the root-mean square 

deviation (RMSD) between structure pairs, the root-mean square fluctuations (RMSF) about 

the mean position of atoms, and the formation of hydrogen bonds. For investigating structural 

deviations along the trajectories, RMSD of all residues of the oxazolidinone-50S complexes 

as well as RMSD of the “core” residues were computed with respect to the starting structures 

of the production run; for both RMSD calculations only the corresponding C-alpha (Cα) and 

phosphate atoms of the 50S structure were considered. The “core residues” were defined to 

be those residues with 90% lowest RMSF of all Cα and phosphate atoms. A visual inspection 

revealed that the excluded residues mainly belong to the stalk regions and not to the 

investigated binding site. RMSF values were calculated for the ligands after root mean-square 

fitting of the ligand atoms. For the calculation of the occupancy of hydrogen bonds, hydrogen 

bonds were defined by a distance cutoff of 3.2 Å and an angle cutoff of 120°. 

5.2.3 Calculation of effective binding energies 

In the single-trajectory MM-PBSA approach employed here, the snapshots were extracted 

from the trajectory of the complex simulation [75, 76, 78, 83, 84]. All water molecules were 

deleted as were all counter ions except Mg2+ and Zn2+ ions. Gas-phase energies (MM) Hx
gas(i) 

were calculated by summing up contributions from internal energies, electrostatic energies, 

and van der Waals energies using the ff99SB [85, 92] force-field with no cutoff. Solvation 

free energies Gx
solv(i) were computed as the sum of polar and non-polar contributions. The 

polar contribution was calculated using the Poisson-Boltzmann (PB) model as implemented 

in the Adaptive Poisson-Boltzmann Solver (APBS) [87]. A sequential-focusing multigrid 

procedure was applied where the 50S ribosomal complexes were initially encapsulated in a 
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coarser cubic grid with dimensions of 292 × 347 × 412 Å3; then, a finer, cubic grid with 

dimensions of 25 × 25 × 25 Å3 focused on the ligand region was applied. The electrostatic 

potential was obtained at a resolution of 0.19 Å. The continuum solvent dielectric constant 

was set to 80, and the solute dielectric constant was set to 11. The value of 11 for the solute 

dielectric constant has been found to be optimal in preliminary tests on oxazolidinone-H50S 

complexes. The dielectric boundary was defined by a probe sphere with a radius of 1.4 Å. For 

all PB calculations, the PARSE parameter set was applied, with a value of 2.0 Å [106] for 

phosphorus. A dielectric radius of 1.50 Å was assigned to both Zn2+ and Mg2+ ions [107]. The 

calculations were performed at 150 mM ionic strength with an ion exclusion radius of 2 Å 

[107]. 

The non-polar contribution to the solvation free energy was estimated by a solvent-

accessible surface area (SASA)-dependent term (eq. 4). The SASAx(i) was determined with 

the LCPO method [108] as implemented in AMBER 10 [77], and  was set to  

0.005 kcal mol-1 A-2. 

5.2.4 Calculation of individual entropy contributions 

Individual entropic contributions were calculated by quasiharmonic analysis [37, 77]. The 

convergence of the vibrational entropy estimates were checked by computing entropies based 

on snapshots from increasing segments of the last 10 ns of the MD simulations. While 

converged estimates were obtained for the ligand (drift: 0.05 kcal mol-1 for the last 1 ns 

Figure 7), estimates for the receptor did not converge anymore when residues of the second 

shell of the ligand binding site were considered (drift: 24.28 kcal mol-1 for the last 1 ns 

Figure 7). Thus, we computed vibrational entropy estimates for the receptor considering only 

first shell residues of the ligand binding site (drift: 5.52 kcal mol-1 for the last 1 ns; Figure 7). 

As a downside, vibrational entropy contributions from residues further away were neglected. 

The difference in the change of the configurational entropy due to ligand binding to D50S 

versus H50S TΔΔSD50S – H50S was calculated according to (eq. 7) 

TΔΔSD50S – H50S = TΔS D50S – TΔS H50S      (7) 

using T = 300 K. Considering that the change of the configurational entropy due to ligand 

binding to the ribosomal species i (with i = {D50S, H50S}) is (eq. 8) 

TΔS,i = TSi,complex – TSi,receptor– TSligand                  (8) 
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the contribution of the unbound ligand TSligand cancels in (eq. 8). Furthermore, we assumed 

that the contributions of the unbound receptors TSi,receptor will be very similar given that the 

first shell residues are identical between both species. Hence, TSi,receptor was neglected when 

computing (eq. 8).The complex entropy TSi,complex was finally determined by (eqs. 9-10) 

TSi,complex = TSi,R,T,complex + TSi,V,complex                 (9) 

                ≈ TSi,R,T,V,ligand in complex + TSi,V,receptor in complex             (10) 

with TSi,R,T,complex and TSi,V,complex being the rotational/translational and vibrational 

contributions, respectively. This sum was approximated by the sum of the total entropy of the 

bound ligand (TSi,R,T,V,ligand in complex), computed by quasiharmonic analysis (QHA) after root 

mean-square (RMS) fitting of the first shell residues, and the vibrational entropy of the 

receptor in the bound state (TSi,V,receptor in complex), determined by QHA for the residues in the 

first shell of the ligand binding site after RMS fitting of the residues in the second shell  

(eq. 10). 

5.3 Results and Discussion 

5.3.1 Overall stability of the oxazolidinone-50S complexes 

We studied differences in oxazolidinone binding to D50S and H50S by all-atom explicit 

solvent MD simulations of the respective complexes of 50 ns length each. This leads to in 

total 300 ns of simulation time for systems of the size of ~8.5×105 atoms. For investigating 

structural deviations along the trajectories, the overall root mean-square deviation (eq. 5) as 

well as the RMSD of the “core” residues were computed with respect to the starting 

structures. (The term “residue” is used here for both amino acids and nucleotides.) The “core” 

residues were selected by regarding only those residues with the 90% lowest root mean-

square fluctuations (RMSF) (eq. 6) of C  and phosphate atoms. Overall the RMSD of the 

“core” (Figure 7A) stabilized over the initial 30 ns of simulation time: The RMSD values of 

the “core” residues reach a plateau of 2-3 Å (4-5 Å) for the linezolid/radezolid-H50S (D50S) 

complexes (Figure 7A). These deviations are comparable to those found in related 

simulations [36, 37, 69] and suggest that for the “core” of the ribosome stable trajectories can 

be obtained already after a few tens of ns. The results of the RMSD analyses also point out 

that the nucleotides surrounding the binding site in the oxazolidinone-50S complexes do not 

undergo major structural rearrangements.  
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Figure 7: Root mean square deviations and effective binding energies of oxazolidinone-50S 

complex over the entire simulation period of 50 ns. (A): Root mean square deviation of Cα and 

phosphate atoms of the ‘core-residues’ along the MD trajectory of oxazolidinone-50S complex 

structures. RMSD is calculated with respect to the starting frame of the production run. The ‘core-

residues’ are defined as the residues which show 90% lowest RMSF of the Cα and phosphate atoms. 

RMSD values for linezolid and radezolid in H50S are shown in black and red, and for linezolid and 

radezolid in D50S the RMSD values are depicted in blue and green, respectively. (B): Time series of 

effective binding energies calculated for 500 snapshots extracted in 20-ps intervals from the last 10 ns 

of MD simulations of linezolid-D50S (blue) and radezolid-D50S complexes (green). The drifts in the 

effective binding energies, determined from the slopes of the linear regression lines, are -0.19 

kcal/(mol*ns) and 0.50 kcal/(mol*ns), respectively. 

Consequently, the last 20 ns of MD trajectories were used for all subsequent structural 

analyses. However, in the energetic analysis, the effective binding energies showed 

significantly higher fluctuations in the 30- to 40-ns range than in the 40- to 50-ns range 

(Figure 8). Hence, for the energetic analyses only the last 10 ns were used. This ensured 

rather stable effective binding energies computed by the MM-PBSA approach as revealed 

from the time-series of these values (Figure 7B).The average drifts in the effective binding 

energies, as determined by the slopes of the linear regression lines, are -0.19 kcal mol-1 ns-1 

(0.50 kcal mol-1 ns-1) for linezolid (radezolid) in D50S. The magnitude of these drifts is 

comparable to those found for ligands binding to proteins [69]. 
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Figure 8: Time-series of effective binding energies. Effective binding energies calculated for 1000 

snapshots extracted in 20 ps intervals from the last 20 ns of MD simulations of linezolid-D50S (blue) 

and radezolid-D50S complexes (green).  

5.3.2 Structural analysis of the oxazolidinone-50S complexes 

The crystal structures of linezolid-D50S and linezolid-H50S complexes both show that 

linezolid binds to the PTC with the acetamide end being located near the mouth of the 

ribosomal exit tunnel, the oxazolidinone ring making stacking interactions with U2504, and 

the morpholino ring approaching U2585 (Figure 4A, 5B&C and 6B) [24, 25]. Despite the 

similar overall binding modes, the crystal structures also reveal differences (Figure 5C) [24]. 

These include a rotation around the fluorophenyl ring relative to the oxazolidinone ring and 

different conformations of U2506 and U2585. 

In order to detect whether such differences in the binding modes also lead to differences in 

specific interactions, we analyzed the network of hydrogen bonds of the antibiotics inside the 

binding pockets along the MD trajectories. In the linezolid-H50S crystal structure, the 

acetamide NH of linezolid forms a hydrogen bond with the phosphate group of G2505 [25] 

(Figure 5B). In contrast, the crystal structure of linezolid bound to D50S shows the 

involvement of the oxygen atom of the morpholino ring in a hydrogen bond interaction with 

N3 of U2585 [84] (Figure 5B). Figure 9 depicts the distances between these respective atoms 

(and those of the triazolyl-methylamino moiety in the case of radezolid) along the MD 

simulations of the H50S and D50S complexes with linezolid and radezolid, respectively. A 

distance < 3.2 Å between the acceptor and donor atoms is used as a criterion for the existence 

of a hydrogen bond [24, 150]. In the case of linezolid-H50S, the hydrogen bond between the 

acetamide NH of the ligand and the phosphate group of G2505 is disrupted throughout the 



Structural and dynamic insights into oxazolidinone binding, selectivity and resistance to the large ribosomal subunit | Jagmohan S Saini 

 

   
Page 37 

  

    

whole MD simulation (Figure 9A), whereas for radezolid-H50S the respective hydrogen bond 

is present 90% of the time (Figure 9C). No hydrogen bond formation is observed for the 

morpholino and triazolyl-methylamino moieties, however, in both H50S simulations. In the 

case of D50S, no hydrogen bond is found involving the acetamide NH of linezolid or 

radezolid (Figure 9B, D), as is no hydrogen bond involving the morpholino moiety of 

linezolid. However, in the case of radezolid-D50S, hydrogen bond interactions of the 

triazolyl-methylamino moiety occur at 34 ns and around 37 ns. 

 

Figure 9: Distances monitoring hydrogen bond. Hydrogen bond formation for (A): linezolid-H50S, 

(B): linezolid-D50S, (C): radezolid-H50S, and (D): radezolid-D50S complex simulations. Hydrogen 

bonds were defined by acceptor donor atom distances of < 3.2 Å and acceptor H-donor angles of 

>120°. The distance between the ligands’ acetamide NH group and the oxygens’ of the phosphate 

group of G2505 is shown in black; the distance between the oxygen of the morpholino ring of 

linezolid and N3 of U2585 or any donor group of the triazolyl-methylamino moiety of radezolid and 

the carbonyl oxygens’ of U2585 are shown in red. Only the smallest distance found is plotted in all 

cases. In addition, the distance between linezolid’s acetamide NH group and O2’ of U2504 is shown 

for H50S (A, cyan) as is the distance between linezolid’s acetamide NH group and O6 of A2061 for 

D50S (B, blue). 

Next, we analyzed interactions between the oxazolidinone ring and the nucleobase of 

U2504 as well as between the fluoro-phenyl ring and the nucleobases of A2451 and C2452, 

which form the so-called A-site cleft, by measuring the distances between the centers of the 
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respective rings (Figure 10). These ring/nucleobase pairs have been identified in the crystal 

structures of linezolid-D50S and linezolid-H50S as making important contacts [24, 25]. We 

used a ring center-to-ring center distance < 5.0 Å as a criterion to identify such contacts, 

which allows identifying T-shaped or parallel displaced ring configurations in addition to 

perfectly stacked ones [111]. The results show that linezolid engages in all such 

ring/nucleobase contacts (Figure 10A, B, D, E, F) except with A2451 when bound to H50S 

(Figure 9C). Radezolid forms all contacts (Figure 10A, B, C, D, E, and F). It is obvious, 

however, that – when established – contacts between the fluoro-phenyl ring and nucleobases 

of A2451 or C2452 of linezolid and radezolid have a longer distance in the D50S case 

(Figure 10D, F) than in the H50S case (Figure 10C, E). This suggests that weaker 

ring/nucleobase interactions are formed in the former case. 
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Figure 10: Distance plots representing aromatic stacking interactions: Distances between the 

centers of mass of the oxazolidinone ring and the nucleobase of U2504 (A, B) as well as between the 

centers of mass of the fluoro-phenyl ring and the nucleobases of A2451 (C, D) and C2452 (E, F), 

respectively. (A), (C), (E) Distances for oxazolidinone-H50S complex simulations. (B), (D), (F) 

Distances for oxazolidinone-D50S complex simulations. Black curves are for linezolid, red curves are 

for radezolid. 

As the A-site cleft is wider [113] and more rigid [114] in apo D50S than in apo H50S, the 

dynamic behavior of the oxazolidinones inside the binding site could also differ between 

these eubacterial and archaeal ribosomes. We thus analyzed the RMSF (eq. 6) of the bound 

oxazolidinones (Figure 11).  
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Figure 11: Root mean-square fluctuations of ligand atoms. RMSF of ligand atoms inside the 

binding site of the linezolid-H50S (black), radezolid-H50S (red), linezolid-D50S (blue), and 

radezolid-D50S (green) complexes for the last 20 ns of the MD simulations after root mean square 

fitting with respect to the phosphorous and Cα atoms of the first and second shell residues of the 

ligand binding sites. A, B, C, and D represent the acetamide, oxazolidinone, fluoro-phenyl, and 

morpholino moieties, respectively.  

The RMSF values demonstrate that radezolid shows a higher mobility in the acetamide 

region than linezolid (in D50S and H50S), and that radezolid’s mobility itself is higher when 

bound to D50S than when bound to H50S. The latter is also confirmed when analyzing 

structural variations of radezolid over the course of the MD trajectories (Figure 12). The 

difference of RMSF values in the case of linezolid is less pronounced in the acetamide 

region. In the region of the oxazolidinone core and the fluoro-phenyl ring, the mobility is 

generally low. In contrast, in the region of the morpholino and triazolyl-methylamino 

moieties, a generally high mobility is observed. 
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Figure 12: Root mean-square deviations of all atoms of the oxazolidinones along the MD 

trajectories. RMSD computed relative to the starting structure after root mean square fitting with 

respect to the phosphorous and Cα atoms of the first and second shell residues of the ligand binding 

sites. RMSD values for linezolid and radezolid in H50S are depicted in black and red, and for 

linezolid and radezolid in D50S in blue and green, respectively. 

Finally, as the negatively charged ribonucleic acids need Mg2+ ions to maintain their 

structural stability [114], a correct description of the properties and behavior of the Mg2+ ions 

in the simulations is essential. The RMSF of the Mg2+ ions over the course of the MD 

simulations reveals that all Mg2+ ions remained fixed to their starting positions (data not 

shown). Thus, it seemed reasonable to consider these ions as part of the receptor in the 

subsequent effective binding energy calculations. For the D50S complexes the simulations 

also showed that one of the Mg2+ ions remains in close proximity to the bound 

oxazolidinones (Figure 13), as also observed in the crystal structure [24]. 

 



Structural and dynamic insights into oxazolidinone binding, selectivity and resistance to the large ribosomal subunit | Jagmohan S Saini 

 

   
Page 42 

  

    

 

Figure 13: Isocontour meshes of the density of magnesium ions. Isocontours calculated in the 

vicinity of oxazolidinones as obtained from MD simulations of the (A): linezolid-D50S and  

(B): radezolid-D50S complex structures. A contouring level of 1 σ was used. 

 

5.3.3 Energetic analysis of the oxazolidinone-50S complexes 

In order to obtain insights into the energetic determinants of the selectivity of linezolid and 

radezolid with respect to D50S and H50S, effective binding energies (ΔGeffective), i.e., the sum 

of gas-phase energies and solvation free energies, were computed by the MM-PBSA method 

using the single-trajectory approach (Table 1; eqs. 2, 3).  
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Table 1.Differences in the energy and entropy components for Linezolid and Radezolid bonding to 
H50S and D50S.a 

 

Contributionb Linezolid 

(D50S – H50S) 

Radezolid 

(D50S – H50S) 

Meanc σd Meanc σd 

Helec -4.52 0.04 -8.61 0.10 

HvdW 1.12 0.19 7.05 0.26 

Hgas -3.39 0.21 -1.56 0.30 

GPB -3.64 0.20 21.82 0.25 

Gnonpolar 0.07 0.09 0.48 0.09 

Geff -6.93 0.26 20.73 0.31 

TSR, T, V, ligand in complex 3.66 - e 3.15 - e 

TSV, receptor in complex -4.46 - e 7.29 - e 

T Stot -0.80 - e 10.44 - e 

G -6.16 - e 10.29 - e 
 

a Gas phase and solvation free energy contributions were determined by the MM-PBSA approach, and 
entropy contributions were calculated by quasiharmonic analysis considering 500 snapshots from the 
last 10 ns of MD simulations of oxazolidinone-50S complexes; T = 300 K. 
bHelec : electrostatic energy; HvdW : van der Waals energy; Hgas : gas-phase energy; GPB : polar 
contribution to the solvation free energy; Gnonpolar : non-polar contribution to the solvation free energy; 
Geff : effective energy; SR, T, V, ligand in complex : translational, rotational, and vibrational entropy of the 
ligand in the complex, SV, receptor in complex : vibrational entropy of the receptor in the complex. 
c Average contributions in kcal mol-1. 
d Standard error of the mean in kcal mol-1. 
e No values available. 
 

Although the alternative 3-trajectory MM-PBSA approach [75, 76, 78, 83, 84] has the 

advantage that changes in the receptor and ligand conformation upon complex formation are 

taken into account, the computationally less demanding single-trajectory approach has proven 

to be a good approximation in several ligand binding energy studies [84]. Here, ΔGeffective was 

computed by averaging over 500 snapshots extracted at 20 ps intervals from the last 10 ns of 

the MD simulations. The associated standard error in the mean determined according to ref. 

[84] is 0.25 kcal mol-1 (Table 1). The computed ΔGeffective of linezolid (-6.73 kcal mol-1; 

Table 2) and radezolid (-0.05 kcal mol-1; Table 2) bound to D50S are (weakly) negative, 
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indicating that the sum of gas-phase and solvation free energies favor binding of these 

antibiotics. In contrast, for rivaroxaban, a considerably positive ΔGeffective was obtained 

(6.96 kcal mol-1; Table 2), which is in line with experimental findings that rivaroxaban does 

not bind to the ribosome [119]. The analysis of the MD simulation of the rivaroxaban-D50S 

complex revealed that due to a displacement from its initial position rivaroxaban loses 

important interactions inside the binding site that are present in the linezolid-D50S complex 

crystal structure [24, 119]. 
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Table 2. Energy and entropy contributions to ligand binding in D50S.a 

Contributionb Linezolid Radezolid Rivaroxaban 

Meanc σd Meanc σd Meanc σd 

Helec -7.48 0.03 -12.54 0.08 -0.88 0.04 

HvdW - 39.43 0.14 -50.48 0.20 -41.94 0.20 

Hgas -46.91 0.15 -63.03 0.23 -42.83 0.20 

GPB 43.68 0.12 66.97 0.21 53.52 0.35 

Gnonpolar -3.53 0.01 -3.99 0.01 -3.74 0.01 

Geff -6.73 0.16 -0.05 0.25 6.96 0.49 

TSR, T, V, ligand in complex 73.89 - e 84.24 - e - e - e 

TSV, receptor in complex 253.06 - e 247.30 - e - e - e 

T Stot 326.95 - e 331.54 - e - e - e 

G -333.71 - e -331.59 - e - e - e 

 

a Gas phase and solvation free energy contributions were determined by the MM-PBSA approach, and 
entropy contributions were calculated by quasiharmonic analysis considering 500 snapshots from the 
last 10 ns of MD simulations of oxazolidinone-50S complexes; T = 300 K. 
bHelec : electrostatic energy; HvdW : van der Waals energy; Hgas : gas-phase energy; GPB : polar 
contribution to the solvation free energy; Gnonpolar : non-polar contribution to the solvation free energy; 
Geff : effective energy; SR, T, V, ligand in complex : translational, rotational, and vibrational entropy of the 
ligand in the complex, SV, receptor in complex : vibrational entropy of the receptor in the complex. 
c Average contributions in kcal mol-1. 
d Standard error of the mean in kcal mol-1. 
e No values available. 
 

The difference in the effective binding energy (ΔΔGeffective) for linezolid bound to D50S 

versus H50S is -6.93  0.26 kcal mol-1 (Table 1), thus demonstrating that binding of the 

antibiotic to D50S is favored. At T = 300 K, this difference is equivalent to a 105-fold larger 

association constant for linezolid-D50S than for linezolid-H50S. This result agrees well with 

experiment according to which a 103-fold higher concentration of the antibiotic is required 

for a successful co-crystallization in H50S compared to D50S [118]. The decomposition of 

ΔΔGeffective with respect to the energy terms contributing to it reveals that the electrostatic 

( Helec = -4.52 kcal mol-1) and polar solvation free energy ( GPB = -3.64 kcal mol-1) 

contributions favor binding to D50S over H50S, whereas van der Waals interactions 

( HvdW = 1.12 kcal mol-1) disfavor it. In contrast, for radezolid, ΔGeffective = 20.73  
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kcal mol-1 was computed (Table 1), which would suggest that, based only on the sum of gas-

phase and solvation free energies, binding to H50S is favored over D50S. This result is at 

variance with experiment: While to the best of our knowledge no specific experimental data 

of radezolid binding to D50S or H50S has been reported, it has been stated that radezolid is 

> 100-fold selective for bacterial ribosomes over those of rabbit reticulocyte [132]. Regarding 

the decomposition of ΔΔGeffective with respect to the energy terms contributing to it, we find 

that the polar solvation free energy ( GPB = 21.82 kcal mol-1) highly favors binding to 

H50S compared to D50S. The van der Waals interactions also considerably contribute to the 

more favorable effective binding energy found for H50S ( HvdW = 7.05 kcal mol-1), 

whereas the electrostatic energy ( Helec = -8.61 kcal mol-1), as in the case of linezolid, 

shows the opposite trend, i.e., is more favorable in the D50S case. 

While the continuum solvation model provides estimates of the free energy of solvation 

and includes entropic contributions of the solvent, changes in the entropy of the solute 

molecules upon binding have been neglected so far. However, such changes can significantly 

influence the binding affinity [120, 121]. Hence, we estimated differences in the changes in 

the configurational entropy (T S at T = 300 K) upon binding of linezolid (or radezolid) to 

D50S and H50S based on motions of the ligands and the nucleotides forming the first shell of 

the binding site by quasiharmonic analysis (QHA) (Table 1; Tables 2 and 3; eqs. 7-10;  

Figure 14). The librational/vibrational entropy of the ligand inside the binding site (TSR,T,V, 

ligand in complex) was found to be higher in the D50S complex than in the H50S complex by 3-4 

kcal mol-1 for both ligands (Table 1). In contrast, ligand binding has converse effects on the 

vibrational entropy of the first shell nucleotides (TSV, receptor in complex): linezolid (radezolid) 

binding leads to ~4 kcal mol-1 lower (~7 kcal mol-1 higher) values in the case of D50S than 

H50S. Taken together, the difference in the changes in the configurational entropy is close to 

zero for linezolid binding to D50S versus H50S; in contrast, the changes in the 

configurational entropy favor radezolid binding to D50S over H50S by ~10 kcal mol-1 

(Table 1). 
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Table 3. Entropy contributions to ligand binding in D50S and H50S.a 

Contributionb Linezolid Radezolid 

D50Sc H50Sc D50Sc H50Sc 

TSR, T, V, ligand in complex 73.90 (74.65) 70.23 (74.70) 84.25 (91.61) 81.09 (90.07) 

TSV, receptor in complex 253.06 (274.04) 257.52 (276.68) 247.30 (275.66) 240.01 (260.48) 

T Stot 326.96 (348.69) 327.75 (351.38) 331.55 (367.27) 321.10(350.55) 

T Stot
d -0.80 (-2.69)  10.44 (46.17)  

 

a Entropy contributions were calculated by quasiharmonic analysis considering 500 (1000) snapshots 
from the last 10 (20) ns of MD simulations of oxazolidinone-50S complexes; T = 300 K. 
bSR, T, V, ligand in complex : translational, rotational, and vibrational entropy of the ligand in the complex,  
SV, receptor in complex : vibrational entropy of the receptor in the complex. 
c Average contributions in kcal mol-1. 
d Difference in the T Stot contributions between D50S and H50S in kcal mol-1. 
 

 

Figure 14: Convergence of the absolute entropy. Entropy, i.e., TS at T = 300 K of the linezolid-

H50S complex computed by quasiharmonic analysis for the last 10 ns (A, B, and C) and 20 ns (D, E, 

and F). (A and D): Only the ligand was considered for the entropy calculations after root mean-square 

(RMS) fitting with respect to the first shell of residues of the ligand binding site; (B and E): the ligand 

plus the first shell of residues were considered after RMS fitting with respect to the second shell of 

residues of the ligand binding site; (C and F): the ligand plus the first two shells of residues were 

considered after RMS fitting with respect to the third shell of residues of the ligand binding site. The 

drifts for the last 1 ns of the interval 40 - 50 ns are 0.05 kcal mol-1 (A), 5.52 kcal mol-1 (B), and 24.28 

kcal mol-1 (C) whereas the drifts for the last 1 ns of the interval 30 - 50 ns are 0.003 kcal mol-1 (D), 

2.26 kcal mol-1 (E), and 7.51 kcal mol-1 (F), respectively. 
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To gain insights into the origin of the selectivity of oxazolidinone binding on an atomic 

level, we decomposed the effective binding energy in terms of contributions from structural 

subunits of D50S and H50S. Such structural decompositions have been successfully applied 

before in the context of protein-protein interactions [69, 122] and protein-peptide interactions 

[150] by us. The standard error in the mean ΔGeffective value for one residue is assumed to be 

of the same order of magnitude than the one for the overall effective binding energy ( 0.25 

kcal mol-1). Note that the mean ΔGeffective values do not include contributions due to changes 

in the configurational entropy of the receptor residues upon ligand binding. Such 

contributions could be of significant influence, however, according to the TSV, receptor in complex 

computations above. As expected, the structural decomposition reveals that first shell 

nucleotides contribute most to the effective binding energy (between -10.03 and -13.06 kcal 

mol-1) (Figure 15; Tables 4, 5). Still, second shell nucleotides show contributions of up to 

1.76 kcal mol-1, i.e., 15%. As a single-trajectory alternative is used for the computations of 

effective binding energies, long-range electrostatic influences are most likely responsible for 

the contribution by the second shell nucleotides [124-131]. 
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Table 4. Residue-wise effective binding energy contributions for D50S and H50S.a 

 D50S H50S 

Residue no.b Linezolid Radezolid Linezolid Radezolid 

A2451c -3.61 -4.16 -0.12 -3.21 

C2452c -4.43 -2.21 -5.54 -3.44 

U2504c -2.52 -3.54 -2.41 -2.22 

G2505c -0.57 -0.38 -0.19 -1.57 

U2506c -1.60 -0.18 -1.79 -2.09 

U2585c -0.33 -0.24 0.02 0.15 

Σfirst shell -13.06 -10.71 -10.03 -12.38 

C(A)2055d,e -0.40 -0.16 0.29 0.40 

G2447d 0.26 0.21 0.17 0.23 

A2453d -0.18 -0.03 0.23 0.09 

U2500d -0.05 -0.06 0.11 0.26 

A(U)2572d,e 0.15 0.06 0.80 0.78 

Σsecond shell -0.22 0.02 1.60 1.76 
 

a Mean effective binding energies for first and second shell residues of the ligand binding site were 
determined by the MM-PBSA approach considering 500 snapshots from the last 10 ns of MD 
simulations of oxazolidinone-50S complexes. In kcal mol-1. 
b Residue number according to E. coli numbering. 
c Residues of the first shell of the ligand binding site. 
d Residues of the second shell of the ligand binding site. 
e Nucleotide outside the brackets: D50S; nucleotide inside the brackets: H50S. 
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Table 5. Difference in effective binding energy contributions between D50S and H50S on a per-
residue level.a 

Residue no.b 
Linezolid 

(D50S – H50S) 

Radezolid 

(D50S – H50S) 

A2451c -3.49 -0.95 

C2452c 1.11 1.23 

U2504c -0.11 -1.32 

G2505c -0.38 1.19 

U2506c 0.19 1.91 

U2585c -0.35 -0.39 

Σfirst shell -3.03 1.67 

C(A)2055d,e -0.69 -0.56 

G2447d 0.09 -0.02 

A2453d -0.41 -0.12 

U2500d -0.16 -0.32 

A(U)2572d,e -0.65 -0.72 

Σsecond shell -1.82 -1.74 
 

a Difference between mean effective binding energies for D50S and H50S. Effective binding energies 
for first and second shell residues of the ligand binding site were computed by the MM-PBSA 
approach considering 500 snapshots from the last 10 ns of MD simulations of oxazolidinone-50S 
complexes. In kcal mol-1. 
b Residue number according to E. coli numbering. 
c Residues of the first shell of the ligand binding site. 
d Residues of the second shell of the ligand binding site. 
e Nucleotide outside the brackets: D50S; nucleotide inside the brackets: H50S 
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Regarding linezolid, the most pronounced difference is observed for A2451 in the first 

shell (Table 5): this nucleotide contributes strongly (-3.61 kcal mol-1) to the binding of the 

antibiotic in D50S, but shows an almost neutral influence (-0.12 kcal mol-1) in the case of 

H50S (Table 4). The difference in the contribution of the highly favorable C2452 – ligand 

interaction is not as pronounced (-4.43 kcal mol-1 in D50S versus -5.54 kcal mol-1 in H50S), 

but amounts up to ~1 kcal mol-1 in favor of H50S. Notably, also small differences in the 

effective binding energies of second shell nucleotides are observed: nucleotides 2055 (2572) 

contribute favorably (neutrally) to binding in the case of D50S (-0.40 kcal mol-1 (0.15 kcal 

mol-1)), whereas they disfavor binding to H50S (0.29 kcal mol-1 (0.80 kcal mol-1)). 

As to radezolid, again A2451 and C2452 show significant and opposing differences in 

their contributions to the effective binding energy (Table 5): Both nucleotides contribute 

highly favorably to binding in D50S and H50S, but A2451 shows a higher effective binding 

energy in D50S (-4.16 kcal mol-1) than in H50S (-3.21 kcal mol-1), whereas C2452 exhibits a 

lower effective binding energy in D50S (-2.21 kcal mol-1) than in H50S (-3.44 kcal mol-1) 

(Table 4). For U2504, which shows the second largest difference, the same trend as for 

A2451 is observed: this nucleotide’s contribution is more favorable in the D50S case (-3.54 

kcal mol-1) than in the H50S case (-2.22 kcal mol-1). Finally, G2505 and U2506 contribute to 

the effective binding energy by -1.57 and -2.09 kcal mol-1 in H50S, whereas their 

contributions remain almost neutral in the case of D50S. As to the contributions from second 

shell nucleotides, again differences are found between D50S and H50S: nucleotides 2055 and 

2572 both disfavor binding to H50S, whereas their contribution to binding in D50S is neutral 

(Table 4). 

In summary, the energetic analyses of the oxazolidione-50S complexes reveal significant 

differences in the effective binding energies, also in terms of structural contributions, and 

configurational entropies with respect to the binding of linezolid or radezolid to D50S and 

H50S. 

5.3.4 Conclusions and implications for drug design 

The highly conserved functional sites in the ribosome make the task of developing 

selective antibiotics challenging. In the present study, we aimed at identifying on an atomic 

level the determinants of selectivity of linezolid and radezolid, binding to the eubacterial 

D50S and the archaeal H50S subunits, by means of MD simulations and free energy 

computations. Although structure-activity relationships of oxazolidinones have been 
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extensively reported [126-132], none of these studies has considered aspects of structure, 

energetics, and dynamics to selectivity simultaneously. Preliminary results addressing this 

question have been reported by Franceschi et al. as a conference contribution using MCPRO 

[133] for a residue-by-residue analysis of interaction energies [134]. 

From a global point of view, it is remarkable that the MM-PBSA analyses including 

estimates of changes in the configurational entropy agree well with results from experiment 

on the selectivity of linezolid. These computations furthermore reveal that linezolid’s 

selectivity towards D50S over H50S is favored by the effective energy whereas there is only 

a vanishing contribution by the configurational entropy (Table 1). A converse picture 

emerges for the global selectivity determinants of radezolid: the effective energy strongly 

favors binding to H50S over D50S now, but differences in the changes of the configurational 

entropy oppose this effect (Table 1). Although in sum, binding of radezolid to H50S remains 

favorable, note that the contributions of the configurational entropy only consider effects of 

the first shell of binding site nucleotides due to the lack of convergence when including 

second (and, likely, higher) shell nucleotides (see Materials and Methods). If one assumes 

that the observed trend for the configurational entropy will become even more pronounced 

once additional nucleotides are included in the estimation, radezolid’s binding to D50S will 

eventually become favorable over binding to H50S, in agreement with experiment. 

These observations on the energetics on a global level are consistent with structural and 

mobility analyses of oxazolidinone-50S complexes from the MD trajectories, and structural 

analyses of apo and holo 50S crystal structures. As such, a wider A-site cleft in the case of 

apo D50S compared to apo H50S [112] may contribute to the observed higher mobility of 

radezolid particularly in the acetamide region (Figure 10) and, consequently, to the higher 

vibrational/librational entropy (Table 1) when bound to D50S compared to H50S. In turn, 

rigidity analyses on 50S subunits revealed that the glycosidic bond of A2451 is flexible in 

H50S but rigid in D50S [113]. Accordingly, binding of the antibiotics can rigidify this 

crevice only in the case of H50S, even more so if strong aromatic interactions are formed 

between the fluoro-phenyl ring and the cleft’s nucleobases. The latter is particularly observed 

for radezolid binding to H50S (Table 1; Figure 15; Table 4). Thus, it does not come as a 

surprise that vibrational entropy contributions of first shell nucleotides of the binding sites 

favor radezolid binding to D50S over H50S (Table 1). 
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The structural analysis of the MD trajectories reveals that linezolid neither forms strong 

hydrogen bonds with its acetamide group nor with its morpholino moiety, neither when it is 

bound to D50S nor to H50S. Regarding the acetamide group, this observation agrees with 

observations from the linezolid-D50S crystal structure [24] but disagrees with what has been 

found for the linezolid-H50S structure [25]. In the latter case, a hydrogen bond to the 

phosphate group of G2505 has been described. Regarding the morpholino moiety, only a 

relatively weak hydrogen bond has been found in the linezolid-D50S crystal structure [24, 

25], which stabilizes an otherwise highly flexible U2585. Thus, the observed breaking of this 

hydrogen bond during the MD simulations at 300 K is not unexpected. Interactions of 

linezolid’s fluoro-phenyl ring are observed to C2452 in both the D50S and H50S simulations 

(Figure 10E,F), in agreement with crystal structure analyses [24, 25], with them being tighter 

in the H50S case. In contrast, A2451 forms additional interactions with the fluoro-phenyl ring 

only in D50S, which explains to a large extent why the effective binding energy of linezolid 

is more favorable in the D50S case than in the H50S case (Table 1). Radezolid forms a strong 

hydrogen bond with its acetamide group to G2505 in H50S only. Furthermore, although it 

forms tighter interactions with its oxazolidinone ring with U2504 in D50S, it does so too 

between its fluoro-phenyl ring and A2451 as well as C2452 in H50S. Taken together, these 

differences in the interactions can explain to a large extent why the effective binding energy 

of radezolid is computed to be more favorable in the H50S case than in the D50S case  

(Table 1). 

The results from the structural decomposition of the effective binding energies confirm 

essentially these analyses of the influence of interactions of first shell nucleotides of the 

binding sites on oxazolidinone selectivity. As an advantage, the structural decomposition 

provides a spatially resolved picture of the binding energetics (Figure 15), making the 

identification of selectivity “hot spots” or “cold spots” easier. This is particularly helpful for 

investigating influences of the second (and higher) shell residues, where often a direct link to 

interactions with the ligand is not obvious. In the present case, the structural decomposition 

reveals the most pronounced influence of second shell residues on the selectivity of 

oxazolidinones for nucleotides 2055 and 2572 (Figure 15; Table 5). This finding is in line 

with previous reports according to which both nucleotides are involved in differently 

restraining the conformational space of U2504 in eubacteria versus archaea/eucaryotes and, 

hence, the selectivity of antibiotics binding to the A-site cleft [135, 142]: In general, in 

eubacteria, U2504 is sterically fostered by C2055 and A2572 to adopt a conformation that 
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favors interactions with antibiotics; in contrast, in archaea/eucaryotes U2504 adopts a 

conformation unsuitable for interactions with antibiotics due to A2055 and U2572. 

Oxazolidinone binding to the A-site cleft is now peculiar in that U2504 in H50S adopts a 

eubacterial conformation. As a consequence, the induced fit should incur a cost in free 

energy. In line with this, the structural decomposition identifies U2504 to disfavor 

oxazolidinone binding to H50S over D50S. Notably, the conformational strain is also relayed 

to nucleotides 2055 and 2572 as these disfavor oxazolidinone binding to H50S over D50S, 

too (Figure 15; Table 5). This finding provides direct evidence for the energetic involvement 

of second shell residues in oxazolidinone selectivity. 
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Figure 15: Per-residue contributions to the effective binding energy. Structural decomposition at 

per-residue level calculated via MM-PBSA using ensembles from MD simulations of (A): linezolid-

H50S, (B): linezolid-D50S, (C): radezolid-H50S, and (D): radezolid-D50S complex structures. Each 

sphere represents the center of mass of the nucleobase of the respective nucleotide; nucleotides of the 

first shell are labeled with straight letters, those of the second shell in italics. Ligands are shown as 

sticks. The per-residue contributions are mapped using a color code with a linear scale (red: ≤ -3 

kcal/mol; white: 0 kcal/mol; blue: ≥ +3 kcal/mol). Hydrogen bonds observed during the MD 

simulations between oxazolidinones and nucleotides (Figure 9) are indicated by dotted green lines; 

ring/nucleobase contacts observed during the MD simulations (Figure 10) are shown as dotted black 

lines. 
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For the following Chapter, the text and figures have been taken and modified from the 
publication: 
 
“Simone Fulle, Jagmohan S. Saini, Nadine Homeyer, Holger Gohlke, “Complex long-
distance effects of mutations that confer linezolid resistance in the large ribosomal subunit. 
Nucleic Acids Res., 2015, 7731–7743” 
 

6. Complex long-distance effects of mutations that confer linezolid resistance 
development in the ribosomal subunit 

6.1 Introduction 

The ever increasing emergence of multidrug-resistant bacteria will make current 

antibiotics virtually ineffective in the future. This stresses the need to identify novel 

classes of antibiotics [2, 136]. Yet, only compounds of five new classes of antibiotics 

have been approved by the FDA in the past 30 years, among them antibiotics of the 

oxazolidinone class [137]. Oxazolidinone antibiotics display bacteriostatic activity 

against many important pathogens, including methicillin-resistant Staphylococcus aureus 

(MRSA) and vancomycin-resistant Enterococcus faecium (VREF) [138]. So far, linezolid 

(Figure 4B) has been the first line antibiotic for therapeutic use [22, 137-139] but 

enhanced oxazolidinones are currently undergoing clinical evaluation [89]. The co-crystal 

structures of linezolid with the large ribosomal subunits of the eubacterium D50Sand the 

archaeon (H50S) [24, 25]demonstrate that the antibiotic exerts its action by binding to the 

A-site of the highly conserved peptidyl transferase center (PTC) [24, 25] (Figure 4A) and 

preventing the proper placement of the incoming aminoacyl-tRNA. As a consequence, 

protein synthesis is inhibited. 

Not long after the commercial release of linezolid, strains of MRSA and VREF 

appeared in the clinics that are resistant against linezolid [24, 139]. Also considering 

nucleotides conferring linezolid resistance in other bacterial strains (Table 6), it was 

revealed that many of these are clustered in a distinct region of the PTC (called the PTC 

“rear wall”) and are located in a distance of 6-12 Å from the affected antibiotic [23, 29]. 

An explanation for this observation is that mutations of the highly conserved linezolid 

binding pocket are likely unfavorable for ribosome function, [29] while nucleotide 

alterations in more remote regions of lower sequence conservation bear a lower potential 

to affect ribosome function lethally. 
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Table 6:Nucleotides mediating linezolid resistance (Table adapted from ref. [29]). 

E. colia,b D. radioduransc H. marismortuic 

2032 2015 2073 

2062 2045 2103 

2447 2426 2482 

2452 2431 2487 

2453 2432 2488 

2499 2478 2534 

2500 2479 2535 

2503 2482 2538 

2504 2483 2539 

2505 2484 2540 

2576 2555 2611 
 

aE. coli numbering 
b From ref. [119] 
c Taken from http://www.riboworld.com/nuctrans/ 
 

Oxazolidinones bind and inhibit both bacterial and archaeal ribosomes [24, 25] but do not 

interact with human cytoplasmic ribosomes [24]. Out of 10 mutations known to give rise to 

linezolid resistance in bacteria and archaea, the nucleotides corresponding to two of these 

mutations are already present in the 28S rRNA of Homo sapiens at positions 2032 and 2499 

[24, 142]. Mutations at these positions also mediate resistance against other antibiotics  

[142-146]. Both mutation sites, which are either highly or absolutely conserved in eubacteria 

(position G2032: 94%; C2499: 100%), [29] are more than 10 Å away from linezolid bound at 

the PTC and constitute third shell nucleotides with respect to the linezolid binding pocket. 

Thus, mutation effects must propagate to nucleotides forming direct interactions with the 

drug (first shell nucleotides) via second shell nucleotides (Figure 16B, C) [29]. Experimental 

results indicate that single mutations at that distance are not sufficient to confer resistance 

[29] and that the development of antibiotics resistance due to remote nucleotides requires the 

additive or even synergistic effect of several mutations [23, 146]. Accordingly, a double 

mutation at these sequence positions (G2032A-C2499A) observed in Mycobacterium 

smegmatis showed remarkable synergistic effects on linezolid resistance relative to the 

effects of the corresponding single mutations [29]. Overall, this makes these sites ideal 
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prototypes for investigating how mutations can confer long-distance effects on antibiotics 

binding. 

 

 
 

 

Figure 16: Binding region of linezolid in H50S. (A): Structure of the large ribosomal subunit (PDB 

code 3CPW [119]). The ribosomal RNA is shown in grey and the protein chains are shown in blue; the 

binding position of linezolid (red) is depicted by a black square. (B and C): Binding mode of linezolid in 

the PTC of H50S. Nucleotides forming the 1st (black labels) and 2nd shell (light blue labels) of the 

binding site are depicted in (B and C), respectively; the two mutation sites (G2032A and C2499A) are 

highlighted in green. The locations of the A- and P-site and of the exit tunnel are indicated. 

 

To gain insights at an atomistic level into how remote mutations exert long-distance 

effects that lead to resistance to oxazolidinones, we extended a previous study on the 

determinants of the species selectivity of oxazolidinone antibiotics, which had considered the 

wild type structure of H50S (linezolid-H50Swt), [119] by performing molecular dynamics 

(MD) simulations in combination with molecular mechanics Poisson-Boltzmann surface area 

(MM-PBSA) free energy calculations of linezolid bound to the double mutant G2032A-

C2499A of H50S (linezolid-H50Smut). Furthermore, MD simulations of novel oxazolidinone 

antibiotics, radezolid that show activity against linezolid-resistant strains [147] were 

performed. To the best of our knowledge, this is the first study that investigates resistance to 

oxazolidinone binding to the 50S ribosomal subunit by simultaneously considering structural, 

energetic, and dynamic aspects. These determinants are consistent in describing effects of a 

complex but balanced reorganization in the network of inter-nucleotide interactions that 

percolates from the mutation sites to the PTC. Cross-talk identified between the two main 

routes of information transfer can explain the experimentally observed synergy of the double 
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mutation. These findings go beyond current knowledge on the structural basis for 

oxazolidinone resistance.  

6.2 Material and Methods 

6.2.1 MD simulations of the oxazolidinone-50S systems 

Please refer to section 5.2.1 for details regarding (A) ligands parameterization, (B) system 

building, and (C) setting MD simulations. 

To investigate the influence of the G2032A-C2499A double mutation on linezolid 

binding, a model structure (linezolid-H50Smut) was generated from the linezolid-H50S crystal  

[25] complex structure by mutating G2032 and C2499 to adenine, respectively. 

Please refer to section 5.2.2 for details regarding structural analysis of MD trajectories.  

For the calculation of the occupancy of hydrogen bonds, hydrogen bonds were defined by 

acceptor…donor atom distances of < 3.2 Å and acceptor…H-donor angles of > 120°. For the 

analysis of water-mediated hydrogen bonds, the ‘cpptraj’ module of AmberTools13 was used 

with the same geometric criteria as in the case of “normal” hydrogen bonds. 

6.2.2 Calculation of effective binding energies 

Please refer to section 5.2.3 for details regarding calculation of effective binding energies. 

A sequential-focusing multigrid procedure was applied where the 50S ribosomal 

complexes were initially encapsulated in a coarser cubic grid with dimensions of 292 × 347 × 

412 Å3; then, a finer, cubic grid with dimensions of 25 × 25 × 25 Å3 focused on the ligand 

region was applied. The electrostatic potential was obtained at a resolution of 0.19 Å. The 

continuum solvent dielectric constant was set to 80, and the solute dielectric constant was set 

to 11. The value of 11 for the solute dielectric constant has been found to be optimal in 

preliminary tests on oxazolidinone-H50S complexes. The dielectric boundary was defined by 

a probe sphere with a radius of 1.4 Å. For all PB calculations, the PARSE parameter set was 

applied (radius of H= 1.0 Å, C = 1.7 Å, N= 1.5 Å, O = 1.4 Å, P = 2.0 Å) [142]. A dielectric 

radius of 1.50 Å was assigned to both Zn2+ and Mg2+ ions [107]. The calculations were 

performed at 150 mM ionic strength with an ion exclusion radius of 2 Å [107]. 
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6.3 Results and discussion 

6.3.1 Overall structural stability of the linezolid-H50S complexes 

All-atom explicit solvent MD simulations of 50 ns length each were performed for 

linezolid-H50Swt (described in ref. [119]) and linezolid-H50Smut, which constitute systems of 

the size of ~8.5×105 atoms. For investigating structural deviations along the trajectories, the 

root-mean square deviation (RMSD) of all and only ‘core’ residues were computed with 

respect to the starting structure for both the complexes (Figure 17A) (eq. 5). Here the term 

‘residue’ is used for both nucleotides and amino acids. Likewise, the RMSD of nucleotides 

forming the ligand binding site (1st and 2nd shell nucleotides of the PTC) (Figure 17B) and the 

RMSD of linezolid (Figure 17C) were computed after superpositioning the ‘core residues’. 

Comparing these values with those for linezolid-H50Swt [119] shows that the structures of the 

large ribosomal subunits remain stable over the course of the trajectories, with RMSD values 

of the ‘core’ and binding site residues reaching plateaus of ~2 Å. A major difference between 

both systems occurs with respect to the stability of the ligand binding mode: while the ligand 

in linezolid-H50Swt shows RMSD values of ~3 Å after 10 ns of MD simulations, which then 

remain stable (Figure 17C), the RMSD of the ligand in linezolid-H50Smut jumps to ~6 Å after 

that time and then increases to values of up to 14 Å (Figure 17C). Visual inspection of the 

linezolid-H50Smut trajectory reveals that linezolid moves from the starting position  

(Figure 16B, C) further towards the A- and P-sites in the course of the simulation  

(Figure 16B).  
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Figure 17: Root mean-square deviations of all-atoms, core-atoms, and the ligand with respect to the 

starting structure. (A): RMSD of C and phosphorous atoms of all residues (dashed lines) and the ‘core 

residues’ (solid lines) along the MD trajectories of linezolid-H50Swt (blue) and linezolid-H50Smut (grey) 

complex structures. The ‘core residues’ were defined as those residues with the 90% lowest RMSF of the 

Cα and phosphorous atoms. (B): RMSD of nucleotides forming the ligand binding site (1st and 2nd shell) 

along the MD trajectories of linezolid-H50Swt (blue) and linezolid-H50Smut (grey) complex structures.  

(C): RMSD of linezolid along the MD trajectories of linezolid-H50Swt (blue) and linezolid-H50Smut (grey) 

complex structures after fitting to the C and phosphorous atoms of the ‘core residues’. 

6.3.2 Effect of G2032A-C2499A mutations on structure and interaction network 

The movement of linezolid in the H50Smut structure is accompanied by conformational 

changes of nucleobases forming the first shell, especially U2504, G2505, U2506, A2451, and 

C2452 (Figure 18B) in comparison to the starting structure (Figure 16B). Most pronounced, 

the nucleobase of U2504 in H50Smut moves to where the oxazolidinone core of linezolid was 
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in the starting structure; likewise, G2505 moves to the starting location of the acetamide 

moiety. In contrast, only minor structural changes of both the ligand binding mode and the 

surrounding nucleobases have been observed for linezolid bound to H50Swt (Figure 16B, C 

and 18A) [119]. 

 

 

 

Figure 18: RMSF and per-nucleotide contributions to the effective binding energy. Shown are 

nucleotides of the 1st shell of the binding site along with the two mutation sites 2032 and 2499 

investigated in this study. The structure with the smallest RMSD to the average structure of the last 20 ns 

of the respective MD trajectory was used for visualization; linezolid is colored in yellow. (A-C): Per-

nucleobase RMSF obtained from MD simulations of linezolid-H50Swt (A), linezolid-H50Smut (B) (deep 

blue: RMSF 0 Å; white: 1 Å; deep red: RMSF ≥ 2 Å) as well as the difference (linezolid-H50Smut – 

linezolid-H50Swt; deep blue: ≤ -2 Å; white: 0 Å; deep red: ≥ 2 Å). (D-F): Per-nucleotide contributions as 

computed by MM-PBSA for linezolid-H50Swt (D), linezolid-H50Smut (E) as well as the difference 

(linezolid-H50Smut – linezolid-H50Swt) (F) (deep red: ≤ −2 kcal mol-1; white: 0 kcal mol-1; deep blue: ≥ +2 

kcal mol-1). Except for the mutated nucleotides, the data for the per-nucleotide decomposition for 

linezolid-H50Swt has been taken from ref. [119]. 
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Next changes in the network of hydrogen bond and aromatic stacking interactions 

caused by the G2032A-C2499A double mutation were investigated. In the H50S co-crystal 

structure, [26] only one hydrogen bond interaction is formed between the acetamide NH 

group of linezolid and the phosphate group of G2505. This hydrogen bond is missing in the 

linezolid-D50S crystal structure, [25] indicating its weak nature. In addition, aromatic 

stacking interactions are formed in the H50S co-crystal structure between the oxazolidinone 

core and the nucleobase of U2504 as well as between the fluoro-phenyl ring and the 

nucleobase of C2452 [119]. In the course of the linezolid-H50Swt trajectory, these two 

aromatic stacking interactions remain stable (Figure 17B, C) whereas the hydrogen bond 

between linezolid’s acetamide NH and G2505 breaks after 4 ns (data not shown) and does not 

re-form again (Figure 19A) [119]. Instead, the ligand’s acetamide NH group forms a strong 

hydrogen bond with the sugar part of U2504 (occupancy 75%; Figure 19A, grey line) as a 

result of minor changes of the ligand binding mode. None of these interactions are present in 

the course of the linezolid-H50Smut trajectory (Figure 19A-C) as expected from the large shift 

of linezolid described above. Together with C2452, A2451 forms the so-called A-site cleft 

[119]. Monitoring aromatic stacking interactions between the fluoro-phenyl ring of linezolid 

and A2451 neither revealed stacking interactions in linezolid-H50Swt nor in linezolid-

H50Smut, however. 
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Figure 19: Interactions of linezolid with nucleotides of the 1st shell and RMSF of linezolid.  

(A): Distances monitoring hydrogen bond formation between linezolid’s acetamide NH group and the 

oxygens of the phosphate group of G2505 (linezolid-H50Swt: blue, linezolid-H50Smut: grey; only the 

smallest distance found in each snapshot is plotted) and between linezolid’s acetamide NH group and 

O2' of U2504 (linezolid-H50Swt: red). (B and C): Distances monitoring aromatic stacking interactions 

between the centers of mass of the oxazolidinone core and the nucleobase of U2504 (B), and between 

the fluoro-phenyl ring and the nucleobase of C2452 (C). Distances for linezolid-H50Swt and linezolid-

H50Smut simulations are depicted with blue and grey lines, respectively. (D): RMSF of linezolid atoms 

during the linezolid-H50Swt (squares) and linezolid-H50Smut (triangles) simulations. The red line 

represents the difference between the RMSF of linezolid-H50Smut andlinezolid-H50Swt simulations. 

The data for the linezolid-H50Swt simulation was taken from ref. [119]. (E): Chemical structure of 

linezolid. 

Regarding interactions between nucleotides of the 1st to 3rd shells, strong hydrogen 

bonds interaction are formed in the linezolid-H50Swt trajectory between nucleotides U2504 

and C2452 (occupancy 93%), U2504 and U2500 (occupancy 67%), U2500 and C2452 

(occupancy 88%), U2500 and A2055 (occupancy 60%), U2572 and G2032 (occupancies 

61% and 66%), as well as between C2499 and A2453 (occupancy 99%) (Figure 20, Table 7). 

Except for a hydrogen bond between U2504 and U2500 (occupancy 90%), all other hydrogen 

bonds are absent over the course of the linezolid-H50Smut trajectory (Figure 20). Instead eight 

new hydrogen bonds are formed in the linezolid-H50Smut trajectory, two between A2451 and 

G2447 (occupancy 73% and 75%), one between C2452 and A2451 (occupancy 60%), two 

between U2500 and A2453 (occupancies 82 and 99%), one between U2500 and G2447 
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(occupancy 73%), one between U2500 and A2032 (occupancy 87%), and one between 

G2505 and U2504 (occupancy 86%) (Figure 20, Table 7). 

 

 

Figure 20: Distances monitoring hydrogen bond formation for linezolid-H50Swt (blue) and 

linezolid-H50Smut (grey). The monitored distances are ordered according to the number of the 

acceptor base: i.e., between: (A): G2477@O6 and A2451@N6; (B): C2499@O2 and A2453@N6; 

(C): A2451@N7 and G2447@N1; (D): C2452@O2P and A2451@O2’; (E): A2453@N1 and 

U2500@N3; (F): U2500@O2 and A2032@N6; (G): U2500@O2 and A2055@N6; (H): U2500@O4 

and C2452@N4; (I): U2500@O4 and A2453@N6; (J): U2500@O5’ and G2447@O2’;  

(K): U2504@O4 and C2452@N4; (L): U2504@O4 and U2500@N3; (M): U2504@O1P and 

U2500@O2’; (N): G2505@O1P and U2504@O2’; (O): U2572@O2P and G2032@N2;  
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(P): U2572@O4’ and G/A2032@N1. In the case of the mutated nucleotides C/A2499 and G/A2032 

distances are only shown if the respective hydrogen bond is possible. 
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In summary, major changes in the interaction network between 1st to 3rd shell 

nucleotides are observed between linezolid-H50Swt and linezolid-H50Smut despite overall 

only moderate structural changes (RMSD  2 Å; see above). 

6.3.3 Effect of G2032A-C2499A mutations on the dynamics 

Higher root-mean square atomic fluctuations (RMSF) (eq. 6) of nucleotides forming 

the 1st shell of the linezolid binding site (A2451, C2452, G2505, U2506, U2585; (Figure 

18A, B)) were found in the linezolid-H50Smut trajectory as compared to the linezolid-H50Swt 

trajectory, with differences as large as 1.4 Å (U2585; Figure 18C). In contrast, nucleotides 

U2572 (2nd shell) and G2032 (3rd shell) were slightly more mobile in the linezolid-H50Swt 

trajectory (differences < 0.4 Å). The higher RMSF of nucleotides A2451 and C2452 in 

linezolid-H50Smut are surprising at first glance because these nucleotides make hydrogen 

bonds and stacking interactions with neighboring nucleotides in the linezolid-H50Smut 

trajectory that do not occur in the linezolid-H50Swt trajectory (see above). However, one 

needs to consider that linezolid moves away from its starting position in the linezolid-

H50Smut trajectory, which removes steric restrictions between the A-site cleft-forming 

nucleotides A2451 and C2452. In turn, the higher RMSF of G2032 in linezolid-H50Swt can 

be explained in that G2032 only forms a hydrogen bond to U2572 there but a hydrogen bond 

to U2500 and stacking interactions to A2055 in linezolid-H50Smut (Table 7 and Table 8). 

Regarding the ligand, the highest RMSF over the last 20 ns of the linezolid-H50Swt 

trajectory are found in the region of the morpholino moiety (average over all atoms: 1.5 Å) 

whereas the acetamide, oxazolidinone, and fluoro-phenyl moieties are less mobile (0.7, 0.7, 

and 1.1 Å (Figure 19D,E)) [149]. This is in line with the analysis of stabilizing interactions, 

which indicated that linezolid’s acetamide NH is involved in a hydrogen bond to U2504 

(Figure 19A). In contrast, the shifted ligand in the linezolid-H50Smut complex shows RMSF 

values as high as 4.7 and 3.7 Å at either end of the molecule (Figure 19D), suggesting that 

linezolid is not tightly bound at its new position. 
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6.3.4 Effect of G2032A-C2499A mutations on per-nucleotide contributions to the 
effective binding energy 

The above analyses were complemented by a structural decomposition [149] of MM-

PBSA effective binding energies in order to investigate differences in the energetic 

contributions of nucleotides in the first and second shell of the PTC binding site [150]. As in 

our previous study, [69, 151] we pursued the single-trajectory approach [150-152] as it has 

proven to be a good and computationally more efficient approximation to the three-trajectory 

approach in ligand binding studies [78, 119]. The analysis was performed for the last 10 ns of 

the MD trajectories because the drift in effective binding energies (0.32 kcal mol-1 ns-1 for 

linezolid-H50Swt [119]; 3.62 kcal mol-1 ns-1 for linezolid-H50Smut) over time was lowest there 

for linezolid-H50Swt (Figure 22) [119]. 

 

 

Figure 22: Time series of effective binding energies. Effective binding energies were calculated for 

500 snapshots extracted in 20 ps intervals from the last 10 ns of the MD simulations of linezolid-

H50Swt (blue) and linezolid-H50Smut (grey). The drifts in the effective binding energies, determined 

from the slopes of the linear regression lines for linezolid-H50Swt and linezolid-H50Smut, are 

0.32 kcal mol-1 ns-1 and 3.62 kcal mol-1 ns-1, respectively. 

The much larger drift for linezolid-H50Smut can be explained by the displacement of 

linezolid from its initial binding position further towards the A- and P-sites (Figure 18B). The 

difference in the total effective binding energy of linezolid in linezolid-H50Smut versus 

linezolid-H50Swt is 7.18 ± 0.77 kcal mol-1 (mean  SEM determined over 500 snapshots 

extracted in intervals of 20 ps; Table 9). The sign of the difference agrees with experimental 
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results according to which M. smegmatis revealed a minimum inhibitory concentration (MIC) 

of linezolid of 2 μg ml-1 for the wildtype (SZ558 strain) and a MIC of 8 μg ml-1 for the 

G2032A-C2499A mutant [153]. The positive total effective binding energy of 

7.38  0.74 kcal mol-1 for linezolid binding to H50Smut (Table 9) also reflects that the initial 

binding mode of linezolid in H50Smut is significantly less stable (Figure 18B). 
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Table 9. Components of the effective energy for linezolid binding to H50S.a 

Contributionb 
Linezolid-H50Swt Linezolid-H50Smut H50Smut– H50Swt 

Meanc σd Meanc σd Meanc σd 

Helec -2.96 0.03 1.34 0.10 4.30 0.10 

HvdW -40.56 0.14 -32.77 0.21 7.79 0.25 

Hgas -43.52 0.14 -31.43 0.17 12.09 0.22 

GPB 47.33 0.17 42.36 0.61 -4.97 0.63 

Gnonpolar -3.61 0.01 -3.55 0.02 0.06 0.02 

Geffective 0.20 0.20 7.38 0.74 7.18 0.77 
 

a Gas phase and solvation free energy contributions were determined by the MM-PBSA approach, 
considering 500 snapshots from the last 10 ns of MD simulations of the linezolid-H50S complexes. 
bHelec: electrostatic energy; HvdW : van der Waals energy; Hgas : gas phase energy; GPB : polar part of 
the solvation free energy; Gnonpolar : non-polar part of the solvation free energy; Geffective : effective 
energy. 
c Mean contributions in kcal mol-1. 
d Standard error in the mean values in kcal mol-1. 
 

As to a quantitative comparison, the computed difference in the total effective binding 

energy seems to exceed the difference in the binding free energy inferred from the MIC (at T 

= 300 K: 0.8 kcal mol-1) by 9-fold. We note, however, that MIC characterizes the lowest 

concentration of an antibiotic that will inhibit the visible growth of a microorganism after 

some incubation [153] and as such is generally regarded as the most basic measurement of 

the activity of an antibiotic against an organism [146]. Several examples for the lack of 

direct, quantitative correlations between antibiotic binding and the antibiotic sensitivity of the 

corresponding organism have been noted (e.g., see ref. [155] with respect to penicillin 

binding). Thus, ideally, our results should be compared to biophysical binding data obtained 

for H. marismortui ribosomes; however, to the best of our knowledge, no such data is 

available. An inappropriate computational model could be another reason for the variance 

between the computed difference in the total effective binding energy and the inferred 

difference in the binding free energy from the MIC. While we cannot exclude this possibility, 

it appears unlikely to us given that in our recent study on linezolid binding to H50S and 

D50S, employing the same computational model, the computed ratio of the association 

constants agreed to within a factor of 100 with the ratio of concentrations required for a 

successful co-crystallization of linezolid in H50S or D50S [118, 119]. The previous results 
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reported were also in line with results from functional assays on Staphylococcus aureus and 

H. marismortui ribosomes where a selectivity of linezolid towards the eubacterial ribosome 

was found [139, 119]. Finally, the movement of linezolid from the starting position further 

towards the A- and P-sites (see above) might result in a linezolid configuration in H50Smut 

that is still inhibitory and hence explain the small change in the MIC between wildtype and 

G2032A-C2499A mutant of M. smegmatis. In fact, the position occupied by linezolid in 

H50Smut after the movement overlaps with the binding site of sparsomycin and dalfopristin 

[136]. However, much longer MD simulations are required to test if the new binding mode of 

linezolid is stable. 

At a per-nucleotide level, C2452 and U2504 show the largest (> 2.9 kcal mol-1) 

differences in their contributions to the effective binding energy when comparing linezolid-

H50Smut versus linezolid-H50Swt (Figure 18D-F; Table 4; the SEM in the difference in the 

effective binding energy due to one nucleotide is assumed to be of a similar magnitude than 

the one for the overall difference (see above) [119]). Of all 1st shell nucleotides, these 

nucleotides are closest to the mutation sites in the 3rd shell. U2585 also shows a large 

difference but of opposite sign (-2.9 kcal mol-1), in line with the fact that this nucleotide 

interacts favorably with the shifted linezolid in H50Smut (Figure 18E). In all, the nucleotides 

of the 1st shell contribute almost 90% to the difference in the total effective binding energy 

(Table 10). In contrast, the 2nd shell contribution is small and even in favor of binding to the 

mutant (Table 10). These findings are in line with results from our previous study [119] on 

the proportion of contributions of 1st and 2nd shell nucleotides to the total effective binding 

energies per se. Finally, the contributions of the nucleotides at the mutations sites 2032 and 

2499 differ between H50Smut versus H50Swt by -0.31 and -0.27 kcal mol-1 (Table 10). 
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Table 10.Effective binding energy contributions between linezolid-H50Smut and linezolid-H50Swt on a 

per-nucleotide level.a 

Nucleotide no.b Linezolid-H50Swt
f Linezolid-H50Smut

g hH50Smut
g –H50Swt

f 

A2451c -0.12 0.14 0.26 

C2452c -5.54 -0.29 5.25 

U2504c -2.41 0.54 2.95 

G2505c -0.19 -0.41 -0.22 

U2506c -1.79 -0.80 0.99 

U2585c 0.02 -2.84 -2.86 

Σ first shell   6.37 

A2055d 0.29 0.16 -0.13 

G2447d 0.17 0.30 0.13 

A2453d 0.23 0.32 0.09 

U2500d 0.11 0.20 0.09 

U2572d 0.80 0.27 -0.53 

Σ second shell   -0.35 

G/A2032e 0.44 0.13 -0.31 

C/A2499e 0.46 0.19 -0.27 

Σ third shell   -0.58 
 

a Effective binding energies for first and second shell nucleotides of the ligand binding site were 
computed by the MM-PBSA approach considering 500 snapshots from the last 10 ns of MD 
simulations of the linezolid-H50S complexes. In kcal mol-1. The standard error of the mean (SEM) 
varies between 0.001 and 0.046 kcal mol-1. 
bNucleotide number according to E. coli numbering. 
cNucleotides of the first shell of the ligand binding site. 
dNucleotides of the second shell of the ligand binding site. 
eNucleotides of the third shell of the ligand binding site. 
fWild type H50S in complex with linezolid. 
gH50S with G2032A-C2499Adouble mutation in complex with linezolid. 
h Difference between mean effective binding energies for linezolid-H50Smut and linezolid-H50Swt. 
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6.3.5 Conclusions and implications for antibiotics design 

This study reveals at an atomistic level how the G2032A-C2499A double mutation in 

the third shell of the H50S A-site confers linezolid resistance by a complex set of effects that 

percolate to the antibiotic binding site. From a global point of view, the long-distance effect 

is markedly manifested by an instable binding mode of linezolid in H50Smut observed already 

after 10 ns of MD simulations (Figure 22), which is in contrast to stable linezolid binding 

modes over the last 10 ns of MD simulations observed in H50Swt (Figure 22 and 8) and 

D50S. The observed linezolid displacement in H50Smut is accompanied by a positive total 

effective binding energy (Table 9) and high RMSF values of the ligand at the new position 

(Figure 19D), suggesting that the ligand is not tightly bound at the new position and that a 

further displacement ought to be expected if the MD simulations were elongated.  

At a local level, the effect of the double mutation is summarized in Figure 23. 

Regarding critical interactions, the binding mode of linezolid in H50Swt is stabilized by a 

hydrogen bond between the antibiotic’s acetamide group and the sugar part of U2504 (Figure 

19A) or between the acetamide group and the phosphate group of G2505 (Table 20) as 

observed in the crystal structure [25, 119]. In addition, stacking interactions between 

linezolid’s fluorophenyl ring and C2452 (Figure 19C), in agreement with the crystal structure 

[24, 25, 119] and between the oxazolidinone core and U2504 (Figure 19B) occur. Notably, all 

these interactions are amiss in linezolid-H50Smut, most likely as a result of the pronounced 

conformational changes observed for the respective nucleobases with respect to the starting 

structure. In agreement, the two nucleotides C2452 and U2504 also show the most 

disfavorable relative contributions to the effective binding energy at a per-nucleotide level 

(Figure 18F, Table 9 and 10). In all, our structural and energetic analyses identify U2504 and 

C2452 as spearheads among the 1st shell nucleotides that exert the most immediate effect on 

linezolid binding due to the remote double mutation. For U2504, which also has a prominent 

role in determining the selectivity of antibiotics binding to the A-site [29], a pivotal role in 

resistance to linezolid via mechanisms by which the nucleotide is perturbed by proximal 

mutations has been suggested previously based on comparative crystallographic studies 

[157]. In contrast, aside from a direct mutation [151] C2452 has not yet been linked to 

linezolid resistance resulting from remote mutations. What leads to C2452 and U2504 being 

spearheads? The structural decomposition of the difference in effective binding energy 

(Figure 18F, Table 10, Figure 23A) reveals only minor changes at the per-nucleotide level for 

nucleotides of the 2nd shell and the mutation sites C/A2499 and G/A2032, which are mostly 
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slightly in favor of the H50Smut structure. Note that this result must be interpreted with 

caution because in the single-trajectory MM-PBSA approach pursued here conformational 

changes of receptor and ligand upon complex formation are ignored [119, 142]. Still, it leads 

to the interesting suggestions that either the effect of the double mutation does not result in 

gross structural reorganizations in the 2nd and 3rd shell, and hence no changes in the effective 

energy are associated with them, or structural reorganizations are associated with mutually 

compensating changes in the effective energy. The analysis of structural changes and changes 

in the interaction network indicate that the latter applies (Figure 23A): As to hydrogen bonds 

2nd and 3rd shell nucleotides are involved in, five are lost in H50Smut compared to H50Swt 

(C/A2499…A2453; U2500…A2055; U2500…C2452; U2572…G/A2032 (2x)) and six are 

formed (G2447…A2451 (2x); U2500…G2447; A2453…U2500 (2x); U2500…A2032); this is 

accompanied by two stacking interactions involving 2nd and 3rd shell nucleotides formed in 

H50Smut compared to H50Swt (G/A2032…A2055; C/A2499…U2500) and one lost 

(A2055…U2504). In line with the balanced numbers of lost and newly formed interactions, 

the mobility of second and third shell nucleotides only changes marginally between H50Swt 

and H50Smut (Figure 23A; Table 7). 

From this complex reorganization in the network of inter-nucleotide interactions, we 

can suggest two main routes by which the information of the double mutation is transmitted 

via 2nd shell nucleotides to U2504 and C2452 (Figure 23B): 

I) The G2032A mutation results in the formation of base stacking interactions with A2055, 

which likely contributes to the loss of stacking interactions of A2055 with U2504, which in 

turn releases a restraint on the conformation of the U2504 base (Figure 23B; red arrows). 

Nucleotide 2055 has been described before to have a prominent role in influencing the 

conformation of the U2504 base in eubacterial versus archaeal/eukaryotic ribosomes [29]. 

Furthermore, the G2032A mutation leads to a loss of a hydrogen bond with U2572 (Figure 

23B; red dashed arrow). U2572 in H50Swt has been described to block the U2504 ribose from 

shifting away from the PTC (Figure 18B; Figure 18A); [29] the lost hydrogen bond may thus 

release this blocking effect (Figure 23B; grey dashed arrow) although we were unable to 

observe this on the time scale of our simulations. These findings can explain how the 

G2032A mutation directly perturbs the conformation of U2504. This result strongly supports 

the hypothesis that U2504 is important for binding of PTC antibiotics and that its 

conformation is maintained and restrained, among other second shell nucleotides, by 
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nucleotides 2055 and 2572, which was previously derived based on the comparative analysis 

of ribosomal crystal structures [29]. 

II) In contrast, the C2499A mutation directly perturbs C2452 by way of two subroutes: a) As 

an immediate effect, the mutation leads to the formation of stacking interactions with U2500, 

which changes the orientation of the latter base such that a hydrogen bond to C2452 is broken 

(Figure 23B; blue arrows). b) More indirectly, a hydrogen bond is lost due to the mutation 

between A2499 and A2453. Because of this and the change in the orientation of U2500 (see 

a)) hydrogen bonds between A2453 and U2500 as well as U2500 and G2447 are formed. The 

latter leads to G2447 taking up a new orientation, which allows it to form a hydrogen bond 

with A2451. Finally, A2451 then forms stacking interactions to C2452 (Figure 23B; blue 

dashed arrows). Together with a) this leads to a change in the orientation of C2452 such that 

the stacking interactions with linezolid are lost. To the best of our knowledge, such an 

indirect perturbation of C2452 by C2499A has not yet been described. 
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Figure 23: Summary of interactions, contributions to the effective binding energy, and RMSF as 

well as proposed signaling pathways from the mutation sites to the binding site. (A): Scheme 

summarizing non-covalent interactions (Table 7, Table 8), contributions to the effective binding 

energy (Figure 18), and RMSF (Figure 18) of nucleotides forming the 1st (white ellipses) and 2nd (light 

grey ellipses) shell of the PTC binding site and the two mutation sites (dark grey ellipses). Non-

covalent interactions are displayed in green for linezolid-H50Swt and in orange for linezolid-H50Smut. 

Information on contributions to the effective binding energy and RMSF of each nucleotide are 

depicted on the left side for linezolid-H50Swt and on the right side for linezolid-H50Smut, respectively. 

See the legend for further details. (B): Routes by which the information of the double mutation is 

transmitted via 2nd shell nucleotides to U2504 (red arrows) and C2452 (blue arrows), respectively, as 

well as synergistic effects between these two routes (yellow arrows). The grey arrow depicts a 

blocking effect of U2504 by U2572 in H50Swt described in ref. [158] but not observed on the time 

scale of our simulations. 

Although an example for a G2032A (C2499A) mutation without the involvement of 

2499 (2032) has been described, leading to linezolid resistance in E. coli [157] 

(Halobacterium halobium [159]), usually a G2032A mutation is accompanied by a C2499A 

mutation [146]. This can be rationalized by the finding of synergistic effects on antibiotic 
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susceptibilities due to the double mutation, [29] and it has been suggested based on the 

comparative analysis of ribosomal crystal structures that favorable polar attractions between 

A2499 and A2032 stabilize the latter nucleotide [160]. However, no hydrogen bond between 

these two nucleotides in the course of the MD simulation of H50Smut was found. The question 

arises is what then leads to the observed synergy? The structural analysis suggests that there 

is cross-talk between the two main routes that transmits information I) from the mutation site 

G2032A via U2500 to C2452, II) from the C2499A mutation site via U2500 and A2055 to 

U2504, and III) from U2504 to C2452 and vice versa (Figure 23B, yellow arrows): I) the 

G2032A mutation leads to the formation of a hydrogen bond with U2500; II) the C2499A 

mutation leads to stacking interactions in H50Smut with U2500 that fosters the fixation of 

U2500 in a conformation not competent to form a hydrogen bond to A2055; III) the hydrogen 

bond between C2452 and U2504 is lost in H50Smut. These findings suggest that synergistic 

effects between the two mutations arise from an indirect manner rather than from direct 

interactions between the mutated nucleotides. However, additional comparisons to MD 

simulations of linzelid-H50S complex structures with the respective single mutations will be 

required to provide direct evidence for this. 
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Table 11. Nucleotide differences in the first and second shell of the linezolid binding site of bacterial, 

archaeal, and eukaryotic ribosomes.a 

Nucleotides 

Bacteria Archaea Eukarya 

E. colia D. radioduransb T. thermophilusb M. smegmatisc H. marismortuib S. cerevisiaeb 

First-shell 

A2451 A A A A A 

C2452 C C C C C 

U2504 U U U U U 

G2505 G G G G G 

U2506 U U U U U 

U2585 U U U U U 

Second-shell 

C2055 C C C A A 

G2447 G G G G G 

A2453 A A A A U 

U2500 U U U U U 

A2572 A A A U A 

 

aE. coli numbering. 
bUsed PDB codes: D. radiodurans (3DLL), T. thermophilus (2J01), H. marismortui (3CPW), and 
S. cerevisiae (3U5D). 
c Taken from ref. [119]. 
 

To the best of the knowledge, the investigation of resistance to antibiotics binding to the 

A-site of the 50S ribosomal subunit due to remote mutations by MD simulations and free 

energy calculations by considering aspects of structure, dynamics, and energetics 

simultaneously is carried out for the first time. The linezolid-H50S structure [119] was 

chosen as a model for several reasons: I) This structure has been solved at a resolution of  

2.7 Å, [119] which is the highest resolution available for complex structures of linezolid 

bound to the large ribosomal subunit, and the structure was successfully used in the previous 

computational study [119, 156]. II) The archaeal H50S subunit shows typical eubacterial 

elements at the PTC in that the linezolid-bound conformation of U2504 is nearly identical to 



Structural and dynamic insights into oxazolidinone binding, selectivity and resistance to the large ribosomal subunit | Jagmohan S Saini 

 

   
PPage 882 

  

    

that of the apo conformation of the homologous nucleotide in bacterial ribosomes, which can 

explain why H50S binds oxazolidone antibiotics [15]. III) The H50S subunit possesses 

eukaryotic elements in the second shell PTC nucleotides [15] (Table 5), which can explain 

why archaeal ribosomes are generally considered more “eukaryotic-like” with respect to their 

antibiotic specificities [25]. The H50S subunit can thus be regarded as an intermediate, which 

may be particularly suited for investigating effects of nucleotide exchanges at remote sites on 

linezolid binding, where low sequence conservations have been observed between eukaryotes 

and bacteria and which have been associated with species-selectivity of binding and 

resistance in bacteria.  

The analyses of structural, dynamic, and energetic determinants reveal how remote 

mutations exert an influence on the susceptibility of a PTC antibiotic. The determinants are 

consistent in describing effects of a complex but balanced reorganization in the network of 

inter-nucleotide interactions that percolates from the mutation sites to the PTC. In particular, 

identifying cross-talk between the two main routes of information transfer, which could 

explain the experimentally observed synergy of the double mutation, goes beyond current 

knowledge on the structural basis for (cross-)resistance. As demonstrated in this work, it has 

become possible to explicitly investigate the respective combination of 

organism/mutation/antibiotic within the time range available by current state-of-the art MD 

simulations. 
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7. Conclusion and significance 

The current research work is carried out to understand at the atomistic level the binding, 

selectivity and resistance development of small antibiotics inhibiting process of translation 

and aims to provide an understanding for designing future antibiotics (Figure 5). Specifically, 

binding, selectivity and resistance development of oxazolidinone class of antibiotics binding 

to the 50S subunit of ribsome have been studied in this research work. Oxazolidinone 

antibiotics bind to the highly conserved peptidyl transferase center in the ribosome. For 

developing selective antibiotics, a profound understanding of the selectivity determinants is 

required. Furthermore, since development of resistance to antibiotics is ever increasing, 

detailed insights into resistance development due to mutation is studided at an atomic level. 

For the first time technically challenging molecular dynamics simulations in combination 

with molecular mechanics Poisson-Boltzmann surface area (MM-PBSA) free energy 

calculations of the oxazolidinones linezolid and radezolid bound to the large ribosomal 

subunits of the eubacterium D. radiodurans and the archaeon H. marismortui are performed.  

 A remarkably good agreement of the computed relative binding free energies with 

experimentally available selectivity data available for linezolid is found (Section5).  

 Furthermore, binding of radezolid to H50S is more favourable over D50S as shown 

by stable hydrogen bond, aromatic stacking interactions with residues forming the 

first shell as well as binding free energy calcualtions. However, structurally related 

rivaroxaban does not bind to ribosome as shown by displacement from it’s initial 

binding position as well as considerable positive ΔGeffective (Section 5). 

 The structural decomposition reveals the most pronounced influence of second 

shell residues on the selectivity of oxazolidinones for nucleotides 2055 and 2572. 

This finding is in line with previous reports according to which both nucleotides 

are involved in restraining the conformational space of U2504 in eubacteria vs. 

archaea/eucaryotes and, hence, the selectivity of antibiotics binding to the A-site 

cleft (Section 5). 

 Linezolid in H50Smut show unstable binding mode already just after 10 ns of MD 

simulations, which is in contrast to stable linezolid binding modes over 50 ns of 

MD simulations observed in H50Swt and D50S. The observed linezolid 
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displacement in H50Smut is accompanied by high RMSF values of the ligand at the 

new position and a positive total effective binding energy (Section 6). 

 In all, the structural and energetic analyses identify U2504 and C2452 as 

spearheads among the first shell nucleotides that exert the most immediate effect 

on linezolid binding due to the remote double mutation. Also, U2504 has a 

prominent role in determining the selectivity of antibiotics binding to the A-site 

cleft (Section 6). 

 Most importantly, the results presented here are in-line with the recent 

development in oxazolidinones antibiotics. Potent oxazolidinone derivatives 

showed activity against linezolid resistant strains already approved by FDA or in 

advance clinical evaluations, such as radezolid and tedizolid have been modified at 

the tail end (morpholino) of linezolid and not towards the head part (acetamide). 

This is explainable by our study where modifications at the tail end are bearable in 

contrast to the head region as it is least influenced by the here investigated 

mutations 2499 and 2032 (Section 6). 

 Major changes in the interaction network between first to third shell nucleotides 

are observed between linezolid-H50Swt and linezolid-H50Smut despite overall only 

moderate structural changes. Our analysis suggest that synergistic effects between 

the two mutations arise from an indirect manner rather than from direct 

interactions between the mutated nucleotides (Section 6). 

 

Overall, the analyses reveal an intricate interplay of structural, energetic, and dynamic 

determinants of the species-selectivity of oxazolidinone antibiotics. Even for the structurally 

rather similar members; linezolid and radezolid investigated here, significant differences in 

the (opposing) contributions from interaction energies, solvation, and entropic factors have 

been identified, as have been influences of first and second shell nucleotides detected. 

Furthermore, the structural, dynamic, and energetic determinants reveal how remote 

mutations exert an influence on the susceptibility of the PTC antibiotic. The determinants are 

consistent in describing effects of a complex but balanced reorganization in the network of 

inter-nucleotide interactions that percolates from the mutation sites to the PTC. In particular, 

identifying cross-talk between the two main routes of information transfer, which could 

explain the experimentally observed synergy of the double mutation, goes beyond current 

knowledge on the structural basis for (cross-)resistance. The possibility to extrapolate our 
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results to other organisms and/or resistances to other antibiotics is limited due to the 

complexity of the involved effects. Yet, as demonstrated in this work, it has become possible 

to explicitly investigate the respective combination of organism/mutation/antibiotic within 

the time range available by current state-of-the art MD simulations. The study carried by us 

may help in rational antibiotic discovery and development in the future.  

8. Summary and perspective 

The current thesis can be understood as a first detailed study into understanding the 

binding, selectivity and resistance development of oxazolidinone class of antibiotics binding 

to the large ribosomal subunit. Three different ligands namely linezolid, radezolid (belonging 

to oxazolidinone class) and rivaroxaban were selected based on their chemical similarity. 

Since linezolid bound crystal structure was available for both H50S and D50S, these 

complexes were selected for carrying out the MD simulations. Linezolid was modified inside 

the binding pocket of both H50S and D50S to yield radezolid and rivaroxaban 

structures.Furthermore, to understand the role of mutations giving rise to linezolid resistance 

development, two nucleotides; G2032 and C2499 were selected, as it is known, that out of 10 

mutations giving rise to linezolid resistance in bacteria and archaea, the nucleotides 

corresponding to two of these mutations are already present in the 28S rRNA of Homo 

sapiens. Both these mutation sites are located more than 10 Å away from the linezolid 

binding site at the PTC and constitute the third shell of nucleotides. Besides, a double 

mutation at these sequence positions (G2032A-C2499A) observed in M. smegmatis showed 

remarkable synergistic effects on linezolid resistance relative to the effects of the 

corresponding single mutations. Overall, this makes these sites ideal prototypes for 

investigating how mutations can confer long distance effects on antibiotics binding 

(Figure 5). For the first time, MD simulations of time step 50 ns each followed by MM-PBSA 

was applied to the whole ribosomal complexes, i.e., linezolid-H50S(D50S), radezolid-

H50S(D50S), rivaroxaban-H50S(D50S) and linezolid-H50Smut. 

In summary, the structural and energetic analyses of the oxazolidione-50S complexes 

reveal significant differences in the effective binding energies and configurational entropies 

with respect to the binding of linezolid or radezolid to D50S and H50S. Even for the 

structurally similar ligands: linezolid and radezolid considered in the study, significant 

differences in the (opposing) contributions from interaction energies, solvation, and entropic 

factors have been identified. Furthermore, rivaroxaban which shows reasonable structural 
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similarities with the other two ligands has been shown to be a non-binder to ribosome. As to 

the selectivity aspect of antibiotics binding to the A-site cleft, the structural decomposition 

reveals the most pronounced influence of second shell residues on the selectivity of 

oxazolidinones for nucleotides 2055 and 2572 (Section 5). Finally, as to the development of 

resistance to linezolid binding, linezolid in H50Smut showed unstable binding mode already 

just after 10 ns of MD simulations, which is in contrast to stable linezolid binding modes over 

50 ns of MD simulations observed in H50Swt and D50S. Overall, the structural and energetic 

analyses identify U2504 and C2452 as spearheads among the first shell nucleotides that exert 

the most immediate effect on linezolid binding due to the remote double mutation (Section 

6).  

As to the implications of the work, oxazolidinones derivatives showing potency against 

linezolid resistant strains that have undergone advance clinical evaluations or have been 

approved by FDA, such as radezolid and tedizolid have been modified at the tail end 

(morpholino) of linezolid and not towards the head part (acetamide). This is proven by our 

study where modifications at the tail end are bearable in contrast to the head region as it is 

least influenced by the here investigated mutations 2499 and 2032. It is also important to 

question the extent to which the results are transferable between species. In our view, one 

needs to exercise caution in this context given that A2055 in H50S differs from C2055 

usually found in bacterial ribosomes and considering the importance of nucleotide 2055 in 

restraining the conformation of U2504. This view is corroborated by experimental findings 

according to which the single mutation G2032A confers resistance to linezolid in E. coli 

[158] but neither in T. thermophiles [161] nor in M. smegmatis, [160] demonstrating 

organism-dependent effects of the mutation even within a series of bacterial ribosomes. 

Another question relates to the predictability of cross-resistances from our work. The marked 

conformational change of U2504 observed in the MD simulations of H50Smut together with 

this nucleotide’s central role in the overlapping binding modes of linezolid, [24] 

chloramphenicol, [162] and valnemulin (inferred from the binding mode of the related 

pleuromutilin tiamulin [163]) may rationalize why the G2032A-C2499A double mutation in 

M. smegmatis results in reduced antibiotics susceptibilities in all three cases [160]. However, 

our findings do not allow to explain why the susceptibility to clindamycin, the binding mode 

of which overlaps with the ones of the other three antibiotics, [162] is uninfluenced by the 

double mutation in M. smegmatis [160]. Apparently, there is no simple relationship between 

overlapping binding modes and cross-resistance. Additional (and possibly synergistic) effects 
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must be considered, such as found in terms of the influence of C2452 on linezolid binding in 

our case. In our view, this makes the prediction of cross-resistance without explicitly 

considering the respective mutation and the potentially influenced antibiotic difficult. 

The ribosome is a complex, dynamic machine that directs the multi-stage process of 

translation. Hence, running MD simulations on the full ribosomal complexes to gain insights 

into antibiotic binding are computationally demanding and resource intensive. It may thus be 

worth to invest in the development of small RNA model systems of antibiotic binding sites, 

especially that have been useful to study the A-site of bacterial 16S rRNA in the 30S subunit 

[164]. However, one must have to take extra care in building up the system and most 

importantly in interpretation of the results thus obtained. Such model systems normally lack 

critical information about electrostatic contributions coming from residues that are located far 

away from the binding pocket. Moreover, such binding site models could not be capable of 

explaining the long-range mutation effects that are responsible for developing multi-drug 

resistance in microbes.  

Also, determining free energies in a complex system such as ribosome is quite 

challenging and difficult. In order to obtain estimates of the changes in solvation it would be 

necessary to perform the free energy calculations in the absence of antibiotic in the ribosomal 

complex. This is a very challenging calculation which would be further complicated by the 

likely presence of various ions in the absence of antibiotic under investigation which would 

in turn impact the solvation energy. Understanding the binding, selectivity and resistance 

development of antibiotics to the large ribosomal subunit using computational methods like 

MD simulations and free energy calculations is still in its infancy. Nevertheless, it is 

anticipated that more advances, increased automation and streamline use of these techniques 

will successfully help in rational antibiotic discovery and development in future.  
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