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Abstract

Many physical processes and phenomena in our environment are inherently out of
thermodynamic equilibrium. It remains a challenge to physicists to describe, analyze
and understand non-equilibrium systems. The thesis at hand focuses on the theoreti-
cal description of transport processes in various colloidal systems using the dynamical
density functional theory (DDFT). As a theoretical framework, DDFT describes the
temporal evolution of the averaged particle density distribution of the colloidal sus-
pension. This thesis includes studies of three different colloidal systems.

First, we consider non-interacting colloidal particles in a periodic potential ener-
gy landscape subjected to an external driving force. This force consists of two com-
ponents: a constant and a time-modulated part. The natural frequency of the particle
motion over the periodic landscape couples to the modulation frequency and results
in a synchronization of particle movement into discrete modes. We summarize the re-
sulting transport properties and their dependence on the modulation frequency and
drive amplitudes via state diagrams. Furthermore, we deduce an analytic approxi-
mate theory and compare it to experiments, simulations, and DDFT. The different
investigation results are in very good agreement with each other.

In the second study, we examine the flow of repulsive colloidal particles through
a two–dimensional microchannel induced by a constant driving force. The effect of
a geometrical constriction in the channel is studied as a function of its width and
the strength of the particle interactions. Four qualitatively different flow patterns can
be identified: complete blockade, constant particle flow, damped oscillatory flow and
persistent oscillations. State diagrams of these patterns are displayed. Moreover, we
show a qualitative different oscillation behavior in the persistent oscillations regime
that depends on the parity of particle layering in the channel. A good qualitative
agreement between DDFT predictions and computer simulations is found.

The third study explores the resistance imposed by obstacles to the flow of repulsive
colloidal particles driven by a constant force in a two-dimensional microchannel. We
investigate deviations from additivity of the resistances of two energetic barriers put
in series. For barrier separation distances comparable to the correlation length of the
particles, the resistance is strongly non-additive. The increase in resistance caused by
a second barrier can be either much larger, smaller, or even negative, depending on
its position with respect to the first barrier. The latter case is of particular import-
ance, since in this situation particle transport, counterintuitively, is facilitated by the
presence of an additional obstacle. This interesting effect is analyzed and explained
by the structure of the suspension between the obstacles that enables an enhanced



iv

particle transport via fluctuations.
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Zusammenfassung

Viele physikalische Prozesse und Phänomene in unserer direkten Umgebung finden
jenseits des thermodynamischen Gleichgewichts statt. Es bleibt weiterhin eine Her-
ausforderung der Physik, grundlegende Einsichten in die Dynamik solcher Vorgänge
zu erlangen. Die vorliegende Dissertation untersucht Transportprozesse dreier kolloi-
daler Systeme mit verschiedenen Wechselwirkungen in Gegenwart von externen Fel-
dern. Methodischer Schwerpunkt ist hierbei die dynamische Dichtefunktionaltheorie
(DDFT), mit der die zeitliche Entwicklung einer mittleren Teilchendichte beschrieben
werden kann.

Die erste Studie untersucht nicht-wechselwirkende kolloidale Teilchen, die in einer
periodischen Potentiallandschaft von einer externen Kraft getrieben werden. Die trei-
bende Kraft setzt sich zusammen aus einer konstanten und einer zeitperiodischen
Kraftkomponente. Durch eine Synchronisation der zeitperiodischen Kraft mit der in-
trinsischen Bewegungsfrequenz, hervorgerufen durch die konstante treibende Kraft
und das periodische Potential, zerfällt die Kolloidbewegung in diskrete Moden. Die
Abhängigkeit der Transportcharakteristika von der Frequenz der äußeren Kraft and
der Amplituden beider Kraftkomponenten werden umfassend untersucht und in Zu-
standsdiagrammen dargestellt. Numerische Lösungen der DDFT zeigen im Vergleich
mit Ergebnissen aus Experiment und Simulation eine hervorragende Übereinstim-
mung. Des Weiteren wird mit der DDFT die Güte einer analytischen Näherung be-
stimmt und das Diffusionsverhalten des Teilchens bei verschiedenen Parameterkom-
binationen charakterisiert.

In der zweiten Arbeit wird der Teilchenfluss von repulsiven kolloidalen Teilchen
durch einen zweidimensionalen Kanal betrachtet, der durch eine konstante treibende
Kraft hervorgerufen wird. Hierbei wird der Einfluss einer Verengung des Kanals in
Abhängigkeit der Wechselwirkungsstärke der Kolloide untereinander auf das Fluss-
verhalten betrachtet. Vier qualitativ unterschiedliche Flussmuster können sowohl in
der DDFT als auch in Simulationen nachgewiesen werden: komplette Blockade, kon-
stanter Teilchenfluss sowie gedämpft schwingender und persistent oszillierender Teil-
chenstrom. In einem Zustandsdiagramm werden die Flussmuster in Abhängigkeit
von Wechselwirkungsstärke und Verengungsbreite dargestellt, wobei eine qualitati-
ve Übereinstimmung von DDFT und Simulation besteht. Es wird ferner gezeigt, dass
das Schwingungsverhalten im Bereich des persistent oszillierenden Kolloidstroms von
der Anzahl der Teilchenschichten entlang des Kanals abhängt.

Das dritte hier vorgestellte System besteht aus einer Suspension mit repulsiv wech-
selwirkenden Kolloiden, die von einer konstanten Kraft durch einen zweidimensionalen
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Mikrokanal getrieben wird, in bis zu zwei Potentialbarrieren eingeführt werden. Der
durch die Barrieren hervorgerufene Widerstand wird untersucht und der Frage nach-
gegangen, inwiefern die Widerstände zweier in Reihe geschalteter Barrieren additiv
sind. Hierbei deuten Daten aus einem Experiment eine Nicht-Additivität an, die mit
Hilfe von DDFT und Simulationen eingehend untersucht wird. Die Stärke des zwei-
ten Widerstandes kann – abhängig von dem Abstand zum ersten Hindernis – sehr
viel größer, kleiner oder sogar negativ sein. Im letzteren Fall ist der Widerstand von
zwei Hindernissen effektiv einfacher zu überwinden, als dasselbe System mit einer
einzelnen Barriere. Dieser nicht-intuitive Effekt wird näher analysiert und mit der
Strukturbildung der Suspension zwischen den Hindernissen erklärt.
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Ebenfalls danken möchte ich Dr. Frank Smallenburg, mit dem ich viele Fragestellun-
gen diskutieren und daraus Ideen entwickeln konnte. Darüber hinaus hat er Simula-
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Auch möchte ich mich bei Dr. Roel Dullens und den Kolleginnen und Kollegen seiner
Arbeitsgruppe an der University of Oxford bedanken, in der ich als Gastwissenschaft-
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1 Introduction

1.1 Soft Matter

The state of matter is commonly classified into three fundamental categories: gas,
liquid, and solid. Yet, in our everyday life we are surrounded by materials that do not
fit into this scheme: they are ordered to some extent, but rather than rigid they are
‘soft’, in the sense that they can be easily deformed by hand. As an example, we may
find whipped cream, Götterspeise, or bread in the kitchen, toothpaste, lipsticks, or
sponges in the bathroom, and on our desk there may be erasers, ink, and a computer
monitor with a liquid crystal display (LCD). Most notably, our bodies consist of
soft tissue such as muscles, fat, skin, fasciae, or nerves. These kinds of material are
generally referred to as soft matter [1–3].

Two properties are common to soft matter systems that make them important for
functional or smart materials as well as for living organisms: weak ordering on length
scales larger than atomic ones and strong response towards small changes in environ-
mental conditions causing dramatic changes of macroscopic properties [4,5]. The first
property opens a window to very complex materials which is an essential ingredient
for living organisms. The biochemist Dikran Dervichian expressed the importance
of intermediate ordering between crystalline solid and liquid – here with respect to
liquid crystals – with the words:

“Liquid crystals stand between the isotropic liquid phase and the strongly
organized solid state. Life stands between complete disorder, which is
death and complete rigidity, which is death again.” [6].

The second property is important for dynamical behavior and rapid reactions to
external impulses, a key feature for higher forms of life [3].

Apart from just understanding the numerous examples of soft matter in nature
and modern life, there is also the possibility to enhance applications or even craft
completely new materials with special mechanical, optical, electric, or magnetic cha-
racteristics [7]. An emerging technology is, for instance, artificial muscles [8–10] that
can be used as a prosthesis or to construct flexible robots. Another future applica-
tion is targeted drug delivery inside the human body using controllable container
particles [11–13]. Furthermore, medical agents are imaginable that perform disease
treatment from the inside, following the vision to “swallow the doctor”, as Richard
Feynman proposed in his talk on nanotechnology [14].
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Soft matter is a rather interdisciplinary field of research on the interface between
physics, chemistry, biochemistry, microbiology, materials science, and engineering [1,
15]. It is a collection of many subfields like colloidal suspensions [16], polymers [17,18],
liquid crystals [19], amphiphilies [2], ferrogels [20], biomembranes and biopolymers
[21], and complex plasmas [22]. Although some of these subfields have a long history
track in science, it lasted to the 1960s until Pierre-Gilles de Gennes and Samuel
Edwards categorized and studied soft matter in a systematic approach. De Gennes,
who is often viewed as the father of soft matter, was awarded with the Nobel Prize in
Physics in 1991 [23]. The name ‘matière molle’ – soft matter – is attributed to a close
collaborator of de Gennes, Madeleine Veyssié, and was initially meant as a joke [4].
However, it evolved as a common term for the area of research along with ‘complex
fluids’, a term that is often used synonymously [7, 24].

This cumulative thesis is about various colloidal systems in non-equilibrium and
description via dynamical density functional theory thereof. This introductory first
chapter gives an overview of colloidal systems, gradually narrowing the focus to the
actual colloidal systems studied in this thesis. In the second chapter an analytical
study is presented discussing the set-up of Paper III for non-interacting particles.
The main scientific work is presented in the third chapter including reprints of the
scientific publications.

This introduction first discusses general characteristics and features of colloidal
systems in section 1.2. Then, the Brownian motion of dilute colloidal suspensions is
discussed with some historical annotations in section 1.3. The complexity of colloidal
systems can be classified into two categories: interparticle interactions and external
fields [25]. Following this complexity scheme, we discuss particle-particle interactions
and the influence of external fields in sections 1.4 and 1.5, respectively. Section 1.6
introduces the dynamical density functional theory as the theoretical framework used
in this thesis. Finally, section 1.7 presents the systems of the papers in chapter 3 and
discusses the main results as well as the insights.

1.2 Colloidal suspension

Colloidal suspensions are a subfield of soft matter. In this section, we first explain what
is understood by a colloidal suspension. Then, we highlight remarkable properties of
colloidal systems. Finally, we outline the most common approaches to simplify the
systems in order to efficiently describe them in theories.

1.2.1 What are colloidal suspensions?

Colloidal suspensions are particles of size 1nm - 10µm that are immersed in an atomic
or molecular medium. The dispersed particles are called colloids and the characteristic
length scale is referred to as mesoscopic, which is orders of magnitude larger than
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the size of the solvent particles [26, 27]. However, the size of colloids is not sharply
defined, but rather set by two requirements. As a lower limit, the colloids have to
be considerably larger than the solvent constituents so interactions between solvent
and colloids can be viewed in an averaged, coarse-grained manner. The upper limit
criterion is that colloidal particles have to be small enough that thermal fluctuations
are an important part of the dynamics [16, 28]. This way, colloids are sometimes
described as “big atoms” [29] or “large molecules” [16] that are large enough, however,
to disregard quantum interference effects. Typical examples of colloidal suspensions
are ink, milk, or red blood cells.

1.2.2 Features of colloidal suspensions

In its simplest representation, colloidal dispersions consist of a single type of equally-
sized colloids. Despite this simplicity, however, the macroscopic behavior can differ
strongly: depending on the effective interparticle interactions, colloidal systems can
adopt various phases. Aside from dilute gas-like and fluid phases, a rich variety of
partially ordered phases can be observed even for one-component colloidal systems.
One can roughly distinguish between translational ordered phases such as layering,
liquid crystal, hexagonal (columnar), plastic crystal, or several crystalline phases and
between orientational ordered phases, for example nematic and smectic phases [1,30].
Furthermore, there are also aperiodic ordered phases that form quasicrystals [31,32].

Another great advantage is that colloidal systems are experimentally accessible in
many aspects. One aspect is visual accessibility. The mesoscopic length scale is very
well observable using optical microscopy [33]. Moreover, one of the most important
advances in microscopy is the invention of confocal microscopy, a technique that is
able to create three-dimensional pictures of a colloidal sample in real–time [34, 35].
Since the separation distances of particles are comparable to the wavelength of visible
light, Bragg reflections can be observed indicating the emergence of colloidal crystals.
The internal structure of a colloidal sample can be further analyzed by performing
static or dynamic light scattering with simple laser devices [36–38]. Another aspect
is amendable dynamic properties. The typical time scale of colloidal motion is in the
range of microseconds to seconds, a time that is very well resolvable by cameras or
bare eye. Researchers are virtually able to see the dynamics of transition processes
and evaluate them statistically using particle tracking applications [39, 40]. Finally,
experiments on colloidal suspensions are of relatively low cost, compared to other
fields of research where huge machines or expensive materials are needed.

This accessibility is in great contrast to, for instance, atomic systems where direct
observation of the underlying processes is not possible [29, 41]. Therefore, colloidal
systems are excellent models to study less accessible systems [42–44]. Dynamical
processes like nucleation, crystal growth, spinodal decomposition, and melting can
be made visible [45,46]. Consequently, “complex fluids are ideal laboratories for non-
equilibrium physics.” [47].
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The interparticle interactions of colloidal suspensions are not preassigned by elec-
tron configurations, as this is the case for atomic systems. In fact, it is possible to
tune or even design the interaction potential of colloids by external fields [44, 48] or
proper chemical engineering [49–51]. This tuning capability is essential to mimic in-
teractions of less accessible systems. It can also be used to tailor interactions in order
to design novel functional material. Aside from controlling the interaction potential of
colloidal particles, there is great freedom in preparing external potential landscapes
and geometric confinements by either lithography [52,53] or optical potentials [54,55].
Moreover, with optical laser tweezers manipulations can be performed on the level of
individual particles [56, 57].

All in all, these comprehensive possibilities to prepare experimental set-ups allow
to arrange colloidal systems according to theoretical assumptions to test the validity
and limitations of certain theories [58]. Great progress has been made thanks to this
close link between experimental systems and theoretical modeling.

1.2.3 Theoretical modeling

A better understanding of colloidal systems has been achieved by a combination of
experimental studies with predictions from computer simulations and insights from
theories [58, 59]. Although the presence of several time, energy and length scales in
colloid dispersions is the source of a stunning variety of macroscopic phenomena, it
is highly challenging from the theoretical perspective. The need for simplifications is
apparent to take account of the mesoscopic and microscopic scale in order to describe
macroscopic effects.

The microscopic scale is usually viewed in a coarse-grained manner so that the
extensive number of particles in the suspension medium are treated as a continu-
um [16]. This approach is justified due to the big differences between the colloids and
the solvent particles in terms of size as well as relaxation times. While the molecular
components move rapidly at high collision rate, the dynamics of mesoscopic partic-
les are much slower. Therefore, the solvent particles can be assumed to be instantly
in equilibrium. On the mesoscopic level, the effects of the solvent medium onto the
colloids can be described via fluid dynamics [60]. Note, however, that an important
characteristic of colloidal suspensions – the thermal motion of the colloids – stems
from the discrete nature of the fluid constitutes, as detailed in section 1.3. In theo-
retical modeling, this thermal motion is represented by a phenomenological random
and uncorrelated force acting on the colloids.

Further simplifications are made with respect to the internal structure of colloids.
While the internal details of colloids are important to chemical reactions or biochemi-
cal processes, they are not needed to understand collective effects like phase behavior.
For this reason, the – possibly complicated – internal structure of colloids is usually
not considered in favor of effective interactions between the colloids. In this sense, long
polymers or large proteins may also share some aspect of colloidal systems [16,17,28].
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In order to get a profound understanding of fundamental mechanisms that drive ma-
croscopic behavior, it is advisable to start studying systems as simple as possible, and
later include additional elements with increasing complexity.

1.3 Brownian motion

The most simple colloidal systems are very dilute suspensions at rest. The study of
such a system is essential to lay the foundations for a more profound understanding
of more complicated systems. Moreover, the discovery and comprehension of the ther-
mally activated motion of colloids, commonly known as Brownian motion, has been
an important milestone in science.

Although the random motion of mesoscopic particles in a suspension has been
observed before [61], its discovery is commonly attributed to the botanist Robert
Brown, who in 1827 observed pollen grains dissolved in water under a microscope.
In his studies he noted that the visible particles moved erratically [16, 62]. Brown
could also disprove the hypothesis that this motion was in any kind related to life by
finding the same kind of motion pattern for clearly inanimate dissolved particles [62].
He also carefully ruled out possible sources of this motion like evaporation or surface
effects of the suspension, but he could not provide any explanation of the mechanisms
behind it.

In the first of his Annus Mirabilis papers Albert Einstein [63] and independently
Marian von Smoluchowski [64] in 1906 provided a theoretical explanation for Brow-
nian motion: many microscopic particles of the surrounding medium collide at high
frequency with the dissolved mesoscopic particles, each transferring a tiny momen-
tum. Fluctuations in the collision rate along the colloidal surface result in an effective
push on the colloid. These pushes change rapidly in intensity and direction, causing a
continuous jittery motion of the colloidal particle. Einstein and Smoluchowski could
accurately describe Brownian Motion as a diffusion process.

One remarkable aspect of this theoretical explanation is the assumption that the
solvent consists of many atomic or molecular particles. By the time of publication
the discrete nature of matter was still a debated and not commonly accepted theory.
From the theoretical explanation of Brownian motion, Avogadro’s number could be
predicted. Inspired by this theoretical model, Jean Baptiste Perrin performed expe-
riments and could prove the existence of atoms and molecules in 1909 [65]. Perrin’s
research finally put an end to the long debate about the existence of atoms; in 1926,
he was awarded with the Nobel Prize in Physics [66].
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1.4 Particle interactions

An ensemble of non-interacting particles – often referred to as ideal gas – can in ma-
ny situations be completely described by an analytical solution [67]. Apart from few
exceptions, this is not the case if interactions between particles are present. Interpar-
ticle interactions introduce a high level of complexity to the system, transforming a
local problem, where a particle behavior is only determined by external potentials at
the current position, to a global problem, where the dynamics of a particle are influ-
enced by all other particles and the emerging structure. This additional complexity
manifests in rich phase behaviors even for one-component particle ensembles and is
the origin of the wide variety of features that can be found in colloidal suspensions.

A broad range of particle interaction potentials exist in colloidal systems. Some
interactions are inherently present like van der Waals attraction between colloids
[68, 69] or solvent-mediated hydrodynamic interactions [60]. Other interactions can
be tuned by external fields or by changing the salt concentration of the medium.
Some colloidal interactions are specially prepared or designed by attaching functional
chemical groups on the surface, as this is the case for, e.g., patchy particles [70–72].

First, this section presents the hard sphere interaction potential which is of great
theoretical interest. Second, we discuss the interaction potential of repulsive magnetic
dipoles used in Paper II and Paper III.

1.4.1 Hard spheres

The most simple nontrivial particle interaction is the model of hard spheres, i.e.,
spherical particles with a hard, impenetrable core that do not interact except for
prohibiting overlap configurations. The pairwise interaction potential of two colloids
of diameter σ1 and σ2 at positions r1 and r2, respectively, is governed by

Vint(r1, r2) =

{
∞, for |r1 − r2| < σ1+σ2

2

0, for |r1 − r2| ≥ σ1+σ2
2

. (1.1)

An often adopted simplification in theory is the assumption of a monodisperse system,
i.e., σ1 = σ2 ≡ σ. However, real monodispersity is difficult to achieve in experiments,
a variation in particle size of several percent is to be expected om most colloidal hard
sphere probes [73,74]. The degree of polydispersity is an important information since
it affects transition lines between phases or even prevent the emergence of phases [75].

The hard sphere potential can be regarded as an extension of the ideal gas with
the addition of hard cores to the particles. In contrast to the ideal gas, hard sphere
suspensions are not limited to a gas-like phase. A crystalline phase for densities much
lower than the closest packing was predicted by early computer simulations and theo-
ries in the 1950s [76–78]. By then, these theoretical results were highly controversial
until in 1986 the crystallization of hard sphere suspensions was observed experimen-
tally [79]. The fascinating aspect of this phase is that freezing of the hard sphere
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suspension is purely driven by entropy [80]. Furthermore, hard spheres can arrange
in a persistent metastable glass phase [75,81,82].

Because of its simplicity and the ability to account for phase transitions, hard
spheres are a fundamental theoretical model that serves as an excellent benchmark
for new theoretical frames. Related to the hard sphere model are other hard core
potentials that prohibit particle overlap configurations for different geometrical sha-
pes [83–85]. Notable examples are spherocylinders [86, 87], parallel and non-parallel
cubes [88–90], or dumbbells [91, 92]. In specially prepared hard core systems we can
find even unusual effects. For example, parallel cubes exhibit a second order phase
transition between fluid and simple crystal phase that remains persistent even for
parallel spherocubes, i.e., cubes with rounded edges [89, 93].

1.4.2 Paramagnetic particles

Colloidal particles that include a core of paramagnetic material are being used in
Paper II and Paper III. A feature of paramagnetic particles is their interaction that
is tunable by an external magnetic field Bext. This magnetic field induces a magnetic
dipolar momentum, which can be linearized for small strengths of the magnetic field:
m = χeffBext, with χeff the effective magnetic susceptibility [94,95]. A dipolar particle
centered in the origin of a reference system generates a magnetic field [96]

Bm(r) =
µ0

4π
· (3(r̂ ·m)r̂−m)

r3
, (1.2)

with µ0 the vacuum permeability, r = |r| the length and r̂ = r
|r| the orientation of

position r.
We consider two paramagnetic particles at positions r1 and r2 with r = r1 − r2 and

with magnetic dipole moments m1 and m2, respectively. The pairwise interaction
potential is

Vint(r) = −m1 ·Bm2(r) = −m2 ·Bm1(−r)

=
µ0

4π
· (m1 ·m2 − 3(r̂ ·m1)(r̂ ·m2))

r3
.

(1.3)

If a homogeneous external magnetic field Bext acts on the whole colloidal sample, we
can assume that both magnetic dipole moments are oriented parallel to it and are
of identical magnitude, i.e., m1 = m2 ≡ m. In this setting, the interaction potential
simplifies to

Vint(r) =
µ0

4π
· (|m|2 − 3(r̂ ·m)2)

r3
. (1.4)

Finally, by restricting the paramagnetic colloidal particles to a plane and applying
the external magnetic field Bext normal to that plane, the last term in eq. (1.4) vanis-
hes and a purely repulsive interaction potential remains. It is inversely proportional
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Abbildung 1.1: Sketch of two paramagnetic particles with parallel dipole moments
induced by a uniform external magnetic field Bext. The particles are
in a planar confinement, therefore the particle-particle interaction is
purely repulsive, see eq. (1.5).

to the cube of the particle separation distance r = |r1 − r2| and reads

V 2D
int (r) =

μ0

4π
· |m|

2

r3

=
μ0

4π
· χ

2|Bext|2
r3

.

(1.5)

This interaction potential is valid for point-like paramagnetic colloids in an external
magnetic field. In experiments, the colloidal particles are of finite size and additional
hard sphere interactions are present. In the case of a sufficiently strong external
magnetic field these hard cores become irrelevant since the repulsion of two particles
is sufficient to stabilize the colloids and prevent overlapping.

1.5 External fields

One aspect of complexity in colloidal systems is the presence of external fields [25].
They can influence a colloidal probe in manifold ways, ranging from confining colloids,
inducing or modifying interparticle interactions, applying force fields to particles,
to generating a flow field in the suspension medium [44, 97]. This section gives a
brief classification of external fields in colloidal suspensions before discussing the
significance of external fields in the papers of section 3.

1.5.1 Classification of external fields

Equilibrium and non-equilibrium

Bulk colloidal systems are usually in thermodynamic equilibrium. The presence of
external fields can significantly disturb this inherent configuration and either force
the system into another equilibrium state or even drive it out of equilibrium. A
nearly open range of complexity is possible that is directly linked to the type of the
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external field. It is therefore sensible to distinguish whether or not an equilibrium
configuration exists for the system under study. Colloidal systems that are confined
or exposed to static external energetic potentials usually reach an equilibrium state,
whereas systems with time-dependent external potentials or force fields that do not
stem from a potential are inherently out of equilibrium.

From the theoretical point of view equilibrium systems are of relatively easy to
study because conceptually the route to obtain the relevant quantities is known from
statistical mechanics [24, 98, 99]: First, calculate the respective partition function.
Then, take its logarithm to obtain the corresponding thermodynamic quantity. App-
lying this conceptual recipe might be demanding or even unfeasible to calculate for a
concrete system, but it sets a clear methodical framework. Furthermore, the equilibri-
um state is well-defined, unique, and depends on a relatively small set of parameters,
the state variables.

In nature, non-equilibrium systems are prevalent; in fact, life itself is inherently
out of equilibrium. There is no general recipe or route to characterize systems in
non-equilibrium. However, they can qualitatively be classified into quasi-equilibrium,
steady state non-equilibrium, and full non-equilibrium. The first one is slowly chan-
ging and can be assumed to be in equilibrium at each point of time. Steady state
systems are not in equilibrium, but depend on few macroscopic variables that are in-
dependent of time. On the contrary, full non-equilibrium situations are characterized
by a dynamic and aperiodic behavior, which usually strongly depends on the initial
conditions.

Direct and indirect external forces

Among the applied external fields, it is a valuable question how these fields couple to
the colloidal particles. This coupling can be classified as an either direct or indirect
influence [16]. A direct force acts only on the colloidal particles, leaving the suspension
medium unaffected. Examples include colloids exposed to a gravitational force field
in a suspension medium at rest, laser-optical energetic landscapes, or charged or
magnetic colloids in the presence of electric or magnetic fields.

A qualitative different situation is present for indirect external forces where the
medium is not at rest but pushes the particle [60]. Here, the situation is much more
complicated, since fluid dynamics equations – the Navier-Stokes equations – have to
be solved for the medium that carries the particle along streamlines. In many practical
situations hydrodynamic flow fields are present, for instance, in pressure induced flow
through pipes and vessels, or shearing, stirring, shaking, and vibrating [60] a colloidal
sample. As a rule of thumb indirect interactions lead to more complicated problems
than direct external fields as the dynamics of the medium has to be taken into account,
which is in many situations a challenging problem.

External force fields have to be distinguished from intrinsic forces that can drive a
particle. In contrast to passive particles discussed so far, colloids that move according
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to a self-propulsion mechanism are called active particles and have been studied with
increasing interest in the last decade [85, 100–102] in various propulsion strategies
[103–108] and confinements [105,109–116]. Active particles include artificial swimmers
as well as microbiological agents like bacteria. Most self-propulsion mechanisms need
to induce a flow field and are therefore indirect interactions [117, 118]. Sometimes,
activity is controlled by an external field, e.g., as a power supply, but – differently
from passive colloids – the autonomous behavior of active particles requires internal
degrees of freedom.

1.5.2 Particle transport

A common characteristic of particle transport situations is the existence of a partic-
le flux, indicating that this system is in a non-equilibrium state. The fundamental
equation to describe transport phenomena is the continuity equation

∂ρ(r, t)

∂t
= −∇ · J(r, t), (1.6)

with ρ(r, t) the particle density and J(r, t) the particle current. In simple words, this
equation states that the change in ρ at any point in time and space is linked to a flux
to or away from this point. Thus, the continuity equation (1.6) implies conservation
of the total number of particles.

Two types of particle fluxes can be distinguished: diffusion and convection [16,119,
120]. In a diffusive process the particle density spreads into all spatial directions.
According to Fick’s first law [121], the diffusive flux is generated by inhomogeneity
in the particle concentration. In the simplest situation a constant diffusion coefficient
D is assumed and the diffusive flux is

Jdiff(r, t) = −D∇ρ(r, t). (1.7)

This equation holds even in more complex situations where D is generalized to a
spatial- or time-dependent diffusion coefficient or a tensor describing anisotropic dif-
fusion [122,123].

In a convection or advection process the particle density is displaced in the di-
rection of the flow. Typical sources of convective transport are external force fields
or interparticle interactions. The convective flux is simply given by the product of
particle concentration and the particle velocity field

Jconv(r, t) = ρ(r, t)v(r, t). (1.8)

Both types of current are present and relevant in transport situations of colloidal
systems, i.e., J = Jdiff +Jconv. While diffusion tends to stabilize or restore equilibrium,
convection generally distorts equilibrium. Steady state solutions are a balance between
both competing transport phenomena which also determines the microstructure of the
problem [16].
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1.6 Theoretical framework

This section is about the dynamical density functional theory (DDFT), which is the
theoretical framework used to analyze the colloidal systems of the papers in chapter 3.
We explain some background information on the DDFT and sketch the main ideas of
this theory. It is, however, not intended to be an exhaustive derivation of the theory;
several excellent surveys can be found in the literature [24,98,124–131].

DDFT is a dynamical extension of (equilibrium) density functional theory (DFT).
Therefore, first the concepts of DFT are introduced. A discussion of excess free energy
functionals follows before, finally, moving on outlining the DDFT.

1.6.1 Density Functional Theory

Density functional theory (DFT) provides a framework to determine properties of
equilibrium systems and was originally formulated for quantum mechanical systems.
In 1964 Pierre Hohenberg and Walter Kohn [132] demonstrated that the one-particle
electron density distribution n(r) is sufficient to completely describe a many-body
system. Furthermore, they proved that a unique energy functional E[n] exists with
two remarkable properties:

• The energy functional of the ground state one-particle density distribution n0(r)
is the actual ground state energy E0, i.e., E[n0] = E0.

• Any other density distribution n(r) 6= n0(r) returns larger energy values, i.e.,
E[n 6= n0] > E0.

Thus, the ground state can be calculated by minimizing the functional E[n], which
is the key idea of DFT and marks its birth hour. David Mermin showed that the
concept is also applicable to electron systems at finite temperature, i.e., that are not
in the ground state [133]. Kohn developed this framework further together with Lu
Jeu Sham [134] and was awarded with the Nobel Prize in Chemistry for his pioneering
work on DFT in 1998 [135].

In the 1970s the quantum mechanical formulation was successfully transferred to
classical systems by following Mermins approach [126, 136]. For classical systems a
grand canonical functional Ω[ρ] can be found that depends on the ensemble averaged
one-particle density

ρ(r) =

〈
N∑

i=1

δ(r− ri)

〉
, (1.9)

with 〈. . . 〉 denoting the ensemble average and ri the particle positions. The grand
functional Ω[ρ] has the same properties as the energy functional in quantum DFT:
the equilibrium one-particle density distribution ρ0(r) minimizes Ω[ρ] and recovers
the actual grand canonical potential, i.e., Ω[ρ0] = Ω.
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The problem of finding the equilibrium configuration can thus be reformulated as
the variational problem

δΩ[ρ]

δρ(r)
= 0, (1.10)

using the functional derivative δ
δρ(r)

. The grand potential functional is given by

Ω[ρ] = F [ρ]− µ
∫

d3r ρ(r), (1.11)

with µ the chemical potential and the Helmholtz free energy functional

F [ρ] = Fid[ρ] + Fexc[ρ] +

∫
dr ρ(r, t)Vext(r, t). (1.12)

The first term on the right-hand side of eq. (1.12) is the ideal gas contribution which
reads

Fid[ρ] = kBT

∫
dr ρ(r)

(
log(Λdρ(r))− 1

)
, (1.13)

with Λ = h/
√

2πm the thermal de Broglie wavelength and d the spatial dimension of
the respective system. The second term, Fexc[ρ], is the excess free energy functional
which accounts for the interparticle contributions to the free energy. In general, no
practical approach to express Fexc is available, therefore sensible approximations are
needed. Finding such an approximation is, in practice, the actual challenge in DFT
and much effort has been made to construct excess functionals for various particle
interactions [124,125].

1.6.2 Excess Free Energy Functional

The excess Helmholtz free energy functional is an essential ingredient for both, DFT
and DDFT. It describes contributions to the free energy beyond the ideal gas stem-
ming from particle-particle interactions. First, the conceptual properties are shown
before discussing various approaches to approximate Fexc.

Conceptually, the excess free energy functional is a generating functional, i.e., func-
tional derivatives generate a hierarchy of direct correlation functions [98, 137]:

c(m)(r1, . . . , rm) = −β δmFexc[ρ]

δρ(r1) . . . δρ(rm)
. (1.14)

These direct correlation functions play an important role in the functional Taylor
expansion of Fexc[ρ]. Furthermore, from another branch of physics, namely liquid
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state integral theory, fairly accurate approximations for direct correlation functions
of uniform fluids are known.

In the past decades many approximations for the excess free energy functional Fexc

have been proposed. Some approaches focus on a special type of particle interaction,
others try to be applicable to various classes of interaction potentials.

One of the simplest approaches is to reduce the many-body problem to a one-body
problem. In this so-called mean field approximation the pair interaction potential is in-
tegrated using the one-particle densities as weight functions [138–140]. The result is a
mean field potential that averages the interactions of all particles, neglecting particle-
particle correlations. This approximation is valid for very soft particle interactions or
diluted systems for which particle correlations are weak. However, this approach diver-
ges for most singular interaction potentials. Other notable attempts are the weighted
density approximation [141–143] and its extensions [144]. These theories make use
of weight functions to compute weighted densities that are being used to construct
the excess free energy functional. Among the most successful approximations is the
fundamental measure theory by Yaakov Rosenfeld [145] and its refinements [146,147]
which are valid for hard spheres. Its key idea is a decomposition of the particles
to geometrical meaningful quantities that enter weight functions. Generalizations to
hard core particles of arbitrary convex shape were successfully derived [87,148].

One early and conceptually simple approximation is a perturbative expansion
around a fluid reference state. This functional expansion in one-body density ρ, trun-
cated at second order, has been studied first by Ramakrishnan and Yussouff [149–151]
and yields

Fexc[ρ] ≈ Fexc(ρ̄0)− kBT

2

∫
dr

∫
dr′ ∆ρ(r′)∆ρ(r)c

(2)
0 (|r− r′|; ρ̄0). (1.15)

Here, ρ̄0 is the density of a homogeneous reference fluid, ∆ρ(r) = ρ(r)− ρ̄0 is the
density difference to the reference state. The two-particle direct correlation function of
a uniform fluid, c

(2)
0 (|r−r′|; ρ̄0), can be calculated from liquid state integral theory [98]

and serves as an input parameter.
This approach is appealing due to its simplicity. The functional derivative of eq.

(1.15) is a convolution of the density profile ρ(r) and the two-particle direct correlation
function,

δFexc[ρ]

δρ(r)
= −kBT

∫
dr′ ρ(r′)c

(2)
0 (|r′ − r|; ρ̄0)

= −kBT (ρ ∗ c(2)
0 )(r),

(1.16)

which can be very efficiently computed via fast convolution algorithms in Fourier
space. A disadvantage of this approximation is the relatively crude nature of this
functional and its poor accuracy. It is therefore to be expected that not all features
of the colloidal interplay are captured. The Ramakrishnan-Yussouff approximation
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has been used in paper Paper II and Paper III to model the repulsive interaction of
paramagnetic particles on a two-dimensional plane, see (1.5).

1.6.3 Dynamical Density Functional Theory

DFT has been successful in describing equilibrium states for different particle in-
teractions, even in presence of an external potential. Yet, dynamical situations like
crystal growth, phase transitions or steady states cannot be investigated via equi-
librium DFT. Naturally, attempts have been made to extent DFT to a dynamical
theory [152, 153]. In 1999, Umberto Marconi and Pedro Tarazona were the first to
successfully formulate the dynamical DFT (DDFT) based on the Langevin equa-
tion [154]. Later, two alternative derivations were proposed, one starting from the
Smoluchowski equation [155] and the other using the technique of projection opera-
tors [156]. These alternative approaches confirm the validity of DDFT and allow a
different conceptual view of the theory and its limitations. Here, we sketch the de-
rivation of DDFT by Archer and Evans [155], since it states very clearly at which
points approximations are made.

As a starting point we consider the overdamped Smoluchowski equation [17, 67] –
a Fokker-Planck equation for particle positions – that describes the time-evolution of
a probability distribution P (rN , t) of N particles at positions rN = (r1, . . . , rN) via

∂P (rN , t)

∂t
=

1

ξ

N∑

i=1

∇i ·
(
kBT∇i −∇i(U(rN , t)− Vext(r

N , t))
)
P (rN , t), (1.17)

with ∇i the nabla operator with respect to ri, ξ the friction coefficient, and U(rN , t)
and Vext(r

N , t) the particle interaction and external potential, respectively.

For a multiparticle distribution, equation (1.17) is dependent on a large set of
variables, namely dN + 1, with d the dimensionality of the system. In practice, one is
rather interested in the probability distribution of finding any particle instead of the
probability distribution of each possible particle configuration. The one-body density
distribution ρ(r, t) addresses this consideration and is obtained via

ρ(r, t) = N

∫
dr2 · · ·

∫
drN P (r, r2, . . . , rN , t). (1.18)

In a similar fashion, we define the two-particle density distribution

ρ(2)(r, r′, t) = N(N − 1)

∫
dr3 · · ·

∫
drN P (r, r′, r3 . . . , rN , t), (1.19)

which is the probability density of any two particles being at position r and r′ at time
t. The definition of m-particle densities is straightforward.
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For simplicity, we assume pairwise particle interactions in the following, i.e.,

U(rN , t) =
∑

i,j;j<i

Vint(|ri − rj|), (1.20)

but a treatment with full many-body interaction potentials is also possible [155].
Integrating both sides of the Smoluchowski equation (1.17) by

∫
dr2 · · ·

∫
drN P (rN , t)

we obtain

∂ρ(r, t)

∂t
= D∇2ρ(r, t) +

1

ξ
∇ ·
(
ρ(r, t)∇Vext(r, t) +

∫
dr′ ρ(2)(r, r′, t)∇Vint(|r− r′|)

)
.

(1.21)

Equation (1.21) is a partial differential equation in ρ(r, t) that requires knowledge of
the time-dependent two-particle density ρ(2)(r, r′, t).

It can be shown [98,157] that the one- and two-particle densities of an equilibrium
system are related via

−kBTρ(r)∇c(1)(r) =

∫
dr′ ρ(2)(r, r′)∇Vint(|r− r′|). (1.22)

The so-called adiabatic approximation [158,159] assumes that the equilibrium relation
(1.22) also holds in a dynamical context. As a more physical interpretation, the adia-
batic approximation states that pair correlations relax much faster to the equilibrium
configuration than the one-particle density [160]. Using equation (1.14) together with
the adiabatic approximation, equation (1.21) becomes

∂ρ(r, t)

∂t
= D∇2ρ(r, t) +

1

ξ
∇ ·
(
ρ(r, t)∇Vext(r, t) + ρ(r, t)∇δFexc[ρ]

δρ(r, t)

)
. (1.23)

Additionally, the diffusion term ∇2ρ(r, t) and the external potential can be expres-
sed as

kBT∇ρ(r, t) = ρ(r, t)∇δFid[ρ]

δρr, t
, (1.24)

Vext(r, t) =
δ

δρ(r, t)

∫
dr′ ρ(r′, t)Vext(r, t). (1.25)

Thus, we obtain from eq. (1.23) the DDFT

ξ
∂ρ(r, t)

∂t
= ∇ ·

(
ρ(r, t)∇ δF [ρ]

δρ(r, t)

)
, (1.26)

with the Helmholtz free energy functional F [ρ], see eq. (1.12).
Eq. (1.26) is the standard DDFT which has first been derived [154,155] and is also

employed in the papers of chapter 3. The standard DDFT has some limitations, e.g.,
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Abbildung 1.2: Sketch of the set-up in Paper I. A single colloidal particle in a sinusoi-
dal energy potential landscape with amplitude V0 and wavelength λ.
The particle is subjected to a constant force FDC (green arrow) and
a modulated, time oscillating force Fmod(t) (red arrow).

no coupling to any flow field is included. We therefore limit ourselves to the study
of direct external force fields in absence of hydrodynamic interactions. In principle,
further elements can be included to the DDFT formalism, such as hydrodynamic
interactions of the particles [161–163] or active drive in the case of self-propelled,
active particles [163–166].

1.7 Outline of included scientific papers

The scientific publications included in chapter 3 explore various colloidal systems in
non-equilibrium. This section gives an overview of the system set-ups used in the
respective papers. Furthermore, we summarize the main results with a focus on the
DDFT data. Finally, we comment on the scope of the publications in concluding
remarks.

1.7.1 Mode locking in modulated system with periodic
substrate potential

System

Paper I is a comprehensive study of the dynamics of a single particle – likewise, an
ensemble of non-interacting particles – in an unbounded one-dimensional system. The
dynamics of this setting are solely determined by the interplay of several external fields
and thermal noise. The particle moves in a sinusoidal energy potential landscape with
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Abbildung 1.3: The time-averaged velocity v̄ of the colloidal particle as a function of
constant drive FDC at fixed modulation amplitude FAC = 5.2μm/s
and frequency ν = 0.75 Hz. The blue curve is the average velocity
calculated via DDFT. For comparison, we show the mean velocity of
a particle in absence of the periodic potential landscape as the gray li-
near line. The dashed horizontal line at v̄ = nνλ, n = 1, 2, . . . indicate
the discrete levels in mean velocity of the mode locked plateaus.

amplitude V0 and wavelength λ. Additionally, an external driving force F (t) acts on
the particle, consisting of two components: a constant part FDC and a time-modulated,
oscillating part Fmod(t) = FAC cos(2πνt) with FAC the amplitude and ν the frequency
of the modulated drive, see figure 1.2 for a sketch of the system. All external fields
are direct interactions that do not affect the suspension medium. Note, that in this
study the DDFT is equivalent to the Smoluchowski equation due to the absence of
interparticle interactions and correlations.

Results

The modulated driving force FAC cos(2πνt) is an external stimulus that competes with
the intrinsic frequency of periodic motion of the driven particle along the potential
landscape. A matching of external and intrinsic frequencies result in a synchronization
that divides the particle motion into modes of discrete motion properties. Within one
oscillation cycle the particle travels an integer number of potential minima back and
forth. This effect of synchronization is known as mode locking and it manifests in
numerous ways.
Considering the time-averaged velocity of the particle as a function of the constant

drive FDC, we notice a step-like behavior, see figure 1.3. The curve of the average
velocity is called ‘devil’s staircase’ or ‘Shapiro steps’. The levels of the plateaus at the



18 1 Introduction

Abbildung 1.4: DDFT results for variance and effective long-time diffusion Deff for
various constant drives FDC at fixed modulation amplitude FAC =
5.2µm/s and frequency ν = 0.75 Hz. (a) Double logarithmic plot of
the time evolution of the variance for different FDC. The color codes of
the curves refer to the respective state points on the devil’s staircase
shown in the inset. The dashed black line refers to a free colloidal par-
ticle, i.e., in absence of the external potential. (b) Effective long-time
diffusion coefficients Deff in dependence on the constant drive FDC

(dark green curve). The devil’s staircase is shown as a light green
curve but does not match to the scale of the y-axis. For comparison,
the dotted black line shows the diffusion coefficient of a free particle.
Green colored areas highlight the range of different mode locked con-
figurations. (c) Log scaled plot of Deff (see panel (b)) zoomed to the
first step. Reproduced from Paper I.
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devil’s staircase are at v̄ = nνλ, n = 1, 2, . . . and are characteristic for particles in a
mode locked state. A mode locked particle is forced to move only an integer number
of potential minima in one oscillation cycle of the modulated force. Thermal motion
disturbs the synchronized movement pattern, therefore the plateaus are not comple-
tely flat. The nearly linear increase in average velocity that connects the plateaus
marks unlocked configurations in which the particle does not move periodically.

To further analyze the influence of thermal motion we consider the variance of the
particle distribution

σ2(t) = 〈[x(t)− 〈x〉(t)]2〉 (1.27)

as a measure of fluctuations with x(t) the particle position at time t and 〈. . . 〉 the
average. Figure 1.4 (a) displays how the variance at various states on the devil’s
staircase spreads in time, compared to a freely diffusing particle with D = kBT/ξ.
The unlocked configurations show enhanced diffusivity whereas mode locked states
remain on a long-lived plateau.

The increase in variance can be extrapolated to extract an effective long-time dif-
fusion coefficient

Deff = lim
t→∞

σ2(t)

2t
, (1.28)

which describes diffusion on a coarse-grained time and length scale. The fingerprint
of mode locking can also be identified in the effective long-time diffusion Deff. Figure
1.4 (b) displays Deff for the range of the staircase. On the one hand, Deff becomes very
large for unlocked states, especially in states close to the mode locked regime. On the
other hand we note an extreme decrease of Deff in the mode locked regime. Figure
1.4 (c) emphasize this decrease by showing a logarithmic scaled y-axis, indicating
that effective diffusion (i.e., away from the prescribed potential minimum) basically
vanishes.

Being able to detect mode locking either by a periodic movement pattern of the
particle or by dramatically decreased effective long-time diffusion, we investigate the
synchronization with respect to various parameter combinations. In figure 1.5 (a) the
amplitudes of both driving force components, FDC and FAC, are scanned at fixed
modulation frequency and in figure 1.6 a state diagram of modulation frequency ν
and constant drive FDC is displayed for different fixed modulation amplitudes FAC.
The coloring in these figures highlight the respective mode, i.e., the netto number of
potential minima a particle is displaced in each cycle. The effective long-time diffusion
coefficient Deff, showed in figure 1.5 (b), is especially large if the particle is at the
border between a mode locked and an unlocked state. In this region, thermal motion
becomes influential and can easily kick the particle out of a synchronized motion.
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Abbildung 1.5: State diagram and variance for a range of constant drives FDC and
modulation amplitudes FAC at fixed modulation frequency ν = 0.25
Hz. (a) Mode locked states colored according to the number of poten-
tial minima travel in each modulation cycle. The background coloring
is data from DDFT, colored circles are experimental datapoints, and
black curves mark the border between locked and unlocked states cal-
culated by simulations without thermal noise. The white areas refer
to unlocked states. (b) Effective long-time diffusion coefficient Deff

calculated by DDFT and displayed via the color scale. Black curves
represent borders between locked and unlocked state in absence of
thermal noise, see (a). Reproduced from Paper I.
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Abbildung 1.6: State diagram shows mode locked states in dependence on modu-
lation frequency ν and constant driving force FDC for various fixed
modulation amplitudes FAC. The color coding refers to the number
of potential minima traveled in each modulation cycle, see figure 1.5
(a). Reproduced from Paper I.

Conclusions

We studied extensively how the particle motion is being influenced by various para-
meters of the external driving force. For certain combinations of constant drive FDC,
modulation amplitude FAC, and modulation frequency ν mode locking happens, i.e.,
the particle movement synchronizes to a discrete mode. In the mode locked state
the particle is trapped in a predominantly deterministic motion with a well-defined,
discretized mean velocity. Furthermore, the effective long-time diffusion coefficient
Deff nearly vanishes, meaning that a particle in a thermal environment behaves in a
nearly deterministic way. However, this can be changed by manipulating the driving
force, either the constant force FDC, the modulation amplitude FAC, or the modulati-
on frequency ν. This facilitates a precise control via external tuning of the transport
behavior of a single particle.

1.7.2 Constricted microchannel

System

In Paper II we study a two-dimensional system of colloidal particles interacting via
a repulsive dipolar potential, see eq. (1.5). The strength of the repulsive particle
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Abbildung 1.7: (a) Potential energy of the channel confinement with maximum po-
tential height V0, channel width Ly, lateral constriction length Lc and
constriction width bLy (here, b = 0.5). The white dashed lines mark
the contour of the confinement at V0/2. (b), (c) Snapshots of the
one-particle density profile for (b) low particle interaction strength
(Γ = 20, fluid) and (c) high interaction strength (Γ = 60, solid). The
channel width Ly is chosen so that six particle layer fit into the confi-
nement. The parameter of the constriction width is chosen as b = 0.7.
White dashed lines display the profile of the confinement potential.
Reproduced from Paper II.
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Abbildung 1.8: Particle flux along the channel relative to the flux j0 of an unconstric-
ted channel as a function of time in terms of Brownian times τ for
channel widths Ly suitable to fit five (a) and six (b) particle layers in
the channel. The driving force F = 1kBT/l has been switched on at
t = 0 initiating the flow. The colored curves in each panel represent
the various flow patterns and are obtained for different combinati-
ons of interaction strength Γ and constriction parameter b: top, green
curve is for Γ = 30, b = 0.9, the other curves are for Γ = 20 and
b = 0.6, 0.3, 0.2 (from top to bottom). Reproduced from Paper II.

interaction is characterized by the dimensionless coupling parameter Γ. The particles
are confined in a microchannel that can support or hinder the emergence of an ordered
phase and strongly influences its stability. In addition, a constriction is introduced
into the channel that forces a re-ordering of the particle configuration. The open
ends of the channel are connected via periodic boundary conditions. The confinement
potential is depicted in figure 1.7 (a). Starting from an equilibrium configuration, we
switch on a constant driving force F along the channel acting directly on the colloids.
This sudden switch generates a particle flow that drives the system out of equilibrium.
Two different channel widths are investigated, in which in the crystalline phase five
and six layers fit, respectively. Within the DDFT we use the Ramakrishnan-Yussouff
approach to incorporate particle-particle interactions. Typical snapshots of the one-
particle density field are shown in figure 1.7 (b) for weak particle interactions (fluid
state) and (c) for strong particle interactions (solid state).
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(a) (b)

Abbildung 1.9: State diagram indicating the type of flow pattern for both channel
widths that fit to (a) five particle layers and (b) six particle layers.
Dark colored points are the indicate where the calculations were per-
formed. Reproduced from Paper II.

Results

We study in which way the particle flow is affected by the width of the geometri-
cal constriction in combination with the strength of the particle interaction. Upon
switching on the driving force F , we observe four qualitatively different flow patterns.

Complete blockade: No particle flux occurs.

Smooth flow: After switching on the drive, the flux quickly converges to a constant
level of particle flow.

Transient oscillation: The particle flux performs a damped, transient oscillation that
converges to a constant level of particle flow.

Persistent oscillation: An undamped oscillation in the particle flow occurs. Depen-
ding on the number of particle layers (i.e., five or six layers), a qualitative
difference is observable. For five particle layers the frequency of the oscillation
is lower and on average five particles pass the constriction in a single oscillation
cycle. In the case of six particle layers we notice a higher oscillation frequency
with three particles crossing on average the constriction in a single oscillation
cycle.

Figure 1.8 displays examples of the four flow patterns in a five and six layer channel
system. Also, state diagrams of the respective flow patterns in dependence on particle
interaction strength and constriction width are presented in figure 1.9.
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a)

b)

Abbildung 1.10: Schematic picture of the persistent oscillating flow observed for high
interaction strength Γ and wide constrictions (large b). The figures
are idealized snapshots of the system separated in time by exactly
one oscillation period. Flow is from left to right. (a) For a channel
width in which five crystal layers form, and one oscillation corre-
sponds to the movement of the crystal by one lattice spacing. During
this time, each particle assumes the position of the particle in front
of it. (b) For a crystal with six layers, one oscillation period corre-
sponds to the movement of the crystal by half of a lattice spacing.
Note that in the case of six layers, the up-down symmetry in the
system is broken, and we observe two symmetric dislocations in the
crystal pattern, as indicated by the gray lattice lines. After one oscil-
lation, the locations of the particles (and dislocations) are vertically
mirrored with respect to the initial configuration (middle snapshot).
After the next oscillation (right snapshot), we recover the original
configuration. Reproduced from Paper II.
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(a) (b)

Abbildung 1.11: (a) Sketch of colloidal particles that cross a physical barriers. The
arrow indicates the direction of driving force acting on the particles.
(b) Snapshot of the one-particle density profile in presence of two po-
tential barriers separated by distance Δx = 2a. Particle interaction
strength is Γ = 5 at a weak driving force F = 0.1kBT/a. The lower
panel shows the two dimensional particle density with a logarithmic
scaled colorbar. The upper panel displays the density as a projection
on the x-axis (green curve). The barrier potentials are illustrated as
black curves with blue filling and do not fit to the y-axis scale.

The qualitative difference in the persistent oscillation regime with respect to the
two channel widths is further investigated. We can understand this effect by the
up-down symmetry of the particle layers. If up-down symmetry is given, the whole
particle layer in front of the constriction is being pushed through, see figure 1.10
(a). However, for an inverted up-down symmetry the process has two different stages
before the initial configuration is recovered. The cartoon in figure 1.10 (b) depicts
this three-particle oscillation process.

Conclusions

This study shows the interplay of a geometrical constriction with the interaction
strength of the particles and the influence on the particle flow behavior. Most flow
patterns relax to a steady state flow after a transient phase. However, the three- and
five-particle oscillation is a dynamical flow pattern that remains persistent, although
all external fields are independent of time.

1.7.3 Barrier obstacles in microchannel

System

The set-up of Paper III is a two-dimensional straight microchannel in which repulsive
dipolar colloidal particles (see eq. (1.5)) are confined. The particles are subjected
to a constant external driving force F generating a particle flow. Periodic boundary
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conditions connect both open ends of the channel system. Up to two energetic barrier
potentials are introduced in the channel. These obstacles can be overcome by the
colloids, but some activation energy is required. The barriers reduce the particle flow,
i.e., they impose a resistance to the flow. In order to test whether the resistances of
two barriers are additive, we compare set-ups with a single barrier to systems with two
barriers in various configurations and determine the overall resistance. Furthermore,
we apply driving force of different strengths. In the DDFT framework the interparticle
interactions are described using the Ramakrishnan-Yussouff approximation for the
excess free energy functional. In the case of non-interacting colloidal particles we can
find an analytical solution which is presented in an analytical study in chapter 2.

Results

To analyze the effect of introducing a second barrier into the microchannel we first
calculate the resistance R1 imposed by a single barrier which is linked to the steady
state flux j1 along the channel. The added resistance R2 of the second barrier is
determined by the difference in the steady state flux j2 of the two barrier system
compared to the one barrier system. Additivity of barrier resistances is given if R1 =
R2. Clearly, as the separation distance ∆x of the barriers becomes large, additivity
is expected while a violation of additivity is apparent for small ∆x.

Figure 1.12 shows R2 relative to R1 as a function of barrier separation distance
∆x for various drives F . Interestingly, even for non-interacting particles (ideal gas)
the resistances of the barriers are not additive, see figure 1.12 (a). To explain this
effect we consider a particle in front of a single barrier with a driving force that is not
strong enough the push it over the obstacle. The particle may cross the barrier only
by thermal transport, i.e., diffusion. In this setting, we assume isotropic diffusion,
meaning that the particle can diffuse over the barrier or away from it, even though
the drive F adds a bias to the overall transport direction. Now we consider a particle
trapped in the middle of two barriers at close distance. Similarly to the previous
setting, the particle has to diffuse over the second obstacle but in this case the range
the particle can diffuse away from the second barrier is limited by the first barrier.
This limitation of transport away from the second barrier enhances the probability
to cross it. Therefore, non-additivity of barrier resistances at short distances with
non-interacting particles is governed by the relation of diffusion to driving force F .
With increasing barrier separation distance ∆x the added resistance of the second
barrier R2 converges exponentially to R1, establishing additivity. A detailed analysis
of this system with analytical solutions is presented in chapter 2.

Figure 1.12 (b) displays the quotient R2/R1 for a range of barrier separation di-
stances ∆x for the case of repulsive particles. In contrast to non-interacting particles,
R2 is a decaying oscillation around R1 for repulsive particles eventually approaching
R1 at large separation distances. Consequently, depending on the barrier separation
distance, the resistances are either superadditive or subadditive. Changing the posi-
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Abbildung 1.12: Resistance added by the second barrier R2 relative to the resistance
of the first barrier as a function of the barrier separation distance Δx
at different driving forces for (a) non-interacting particles (analytical
results), (b) DDFT calculations (Γ = 5), and (c) computer simula-
tions (Γ = 5). Horizontal dashed lines mark special values: gray line
indicates additivity and the red line is the onset of negative effective
resistance. Negative effective resistance is highlighted by a thicker
line section. Reproduced from Paper III.
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tion of the second barrier relative to the first one can thus significantly increase or
decrease the total resistance of the system.

A remarkable effect that can be observed for specific combinations of barrier se-
paration distance and driving force is an effective negative resistance added by the
second barrier. This means that a second potential barrier – if placed in the right spot
– reduces the overall resistance of the system. A closer analysis of this phenomenon
reveals that each barrier enforces an ordering in the colloidal fluid. This way, the ave-
rage particle density is enhanced in some distances from the barrier and decreased in
other places. Separating the barriers at a distance that does not fit this ordering leads
to fluctuations in the particle density between the barriers and allows an enhanced
crossing of barriers driven by these fluctuations.

Conclusions

In this simple setting we investigated the added resistance of two barriers and we
found strong violations of additivity at distances comparable to the correlation length
of the particles. While non-additivity in ideal gas setting can easily be understood by
a competition of diffusion and driving force, we find ourselves faced to a considerably
more complex situation when using interacting particles. The added resistance R2 can
either be much larger or smaller than R1. Even the case of negative added resistance
could be demonstrated which is of particular interest to colloidal applications as
well as for comparable situations where an unavoidable resistance can effectively be
lowered by placing a second obstacle in the right spot. Paper III is a study of just two
identical potential barriers. More complex set-ups can are imaginable using multiple
or differently shaped barriers that exploit the effect of effective negative resistance
more efficiently.

1.7.4 Concluding remarks

The scope of this thesis is to investigate various colloidal systems in non-equilibrium,
invoked by external force fields and using the DDFT as a theoretical framework.
Three studies of colloidal systems are therefore presented in chapter 3, all of them
analyzing non-equilibrium systems. Non-equilibrium is constituted by applying an
external force, acting directly on the colloids while leaving the suspension at rest.

To study systems out of equilibrium, we first consider both categories of complexity:
complexity of the system and complexity of the problem [25]. In the first study we
reduce the complexity of the system by considering a single particle in one spatial
dimension. However, the complexity of the problem is therefore high: periodic energy
potential landscape, constant and time-modulated driving force. We can study the
velocity and diffusion of that particle which is influenced by synchronization effects.

In the second study the complexity of the problem is reduced as there is no time-
dependent external force field and apart from the constant drive we only consider a
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geometrical confinement. Yet, we increase the complexity of the system by introdu-
cing particle-particle interactions and consider a two-dimensional system. Here, the
focus lies on the flow behavior that emerges for various system parameters and the
transient phase that converges to a steady state. Interestingly, although no external
time dependency is present, we find a regime of persistent oscillation in the flow.

The set-up of the third study is similar to the second one, using as well repulsive
dipolar particles in a two-dimensional microchannel confinement. Instead of constric-
ting the confinement, we placed up to two energetic potential barriers in the channel
that invoke a resistance to the steady state particle flow. We investigated the added
resistance of various potential barrier configurations and found the overall resistance
to be very sensitive to the separation distance of the barriers if it is comparable to
the particle correlation length.

All presented studies demonstrate how the transport behavior of the colloidal sus-
pension in these non-equilibrium systems can be dramatically changed by manipula-
ting the external field. This property is important for many applications of colloidal
suspensions because of the ability to dynamically tune a system.
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2 Analytical study

In Paper III we tested additivity of resistances imposed by obstacles for colloids with
repulsive particle-particle interactions. This analytical study considers the same set-
up except for a fluid of ideal gas instead of interacting particles. Notably, this setting
exhibits an analytical solution as demonstrated in this chapter.

2.1 Set-up

This section is a brief review of the settings used in this chapter. We consider non-
interacting colloidal particles confined in a two-dimensional microchannel of width
Ly. In this study we take into account two different boundary conditions: periodic
boundaries and an infinite system. Both types are being discussed in section 2.5.

Obstacles are being introduced into the channel which we model as parabola shaped
external potentials

Vext(r) ≡ Vext(x) =

{
V0

(
1−

(
x−x0
λ

)2
)
, |x− x0| < λ

0, |x− x0| ≥ λ
, (2.1)

with V0 the height, λ the width, and x0 the center of the barrier. Finally, a constant
driving force F = F x̂ acts on the colloids to generate a particle flow along the channel.

2.2 Governing differential equation

In this section we derive the differential equation that describes the steady state
situation and adopt some simplifications to reduce the complexity of the problem.

2.2.1 Steady state equation

Starting from the continuity equation (1.6) and identifying the particle flux J with
the right hand side of the DDFT (1.26) yields

∂ρ

∂t
= −∇ · J (2.2)

where J(r, t) = −D {∇ρ(r, t) + βρ(r, t)[∇Vext(r, t)− F x̂]} . (2.3)
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Note, the absence of the excess free energy function, Fexc ≡ 0, due to non-interacting
particles.

We are interested in the steady state in which the density profile is independent
on time, i.e., ∂ρ

∂t
= 0. The left hand side of eq. (2.2) is zero, thus, integrating the

continuity equation we obtain an inhomogeneous differential equation of first order,

J(r, t) ≡ J0 = D {βρ(r, t)[F x̂−∇Vext(r, t)]−∇ρ(r, t)} , (2.4)

with constant steady state particle flux J0.

2.2.2 Reduction to one dimension

We choose the coordinate system in the middle of the channel such that the x-axis
points along the channel and the channel walls are at ±Ly/2. Note, that the non-
confining external potential barriers in eq. (2.1) are not dependent on the y-direction.
Since there are no particle-particle interactions, the density profile of the colloidal
suspension is flat in y-direction inside the channel, i.e.,

ρ(x, y) =

{
ρ(x, 0) , if − Ly

2
≤ y ≤ Ly

2

0 , otherwise
. (2.5)

Therefore, we can reduce the spatial dimension of the two-dimensional equation (2.4)
to one dimension by integrating out the y-dependence via

∫
dy x̂. The reduced diffe-

rential equations reads

J0 = D

{
βρ(x)

[
F − ∂Vext(x)

∂x

]
− ∂ρ(x)

∂x

}
, (2.6)

with one-dimensional particle density ρ(x) =
∫

dy ρ(r) and J0 =
∫

dy x̂ · J0 the total
flux along the channel.

2.2.3 Dimensional analysis

For a less verbose notation and a simplified analysis we perform a non-dimensional
scaling. Thus, we transform quantities with a physical dimension to dimensionless
quantities. First we express all relevant quantities in terms of

• length l

• diffusion coefficient D

• thermal energy kBT .
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With these scales we can express the following quantities as:

x = lx∗, E = kBTE
∗, ρ =

ρ∗

l
, (2.7)

t =
l2

D
t∗, F =

kBT

l
F ∗, J =

D

l2
J∗, λ = lλ∗, (2.8)

with ‘starred’ quantities being non–dimensional. A rephrasing of equation (2.6) yields

D

l2
J∗0 = D

{
1

kBT

ρ∗(x∗)

l

[
kBTF

∗

l
− kBT

l

∂V ∗ext(x
∗)

∂x∗

]
− 1

l2
∂ρ∗(x∗)

∂x∗

}
(2.9)

⇒ J∗0 = ρ∗(x∗)

(
F ∗ − ∂V ∗ext(x

∗)

∂x∗

)
− ∂ρ∗(x∗)

∂x∗
(2.10)

From here on, the ‘starred’ notation is dropped for convenience and all following
calculations always refer to non-dimensional quantities.

2.2.4 Resulting differential equation

Introducing the effective force f(x) = F − ∂Vext(x)
∂x

, the final differential equation that
describes the density profile of the colloidal suspension in steady state for arbitrary
x-dependent external potentials reads

∂ρ

∂x
− f(x)ρ = −J0, (2.11)

which is an inhomogeneous ordinary linear differential (ODE) equation of first order.

2.3 General solution of the differential equation

In this section we find the general solution of differential equation (2.11) that is inde-
pendent of boundary conditions. The strategy to solve an inhomogeneous ODE is to
find a solution of the homogeneous part and a specific solution for the inhomogeneous
ODE. The general solution is then a linear combination of the homogeneous and the
inhomogeneous solution.

2.3.1 Homogeneous solution

The homogeneous equation is

∂ρ

∂x
− f(x)ρ = 0, (2.12)

which can be easily solved using the separation of variables technique. The correspon-
ding solution is

ρhom(x) = C0e
∫ xdx′ f(x′), (2.13)

with C0 the constant of integration that is not yet determined.
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2.3.2 Inhomogeneous solution

The solution to the full inhomogeneous ODE (2.11) can be found by using the homo-
geneous solution ρhom(x) and perform a variation of parameters using

ρin(x) = C0(x)e
∫ xdx′ f(x′). (2.14)

Putting ρin(x) into the differential equation (2.11) yields:

C0(x) = −J0

∫ x

dx′ e−
∫ x′dx′′ f(x′′). (2.15)

Thus, the inhomogeneous solution is:

ρin(x) = −J0e
∫ xdx′ f(x′)

∫ x

dx′ e−
∫ x′dx′′ f(x′′). (2.16)

2.3.3 General solution

The general solution is simply a superposition of the homogeneous and the inhomo-
geneous solution.

ρ(x) = C0e
∫ xdx′ f(x′) − J0e

∫ xdx′ f(x′)
∫ x

dx′ e−
∫ x′dx′′ f(x′′)

= e
∫ xdx′ f(x′)

{
C0 − J0

∫ x

dx′ e−
∫ x′dx′′ f(x′′)

}
.

(2.17)

2.4 Average passing time and resistance

The barrier potentials in the channel impede the particle flux, thus causing a resi-
stance. To quantify the resistance we consider the average time T it takes a particle
to move from one point to another. In steady state the particle flux J0 = ρ(x)〈v(x)〉
is constant with 〈v(x)〉 the average velocity of a particle. We can express the passing
time via

T =

∫ t2

t1

dt =

∫ x2

x1

dx
dt

dx
=

∫ x2

x1

dx
1

〈v(x)〉

=
1

J0

∫ x2

x1

dx ρ(x).

(2.18)

The resistance of any barrier configuration can be quantified by the additional time
∆T = T − T0 a particle needs to cross the obstacles (T ), compared to a system
without barriers (T0).
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2.5 Boundary Conditions

Boundary conditions have to be specified to determine the constant of integration C0

in the general solution. Moreover, they also incorporate topological information of the
system. In the scope of this study we consider two different boundary conditions: an
infinite and a periodically repeated system. Our aim is to investigate whether there
is a qualitative difference in the solutions of the two discussed boundary conditions.

2.5.1 Infinite system

Assuming that the microchannel is very long we can describe it as an infinite system.
In this picture, we propose that the density far away from the potential barriers is of
a finite value ρ0,

lim
x→±∞

ρ(x) = ρ0. (2.19)

Note, in this description the overall particle number is not conserved. As another
consequence the steady state particle flux J is identical for all systems irrespective
of the barrier configurations, i.e. J ≡ J0 = ρ0F . The resistance in an infinite system
according to eq. (2.18) is given by

∆T∞ = T − T0 =
1

J0

∫ x2

x1

dx ρ(x)− 1

J0

∫ x2

x1

dx ρ0

=
1

J0

∫ x2

x1

dx (ρ(x)− ρ0).

(2.20)

This means the resistance in an infinite system is determined by the excess density
over ρ0.

2.5.2 Periodic Boundary Conditions

Periodic boundary conditions are for technical reasons more favorable in computation
and therefore being used in the numerical implementations of the DDFT in Paper
II and Paper III. For a periodic system of length L we require the following two
properties for the density profile ρ(x):

ρ(0) = ρ(L), (2.21)

1

L

∫ L

0

dx ρ(x) = ρ0. (2.22)

Note, that by (2.22) the total number of particles N = ρ0L is conserved. This im-
plicates an expression for the delay time ∆TP that is different to ∆T∞ of an infinite



36 2 Analytical study

Abbildung 2.1: System with two potential barriers. The decomposition of the system
into five domains is shown: two domains defined by the range of the
potential barrier and three channel domains.

system. For periodic boundaries, the steady state particle flux varies for different
barrier configurations and the delay time reads

ΔTP = T − T0 =
1

J

∫ x2

x1

dx ρ(x)− 1

J0

∫ x2

x1

dx ρ0

= Lρ0

(
1

J
− 1

J0

)
.

(2.23)

Thus, the resistance is set by the steady state flux in a periodic system.

2.6 Domain separation

The external potential used in this system, see equation (2.1), is defined piecewise
and thus affects only a limited region of the whole system. As an apparent strategy
to reduce the overall complexity, we divide the whole system (either R or L) into
separate domains. Each domain can be treated separately, meaning that a solution of
the differential equation can be given independently of the other parts of the system.
Finally, to get a global solution the boundary conditions of all partial solution have
to be linked.

In the literature, we can find a solution for the particle flux given a general external
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potential in periodic systems [67],

J0 =
L(1− e−βFL)

I+I− − (1− e−βFL)
∫ Lx

0
dx e−βVext(x)

∫ x
0
dx′ e−Vext(x′)

, (2.24)

with I± =
∫ Lx

0
dx e±Vext(x). However, for this expression does not apply to an infinite

system and it becomes impractical if several piecewise defined potentials are given.
The approach to divide the system into distinct domains as demonstrated here is
conceptually simpler and easier to calculate.

In a system with n similar barriers we can identify two different types of domains:

• Barrier parts, where Vext > 0, referred by B

• Channel parts, where Vext ≡ 0, referred by C

See figure 2.1 for an illustration.

2.6.1 Solution in a channel domain

In the channel f(x) = F is constant yielding a relatively simple expression from the
general solution (2.17):

ρhom(x) = C0e
Fx

ρin(x) = −J0e
Fx

∫ x

dx′ e−Fx
′

=
J0

F

⇒ ρC(x) =
J0

F
+ C0e

Fx.

(2.25)

2.6.2 Solution in a barrier domain

The situation in the barrier domain is clearly more complicated than the channel
case. The effective force function is (affine) linear: f(x) = F + 2V0

λ2
(x − x0). We get
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the following solution for the density profile:

ρhom(x) = C ′0e(F− 2V0
λ2

x0)x+
V0
λ2
x2

= C ′0e
−V0
λ2

(
x0−Fλ

2

2V0

)2
e
V0
λ2

(
(x−x0)+Fλ2

2V0

)2

= C0e
V0
λ2

(
(x−x0)+Fλ2

2V0

)2
(2.26)

ρin(x) = −J0e
V0
λ2

(
(x−x0)+Fλ2

2V0

)2 ∫ x

dx′ e
−V0
λ2

(
(x′−x0)+Fλ2

2V0

)2

= −J0

√
πλ2

4V0

e
V0
λ2

(
(x−x0)+Fλ2

2V0

)2
erf

(√
V0

λ

[
(x− x0) +

Fλ2

2V0

])

⇒ ρB(x) = e
V0
λ2

(
(x−x0)+Fλ2

2V0

)2 {
C0 − J0

√
πλ2

4V0

erf

(√
V0

λ

[
(x− x0) +

Fλ2

2V0

])}

For convenience, we introduce the following abbreviations:

ξ(x) =
√
V0

(
Fλ

2V0

+
x

λ

)
,

γ = λ

√
π

4V0

,

(2.27)

Thus, we obtain a shorter expression for the density profile in a barrier domain

ρB(x− x0) = eξ
2(x) (C0 − J0γ erf(ξ(x))) . (2.28)

2.6.3 Decomposition into separate domains

Assuming non-overlapping barriers, we can decompose the system into an alternating
series of theses domains. Let the barriers be located at x1, . . . , xn and the distance
between the barriers ∆xi = xi − xi−1. Then, we have the following intervals:

• interval of barrier: Dbi = [xi − λ, xi + λ], length: |Dbi| = 2λ

• interval of channel: Dci = [xi−1 + λ, xi − λ], length: |Dci| = ∆xi − 2λ

Infinite system

R = Dc1 ∪ Db1 ∪ Dc2 ∪ · · · ∪ Dbn ∪ Dc(n+1)

=
n⋃

i=1

(Dci ∪ Dbi) ∪ Dc(n+1)

with Dc1 = [−∞, x1 − 1],

Dc(n+1) = [xn + 1,∞]

(2.29)
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Periodic boundary conditions Choosing xn + 1 = L, i.e. the last barrier domain
ends at the periodic point, we have:

L = Dc1 ∪ Db1 ∪ Dc2 ∪ · · · ∪ Dbn

=
n⋃

i=1

(Dci ∪ Dbi)
(2.30)

In the previous subsections we calculated the generic density profiles of each type
of domain. Now we have to link all domains to get a global solution for ρ(x). As a
requirement, the global density profile has to be continuous. Thus, we can determine
each constant of integration of every domain by solving a system of linear equations.
In the case of an infinite system the constant of integration of the rightmost channel
domain Dc(n+1) has to vanish. For the periodic system the rightmost domain is linked
to the leftmost domain.

2.7 Solutions for one and two barrier systems

Although the strategy to calculate the density profile and delay time is clear the
actual calculations are complicated. In this section we just present the results of one
and two barriers in an infinite system as well as for periodic boundaries. Again, we
make use of some abbreviations:

ξ± =
√
V0

(
Fλ

2V0

± 1

)
≡ ξ(±λ),

α = erfi(ξ+)− erfi(ξ−),

β = erf(ξ+)− erf(ξ−),

∆F = ξ2
+ 2F2

(
1, 1;

3

2
, 2; ξ+

)
− ξ2

− 2F2

(
1, 1;

3

2
, 2; ξ−

)
,

hL =
1− e−F (L−2λ)

1− e−FL ,

m∆x = 2− e−F (∆x−2λ)
(
1− e−2Fλ

)
,

µ∆x = 2hL −
1− e−2Fλ

1− e−FL
(
e−F (∆x−2λ) + e−F (L−∆x−2λ)

)
,

(2.31)

with erfi(x) the imaginary error function and 2F2

(
1, 1; 3

2
, 2;x

)
the generalized hyper-

geometric function.

Single barrier, infinite system

∆T∞,1 =
γ

F

(
αe−ξ

2
+ + βeξ

2
−
)

+ αγ2 erf(ξ+)− 1− e−2Fλ

F 2
− λ2∆F

2V0

− 2λ

F
(2.32)
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Single barrier, periodic boundary condition

∆TP,1 =
γ

F

(
αe−ξ

2
+ + βeξ

2
−
)
hL +

αγ2

1− e−FL (erf(ξ+)− erf(ξ−)e−FL)

− hL(1− e−2Fλ)

F 2
− λ2∆F

2V0

− 2λ

F

(2.33)

Double barrier, infinite system

∆T∞,2 =
γm∆x

F

(
αe−ξ

2
+ + βeξ

2
−
)

+ αγ2
(
2 erf(ξ+) + e−F∆xβ

)

− m∆x(1− e−2Fλ)

F 2
− λ2∆F

V0

− 4λ

F

(2.34)

Double barrier, periodic boundary condition

∆TP,2 =
γµ∆x

F

(
αe−ξ

2
+ + βeξ

2
−
)

+
αγ2

1− e−FL
(
2(erf(ξ+)− erf(ξ−)e−FL) + β(e−F∆x + e−F (L−∆x))

)

− µ∆x(1− e−2Fλ)

F 2
− λ2∆F

V0

− 4λ

F

(2.35)

2.7.1 Conclusion

The analytical expressions for the delay time characterizing the added resistance of
the barrier configuration are complicated. Nevertheless, similarities in the terms are
recognizable. The expressions for periodic boundaries often include as a prefactor a
function of e−FL. We can indeed recover the respective infinite system expressions by
considering the limit of large system size L. This result was not clear a priori since
both situations are different in topology and properties, i.e., fixed density versus
conserved number of particles. Our quantification of the resistance in 2.4 is therefore
consistent.
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H. Löwen, and R.P.A. Dullens, Dynamic mode locking in a driven colloidal sys-
tem: experiments and theory, New J. Phys. 19, 013010 (2017)

II U. Zimmermann, F. Smallenburg, and H. Löwen, Flow of colloidal solids and
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mermann, A. Kaiser, and A.M. Menzel, Differently shaped hard body colloids
in confinement: from passive to active particles, Eur. Phys. J.-Spec. Top. 222,
3023 (2013)



42 3 Scientific Publications



Paper I New J. Phys. 19, 013010 (2017) 43

Paper I Dynamic mode locking in a driven

colloidal system: experiments and theory

M.P.N. Juniper, U. Zimmermann, A.V. Straube, R. Besseling, D.G.A.L. Aarts,
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Abstract
In this article we examine the dynamics of a colloidal particle driven by amodulated force over a
sinusoidal optical potential energy landscape. Coupling between the competing frequencies of the
modulated drive and that of particlemotion over the periodic landscape leads to synchronisation of
particlemotion into discretemodes. This synchronisationmanifests as steps in the average particle
velocity, withmode locked steps covering a range of average driving velocities. The amplitude and
frequency dependence of the steps are considered, and compared to results from analytic theory,
Langevin dynamics simulations, and dynamic density functional theory. Furthermore, the critical
driving velocity is studied, and simulation used to extend the range of conditions accessible in
experiments alone. Finally, state diagrams from experiment, simulation, and theory are used to show
the extent of the dynamically lockedmodes in two dimensions, as a function of both the amplitude
and frequency of themodulated drive.

1. Introduction

Synchronisation is one of themost diverse fundamental physical phenomena [1]. FromHuygens’ pendulum
clocks 350 years ago [2, 3] tofireflies [4], applause [5, 6], and animals’ circadian rhythms [7], frequency
entrainment occurs all over the natural and technological world. The phenomenon occurs whenweakly coupled
competing oscillators adjust their rhythms tomatch each other [4]. Synchronisation on themicro-scale is of
technological importance, as the decreasing size of electronic andmechanical systems demands ever-smaller
frequency references [8]. Recent developments include electromechanical [9, 10] and optomechanical
oscillators [11, 12], but such systems are limited in their scalability [12].

Dynamicmode locking is a synchronisation phenomenon that occurs when systemswith a natural internal
frequency are driven by an externalmodulation. Competition between the two frequencies leads to coupling,
causing the system to synchronise into repeatingmodes ofmotion. Previouswork has sought to understand
dynamicmode locking in superconductor vortex lattices [13–17], but the difficulty in visualising such systems
makesmodel systems necessary [18]. Other systems showing such resonance behaviour include driven adatoms
on atomic surfaces [19, 20], and Josephson junctions [21–23]. TheAC Josephson effect occurs when the
tunneling electron pairs at an insulated superconductor junction are drivenwith anAC andDC current [24].
Regions appearwhere resistance does not increase with increasingDC current [23, 24], and the shape of the
resulting graph is known as ‘Shapiro steps’. Charge density waves are another technologically significant system
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demonstrating dynamicmode locking, and have been extensively studied experimentally and numerically
[25–27].

Model systems composed of colloidal particles in periodic potentials have been studied for a number of years
[28, 29], from simple doublewell potentials [30–33] to directedmotion [34–39], particle sorting [40], and kink
generation [41] in two-dimensional (2D) optical lattices. Colloidal systems are easy tomanipulate, and have
accessible length and time scales,making them attractivemodels for the study of synchronisation at themicro-
scale. Noise in Brownian systems has been found in theory to induce anomalous diffusion [42] and stochastic
resonance [43–45], and rocking-ratchet like potentials have been used in optical andmagnetic systems [46, 47].
The possibility of resonance has also been explored in systemswith feedback [48] and randompinning potentials
[49]. Recent work studied the transport properties of a systemofmagnetically driven colloidal particles [50].
Recent theoretical work also examines the possibility of producingmode locking steps in 2D colloidal
monolayers [51, 52].

Here, a systemof Brownian particles is driven over a sinusoidal optical potential energy landscape by a
driving force consisting of constant andmodulated parts. The natural frequency of the particle driven over the
optical potential energy landscape by theDC component of the driving force couples to the frequency of theAC
component. Aswe have shown previously [53], this coupling leads to dynamicmode locking. This work
considers the frequency and amplitude dependence of the synchronisation, through experiments, Langevin
dynamics (LD) simulations and dynamic density functional theory (DDFT). The three complementary
approaches are used together to build a comprehensive picture of dynamicmode locking. Firstly, the theoretical
and simulation approaches are introduced in section 2, including an analytical approximation. The
experimentalmethods are described in section 3. Results from all of the approaches are described and discussed
in section 4, includingmode locked steps, state diagrams, and critical driving forces.

2. Theory and computer simulations

2.1. Langevin dynamics
Todescribe a Brownian particle driven by the sumof a constant and amodulated force across a periodic optical
potential energy landscape, the overdamped Langevin equation is written as:

( ) ( ) ( ) ( ) ( )v x t
x

t
F F t F x t,

d

d
, 1DC mod T

where the particle velocity, v, at position x and time t depends on the force from the optical potential energy
landscape, FT, the Brownian force, ( )t (modelled asGaussianwhite noise with amean of zero and variance of

k T2 B , where k TB is thermal energy), the constant driving force, FDC, the friction coefficient, ζ, and the
oscillating driving force,

( ) ( ) ( )F t F tcos . 2mod AC

Here, FAC is the amplitude of themodulated driving force, and 2 is the angular frequency, where ν is the
frequency of the applied oscillation. Note that in this paper, ‘DC’ and ‘AC’ are used only in analogy to direct- and
alternating-current, and refer to constant- and oscillating-velocity drives respectively.

The optical potential energy landscape, ( )U xT , is taken to be sinusoidal, as described in [53–55]:

( ) ( )⎜ ⎟
⎡
⎣⎢

⎛
⎝⎜

⎞
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V

k
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2
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2
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2
, 3T

0
3 2

1 2

2
0

2

where k is the trap stiffness,V0 is the trap strength, andλ is thewavelength of the landscape. Equation (3) leads to
an optical force [55]:

( )⎜ ⎟⎛
⎝

⎞
⎠F

U

x
F

x
sin

2
, 4T

T
C

where the amplitude of the landscape, FC, is given by the following equation [55]:

( ) ( )
⎛
⎝⎜

⎞
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k

V

k

4 2
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2
. 5C

0
3 2

2 1 2

2
0

2

Thus, the full equation ofmotion for a particle driven byDC andACdriving forces over a sinusoidal optical
potential energy landscape is given by:

2
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( ) ( )

( ) ( ) ( )⎜ ⎟⎛
⎝

⎞
⎠

v x t
x t

t

F F t F
x

t

,
d

d

cos 2 sin
2

. 6DC AC C

Note that the amplitude of the landscape, FC, is equal to theDC critical driving force described in [55], for the
case of no temporalmodulation and at zero temperature. In those conditions, the particle remains pinned to the
landscape for driving forces below this critical value. As the total driving force in equation (6) is a sumof theDC
and time dependent AC contributions, only an effective critical DCdriving force, depending on the amplitude
and frequency of themodulated component of the driving force,may bemeasured.

2.2. The ‘high frequency’ theory
While the equation ofmotion in equation (6) is not analytically soluble, useful insight can be obtained in the
limit of high driving frequency ( FC ) in the absence of noise.Within this approximation, it is possible to
obtain an effective Adler equation [56, 57] similar to that found for the case of constant drive alone [55]. Thus an
expression for the average velocitymay bewritten (see appendix A for full details):

( )
( ) ( )

∣ ∣

∣ ∣
( )

⎧
⎨
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⎩
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r F F J

r F F J F F J F
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1
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F
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DC C

DC
2

C
2 2

DC C DC

AC

AC AC

where F F rDC DC , r 0, 1, 2, , and Jm is themth order Bessel function of the first kind. This
‘square root law’ expression is the ACdriven counterpart to the simpler form found for the case ofDCdrive
alone [55]:

⎧
⎨⎪
⎩⎪

v
F F

F F F F

0, if ;
1

, if .

DC C

DC
2

C
2

DC C

The condition for the approximation, FC (see equation (19), appendix A), means that on a landscape
with a trap spacing of 3.5 m (F 1.8 mC s−1), the high frequency regime is valid when 0.5 Hz.

The dependence of the average particle velocity, v , on the driving velocity, FDC , according to equation (7)
is shown schematically infigure 1(a). Equation (7)describesmean particle velocity ‘above’ and ‘below’ critical
points, with two critical points found for every absolute value of r, in contrast to theDConly case, which has only
a single FC. Between each pair of critical points, a ‘subcritical’ regime exists, where the particle velocity is
constant, corresponding tomode locked steps. The formof this dependence is analogous to the Shapiro steps
seen in Josephson junctions [23], and also in charge density wave systems [25] and vortex lattices [15–17, 58].

The two critical points FCRIT at the ends of resonant step r are found by determining FDC at the condition
where the two different solutions in equation (7) coincide, ∣ ( ( ))∣F F J FrDC C AC , at which point the
square root vanishes. As a result, by recalling the definition of FDC and by replacing FDC with FCRIT, the
following is obtained:

Figure 1.Mode locked steps and state diagram. (a) Schematic of average particle velocity as a function of average driving velocity (see
equation (7); not to scale).Mode locked steps lie at r , between pairs of critical points. (b) State diagram calculated from equation (8),
for a periodic optical potential energy landscapewith a trap spacing of 3.5 μm, and a frequency of

3

4
Hz.Critical points

defining a step in (a) become critical lines enclosingmode locked regions in the state diagram in (b).

3
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The amplitude (FAC) and frequency (ν) dependence of FCRIT defines state diagrams, with regions containing
lockedmodes enclosed by pairs of critical lines. Figure 1(b) shows such a state diagram as a function of FAC, for a
particle drivenwith a frequency of 3

4
Hz across an optical landscapewith a trap spacing of 3.5 μm.

Each colour and value of r represents a singlemode locked velocity. The state diagram is formed from twisted
‘Arnold Tongues’ [1], where each separated region of the same colour actually represents a different dynamic
modewith the same average velocity [53]. The second critical point of the ‘zeroth’ step appears as the effective
critical driving velocity, FC,eff , belowwhich the particle is pinned to the landscape and does not slide.

2.3.Dynamic density functional theory
The Langevin picture is stochastically equivalent to the Smoluchowski picture, inwhich the temporal evolution
of the probability density distribution, ( )p x t, , of the particle position is studied rather than the stochastic
trajectories of individual particles. The Smoluchowski equation can be seen as a special case of theDDFT in the
absence of interparticle interactions [59–61]. The governing equation for the probability density distribution is
given by

( ) ( ) ( ( ) ( )) ( )p x t

t
D

p x t

x x
F x t p x t

, , 1
, , , 9

2

2

where D k TB is the diffusion coefficient and ( ) ( ) ( )F x t F F t F x, cos 2 sin 2DC AC C is the
total force acting on the particle. Equation (9) is solved numerically using afinite volume partial differential
equation solver [62]. As an initial condition ( )p x t, 0 , a very narrowGaussian distribution is chosen. See
appendix B formore details.

Within the Smoluchowski picture, averages of statistical quantities are defined byweighting these quantities
with the particle probability distribution ( )p x t, , i.e. ( ) ( ) ( )a t x a x p x td , . These averages are

stochastically equivalent to noise averages performed in the Langevin picture. Thus, themean particle position is
( )x t . Themean velocity is further defined as the change in themean particle position in time:

( )v
x

t

d

d
, 10

where overbar denotes a time average. As ameasure of thefluctuations around themean particle trajectory, the
variance of the particle probability distribution is considered:

( ) [ ] ( ) ( )t x x t . 112 2

In the context of this work, if the standard deviation, ( )t , ismuch smaller than the trap spacing then almost all
possible particle trajectories end up in the same trap as themean particle position after time t. If the standard
deviation is larger thanλ then possible particle trajectories end up distributed in potential wells surrounding the
mean. Particlefluctuations around themean positionmay be quantified using an effective long-time diffusion
coefficient, defined from the variance:

( ) ( )D
t

t
lim

2
. 12

t
eff

2

3. Experimentalmethods

3.1. Colloidalmodel system
The colloidal system is composed ofDynabeadsM-270 carboxylic acid (diameter 3 μm), in 20%EtOH aq, held
in a quartz glass sample cell (Hellma)with internal dimensions of 9×20×0.2 mm. Particles aremuchmore
dense than the solvent, and sediment into a single layer near the bottomof the sample cell. The coefficient of
friction, ζ, is found fromdiffusion to be 9.19 10 8 kgs−1, slightly higher than expected fromStokes friction
( a6Stokes withη the viscosity), due to the proximity of the particles to thewall. Particle concentration is
low, so that only a single particle is visible in the field of view.

3.2. Experimental setup andparameters
The experimental setup consists of an infra-red (1064 nm) laser, controlled using a pair of perpendicular
acousto-optical deflectors, and focused using a 50×, NA=0.55microscope objective [54]. The one-
dimensional periodic optical landscape, with trap spacing 3.5 μm, is generated inAresis Tweez software
controlled from a LabView interface. A landscapewith this trap spacingmay be treated as sinusoidal, as shown in
[55]. The traps are time-shared at 5 kHz, such that on the time scale of the particles (with a Brownian time of

4
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∼50 s, and at least 1

3
s to be driven one trap spacing at a given FDC), the traps form a constant potential energy

landscape. The laser power and the total number of traps are held constant throughout the experiments, so that
the laser power per trap is consistent. A laser power of 350 mW is set and 46 traps are used, corresponding to
∼0.75 mWper trap at the sample. This gives typical values of trap stiffness, k 3.8 10 7 kg s−2, and trap
strength,V k T900 B [54, 55].

The driving force is provided by a PI-542.2CDpiezo-stage, controlled using the LabView interface, at driving
velocities of F0.05 8DC μms−1. ACdriving velocity is added to theDCdrive, with an amplitude

F0.4 14AC μms−1, and a frequency of 1

10
Hz 2 Hz.

Images are focused onto aXimeaCMOS camera using a 40×, NA=0.50microscope objective, and the
particle position is recorded live at 40 Hz from the camera image.

3.3. Average velocity experiments
To obtain plots of average particle velocity against driving velocity, six repeats across thewhole potential
landscape aremade at each driving velocity for each amplitude and frequency of the ACdrive. Average velocity,
v , is found by linearly fitting the particle trajectory, x(t), over an integer number of periods of the oscillation.

3.4. Critical driving velocity experiments
The critical DCdriving velocity is defined as theDCdriving velocity at which the particle starts to slide
irreversibly across the optical potential energy landscape. It is found by iterating theDCdriving velocity, with a
maximum resolution of 0.05 m s−1. A particle is said to be pinned if it still returns to its starting lattice position
after the stage hasmoved 100 μm, or threeminutes has elapsed, whichever happens first. The region inwhich
the particle does not irreversibly slide is essentially the zerothmode locked step, and the effective critical driving
velocity is therefore the second critical point of this step (see section 2.2).

The critical driving velocity found here is not the critical driving velocity found in our previouswork [55],
FC , because the total driving force in equation (6) is a sumof theDC and time dependent AC contributions.
Therefore the critical driving velocitymeasured here is an effective critical driving velocity, FC,eff , as it is not
purely a property of the landscape.However, clearly when F 0AC , F FC,eff C.

4. Results and discussion

Results are presentedwhich show the amplitude and frequency dependence of themode locked steps and state
diagrams illustrated infigure 1. Experimental results andDDFT computations are compared to LD simulations
and the analytic approximation for the high frequency limit (section 2.2) as appropriate. In general, good
quantitative agreement is found between the various approaches.

4.1. Themode locking steps
The effect of introducing the oscillating force term to the equation ofmotion (equation (6)) on v as a function of
FDC is shown infigure 2(a). Here, data with amodulated force of amplitude F 5.2 mAC s−1 and

frequency 3

4
Hz ( ) is compared to the F 0AC ( ), i.e. DCdrive only) case for a landscape of trap spacing

3.5 m (see [53, 55]). The case of F 0AC follows the ‘Shapiro steps’ form illustrated infigure 1(a). The
effective critical driving velocity for themodulated case is almost zero, after which v increases until it is
significantly larger than that expected for a free particle (grey line), implying that the particle ismoving on
averagemore quickly than the piezo stage. The average velocity then plateaus on thefirst resonant step, at
v 1 2.625 m s−1. The step extends over a range of driving velocities, and then v increases after the
second critical point, tomeet another step, at twice the average particle velocity of thefirst.

The solid and dashed lines onfigure 2(a) show results fromLD simulations, bothwith andwithout the noise
term. The steps found from the experiments are faithfully reproduced by the simulations, with the inclusion of
noise obviously important in this systemof Brownian particles. The effect of noise is important in the vicinity of
the critical points, where it is seen to round the edges of the steps. Figure 2(b) compares results fromDDFT
(upper panel), and the high frequency approximation (lower panel, see section 2.2) to the experimental data. The
DDFT lines here overlapwith results from the LD simulationswith the same intensity of thermal noise (i.e. the
same temperature and friction constant, as D k TB ). For this reasonwe only showone set of results (those
fromLD simulations) onfigures 4(a) and (b) and 8(a) and (b). The high frequency theory results, from
equation (7), are calculatedwith respect to each critical point, and it is notable that although the step positions
are largely captured, the results between steps, from adjacent critical points, do not necessarily agree.

5

New J. Phys. 19 (2017) 013010 MPN Juniper et al

Paper I New J. Phys. 19, 013010 (2017) 49



4.1.1. Variance and diffusion
Next, we performDDFT calculations and consider fluctuations around themean particle position, which
strongly depend onwhether or not the system ismode locked. Infigure 3(a) the variance is shown as a function
of time for the conditions considered above (F 5.2 mAC s−1, 3

4
Hz). The displayed numerical data

correspond to states on themode locked steps around thefirst step (see inset). For unlocked states
( F1.0 2.0DC ms−1) the variance grows rapidly, corresponding to an effective diffusionmuch larger
than the free diffusion (dashed line). In themode locked states ( F2.5 3.25DC ms−1) the variance
reaches a long-lived plateauwhere the diffusion is (nearly) zero, before eventually crossing over. Similar
intermediate plateaus have also been observed in underdamped systems [63–65] and static systems
(F 0AC ) [66, 67].

The effective long-time diffusion coefficient (equation (12)) is the limit of ( )t t22 as t . Plotting Deff

as a function of average driving velocity offers additional insight into themode locked steps. Figure 3(b) shows
that effective diffusion is close to zero at themode locked steps, andmuch higher between. The typical double-
peak signature for Deff , as described in [44], is recovered. The low Deff values in the locked regions result from a

Figure 2.Average particle velocity, v , against average driving velocity, /FDC , for both constant andmodulated drives, from
experiments, simulations, high frequency theory, and dynamic density functional theory (DDFT). (a)Comparison of experimental

data and Langevin dynamics simulations. constant drive: F 0;AC modulated drive: F 5.2 mAC s−1,
3

4
Hz (error

bars represent the standard deviation of the repeats); solid lines: Langevin dynamics results; dashed lines: Langevin dynamics results
with no noise term; grey line: no traps calibration; horizontal dashed lines: step positions v n . Includes experimental data from
[53, 55]. (b)Comparison of experimental datawithDDFT results (upper panel), and high frequency theory (lower panel). Insets
highlight the second critical point of thefirst step.

Figure 3.Variance and long-time diffusion fromDDFT calculations, for
3

4
HzandF 5.2AC ms−1. (a)Double

logarithmic plot of variance versus time for various drives FDC. The black dashed line refers to a Brownian particle in the absence of an
external potential. The inset shows the location of the respective state points on the locked steps for the lines in themain panel. (b)
Effective long-time diffusion coefficient as a function of average driving velocity. Dark line shows Deff , pale line shows themode
locked staircase calculated fromDDFT for comparison, and does notmatch the y-axis scale. Step extents are highlighted by the
coloured bands, and the dotted line indicates the diffusion coefficient of a free particle. (c) Deff for thefirst step, plotted on a log scale.
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vanishing influence of thermal noise which can also be found in related systems [68, 69]. This is a symptomof
the predictability of the locked state: when the particle is locked into a particularmode ofmotion, its position on
the periodic landscape after a certain time depends purely on the driving conditions. Deff is highest in unlocked
states on the cusp of synchronisation conditions, as a small perturbationmay cause the particle to jump to the
next potential well, or stay in the present one. This corresponds to the discontinuities at the critical points in the
schematic infigure 1(a). Figure 3(c) shows Deff for thefirst step on a log scale, showing that it decreases by∼8
orders ofmagnitude between the unlocked and locked states. To put this into context, the lowest effective long-
time diffusion coefficient D 2.1 10eff

9 μm2s−1 corresponds to the particle being one lattice spacing away
from the predicted position after approximately 45 years.

4.2.Dependence on the amplitude
As the synchronisation condition depends only on the trap spacing and themodulation frequency, changing the
modulation amplitude alone does not alter the step velocities. Figure 4(a) showsmode locking steps obtained
fromboth experiment and LD simulations for four different amplitudes, at a frequency of 3

4
Hz. This shows

that there is, however, a strong dependence of thewidth of the locked step on the oscillation amplitude. For very
low amplitude there is a small visiblefirst step, giving a deviation from the zero oscillation data, but no second
step is observed; the points lie on top of the F 0AC line. As amplitude increases, thefirst step increases inwidth,
and a second step appears andwidens. The first step then appears to narrow. There is generally a good agreement
between the experimental data and the LD simulations, with small deviations possibly due to experimental
uncertainties such as the variability of the laser power during the experiment.

Figure 4(b) shows data at a lower frequency of 1

4
Hz, for four amplitudes. The lower frequencymeans

that a larger number of steps appear in the same range of particle velocities. Four steps are visible in the range
shown (which is smaller than that infigure 4(a)), with stepwidth varyingwidely. Notably, the
F 5.2AC μms−1 line has three steps at n=1, 3 and 4, but no step is visible at n=2.

It is pertinent at this juncture to compare the results for 3

4
Hz to the high frequency theory

(equation (7)). Figure 4(c) shows each of the four sets of conditions in panel (a), with the results for each critical
point from equation (7) (solid lines) compared to the LD results (dashed lines) and experimental results
(symbols) frompanel (a). Thefirst observation is that the high frequency approximation appears to bettermatch
the data at higher amplitudes. Themost likely reason for this is that the Bessel function in equation (7) gets
smaller as the argument, which is proportional to FAC, increases (see equation (19) in appendix A). Thismeans

Figure 4.Average particle velocity as a function of average driving velocity, at constant AC frequency of (a) 3

4
Hz and (b) 1

4
Hz.

Symbols show experimental data, solid lines show results of Langevin dynamics simulations. Dashed lines indicate step positions n .
Dark grey circles and line indicate case for no oscillation [55], light grey line indicates case for no traps. (c)Results for high frequency
theory (solid lines), for each of the cases in panel (a) for 3

4
Hz, compared to LD simulations (dashed lines) and experiments

(symbols).
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that at a given frequency the condition setting the validity of the high frequency approximation is fulfilled better
for higher FAC. Note also that the theory consistently overestimates the stepwidth, as it is deterministic, whereas
the critical points in experiments and simulations are somewhat rounded by noise. Finally, itmay be seen that as
infigure 2(b), the lines between steps determined fromdifferent critical points do not overlap, as the ‘square-
root law’ sections are only valid in the close vicinity of their critical points.

4.2.1. State diagram: low frequency regime
Aswas shown infigure 1(b), state diagramsmay be constructedwhich show the extent of dynamicmode locking
as a function of FAC and FDC . In our previous work [53], we used such a plot to locate numerous dynamic

modes for a driving frequency of 1

4
Hz. Infigure 5(a)we compare these prior experimental results (circles

coloured according to the integer step number, n)with locked regions fromDDFT (background colour) and
critical lines fromLD simulations in the absence of noise. Note that points corresponding to unlocked states are
not shown, for ease of interpretation. There is very good agreement between theDDFT and the deterministic LD
results, with the only difference being that the regions calculated fromDDFT are smaller, due to the presence of
the noise that is incorporated into theDDFT. Both are in good agreement with the experimental data, except
that locked states appear to be found at a slightly higher range of driving velocities in the simulations.

Figure 5. State diagram showing locked dynamicmodes at a driving frequency of
1

4
Hz. (a)Coloured dots: locked states found in

experiments (data from [53]). Step numbers, n, are the net number of steps taken by the particle: regions of the same colour represent
the samenet forward particlemotion. Coloured regions in the background represent locked states determined fromDDFT;white
regions are unlocked. Solid lines show critical lines calculated fromLD simulations in the absence of noise. (b)Colour scale represents
the effective diffusion coefficient, Deff , calculated fromDDFT, solid lines are critical lines found fromLD simulations as in (a).

Figure 6. State diagram showing all locked dynamicmodes at a driving frequency of
3

4
Hz, over a range of AC amplitudes and average

driving velocities. (a)Coloured regions represent locked states as determined fromDDFT,white regions are unlocked. Locked states
are numbered by an integer n, the net number of steps taken by the particle. Solid lines show critical lines calculated from equation (8),
and represent theoretical state boundaries. (b)Colour scale represents the effective diffusion coefficient, Deff , calculated fromDDFT,
solid lines are again calculated from equation (8). Locked states appear as dark blue.
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Figure 5(b) again shows critical lines fromLD simulations, plotted over the effective diffusion coefficient,
Deff , obtained fromDDFT. Locked states appear as dark blue regions, with fairly broad boundaries where step
edges are smoothed by noise. Between the locked states the effective diffusion is higher, as was seen in
figure 3(b). Deff is particularly high between closely spaced lockedmodes, as a small perturbationmay lead to the
particle becoming temporarily trapped in onemode or the other. The related enhanced increase in variance
manifests in the experimental data aswider error bars between themodes infigure 4(b). That the diffusion is so
high in these regions probably contributes to themismatch between the experimental and simulation data in
panel (a)—a small change in the experimental conditions could cause the particle to crossmode boundaries.

It is nice to observe infigure 5 that themode boundary lines oscillate, with thefirst and second critical lines
crossing and swapping identity between themodes. The upshot of this oscillation is that there are conditions in
which certain lockedmodes do not appear, for example it is clear that F 5.2AC μms−1 lies between two
regionswith n=2, which corresponds exactly to themissing step observed infigure 4(b). This effect is of course
mirrored in the critical driving velocity line, being the uppermode boundary of the zeroth step, resulting in
some conditionswhere the critical driving velocity is zero, for example F 5.2AC μms−1 again.

4.2.2. State diagram: high frequency regime
In section 2.2, an analytical expression (equation (8))was obtainedwhich could predict the locations of thefirst
and second critical points for eachmode locked step. It was found that this expression should be valid in the
regionwhere 0.5 Hz. It is not possible to probe this region in detail in the experiments, as at higher
frequencies, increased particle velocities are required to obtain highermodes, with a resulting loss in resolution.
However, usingDDFT it is possible to examine this regime, and obtain a state diagram similar to that from
experiment. Figure 6(a) shows a state diagram calculated viaDDFT for 3

4
Hz,with themode locked regions

being represented by colours, as infigure 5(a). Also plotted onfigure 6(a) are lines calculated from equation (8).
There is a remarkably good agreement between theDDFT results and the analytical prediction, showing that the
approximation is valid to surprisingly low frequencies. Themain deviation occurs at lower amplitudes, as was
seen infigure 4(c). As infigure 5(a), the locked regions fromDDFT are slightly smaller than the space between
the critical lines, due to the noise termwhichmust necessarily be ommited from the theory.

Themode locking footprint can also be seen in the effective diffusion coefficient:figure 6(b) shows the same
calculated lines as panel (a), overlayed on Deff , represented by a colour scale. The locked states are clearly visible
as the dark blue regions on the state diagram,where the effective diffusion coefficient drops dramatically as seen
infigure 3(c). The unlocked states range fromblue, where the particle position is largely predictable, to the
yellow and red regions between themode locked steps. An interesting observationmay bemade in the region
between the zeroth andfirstmodes, where the theory predicts no gap between the second critical line of the
zerothmode and thefirst critical line of thefirstmode. The effective diffusion in this region is especially high,
indicating that in the stochastic system the particle trajectory is highly unpredictable. It is probable that in this
region, the particle rapidly jumps between periods of being pinned to the landscape, and being in thefirstmode.

4.2.3. Critical driving velocity
The state diagrams infigures 5 and 6 show that the critical driving velocity, FC,eff , oscillates as a function of
modulation amplitude. Infigure 7 the critical driving velocities are shown in isolation, and experimental results
are compared to LD simulations and the high frequency theory. Both sets of data, for 1

4
Hz and 3

4
Hz

show aBessel-function-like form,with the range of the oscillations determined by the frequency. Each peak
actually represents a different pinnedmode [53], and regions occur between themodes where the critical force is
close to zero and thermalmotion is sufficient to overcome the barriers. The theoretical prediction for the high
frequency regime (equation (8)) predicts the shape of the experimental data reasonably well, but the LD
simulations provide a somewhat better quantitative fit.

4.3.Dependence on the frequency
The frequency dependence of the step velocities is expressed in the synchronisation condition, v n .
Figure 8(a) shows v as a function of FDC at three different frequencies, for an amplitude of FAC

2.0 μms−1. At a lower frequencymore steps are seen over the same range of particle velocities asmore
harmonics are attainable. Indeed at the lowest frequency, 1

4
Hz, themean particle velocity shows three steps

corresponding to thefirst three integermultiples of . The second and third steps at this frequency therefore
coincidewith the first steps for the other two frequencies, of 1

2
Hz and 3

4
Hz. Aswas seen in figures 4(a)

and (b), there is generally a good agreement between the LD simulations and the experiments.
Figure 8(b) shows the frequency dependence of the average particle velocity for an amplitude of

F 5.2AC μms−1, for frequencies ranging from 1

4
Hz to 3

2
Hz. It is worth noting that, as was seen in

figure 4(b), not all possible steps appear; for example there is no visible step at v 1

2
s−1 for 1

4
Hz. Both
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figures 8(a) and (b) show that stepwidth is frequency dependent, in addition to the amplitude dependence
shown above. Furthermore, the effective critical driving velocity clearly depends on the frequency: in both cases
it is seen to increase with ν, approaching the oscillation-free critical driving velocity of F 1.8C μms−1.

4.3.1. State diagrams and critical driving velocity
DDFT computation is used to produce frequency-dependence state diagrams, which are not feasable
experimentally as very low frequencies require extremely long run times. Figure 9(a) shows four such state
diagrams, at a range of amplitudes from F FAC C to F FAC C. Also included on two of the state diagrams are
effective critical driving velocity lines determined fromLD simulations. Aswith the experiments, the run times
required to produce further LDdata, particularly at low frequencies, are prohibitively long. From the data
presented, however, the origin of the increasing effective critical driving velocity seen infigures 8(a) and (b) is
clear, although the LD line on the F 5.2AC μms−1 plot in particular highlights that the picture ismore
complex. At F FAC C (where FC is theDC critical driving velocity), a series of bumps appear at low frequency,
which are too fine to be resolved by theDDFTdata. Below FC, however (i.e. at F 1.7AC μms−1), these
bumps disappear, and the depinning transition is defined as a singlemonotonic increase. This effect has been
noted previously for the Frenkel Kontorovamodel, for a chain of interacting particles [39, 45, 70].

Figure 9(b) shows the frequency dependent effective critical driving velocity for F FAC C inmore detail.
Experimentally determined values for FC are shown, alongwith the LD simulation result. The experimental data
shows a single smaller bump similar to that seen in theDDFTdata, as it is also unable to resolve the numerous

Figure 7.Critical driving velocity, FC,eff , as a function ofmodulation amplitude, FAC , for
1

4
Hz and

3

4
Hz. Symbols

show experimental data, solid lines showLD simulation results, and the dashed line shows the high frequency approximation.

Figure 8.Average particle velocity as a function of average driving velocity, at constant AC amplitude of (a) F 2.0AC μms−1 and
(b) F 5.2AC μms−1. Symbols show experimental data, solid lines show results of Langevin dynamics simulations. Dashed lines
indicate the position of thefirst step for each frequency, and some higher n steps for completeness. Dark grey circles and line indicate
case for no oscillation [55], light grey line indicates case for no traps.
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smaller bumps shown by the LDdata. The large bump at higher frequency, which plateaus at theDC-only
critical driving velocity FC, represents the truly pinned state, where the particle does notmove at all during a
cycle of the oscillation, whereas the smaller bumps at lower frequency represent states where the net particle
motion is zero, as itmoves but returns to the same potential well at the end of every cycle. Also presented in
figure 9(b) is the prediction of the high frequency approximation, which captures the formof the experimental
data, but has a highermagnitude due to the absence of a noise term in equation (8), and the LD line for
F 1.7AC μms−1, for comparison.

5. Conclusions

Colloidal particles driven by the sumof constant and oscillating forces through a quasi-one-dimensional
periodic optical potential energy landscape have been shown to exhibit rich nonlinear dynamical behaviour.
Experiments showed that when an oscillating drive is applied, the average particle velocity has a staircase-like
dependence on the average driving velocity, where the steps represent states of synchronisation between the
particlemotion and the substrate potential. These results could be faithfuly reproduced using LD simulations
andDDFT, and in conditions of a high driving frequency the datamapped surprisingly well to an analytic
approximation. Probing the variance in the particle position and the trajectory diffusion usingDDFT showed
that the effective diffusion coefficient drops dramatically at the resonantmode-locked steps, explainingwhy the
analytic theory (calculated at ‘zero temperature’with nofluctuations) is so successful.

The use of simulation and computation in addition to experimental results allowed a full exploration of the
amplitude and frequency dependence of dynamicmode locking. State diagrams showing both the amplitude
and frequency dependence of the extent of the lockedmodes exposed the oscillating nature of the critical lines
which define themode locked steps. These critical lines enclose regionswhich have been previously shown to
represent different dynamicmodeswith the same net particlemotion. Finally, the effective critical driving
velocity belowwhich a particle is pinned to the potential landscape has been studied, and it has been shown to
have an oscillating dependence on themodulation amplitude, with some conditions having no effective critical
driving velocity. The frequency dependence has been shown to bemore complex, depending onwhether the
amplitude of the oscillation is above or below the critical driving velocity defined by the landscape.

By using a combination of experiments, computation, and analytic theory, it has been possible to explore the
effect of a verywide range of conditions on dynamicmode locking, thereby giving a solid experimental and
theoretical foundation to this dynamic synchronisation phenomenon.

Figure 9. Frequency-dependence state diagrams and effective critical driving velocity. (a) State diagrams show locked dynamicmodes
for fixed amplitudes of /F 1.0AC , 1.7, 2.0, and 5.2 μms−1. Coloured regions represent locked states as determined fromDDFT,
white regions are unlocked. Locked states are numbered by an integer step number, n. Solid lines showLD simulation results. (b)
Effective critical driving velocity, FC,eff , as a function of frequency for F 5.2AC μm s−1. Symbols show experimental data,
solid lines showLD simulation results, dashed line shows high-frequency theory (equation (8)). Also shown in blue is the LD
simulation result for /F 1.7AC μms−1.
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Appendix

AppendixA.High frequency theory—further details
In order to solve equation (6) for a certain range of driving frequencies, thework of Cotteverte et al [71], Chow
et al [72], andReichhardt et al [58] is followed. Ideas developed in these previousworks are used to draw an
analytical approximation in this work. Thefirst step in solving equation (6) is to neglect noise and split the
particle trajectory, x(t), into a part due to the terms independent of x(t) and a deviation from it, caused by terms
dependent on x(t):

( ) ( ) ( ) ( )x t x t t . 130

Accordingly, the equation for ( )x t0 is taken to contain theDC andACparts of the driving force,

( ) ( ) ( )x t

t
F F t

d

d
cos , 140

DC AC

which can be integrated to yield

( ) ( ) ( )x t F t
F

tsin . 150 DC
AC

For the second part, ( )t , we obtain from equation (6):
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wherewe have accounted for equations (14) and (15). Using the identity: [ ( ) ]A t Bsin sin
( ) ( )J A B m tsin ,m m where Jm is themth order Bessel function of thefirst kind, ( )A F2 AC

and ( )( )B F t2 DC , equation (16) becomes:
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Equation (17) is difficult to solve, so an approximation ismade that only the leading termof the sum is retained,
where

( ) ( )m r
F

r
2

0, 1, 2, , 18DC

determines themode locking. This approximation is valid at high enough frequencies. Indeed, the variationwith
time of the leading termwith m r given by equation (18) is the slowest relative to t , t2 , ... of the next to
leading termswith m r r1, 2, . Provided that the dependence on ( )t can be neglected in all next to
leading terms, their averages over a period of the externalmodulation vanish. The scale of ( )t can be estimated
by noticing from equation (17) that ( )t Fd dt C (see [72]) or,more accurately, ( ) ( )t J A Fd dt r C

and hence ( ) ( )t J A F tr C . By considering the termwith the next to slowest variation, m r 1, we
require that ( )t t to arrive at the condition for the validity of our high-frequency approximation:
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Equation (17) therefore becomes:
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where F F rDC DC is a small change in the constant part of the driving force, FDC. Introducing a
variable ( ) ( ) ( )q t F t tDC further reduces equation (20) to the formof anAdler equation [56, 57],
equivalent to that found for the case of constant drive alone [55]:
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Appendix B.DDFT—further details
Implementation details: Thefinite volume partial differential equation solver FiPy 3.1 [62] is used to perform the
integration of the Smoluchowski equation. The grid of the computer system consists of 10 000 cells and has a
total length of 50 m ( 14 potential wells)with periodic boundary conditions. The computations were
terminatedwhenever the probability distributionwas sowidely spread that effects of periodicity could not be
neglected.

Initial conditions: Themean particle trajectory enters in general a short transient state before sychronising
with the external ACdriving force. This synchronised state is characterised by a periodic phase thatmodulates
the linear drift of themean trajectory. In order to suppress effects of the transient statewe first estimate themean
position in the synchronised state of the respective system. Thenwe start the computationwith a very narrow
Gaussian function located in the determined position as the initial probability density ( )p x t, 0 .

Effective diffusion coefficient: In themode locked states the limit of equation (12) could not be reachedwithin
the time span of our computations due to intermediate plateaus as shown infigure 3(a). In these cases the linear
increase of the plateaus for 500 oscillations was calculated and used to determine Deff .
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1. Introduction

Particle flow through constrictions occurs in widely different 
situations ranging from nanofluidics [1–3] to medicine [4–6] 
and crowd management [7]. On the nanoscale, the permeation 
of molecules through pores is controlled by constrictions 
[8]. On the mesoscale, colloidal suspensions [9–11], dusty 
plasmas [12], and micron-sized bacteria [13, 14] passing 
through micro-patterned channels as well as vascular clogging 
by parasitized red blood cells [15] are important examples. 
Finally, in the macroscopic world, granulate fluxes through 
silos [16–19] and the escape of pedestrians or animals through 
narrow doors [20–23] illustrate the relevance of constricted 
flow phenomena.

Despite its relevance, flow through geometric constric-
tions is still not understood from a non-equilibrium statis-
tical physics point of view within a fundamental microscopic 
theory. Classical density functional theory (DFT) [24–28] 
constitutes such a microscopic approach in equilibrium. In 
principle, DFT can be used to calculate the equilibrium phase 
diagram—including the freezing and melting lines—for given 
interparticle interactions and thermodynamic conditions (such 
as prescribed temperature and chemical potential). This is 
done by minimizing the appropriate free-energy functional 
with respect to the one-particle density distribution, which 
captures the structural properties of each phase. Although the 
theory is in practice approximative, as the exact functional  
is not known, there are very good approximation schemes  
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(e.g. for hard spheres and hard disks) with remarkable predictive 
power [28–30]. A constriction can be conveniently modelled 
by an external curved wall, a set-up which can directly be 
accessed by density functional theory. Particle flow, however, 
is a non-equilibrium situation, such that standard equilibrium 
DFT cannot be applied directly. For completely overdamped 
Brownian dynamics, i.e. for mesoscopic colloidal parti-
cles in a solvent, it was shown that DFT can be generalized 
to describe the non-equilibrium relaxation dynamics of the 
time-dependent one-particle density [31–34]. The resulting 
dynamical density functional theory (DDFT) has been applied 
to a variety of non-equilibrium phenomena. These include 
colloids in external shear fields such they are advected by 
the solvent flow [35–39], microrheology where a particle is 
driven through a colloidal background [40], solvent-mediated 
hydrodynamic interactions [41–48], diffusion in hard sphere 
fluids at high volume fractions [49] and in binary mixtures 
[50], feedback control of colloids [51] and the collapse of a 
colloidal monolayer as governed by attractive interactions 
[52]. Moreover colloidal crystal growth [53–56] and quasi-
crystal growth [57, 58] (see [59] for a recent experiment) have 
been tackled by DDFT-like approaches. Finally, active col-
loids [60–63] and even granulate dynamics [64–68] have been 
described using DDFT.

In this paper, we apply DDFT to the flow of Brownian 
particles through a constriction. This is realized by colloidal 
particles flowing through microchannels [10, 11]. Here we 
restrict ourselves to two spatial dimensions and consider the 
flow of colloids in a stationary solvent, driven through a struc-
tured channel [69]. This model was motivated by experiments 
of superparamagnetic colloids in two dimensions [70, 71]. We 
use an equilibrium density functional for two-dimensional 
parallel dipoles similar to earlier work [72], which repro-
duces the fluid-solid transition in two dimensions. We then 
employ DDFT to describe a flow situation in a linear channel 
where particles are driven by a constant external force, such 
as gravity, and the solvent stays at rest. The channel includes 
a constriction, where the channel gets narrower. We system-
atically explore the influence of this constriction on the net 
particle flow, using both DDFT and Brownian dynamics com-
p uter simulations. In both methods, we equilibrate the system 
in the absence of flow, and measure the time-dependent flow 
through the constriction after instantaneously switching on 
the external driving force.

Within DDFT we find that the averaged flow through the 
constriction is qualitatively different for solids and fluids: in 
the fluid the flow is constant (i.e. time-independent) while in 
the solid it is periodically oscillating as a function of time. 
This interesting intermittent flow is induced by the constric-
tion as it vanishes in the pure linear channel in the absence of 
any constriction. Therefore it is not a trivial passing of par-
ticle layers but rather a self-organized oscillation generated 
by the constraint breaking the one-dimensional translation 
symmetry along the channel. The computer simulations cor-
roborate the theoretical findings qualitatively insofar as a dif-
ferent behaviour is revealed in the time-dependent flow in the 
solid and in the fluid. For solids there is an intermittent flow 
with damped oscillatory correlations in time while for fluids 

these oscillations are overdamped. This can be expected as  
DDFT is a mean-field theory which averages in a global and 
approximative sense, while the simulations contain explicit 
stochastic noise, responsible for damping the oscillatory 
behaviour.

In more detail, depending on the initial state (fluid or solid) 
and on the width of the constriction, we identify four dif-
ferent situations: (i) a complete blockade on the time scale of 
the calculations, (ii) a monotonic convergence to a constant 
particle flux (typical for a fluid), (iii) strongly damped oscil-
lations in the particle flux, and (iv) a long-lived stop-and-go 
behaviour in the flow (typical for a solid). We attribute the 
underlying stop-and-go flow to symmetry conditions on the 
flowing solid by studying the case of five and six crystalline 
layers as an example. Our predictions are verifiable in real-
space experiments on magnetic colloidal monolayers which 
are driven through structured microchannels, e.g. by gravity. 
They can further be exploited to steer the flow throughput in 
microfluidics and to tailor the pouring of colloidal particles 
through nozzles.

The paper is organized as follows: in section 2 we describe 
the details of the system under investigation. In section 3 the 
dynamical density functional theory approach is presented and 
in section 4 we describe the computer simulations. Results of 
both methods are presented and discussed in section 5. Our 
conclusions are presented in section 6.

2. The model

2.1. Interaction

We consider point-like Brownian particles in two spatial 
dimensions which interact via a pairwise potential

u r
u

r
,0

3
( ) = (1)

where r is the distance between two particles and the amplitude 
u0  >  0 sets the interaction strength. A real-world analogue of 
this system is given by superparamagnetic particles that are 
confined in a 2d plane with an uniform external magnetic field 
Bext applied perpendicular to the plane. The external magnetic 
field Bext induces a dipole–dipole interaction between the col-
loidal particles, which can be tuned by changing its strength. 
In bulk, the only relevant length scale present in this system is 
the typical interparticle distance, which is given by

l ,0
1 2/ρ= − (2)

with

N A0 0/ρ = (3)

the number density of the system, N the number of particles, 
and A0 the accessible area, which will be defined later. Due to 
the inverse power law scaling of equation (1), a change in den-
sity of the system is equivalent to a change in the interaction 
strength u0. It is therefore convenient to rewrite equation (1) as

u r

k T r lB
3

( )
( / )

=
Γ (4)
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where u k T0 0
3 2

B/( )/ρΓ =  is a dimensionless coupling para-
meter. The bulk phase behaviour of these particles is char-
acterized by a fluid at low 11Γ� , and a hexagonally ordered 
solid phase at high 12Γ�  [73, 74].

Naturally, this phase diagram is expected to change sig-
nificantly in the confinement of a channel, as considered here. 
In particular, as the system is effectively one-dimensional, 
we expect only short-range ordering in the channel, and no 
true fluid to crystal transition. Nonetheless, at high Γ we do 
expect local ordering into a hexagonal lattice, aligned with the 
boundaries of the channel [74].

2.2. Channel confinement

Inside the 2d plane the particles are additionally confined 
in a channel geometry along the x-axis, represented by an 
external potential V x y,ext( ). The lateral profile of the channel 
is model led as error-function steps at the walls of the channel 
so the external potential is given by

( ) ( ) ( )
= −

+
+

−⎡
⎣⎢

⎛
⎝⎜

⎞
⎠⎟

⎛
⎝⎜

⎞
⎠⎟
⎤
⎦⎥V x y V

y g x

w

y g x

w
, 1

1

2
erf

2

1

2
erf

2
,ext 0

 

(5)
with V0 being the maximum potential height, g x( )±  describing 
the contour lines of the channel walls and w characterizing 
the softness of the walls. For a straight channel with width 
Ly and without constriction the contour functions are simply 

g x
L

2
y( )≡ . The constriction is modelled as a single cosine 

wave of length Lc at x0 that is added smoothly to the channel 
contour. Therefore, g(x) is given by

( )
α π

=
− +

−
− <

⎧
⎨
⎪⎪

⎩
⎪⎪

⎡
⎣⎢

⎛
⎝⎜

⎞
⎠⎟
⎤
⎦⎥g x

L x x

L
x x

L

L

2
1 cos 2 , if

2

2
, otherwise

y

c

c

y

0
0

 

(6)

with amplitude b1
L

4
y ( )α = − . Here, we introduced the para-

meter b as the ratio of constriction width over the total channel 
width. Consequently, b0 1⩽ ⩽ , where b  =  0 refers to a com-
pletely blocked channel and b  =  1 is a channel without con-
striction. See figure 1(a) for an illustrative sketch of V x y,ext( ). 
Note that the form of the potential in equation (5) was chosen 
simply to provide a steeply repulsive wall-particle interaction. 
Experimentally, this can be realized via e.g. optical forces or 
barriers which are permeable to the solvent.

We define the accessible area as the region between the 
midlines of the two walls, i.e.

A g x x2 d .
L

L

0
2

2

x

x

( )
/

/

∫=
−

 (7)

By definition, the number density in the system is given 
by N A l10 0

2/ /ρ = = , with l our unit of length. In this work, 
we focus on channels with a width chosen such that either 
five or six crystalline layers reliably form within the channel, 
oriented such that lines of nearest-neighbours are aligned with 
the channel walls (see figure 1(b)). However, the number of 

defects in this crystal strongly depends on the commensura-
bility between the channel width and the lattice spacing of the 
crystal [74]. In a perfect hexagonal lattice at density l10

2/ρ = , 
the distance between two crystal layers is

d l
3

2
,= (8)

and we will adopt this definition of d for our confined system as 
well. In order to accommodate a crystal with a low number of 
defects, we therefore choose the channel width to be Ly  =  nd,  
with n  =  5 or 6. Both DDFT and simulations show that this 
indeed leads to crystals with the desired number of layers.

In order to further reduce parameter space, we fix the con-
striction length Lc  =  2.686l, wall softness w  =  0.25l and 
V k T10000 B= .

2.3. Equations of motion

We model the dynamics of the particles in the channel via 
simple, overdamped Brownian dynamics, where we assume 
the solvent to be at rest. The equations of motions are given by:

D

k T
D tr F r˙ 2 ,i i

N
i

B
( ) ( )ξ= + (9)

where ri are the coordinates of the ith particle and 
r r r, ,N

N1( )≡ …  is a short-hand notation for the coordinates 
of all particles, D is the diffusion constant of a single particle 
without external forces, F ri

N( ) is the total force acting on the 
ith particle composed of pair interactions, external potential, 
and driving force:

u V fF r r r x,i
j i

i i j i iext( ) ( ) ˆ∑= − ∇ − −∇ +
≠

 (10)

with u(r) given by equation  (4) and i∇ being the gradient 
operator with respect to particle coordinates ri and the unit 
vector in x-direction x̂. The external force responsible for the 
flow of particles through the channel is modelled via a con-
stant force f along the x-axis. Finally, ti( )ξ  is a delta-correlated 
Gaussian noise process modelling the thermal fluctuations. 
In the remainder of this work, we will fix the driving force 

Figure 1. (a) Potential energy ( )V x y,ext  in the channel, for b  =  0.5, 
Lc  =  2.686l, Ly  =  6d, w  =  0.25l and x0  =  0. The dashed lines 
represent ( )±g x  and enclose the accessible area A0. (b) Schematic 
representation of the channel dimensions and the typical hexagonal 
lattice observed within the channel at high Γ. Note that d is defined 
in a perfect hexagonal lattice and may vary in the channel.
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f k T l1 B /= . As a unit of time, we will use the time it takes a 
particle to diffuse by a typical distance of l, i.e.

l

D
.

2

τ = (11)

A stochastically equivalent description of equation  (9) 
is given by the Smoluchowski picture in which the time-
dependent N-particle probability distribution p tr ,N( ) is con-
sidered. The Smoluchowski equation is given by

p t

t
D k T p t

r
F r

,
, .

N

i

N

i i i
N

1
B

( ) [ ] ( )∑
∂
∂

= ∇ ∇+
=

 (12)

An integration over the probability distribution p tr,( ) with 
respect to all but one coordinate gives the one-particle density

t N p tr r r r, d d , ,N
N

1 2( ) ( )∫ ∫ρ = … (13)

which describes the ensemble averaged particle density at 
time t and is the basic quantity in the DDFT.

3. Dynamical density functional theory

3.1. General theory

Dynamical density functional theory (DDFT) is conveniently 
derived from the Smoluchowski equation (12) by projecting 
onto the one-particle density and invoking the additional adia-
batic approximation [32]. As a result, DDFT is an approxima-
tive theory. It can be written as a continuity equation

( ) ( ) [ ]
( )

ρ
ρ

δ ρ
δρ

∂
∂

= ∇ ∇
⎛
⎝⎜

⎞
⎠⎟

Ft

t
D t

t

r
r

r
,

,
,

, (14)

which expresses the particle number concentration tr,( )ρ . 
The current density tj r,( ) is explicitly given by a generalized 
Fick’s law:

ρ
δ ρ
δρ

= − ∇
F

t D t
t

j r r
r

, ,
,

,( ) ( ) [ ]
( ) (15)

with the Helmholtz free energy functional

id ext exc[ ] [ ] [ ] [ ]ρ ρ ρ ρ= + +F F F F (16)

which can be split in three principal contributions. The ideal 
gas term

k T t tr r rd , log , 1id B
2[ ] ( )( ( ( )) )∫ρ ρ ρ= Λ −F (17)

and the external potential contribution

∫ρ ρ= −F V fxr r rdext ext[ ] ( )( ( ) ) (18)

with thermal de Broglie wavelength Λ are known expressions. 
In contrast, the excess free energy functional exc[ ]ρF , which 
describes the particle interactions, is unknown and has to 
be approximated. Here, we use the Ramakrishnan–Yussouff 
functional described in the next section. Substituting the 
first two terms in equation  (15), the current is thus given  
explicitly by

t D t t V fx
t

j r r r r
r

, , ,
,

.ext
exc( ) ( ) ( ) ( ) [ ]
( )

⎛
⎝⎜

⎞
⎠⎟ρ ρ

δ ρ
δρ

= − ∇ + ∇ − +
F

 (19)
Since we are only interested in the flux along the channel, we 
define the particle flow in the x-direction, i.e.

( ) ( ) ˆ∫= ⋅
−∞

∞
j x t y tj r x, d , .x (20)

The average flow through the channel jx̄ can then simply be 
defined as the long-time average value of jx(x, t):

j
T

t j x tlim
1

d , .x
T

T

x
0

¯ ( )
→ ∫=
∞

 (21)

Note that as the particle density is a conserved quantity, jx̄ is 
independent of the position x.

3.2. Excess functional

We chose the Ramakrishnan–Yussouff expression [75] as an 
approximate excess free energy functional, which is a conve-
nient way to model soft and long-ranged particle interactions. 
The functional derivative of the Ramakrishnan–Yussouff 
functional is given as a convolution of tr,( )ρ  and the pair 
(two-point) direct correlation function c r; ,0

2
0( )( ) ρ Γ  of an iso-

tropic and homogeneous reference fluid with the prescribed 
density l10

2/ρ = , at interaction strength Γ:

[ ]
( )

( ) ( )( )∫
δ ρ
δρ

ρ ρ= − | − | Γ′ ′ ′
F

t
k T t c

r
r r r r

,
d , ; , .exc

B 0
2

0 (22)

We use the direct correlation functions obtained by liquid 
integral theory with the Rogers–Young closure which were 
calculated in [76], where it was shown that despite its sim-
plicity the Ramakrishnan–Yussouff functional accounts for 
the freezing transition in two dimensions at 36.2Γ� .

Since the functional derivative of the excess functional 
equation  (22) is a convolution of tr,( )ρ  and c r; ,0

2
0( )( ) ρ Γ  we 

can efficiently compute its value using fast Fourier transform.

3.3. Protocol

The overall length of the system is chosen as Lx  =  21.5l with 
periodic boundary conditions along the x-direction. As a dis-
cretisation we used N N 256 64x y× = ×  gridpoints. With pre-
scribed density 0ρ  we have about N  =  113–120 particles in 
our system, depending on the constriction width b.

Starting from several initial density profiles, we solve the 
DDFT equation without any driving force to obtain an equilib-
rium density profile r0 ( )( )ρ . We confirmed that the equilibrium 
profile does not depend on the initial profile. Depending on 
the coupling parameter Γ we either obtain an inhomogeneous 
fluid (figure 2(a)) or a crystalline profile of hexagonal order 
(figure 2(b)). The one-dimensional crystal in channel con-
finement can be observed for 30Γ� , for both investigated 
channel widths Ly  =  5d and Ly  =  6d.
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For t  >  0 we switch on the driving force f, initiating the flow 
through the constriction. We solve equation (14) numerically 
using a finite volume partial differential equation solver [77].

4. Brownian dynamics simulations

In addition to DDFT calculations, we perform Brownian 
dynamics simulations of the same system. In particular, we 
simulate N  =  200 particles with the same interparticle and 
particle-wall interactions as described above, using the equa-
tions of motion in equation (9). As in the DDFT calculations, 
we assume periodic boundary conditions along the x-direc-
tion. In our simulations, we randomly place the particles into 
the channel, and let the system equilibrate in the absence of an 
external flow (  f  =  0). At sufficiently high interaction strength Γ,  
this typically results in a rapid ordering of the particles into 
a hexagonal crystal-like structure aligned with the confining 
walls. It should be noted that even in the absence of a constric-
tion, this crystal is never defect-free: the two layers closest 
to the walls typically contain significantly more particles 
than those in the interior layers. This can be attributed to the 
long-ranged repulsion between the particles. Part of a typ-
ical snapshot of an equilibrated crystal is shown in figure 3. 
Larger defects (such as local square ordering) are occasion-
ally observed at very high Γ, where the system can get trapped 
into a local energy minimum. However, these defects typically 
vanish rapidly once the flow is started.

Upon turning on the flow in the channel, the particles start 
moving (on average) in the direction of the flow. After an 
initial relaxation time, the flow through the channel reaches 
a steady state. In order to quantitatively examine the flow 
of particles in the channel, we directly measure the particle 

flux j x x t,x 0( )=  through the constriction by counting in each 
timestep the number of particles passing through x  =  x0. We 
average this flux over a large number (∼104) of runs. To do 
this, we run the simulation with flow for 100 τ, then stop the 
flow and re-equilibrate the system first at a substantially lower 
effective interaction strength 10relax /Γ = Γ  in order to allow 
for significant particle reorganization, and then re-equilibrate 
again at the original Γ. We then restart the flow and perform 
another measurement. Averaging over these runs, we obtain 
flow relaxation profiles for a range of combinations of Γ and b.

5. Results

5.1. Average flux

The average flux in the system jx̄ for a range of coupling 
parameters Γ and constriction widths b is shown in figures 4 
and 5. In general, we observe that for stronger particle interac-
tions the average flux is smaller, as the particles more effec-
tively block each other from passing through the constriction. 
As expected, we also observe a decrease in average flux with 
decreasing constriction width b. We note, however, that in 
the simulations this trend is not always monotonic: there are 
regions where jx̄ decreases with increasing b.

We observe qualitative agreement between the DDFT and 
simulation results. The main difference occurs at high Γ, where 
the simulations observe complete blocking ( j 0x̄ = ), while 
the DDFT calculations predict a finite flux. Additionally, the 
DDFT calculations predict only a monotonous increase in jx̄ 
with b for the investigated parameter range.

It should be noted here that the observed results are expected 
to be influenced strongly by the length of the channel: at con-
stant number density, a longer channel implies that the driving 

Figure 2. Equilibrium density profiles ( )( )ρ r0  as obtained from 
DDFT calculations without driving force (  f  =  0) for (a) low 
interaction strength Γ = 20 (fluid) and (b) high interaction strength 
Γ = 60 (solid) at Ly  =  6d and b  =  0.7.

Figure 3. Typical simulation snapshot of the system after 
equilibration without flow at Γ = 20, Ly  =  6d, and b  =  0.9.

Figure 4. Average particle flux j̄x along the channel, as obtained 
from DDFT for channel widths (a) Ly  =  5d, and (b) Ly  =  6d. The 
flux is normalized by the average flux of an unconstricted system 
along the channel j0.
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force f is applied to a larger number of particles in front of 
the constriction. This results in a proportional increase in the 
pressure near the constriction, which is expected to enhance 

the flow of particles. Indeed, simulations on larger systems 
(N  =  400) and on systems with larger external forces confirm 
that doubling the channel length is approximately equivalent 
to doubling the external driving force on the particles.

5.2. Flow behavior

After starting the flow, we observe four qualitatively different 
types of flow behavior in both our DDFT results and our sim-
ulations. First, we distinguish between systems that show a 
complete blockade (i.e. zero particle flow jx̄), and systems that 
show a finite flow of particles. In the case of a finite flow, the 
average flux through the constriction eventually reaches a con-
stant value in the simulations. However, shortly after starting 
the flow, we often observe oscillations in the flux that decay 
over time. In this regime, we observe three types of decay: 
an almost immediate decay to a smooth flow, a brief period 
of transient oscillations without a clearly defined periodicity, 
and a long-time oscillation with a period which is independent 
of b and Γ. In the DDFT calculations we observe the same 
regimes. However, due to the lack of stochastic noise, in the 
long-time oscillation regime, the DDFT calcul ations predict 
periodic (i.e. non-decaying) oscillations. Below, we discuss 
each type of flow in detail. In figures  6 and 7, we plot the 
average flux through the constriction as a function of time as 
obtained from DDFT and simulations, respectively, for each 
of the four types of flow, and for channel widths Ly  =  5d and 
Ly  =  6d. Additionally, in figure  8, we show state diagrams 

Figure 5. Average particle flux j̄x in the channel, as obtained from 
Brownian dynamics simulations for channel widths (a) Ly  =  5d, 
and (b) Ly  =  6d. The flux is normalized by the average flux of free 
particles in an unconstricted channel j0.

Figure 6. Average particle flux ( )j x t,x 0  along the channel through 
the constriction as a function of time t elapsed since starting the 
flow, as obtained from DDFT calculations for channel widths (a) 
Ly  =  5d, and (b) Ly  =  6 d for Γ = =b30, 0.9 (top, green) and 
Γ = 20 with constriction width b  =  0.6, 0.3 and 0.2 (bottom, 
red). These selected examples illustrate the different states as 
shown in figure 8. The flux is normalized by its average value j0 
in an unconstricted channel (i.e. j̄x at b  =  1) at the same f. The 
inset shows a zoom of the particle flux in the transient state and 
highlights a weak and decaying oscillation.

Figure 7. Plots of the average particle flux ( )j x t,x 0  through the 
middle of the constriction as a function of time t elapsed since 
starting the flow, as obtained from Brownian dynamics simulations 
for channel widths (a) Ly  =  5d, with Γ = 20, and (b) Ly  =  6d,  
with Γ = 40. For both widths, the constriction widths are given  
by b  =  0.8 (top, green), 0.7, 0.5 and 0.2 (bottom, red). The flux  
is normalized by its average value in an unconstricted channel  
(i.e. j̄x at b  =  1) at the same f.
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for the same two channel widths from both simulations and 
DDFT, where we show the type of flow observed for a range 
of investigated values of b and Γ.

5.2.1. Blockade. A blockade of the particle flow in the sys-
tem (as observed on the time scale of the calculation) occurs 
at narrow constrictions b 0.2�  for all Γ. This is an effect of the 
softness of the confining potential Vext. Due to this softness, a 
potential barrier on the order k TB  starts appearing in the center 
of the channel around b 0.3�  for both channel widths consid-
ered, which increases rapidly for smaller b.

For high particle interaction strengths 40Γ�  an additional 
blockade situation for wider constrictions can be observed in 
the computer simulations. At sufficiently high Γ, the highly 
ordered lattice resists the deformations necessary to allow the 
flow of particles through the constriction. In the DDFT calcul-
ations, this effect is not observed, likely due to the insufficient 
treatment of particle correlations within the Ramakrishnan–
Yussouff approximation.

5.2.2. Smooth flow. This flow behavior is characterised by an 
overdamped transient flow that converges to a constant level 
almost immediately. It can be observed in the fluid phase at 
intermediate constriction widths. For larger Γ values we can 
find the smooth flow behavior also in the 5 layer DDFT sys-
tem and the 6 layer simulation system.

5.2.3. Three or five-particle Oscillation. For intermediate to 
strong particle interactions and for intermediate to wide con-
strictions we observe strong oscillatory behavior in the par-
ticle flow. While in the Brownian dynamics simulations the 
oscillation is damped we can find for the DDFT results an 
undamped oscillation that is periodic after a brief transient 
phase. This can be understood from the fact that the damp-
ing in the simulation is due to the presence of fluctuations, 
which are missed in the mean-field approach of the DDFT. 
We expect that the fluctuations which destroy long-ranged 
periodic order in one dimension are also responsible for 
washing out the correlations in the flow dynamics. The fre-
quency of the oscillation depends on the number of particle 
layers in the system. For a five layer system the frequency is 
lower and corresponds to five particles passing the constric-
tion during one oscillation period. In contrast, in the six layer 
system we observe a higher frequency in the flow oscillation, 
corresponding to three particles passing the constriction. In 
figure  9 we illustrate the mechanism that is responsible for 
this qualitative difference. For both channel widths, the oscil-
lation period represents the smallest number of particles that 
can pass through the constriction in such a way that the system 
reverts to its original configuration. In the case of an odd num-
ber of layers (i.e. five), this is simply five particles, such that 
the crystalline lattice shifts by one lattice spacing. For an even 
number of crystalline layers (i.e. Ly  =  6d ), this period instead 

Figure 8. State diagrams indicating the types of flow observed for channels of width (a), (c) Ly  =  5d and (b), (d) Ly  =  6d, as obtained from 
Brownian dynamics simulations (a), (b) and DDFT calculations (c), (d). The dark coloured points indicate points where DDFT calculation 
and simulations were performed.

)b)a

)d)c
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corresponds to three particles passing through the constric-
tion, such that the lattice moves by half a lattice spacing, and 
then coincides with a vertically mirrored version of the ini-
tial lattice. We have confirmed with simulations that the same 
mechanism occurs for other (small) numbers of layers.

In the supplementary material stacks.iop.org/JPhysCM/ 
28/244019/mmedia we include two movies of these dynamics 
in a system with Ly  =  6d and b  =  0.8 as obtained from DDFT 
and simulations.

As can be seen in figure 8, in our DDFT findings this type 
of oscillatory flow is dominant in a significantly larger region 
of the (b, Γ) parameter space. In the simulations, this mech-
anism only occurs around b 0.8� . Likely, this can be attributed 
to the approximative excess functional which cannot account 
for complex crystal configurations that are responsible for the 
blockade in front of the constriction.

5.2.4. Transient oscillation. In addition to the overdamped 
decay to a smooth flow and the long-time mechanism 
described above, we also observe short transient fluctuations 
that converge to a constant level within a few oscillations. 
Unlike the smooth flow the transient regime is not overdamped 
but performs several oscillations around the final level. It can 
be found for intermediate particle interaction strengths and 
wide constrictions. Note that while these transient oscillations 
are clearly distinguishable from the long-term fluctuations 
described above via their period, the distinction between the 
overdamped decay to a smooth flow and these transient fluc-
tuations are often less clear. In particular, in the simulations, 
the presence of statistical noise makes determining the pres-
ence of secondary or tertiary peaks in the flow profile difficult 
if their amplitude is small. Due to the absence of statistical 
noise in the DDFT calculations transient fluctuations are bet-
ter distinguishable from the smooth flow.

6. Conclusions

In conclusion, we have explored the flow of two-dimensional 
solids and fluids through constrictions on a particle-resolved 
level by using models describing the Brownian dynamics of 
strongly interacting colloids in a linear channel. Upon starting 
the flow, four different situations were identified using dynam-
ical density functional theory and particle-resolved computer 
simulations: (i) a complete blockade, (ii) a smooth flow, (iii) 
an oscillatory behaviour in the particle flux, (iv) a long-lived 
stop-and-go behaviour in the flow. Though the dynamical den-
sity functional theory is an approximative mean-field theory, it 
qualitatively describes most of the states and trends.

Our predictions can be confirmed by using magnetic col-
loidal particles driven through microchannels [11, 78] as 
already used for the flow over energetic barriers but in the 
absence of constrictions [79]. For this realization, flow and dif-
fusion through linear channels involving 4–8 layers has been 
considered before [80–82] and a layer reduction was found. 
Although an extreme geometric narrowing in the channel was 
not studied in previous work, this could in principle be done 
by using micropatterned channels [10].

Future work should address three-dimensional constric-
tions (like an colloidal hour-glass) although clearly the 
numerical evaluation of DDFT in three dimensions is harder. 
It would be nice to explore colloidal mixtures driven through 
constrictions [83] where we expect a rich scenario of flow 
states depending on the microscopic interactions.

We note that in our model the constriction was seen only 
by the colloids only but not by the solvent. Such barriers can 
be prepared using laser-optical forces which only act on the 
colloids but are invisible by the solvent, i.e. they allow for 
a full solvent penetration. Real geometric constrictions gov-
erned by the shape of the channel also affect the solvent flow. 

Figure 9. Schematic picture of the periodic flow of the crystal observed for high interaction strength Γ and wide constrictions (large b). 
The figures are idealized snapshots of the system separated in time by exactly one oscillation period. Flow is from left to right. (a) For 
a channel width Ly  =  5d, five crystal layers form, and one oscillation corresponds to the movement of the crystal by one lattice spacing. 
During this time, each particle assumes the position of the particle in front of it. (b) For a crystal with six layers (Ly  =  6d), one oscillation 
period corresponds to the movement of the crystal by half of a lattice spacing. Note that in the case of six layers, the up-down symmetry 
in the system is broken, and we observe two symmetric dislocations in the crystal pattern, as indicated by the gray lattice lines. After one 
oscillation, the locations of the particles (and dislocations) are vertically mirrored with respect to the initial configuration (middle snapshot). 
After the next oscillation (right snapshot), we recover the original configuration. Note that for both channel widths, the higher concentration 
of particles in the top and bottom layers of the crystal results in a lower velocity of the particles in those layers.

a)

b)
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The same is true when the flow is generated by a pressure gra-
dient in the solvent. These situations require a more detailed 
modelling regarding the solvent flow field which provides 
additional advective drag forces to the colloids. For a single 
particle moving through a constriction, the solvent effect was 
taken into account by Martens and coworkers [84, 85], for 
another situation see [86]. More realistic calculations which 
include the hydrodynamics of the solvent and the hydrody-
namic interactions between the colloids are still to be done in 
future studies.
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Ohm’s law is one of the most central transport rules stating that the total resistance of sequential
single resistances is additive. Here we test additivity of resistances in classical systems of inter-
acting colloids driven over two energetic barriers in a microchannel, using real-space microscopy
experiments, particle-resolved simulations, and dynamical density functional theory. If the barrier
separation is comparable to the particle correlation length, the resistance is highly non-additive,
such that the added resistance of the second barrier can be significantly higher or lower than that
of the first. Surprisingly, for a barrier separation comparable to the particle interaction range, the
second barrier can add a negative resistance, such that two identical barriers are easier to cross than
a single one. We explain our results in terms of the structuring of particles trapped between the
barriers.

One of the basic characteristics of any transport sit-
uation is the resistance, commonly known from electric
circuits, which is in general defined as the ratio of the
transport flux and the driving force, typically in the
linear-response regime of small drives. For both electric
circuits and classical transport, Ohm’s law states that
when resistors are put in series, their resistances simply
add up. However, this macroscopic law is expected to
break down on the microscopic scale, in particular when
the distance between the two obstacles approaches the
correlation length of the transported particles.

Knowing and controlling flow resistance is of particular
importance when tuning the transport of solutes through
channels. This type of transport is the basic situation in
microfluidics [1], where the transported objects are typ-
ically micron-sized colloidal solutes, such that thermal
fluctuations play a significant role [2]. Moreover, there
are many other examples where individual “particles” (or
agents) are propagating through channels. Examples in-
clude macroscopic objects like cars or pedestrians [3], ani-
mals [4] and bacteria [5–7] migrating collectively through
channels, and the transport of ions through membranes
via nanopores [8]. Obstacles in such channels naturally
inhibit the overall steady-state rate at which the parti-
cles are able to traverse the channel, providing an effec-
tive resistance to the flow. In channels with multiple ob-
stacles, we expect Ohmic (i.e. additive) behavior of the
corresponding resistances when the separation between
the obstacles is large, and a breakdown of Ohm’s law for
smaller distances. The crossover between these regimes
is determined by the correlation length in the system,
i.e. the length scale associated with local structure in
the fluid of transported particles. Detailed knowledge of
these non-additive effects is of vital importance for the
design of efficient microfluidic devices, as well as for our
broader understanding of constricted flow phenomena.

In this Letter, we explore the additivity of resistances
in mesoscopic colloidal suspensions driven through a mi-
crochannel [9]. We first perform an experiment on repul-
sive colloidal particles confined to microchannels contain-
ing two step-like barriers on the substrate, and measure
the current through the channels as a function of the
strength of the gravitational driving force. Subsequently,
we employ Brownian dynamics simulations and dynam-
ical density functional theory to systematically explore
the interplay between the two barriers. Our results show
strong deviations from additivity for the resistance of two
barriers when the separation between the two obstacles
is comparable to the correlation length of the system,
which is on the order of several interparticle spacings.
Amazingly, if the barrier separation is comparable to the
interaction range, we discover that the resistance con-
tributed by the second barrier can even be negative. We
explain this counterintuitive effect of negative resistance
via the long-ranged particle interactions and the ordering
of the particles trapped between the two barriers. When
these particles are disordered, they exhibit spontaneous
fluctuations which modulate their interactions with par-
ticles crossing the barriers, significantly enhancing bar-
rier crossing rates [10, 11]. This surprising phenomenon
provides a route for tuning and enhancing particle flow
over an obstacle by the inclusion of additional barriers,
reminiscent of the use of geometric obstacles to assist e.g.
the flow of panicked crowds [12].

In our experiment, colloidal superparamagnetic parti-
cles are confined in a microchannel with obstacles, pre-
pared using molds made via microlithography [9, 13], see
Fig. 1. The experimental cell consists of two rectangular
reservoirs, connected by multiple channels (to improve
statistics). The colloidal particles are restricted to two-
dimensional in-plane motion due to gravity. In each chan-
nel up to two U–shaped step-like barrier structures are
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implemented perpendicular to the channel, for details see
Supplemental Material [14]. A uniform external mag-
netic field Bext is applied in the direction perpendicular
to the plane in which the particles move. This magnetic
field induces purely repulsive interactions between the
colloidal particles.

We measure the particle current in the channel as a
function of the gravitational driving force, controlled by
the tilt angle of the setup, for channels with zero, one,
and two barriers. In the absence of barriers, the current
shows a trivial linear dependence on the driving force,
shown by the blue line in Fig. 1d. For a single barrier
(green line in Fig. 1d), we observe a crossover from a
zero-flow regime at small driving forces (where the driv-
ing force is too weak to push particles across the bar-
rier) to an approximately linear regime for large driving
forces [9]. Hence, the barrier provides a resistance to the
flow, which reduces the particle current. Adding a second
barrier to a channel results in a clear non-additivity of
the resistance of the two barriers. In particular, for two
barriers separated by approximately 2.5 times the typi-
cal interparticle distance (red line in Fig. 1), the second
barrier has a much stronger effect on the total particle
current than the first one, indicating a higher effective
resistance.

To explore this non-additivity in detail, we make use of
overdamped Brownian dynamics simulations and dynam-
ical density functional theory (DDFT) calculations. We
consider a two-dimensional system with periodic bound-
ary conditions along the channel (x-direction), containing
N particles interacting via a dipolar repulsion

βVint(r) = Γ
(a
r

)3
, (1)

where β = 1/kBT with kB Boltzmann’s constant and
T the temperature, Γ is the dimensionless interaction

strength, and a = ρ
−1/2
0 sets the length scale of a typical

interparticle spacing of a given mean number density ρ0.
The particles additionally experience a constant driving
force F x̂ pushing the particles along the channel.

The confining channel and barriers are modeled as an
external potential Vext(x, y) = Vchannel(y) + Vbarrier(x).
The first term here is a steep repulsive wall potential
confining the particles in one direction. Vbarrier represents
one or two parabola-shaped potential barriers with width
a and height V0 = 10 kBT , see Fig. 2b inset and Sup-
plemental Material [14]. We choose the channel width
Ly = 4.65a, and the channel length Lx such that the to-
tal number density ρ0 = N/(LxLy) = 1/a2 for a given
particle number N .

In our DDFT calculations [15, 16], we choose the
Ramakrishnan–Yussouff functional [17] to model inter-
acting particles in a fluid state (Γ = 5). In addition to
DDFT, we perform Brownian Dynamics simulations of
particles experiencing the same potentials and external
driving force. As a reference we provide an analytical

a) b)

c)

d) no barrier
single barrier

double barrier
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FIG. 1. a) Schematic setup of the experiment: two particle
reservoirs are connected by a microfluidic channel through
which particles are flowing due to gravity. b) Top view of the
experimental system. c) Snapshots of a two barrier system for
different times. The position of the barriers is indicated by
a red vertical line. Two particles are highlighted in red and
green. d) Flux as a function of tilt angle in a system with
no barriers (blue line), single barrier (green line) and double
barriers (red line). The initial density was ρ0 = (7.23±0.5)×
10−3µm−2, and the external field strength was 0.6 mT. The
separation between the two barriers was 30µm.

solution for non-interacting particles (Γ = 0). See Sup-
plemental Material [14] for details.

Using both DDFT and simulations, we explore the re-
lation between the total steady-state particle current J
along the channel, the driving force F on the particles,
and the distance ∆x between the two barriers. The ratio
of the driving force and current characterizes the total
resistance of the system, Rtot = F

J . In a channel with-
out barriers, the particles trivially adopt the average drift
current J0 = Fρ0Lyξ

−1, where ξ is the friction coefficient
of the background solvent, leading to an inherent back-
ground resistance Rbg = ξ/(Lyρ0). In a single-barrier
system, the resistance R1 added by the barrier can be

76 3 Scientific Publications



3

extracted from the total resistance Rtot
s = Rbg + R1 by

measuring the single-barrier current Js:

R1 = Rtot
s −Rbg = F

(
1

Js
− 1

J0

)
. (2)

Similarly, in a double-barrier system (with current Jd),
the total resistance is Rtot

d = Rbg +R1 +R2, and the ef-
fective resistance of the second barrier R2 can be written
as

R2 = F

(
1

Jd
− 1

Js

)
. (3)

In the case of additivity, the resistance R2 of the second
barrier will be equal to R1 (the resistance of the first
barrier), while deviations from this rule will indicate non-
additivity.

In Fig. 2, we plot R2/R1 for a range of barrier separa-
tions Δx at different driving forces F , as obtained from
analytical theory [14] (a), DDFT calculations (b), and
computer simulations (c). For non-interacting particles
R2 is lowest when the two barriers are touching (Δx = a)
and converges exponentially to R1 for larger distances.
In contrast, for interacting particles and for all investi-
gated F , the resistance of the second barrier is highest at
Δx = a. At this separation the resistance added by the
second barrier can be many times higher than R1, signal-
ing strong non-additivity. More interestingly, for slightly
larger separations (Δx � 1.5a), R2 becomes smaller than
R1, and even negative for sufficiently weak driving forces.
In this regime, the addition of the second barrier reduces
the overall resistance in the channel. At larger Δx, R2

shows decaying oscillations, converging towards the ad-
ditive case (R2 = R1), as expected at sufficiently large
distances.

We can understand this observation by considering the
interactions between the particles. Since these are dipo-
lar in nature, they are sufficiently long-ranged to span
across the barrier. Hence, a particle on top of the barrier
experiences forces from particles between the two barri-
ers, which depend on the density and structuring of those
particles. In Fig. 3 we plot the density profile of the par-
ticles ρx(x), projected onto the long axis of the channel,
for various barrier separations Δx, as well as for a single
barrier. In the single-barrier case, we always observe a
high density peak in front of the barrier, and a slightly
lower peak just after the barrier (see Fig. 3a). In the
two-barrier cases, the additional peaks in between the
two barriers vary in height based on Δx. For very small
separations (Fig. 3b), where the resistance of the second
barrier is high (R2 > R1), we find a single sharp density
peak between the barriers, which is significantly higher
than the peak observed after a single barrier. Here, par-
ticles between the barriers are arranged in a single line
with little room for fluctuations, and hence provide a
strong and relatively constant force on particles crossing

Analytical solution
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FIG. 2. (Color online) Effective resistance R2 of the second
barrier relative to the resistance R1 of the first barrier, as a
function of the barrier spacing Δx, at different driving forces.
The dashed lines highlight special values of R2: the gray line
shows Ohmic additivity and the red line marks the onset of
negative effective resistance. Results are shown for analytical
theory [14] at Γ = 0 (a), DDFT at Γ = 5 (b), and simulations
at Γ = 5 (c). A sketch of the barrier configuration is shown
in inset b.

the first barrier, pushing them back. In the regime where
R2 < R1 (Fig. 3c), we instead see two much lower peaks,
indicating a structure with two layers and significantly
larger fluctuations. These larger fluctuations not only
provide space for particles entering via the first barrier,
but also modulate the force exerted on particles crossing
the barriers, resulting in a fluctuating effective barrier
height. For weak driving forces, barrier crossings are rare
events, whose rate depends exponentially on the barrier
height. Fluctuations in barrier height are known to lead
to significantly higher crossing rates [10, 11] and hence
higher currents. Finally, for larger separations, where
R2 > R1 again, we observe two higher peaks, indicating
a more structured pair of layers between the barriers.

We confirm this intuitive picture by plotting in Fig. 4
the relative height of the first peak after the first barrier
δρpeak = ρpeakd /ρpeaks , where ρpeaks is the height of the

first peak after a single barrier, and ρpeakd is the height
of the first peak after the first of two barriers. When
plotted as a function of Δx, the peak height (blue in
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FIG. 3. Local density profiles as a function of distance along
the channel at the same interaction strength (Γ = 5) and
driving force F = 0.1kBT/a, as obtained via DDFT. From
top to bottom, we show a system with a single barrier, and
systems with two barriers at separations Δx/a = 1.0, 1.5, and
2.0.

Fig. 4) indeed strongly correlates with the particle cur-
rent (red) in both the DDFT framework and the simula-
tions. In our particle-resolved simulations, the additional
fluctuations of the particles in between the two barriers
are clearly visible. Moreover, examining simulation tra-
jectories demonstrates that for most barrier separations,
whenever a particle crosses the first barrier, the sudden
increase in density between the barriers typically leads to
the rapid expulsion of a particle over the second barrier.
This observation confirms that the first of the two barri-
ers can indeed be considered as the main bottleneck for
the overall flow process. However, for Δx � 1.3, the bot-
tleneck is instead the crossing of the second barrier. Here,
particles form a single narrow layer between the two bar-
riers, which inhibits the possibility of collectively pushing
a particle across the second barrier. This may explain the
reduced correlation between δρpeak and R2/R1 for small
Δx in Fig. 4.

In conclusion, we have explored the effect of sequential
potential energy barriers on the flow of colloidal parti-
cles driven through microchannels. As our experiment
shows, two barriers close together can result in drastically
higher resistance than twice the resistance of a single bar-
rier. Moreover, via a detailed investigation of this non-
additivity using both simulations and dynamical density
functional theory, we discover that depending on the bar-
rier spacing, the second barrier can add an effective resis-
tance that is higher than the resistance of a single barrier,
lower, or even negative. In the negative regime, the pres-
ence of the second barrier helps particles cross the first
barrier, contrary to what intuition would suggest. We
show that this enhanced barrier-crossing rate can be at-
tributed to the structuring of the layer of particles in be-
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FIG. 4. Height of the first density peak after the first barrier
(normalized by the height of the peak after a single barrier)
as a function of barrier separation at fixed driving force F =
0.1kBT/a and interaction strength Γ = 5, as obtained from
DDFT (top) and simulations (bottom).

tween the two barriers: weaker structuring (evidenced by
lower peaks in the density profile) increase the current. A
vital component for this phenomenon is the requirement
that particles on top of the barriers can still interact with
the particles aggregated just before and after that bar-
rier, necessitating sufficiently long-ranged interactions.
Indeed, preliminary simulations show a clear reduction
of the observed non-additivity when the barrier is wider
in comparison to the interaction range. As a second re-
quirement, the density should be high enough to enable
significant ordering of particles. In the confined region
between the barriers, the ordering will depend sensitively
on the ratio of the barrier spacing Δx and the preferred
spacing between neighboring layers of particles, as long
as Δx is small compared to the correlation length in the
system. Similar confinement effects have shown to result
in oscillatory behavior in forces between plates or spheres
immersed in a background of smaller particles [18]. In-
terestingly, the effect of negative resistance is reminiscent
of the interplay between reflecting barriers in quantum-
mechanical systems, where interference is known to lead
to enhanced transmission for certain barrier spacings, as
used in e.g. Fabry-Perot interferometers [19].

The sensitivity of the resistance to the barrier sep-
aration and microscopic particle interactions provide a
method to tailor and control flow through channels [20–
22] or porous media [23]. Interestingly, geometric obsta-
cles have similarly been shown to enhance flow [24], as
applied in e.g. the design of emergency exits [12, 25].
However, in these cases, enhanced flow rate is typically
observed when the added obstacle is placed before the
bottleneck, rather than behind it.

The possibility of mitigating a flow-resisting barrier by
placing another barrier behind it might have important
implications in microfluidic devices. Moreover, the speci-
ficity of this approach to relatively long-ranged interac-
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tions suggests an opportunity for separating different par-
ticle species, or enhanced flow control via external fields
modifying the interactions. Further applications include
the directed transport of strongly charged dust particles
in a plasma [26] and congestions in granulates [27], as
well as jammed flow situations of colloids [28], or agents
through constrictions [29]. In particular, a jammed situ-
ation near an obstacle may be avoided by adding further
obstacles. An interesting question for future research is
whether the effective total resistance could be further
tuned by using a combination of three, four, or an in-
finite number of obstacles [30] (forming e.g. a ratchet
[31, 32]), or by using barriers of differing heights.
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EXPERIMENTAL SETUP

Our experiments are based on repulsive microscopic
particles, gravitationally driven through microchannels.
We use superparamagnetic colloidal particles (Dynal M-
450, diameter σ = 4.50(5) µm, ρm = 1500 kg m3) which
are restricted to two-dimensional in-plane motion due to
gravity. The cell consists of two rectangular reservoirs of
side length 1 mm which are connected by multiple chan-
nels. The dimensions of each channel is 2 mm in length,
30 µm in width and 8 µm in height. In the channels, U–
shaped step-like barrier structures are implemented along
the channel, each of them with width 3 µm and height
500 nm near the channel walls and 250 nm in the middle
of the channel.

The applied magnetic field Bext induces a dipole-dipole
repulsion among the colloidal particles, and the strength
of the dipole-dipole interaction can be tuned by changing
the magnitude of the magnetic field. The repulsive in-
plane interaction potential V (r) is [1, 2]

V (r) =

{
µ0(χeffBext)

2

4πr3 , for r ≥ σ,
∞, for r < σ,

(1)

where µ0 is the vacuum permeability and χeff = 7.88(8) ·
10−11Am2T−1 is the effective magnetic susceptibility
of the particles. Note that for sufficiently high field
strengths, the particles never touch, such that the hard-
core component of the interaction potential can be ne-
glected.

By tilting the whole experimental setup, gravity acts
as an external driving force, with a strength controlled by
the tilt angle and the buoyancy-corrected effective mass
of the particles (m∗ = 2.385(80) · 10−14 kg). Using video
microscopy, we measure the total particle flux through
channels with zero, one, or two barriers as a function of
the strength of the driving force.

MODEL

The external potential Vext(x, y) is composed of a con-
fining channel contribution, Vchannel(y), and the barrier
potential, Vbarrier(x).

The steep repulsive potential forming the channel walls
is given by

Vchannel(y) = Vc

[
1− 1

2
erf

(
y +

Ly

2√
2w

)
+

1

2
erf

(
y − Ly

2√
2w

)]
,

(2)

with channel width Ly and maximum channel potential
height Vc = 1000kBT . The parameter w = 0.25a sets the
softness of the walls. We choose Ly = 4.65a. The channel
length Lx = 25.79a is fixed by the imposed number of
particles N = 120.

A single barrier potential is given by

Vbarrier(x) =




V0

[
1−

(
x− x1
a/2

)2
]
, for |x− x1| < a/2

0, otherwise
,

(3)

where x1 is the position of the barrier. The double bar-
rier potential is simply the superposition of two non-
overlapping single barrier potentials at x1 and x2, where
|x1 − x2| = ∆x ≥ a.

DYNAMICAL DENSITY FUNCTIONAL THEORY

Within the DDFT framework [3, 4], the number den-
sity field ρ(r, t) of the colloidal particles is calculated by
solving the differential equation

∂ρ(r, t)

∂t
= D∇

(
ρ(r, t)∇δF[ρ(r, t)]

δρ(r, t)

)
, (4)

whereD = kBT/ξ is the single particle diffusion constant,
ξ the friction coefficient and F[ρ] = Fid[ρ] + Fext[ρ] +
Fexc[ρ] is the total Helmholtz free energy functional. This
functional incorporates the ideal gas contribution

Fid[ρ] = kBT

∫
dr ρ(r)

(
log(Λ2ρ(r))− 1

)
(5)

and the external potential term

Fext[ρ] =

∫
dr ρ(r)

(
Vext(r)− xF

)
, (6)
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where Λ is the thermal de Broglie wavelength. As an ap-
proximation for the excess free energy functional Fexc[ρ]
we chose the Ramakrishnan–Yussouff functional [5]

Fexc[ρ] = Fref
exc(ρ0)−

kBT

2

∫
dr

∫
dr′ ∆ρ(r)∆ρ(r′)c(2)

0 (|r− r′|; ρ0,Γ).

(7)

Here, Fref
exc(ρ0) is the excess free energy of an isotropic

and homogeneous reference fluid at density ρ0, ∆ρ(r) =
ρ(r)−ρ0 describes the density difference to the reference

density, and c
(2)
0 (r; ρ0,Γ) is a pair (two-point) direct cor-

relation function[6] that has been calculated via liquid
integral theory with Rogers-Young closure [7].

The DDFT is solved numerically by using finite volume
difference methods [8]. In each run, we first compute the
equilibrium configuration of the system at a given barrier
configuration in absence of a driving force (F = 0). Then,
we switch on the driving force and let the system evolve
towards its steady state.

ANALYTICAL THEORY

For non-interacting particles the excess free energy
vanishes, i.e. Fexc ≡ 0, and the DDFT in the steady
state can be reduced to a single variable x. The gen-
eral solution for periodic boundary conditions and tilted
potential V (x) = Vbarrier(x)− Fx is [9]

J =
Dρ0LxLy(1− e−βFLx)

I+I− − (1− e−βFLx)
∫ Lx

0
dx e−βV (x)

∫ x
0
dx′ e−βV (x′)

,

(8)

with I± =
∫ Lx

0
dx e±βV (x).

For single and double barrier potentials we can find an
analytic expression for J and therefore express the ratio
of resistances as

R2

R1
= 1−K

(
e−F (∆x−a) + e−F (Lx−∆x−a)

)
. (9)

Here, the value K = P
Q does not dependent on ∆x and

is determined by the expressions

P = β2F 2(A1(1− e−βFa)−A2)− (1− e−βFa)2, (10)

Q = β2F 2(A1(1− e−βF (Lx−a)) +A3 −A4)

− βFa(1− e−βFLx)− (1− e−βF (Lx−a))(1− e−βFa),
(11)

with

γ =
a

4

√
π

βV0
, (12)

ζ± =
√
βV0

(
Fa

4βV0
± 1

)
, (13)

∆E = erf(ζ+)− erf(ζ−), (14)

∆I = erfi(ζ+)− erfi(ζ−), (15)

A1 = γ
(
e−ζ

2
+∆I + eζ

2
−∆E

)
, (16)

A2 = γ2e−βFa∆E∆I, (17)

A3 = γ2∆I
(
erf(ζ+)− erf(ζ−)e−βFLx

)
, (18)

A4 =
a2(1− e−βFLx)

8βV0

(
ζ2
+Φ(ζ2

+)− ζ2
−Φ(ζ2

−)
)
, (19)

where erfi(x) is the imaginary error function, and Φ(x) =

2F2

(
1, 1; 3

2 , 2;x
)

is the generalized hypergeometric func-
tion.

BROWNIAN DYNAMICS SIMULATIONS

In addition to DDFT, we perform overdamped Brown-
ian Dynamics simulations of particles. Here, we numeri-
cally solve the equations of motion for the particles, given
by

ṙi =
−∇iVtot

ξ
+
F x̂

ξ
+
√

2DR(t), (20)

where ri is the position of particle i, and Vtot is the
total potential energy of the system, including particle-
particle, particle-wall, and particle-barrier interactions.
Finally, R(t) is a delta-correlated random variable with
zero mean and unit variance. The dipolar interactions
were truncated and shifted at a distance of 5a.

Most simulations were performed using N = 120 par-
ticles, in a channel with periodic boundary conditions
along the x-axis. We have confirmed that our results
are qualitatively the same for larger systems of N = 600
particles.
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[37] R. Klein and G. Nägele. Static and dynamic scattering by concentrated systems:
theory. Current Opinion in Colloid & Interface Science 1, 4–10 (2010).

[38] J. K. Dhont, C. Smits, and H. N. Lekkerkerker. A time resolved static light
scattering study on nucleation and crystallization in a colloidal system. Journal
of Colloid and Interface Science 152, 386–401 (1992).

[39] J. C. Crocker and D. G. Grier. Methods of digital video microscopy for colloidal
studies. Journal of Colloid and Interface Science 179, 298–310 (1996).

[40] R. Besseling, L. Isa, E. R. Weeks, and W. C. Poon. Quantitative imaging of
colloidal flows. Advances in Colloid and Interface Science 146, 1–17 (2009).

[41] V. N. Manoharan. Colloidal matter: Packing, geometry, and entropy. Science
349, 1253751–1253751 (2015).



86 Literaturverzeichnis

[42] A. Yethiraj. Tunable colloids: control of colloidal phase transitions with tunable
interactions. Soft Matter 3, 1099–1115 (2007).

[43] D. M. Herlach, I. Klassen, P. Wette, and D. Holland-Moritz. Colloids as model
systems for metals and alloys: a case study of crystallization. Journal of Physics:
Condensed Matter 22, 153101 (2010).
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