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Abstract

Knowing the structure of biomolecular complexes, especially proteins, is an im-

portant prerequisite for understanding their function and provides much more in-

formation than the genetic sequence alone. Cryo-electron microscopy (cryo-EM)

is a powerful technique to study the structure of biomolecular assemblies which

are often large, flexible and conformationally heterogeneous.

This thesis describes three methods developed for improving various data pro-

cessing steps used for structure determination in cryo-EM. All the three are post-

processing methods that can be used after 3D reconstruction. The methods are

used to enhance the resolution of density maps, sharpen the density maps and to

determine the atomic coordinate precision during refinement of a structure against

a density map, respectively.

(1) ELIGN: Cryo-imaging a sample in its native physiological environment con-

tains conformational heterogeneity. The conformational heterogeneity in the sam-

ple can severely limit the resolution of density reconstructions. The conformational

motions lead to global structural changes, however proteins and protein complexes

often contain rather rigid domains. Those rigid domains can be used to align and

average the density to reach higher resolution. We have developed a new algorithm

to elastically align the density of one conformation to another conformation. By

well superimposing the individual domains, different density maps can be aligned

better, thus allowing for averaging maps of different conformational states. There-

fore with ELIGN, all the available images can be combined in a single density

map with the prospect of significantly improving the resolution and overcoming

the limitation typically imposed by conformational heterogeneity.

(2) VISDEM: With the tremendous growth of the cryo-EM field in the recent years,

there is a need for optimal visualization tool. It is needed both for proper inter-

pretation of the density map and also for atomic model building in case of high

resolution data. However, the reconstructed density maps always have artefacts,
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both due to the electron optics and the data processing techniques used. We have

developed a method, that uses knowledge about the general statistics of protein

structures, which is used as a restraint to sharpen density maps.

(3) Atomic positional precision: A high resolution density map is needed to deter-

mine the structure very accurately. The typically reachable resolution in cryo-EM

is still in the low- to intermediate range (3.5–6 Å). Thus the structure determined,

even by the refinement of a known model against cryo-EM map will contain er-

rors. Estimating the error is a must to evaluate the quality and correctness of the

structure. Here, we have developed a method to estimate the coordinate error for

atomic models obtained from such real-space refinement.
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Zusammenfassung

Die Bestimmung der Struktur von biomolekularen Komplexen, besonders von Pro-

teinen, ist eine wichtige Vorraussetzung, um deren Funktion zu verstehen und

liefert viel mehr Information als deren genetische Sequenz allein. Kryo-Elektronenmikroskopie

ist eine leistungsfähige Technik, um die Struktur von biomolekularen Komplexen

zu bestimmen. Diese Komplexe sind oft sehr groSS, flexibel und zeigen zum Teil

erhebliche konformationelle Heterogenität.

In dieser Arbeit werden drei Methoden beschrieben, die entwickelt wurden um

verschiedene Schritte der Datenverarbeitung in der Strukturbestimmung mittels

Kryo-Elektronenmikroskopie zu verbessern. Bei allen drei Methoden handelt es

sich um Nachbearbeitungsmethoden, die nach der 3D-Rekonstruktion angewendet

werden können. Die Methoden verbessern zum einen die Auflösung der Dichtekarten,

schärfen die Dichte und können die Präzission der Atomkoordinaten während der

Verfeinerung einer Struktur zur Dichtekarte bestimmen.

(1) ELIGN: Aufnahmen einer Proteinprobe in deren nativer physiologischer

Umgebung können sehr unterschiedliche Konformationen des Proteins enthalten.

Diese heterogenen Konformationen können die Auflösung der Dichterekonstruk-

tion stark limitieren. Bei den Konformationsänderungen handelt es sich oft um

globale strukturelle Änderungen von rigiden Domänen. Diese rigiden Domänen

können deshalb aligniert und gemittelt werden, um eine Dichte mit höherer Au-

flösung zu bekommen. Durch das Alignement der einzelnen Domänen wird das

Alignement verschiedener Dichten verbessert und man kann deshalb auch Dichten

verschiedener Konformationszustände mitteln. ELIGN ermöglicht es deshalb, alle

Aufnahmen für eine einzelne Dichte zu verwenden und dadurch die Auflösung zu

verbessern.

(2) VISDEM: Durch das enorm gestiegene Interesse an der Elektronenmikroskopie

in den letzten Jahren sind optimale Visualisierungstools stark gefragt. Sie werden

zum einen gebraucht, um die Dichtekarten richtig zu interpretieren und um atom-

are Modelle bauen zu können, wenn die Auflösung hoch genug ist. Die rekonstru-

ierten Dichtekarten weisen jedoch aufgrund der Datenverarbeitungsschritte und der

Elektronenoptik Artefakte auf. Wir haben eine Methode entwickelt, welche die
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allgemeingültige Statistiken zur Struktur von Proteinen nutzt, um Dichtekarten zu

schärfen.

(3) Atomkoordinatengenauigkeit: Hochaufgelöste Dichtekarten werden gebraucht

um die Struktur eines Proteins sehr genau zu bestimmen. Die durchschnittliche

Auflösung der Kryoelektronenmikroskopie ist jedoch noch immer im niedrigen

und mittlerem Auflösungsbereich (3.5– 6 Å). Die bestimmten Strukturen enthal-

ten deshalb Fehler. Das gilt auch für die Verfeinerung bekannter Strukturen in

Dichtekarten. Um die Qualität und Richtigkeit eines Models zu bestimmen, ist

es deshalb nötig diese Fehler abzuschätzen. Wir haben deshalb eine Methode en-

twickelt, um den Koordinatenfehler von Modellen, die mittels Verfeinerung im

Realraum generiert wurden, abzuschätzen.
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Chapter 1

Introduction

1.1 Motivation

Proteins are the major macromolecules which engage in almost every process

within biological systems. The function of a protein is determined by its struc-

ture, which makes protein structure determination of utmost importance for un-

derstanding their mechanism of action and ultimately also for developing drugs.

The most common structure determination methods available as of today are X-

ray crystallography (XRC), nuclear magnetic resonance (NMR) and cryo electron

microscopy (cryo-EM). Even though XRC had been proven as an excellent tech-

nique to reach high resolution, it has its own limitation that the proteins need to

be crystallized. Protein crystallization works only for certain proteins and is of-

ten difficult to achieve, in particular, for biomolecular complexes. On the other

hand, NMR can deal with proteins that cannot be crystallized but is limited to only

small biomolecules. Cryo-EM, a relatively new technique, has the advantage that

it can be applied to non-crystalline and large biomolecules in its near-native state.

Cryo-EM is therefore a powerful tool to study macromolecular complexes that are

often large and flexible and even allows visualizing the conformational heterogene-

ity. The quality of the structure determination in XRC and cryo-EM depends on

the resolution of the density maps obtained from these experiments. To determine

individual secondary structures like α-helices and β-sheets, the density map reso-

lution should be better than 8 Å and 6 Å respectively. For side chains to be visible,

the resolution should be or higher than 4.5 Å. Hence, the need for high resolution

density maps is very vital in the field of structural biology. Oftentimes, this is not

possible due to various limitations of the experimental techniques.

Despite the above mentioned advantage of cryo-EM that it fills the gap where

XRC and NMR cannot be used, still the number of deposited high resolution den-

sity maps is very low. There are various limiting factors like low electron dose,
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1.1. MOTIVATION

conformational variation and flexibility of the particles, beam-induced movement,

thermal expansion of the grid, detection efficiency, non-optimal image processing,

etc., which hinders the structure determination to reach the atomic resolution range

in cryo-EM. The main limitation is the sensitivity of biomolecules for electron

radiation, which requires to use very low electron doses for imaging to avoid ex-

cessive radiation damage. The resulting signal to noise ratio is therefore very low

in the cryo-EM images, henceforth many thousands of images have to be aligned

and averaged to improve the contrast. The quality of the final reconstructed 3D

density map is defined by the quality of the images that goes into the image align-

ment procedure. Even though the recorded images are of low contrast, in principle,

the resolution can be reached to the atomic level, if the images of the structures are

aligned accurately [1].

Conformational motions and the ability to adopt a variety of conformations are

important properties of proteins and key to performing essential biological func-

tions. Conformational heterogeneity leads to very little or almost no density in

the flexible regions and decreases the overall resolution of the reconstructed 3D

density maps. By using, simply, all available 2D images in a dataset to recon-

struct one single 3D density map, the resolution will not be optimal, since the

average is a mixture of various functional states. Even though the field of cryo-

EM comprising both single particle analysis (SPA) and cryo-electron tomography

(cryo-ET) are best suited to study compositional and conformational heterogeneity,

most of the density maps obtained from these experiments are limited in resolution

by this conformational flexibility. Improving the resolution of the density maps,

thus, requires to account for this structural heterogeneity. Averaging density maps

is expected to lead to a better signal-to-noise ratio and therefore to reach higher

resolution. However, higher resolution can only be achieved if the conformational

differences between the different conformational classes are sufficiently small, or

somehow accounted for.

Until now, the only way to handle the problem of conformational heterogene-

ity is by classifying or sorting the 2D images to similar conformational classes and

reconstructing them into separate density maps. Several sorting algorithms have

been developed over the years, which use methods like bootstrapping [2], Bayesian

statistics [3] and multivariate statistical analysis (MSA) [4–6]. Image classification

2



1.1. MOTIVATION

is always a trade-off between the number of conformational states (classes) and the

number of images per class that is used in the reconstruction of each conforma-

tion. Therefore, sorting will lead to a decrease in the number of images used in a

reconstruction per class and thereby reduces the theoretically achievable resolution.

In this thesis, I present a new method to combine density maps of different

classes. This method enables the flexible alignment of a density map into another

density map. The density of one conformation into another conformation are flex-

ibly fitted such that all individual domains are well superimposed, which means

different density maps can be aligned better. The flexible density map alignment

effectively reduces the variance between the image classes and allows for merging

different classes to benefit from the higher number of images per reconstruction, in

order to improve resolution. The elastic deformation idea can be applied either on

the 2D images or on the 3D densities. If done on the 2D images, all the images are

elastically bend to fit the projections of the required functional state and thereafter

reconstructed into a single density for the specific state. If done on 3D volumes, the

images have to be extensively sorted into various classes before reconstruction and

the 3D densities are elastically aligned and averaged. As of today there exists no

method in the field of electron microscopy to elastically fit a 2D image to another

image or 3D density map to another density map.

More efficient and automatic algorithms need to be developed for analysing and

processing the data to reach a high-resolution density maps from experimentally

collected data. The main work presented in this thesis is on the elastic alignment

of cryo-EM density maps. We have developed an efficient algorithm to elastically

align and average well sorted 3D density maps of different conformations. The

elastic averaging method can overcome the limitation on resolution due to con-

formation heterogeneity. The method can be used in both single particle analysis

and in cryo-ET. Using the algorithm on cryo-ET data would be particularly ad-

vantageous because density maps obtained from cryo-ET typically are of low or

intermediate resolution. The method was tested by elastically aligning 3D density

maps of single particle analysis and cryo-ET. The algorithm bends the density map

by treating it like a pseudo-atomic / bead model (point masses) and therefore al-

lowing for a flexible deformation of the density grid to align with the other density

3



1.2. STRUCTURE DETERMINATION

map. The method does not require any prior knowledge of the atomic structure,

which makes the technique very versatile.

1.2 Structure determination

Structure determination of a protein, which is the building block of all living crea-

tures, is an important prerequisite in understanding its function. Determining the

structure and hence its function helps in drug designing. The first protein structure

that was determined was that of the oxygen-storage myoglobin in 1958, at 6 Å res-

olution [7] however, improved to 2 Å quickly [8] followed by the oxygen-carrier

hemoglobin at 5.5 Å [9] by John Kendrew and Max Perutz using X-ray crystallog-

raphy for which they received the Nobel prize. After that, seven different protein

structures were determined in the 1960s, including hen egg lysozyme [10], ribonu-

cleases A and S [11, 12], chymotrpsin [13], papain [14], carboxypeptidase A [15]

and subtilsin [16] as cited in [17], which pushed the field forward. As a conse-

quence, the number of protein and nucleic acid structures determined increased

steadily over the past five decades. Fig 1.1 shows the statistics of the structures re-

leased from 1968 to 2014 along with the milestone-discoveries. However there are

only 121,958 structures solved as of today which is only 0.1% of known genetic

sequences, which underlines the importance of structural biology.

1.2.1 X-ray Crystallography

X-ray crystallography is a well established technique and more than 89% of the

protein structures were solved by this method. The highly concentrated purified

sample first has to be crystallized. The crystal is placed in an X-ray beam and the

electrons in the crystal scatter the incident X-ray beam. The diffracted X-ray from

the crystal produces a specific pattern depending on the lattice structure, which

enables to reconstruct the 3D structure of the molecules in the crystal. The electron

4



1.2. STRUCTURE DETERMINATION

Figure 1.1 The image shows the number of structures per year until 2014 also
including the important discoveries. (1) myoglobin, the first structure solved
by X-ray crystallography, (2) small enzymes, (3) tRNA, (4) virus, (5) anti-
bodies, (6) protein-DNA complexes, (7) ribosomes and (8) chaperones (taken
from wwwPDB.org).

density ρ can be obtained from the diffracted wave using the equation 1.1.

ρ(x,y,z) =
1

V

∑
h

∑
k

∑
l

|Fhkl |exp[2πı(hx + ky + lz) + ıΦ(hkl)] (1.1)

In the diffracted pattern the amplitude information, I = F.F∗, is recorded whereas

the phase information Φ is lost. However, both the information are needed to re-

construct the real space electron density by the Fourier transformation technique.

There are many methods available to solve the phase problem like molecular re-

placement [18], heavy atom labelling etc. Once the 3D electron density map is

reconstructed there are number of programs available like Phenix [19] for auto-

matic and Coot [20] for manual model building to determine the structure there-

after. However, the model building will not end in perfect model, therefore refine-

ment [21, 22] has to be done. During the refinement, which is an iterative process,

the atomic model is successively improved, which in turn will improve the phase

information and enhances the clarity of the electron density map which can be used

for better model building, and so on.
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1.2. STRUCTURE DETERMINATION

The resolving power of a well ordered crystal is very high, since the typical

wavelength used is 1 Å. The technique allows for studying small amplitude motions

of the protein within the crystal lattice, but not large-scale motions, which are often

functionally important. Even though some proteins can be crystallized in different

conformations, it is typically not possible to determine all conformations that are

accessible to the protein. Moreover, it is often difficult to obtain a well ordered 3D

crystal for systems like protein complexes and membrane proteins, which makes

it difficult to study these systems by this method. Despite these limitations, X-ray

crystallography is, still, the most frequently used method in structural biology.

A new direction in the field of structural study is serial femtosecond crystal-

lography (SFX) [23, 24], which is used to study protein micro- and nano-crystals,

which are much easier to obtain than large crystals. Furthermore, imaging of single

particles such as viruses [25] and single cells [26] are possible. The field of SFX

emerged with the development of the X-ray Free Electron Laser (XFEL) [27–30].

SFX is used for small crystals and its a technique that suitably fills the gap between

XRC and serial femtosecond coherent diffractive imaging for non-crystalline sam-

ples. It is a destructive technique where the sample is detected very fast by a

femtosecond pulse, even before the radiation damage deteriorates the signal.

1.2.2 Electron Microscopy

Electron microscopy (EM) is an important tool in the expanding field of structure

determination. The first electron microscope, built by Ernst Ruska in 1933, was

capable of resolving to 50nm; Ruska received the Nobel prize 50 years later, for

his contribution. Unlike the optical microscope, where light is focused by opti-

cal lenses, electron beams are focused using electromagnetic fields produced by

focusing solenoid in an electron microscope. Electrons are affected by the electro-

magnetic fields and changing the current in the focusing coils affect the motion of

the electrons, which can easily be controlled.

There are two kinds of operating modes of an electron microscope: transmis-

sion electron microscopy (TEM) and scanning electron microscopy (SEM). If the

biology specimen is sufficiently thin, then the electron beam can be transmitted

through the specimen and this kind of imaging is called TEM [31, 32]. Whereas,

if the sample is too thick to transmit the electrons, in that case the secondary elec-
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trons produced from the surface due to the excitation by primary electron beam is

imaged. Therefore only the surface properties can be studied on such samples and

this technique is known as SEM [33]. TEM needs hundreds of kV accelerating

electrons to be fully transmitted by the sample, whereas SEM needs only few tens

of kV acceleration. SEM yields a 3D image due to its varying depth in the elec-

tron penetration on the surface, unlike TEM which yields 2D projection images of

the object. Resolution in EM is limited by spherical and chromatic aberration and

development in the field has emerged with aberration correctors [34–36]. In EM,

the sample is kept under ultra high vacuum condition leading to boiling of water in

the sample. Since, there is a large pressure difference between the sample and the

chamber, this could lead to an explosion in the sample. Therefore, the sample has

to be prepared by either dehydration, fixation, embedding, or freezing. When the

sample is frozen for TEM imaging, it is known as cryo electron microscopy (cryo-

EM). The two major techniques used to study the frozen (non-crystalline) sample

by TEM are the single particle analysis (SPA) and the cryo-electron tomography

(cryo-ET).

1.3 Cryo-Electron Microscopy

Cryo-Electron microscopy, being the method of the year 2015 [37], is the youngest

technique used for structure determination. Cryo-EM is the best suited to study

structures of large proteins, which cannot be crystallized and that exhibits multiple

conformational states. These possibilities make cryo-EM as a powerful technique

in structural biology, even though the maximum resolution is, at this moment, not

as high when compared to X-ray crystallography method. We can gladly view the

the developments in the studies since 1968 to the recent years. The first 3D EM

structure of the tail of bacteriophage T4 was obtained by reconstructing a limited

set of 2D images from negatively strained electron micrographs [38]. In 2005, the

same structure was reconstructed with much higher resolution of 15 Å [39].

With the recent advancements in the detector technology and image processing

software techniques, cryo-EM structure determination see a remarkable progress

with many data sets at resolutions better than 6 Å and has even reached near-atomic

resolution for few highly symmetric complexes, such as virus and very recent ribo-
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some data at 2.5 Å [40]. Even the technique has overcome the barriers in imaging

the lesser atomic weight complexes, less than 100 kDa. For example, 93 kDa lac-

tate dehydrogenase had been reported to 3.8 Å resolution structure [41]. It is clear

that the resolution is reaching atomic accuracy. The rapid developments in the

cryo-EM field, can be viewed from the raise in number of entries in PDB database

Fig. 1.2. From the graph, we could also infer that the released maps are, on aver-

age, in the intermediate resolution range; there are not many very high resolution

density maps reported.

Figure 1.2 Statistics taken from EMBD database (www.ebi.ac.uk) showing the
number of released cryo-EM density maps per year at different resolution
ranges.

In cryo-EM, the biological sample is placed on an EM grid (classically copper,

nickel or gold optionally covered by a thin layer of carbon), it is plunged frozen

[42, 43] in liquid ethane. The liquid ethane has a cooling rate of −105K/sec,

which can form vitreous ice on the grid. The liquid ethane is surrounded by the

liquid nitrogen environment at −196°C. Then the sample is imaged under high

vacuum. Because the sample is frozen, there is no need for dye or fixatives to hold

them in their native state. Plunge freezing a sample, avoids artefacts from fixation,

plastic embedding, dehydration, or staining. Only a very small amount of sample is
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needed to do cryo-EM imaging. After imaging the sample, the particles are picked

from the 2D micrographs either manually or automatically by pattern recognition

algorithms. The picked particle images are classified into the different orientations

and the set of classified images are averaged to obtain class averages, from which

an initial model of the 3D density can be estimated.

1.3.1 Single particle analysis

Single particle analysis is a method, in which the images from the electron mi-

croscopy collected by either the negative staining method or the cryo-EM method

are processed to get a 3D structure of a molecule or molecular complex. The

thickness of the sample has to be less than a few hundred nanometers, which is to

avoid multiple scattering of electrons inside the sample. However, the dimension

of the sample is still larger than the size of the particle. The sample is imaged

using very low electron dose to limit the radiation damage. The covalent bonds

break irreversibly, if the biological specimen are exposed to electrons of a typical

energy between 100 and 300 keV. In case of breaking of the covalent bond, the dis-

tance between the atoms increases. The increase in the atomic distance distorts the

molecule and the surrounding ice. The radiation damage causes a beam-induced

motion, which is often much larger than the allowed 1 Å, which is the diameter of

the hydrogen atom. Due to the beam-induced movement, the micrographs will be

blurred and the high-resolution is at stake.

With the older CCD cameras, this blurring could not be avoided, but this has

changed after the introduction of direct electron detectors. The direct electron

detector can image the sample at a rate of several frames per second, quite the

contrary to the CCD cameras which do not have such a fast readout. For the large

complexes of MDa weight, the beam-induced movement can be tracked and cor-

rected for every particle separately [44]. The motion correction works well, if the

size of the particles is larger than 300 kDa. Because, in the micrographs, the vis-

ibility of larger particles is sufficiently good for larger particles [45]. When the

complex weight is smaller, the motion correction technique is employed for an

ensemble of particles. It is reported that even for small asymmetric proteins the

resolution can be improved. By motion correction, they were able to resolve the

structure of the γ- secretase complex to 4.5 Å, which is only 170 kDa [46]. For
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ideal images, with no particle shift, the particle size can be theoretically as low as

38 kDa [1].

Semi-automatic and fully automatic algorithms are used to pick particles from

a large number of 2D micrographs. After identifying the coordinates of the parti-

cles, they are aligned and classified. The clustered images are averaged to form 2D

class averages, which can be used for sorting images into different states and also

for building an initial model. Each particle image is compared to the projections of

a reference initial structure into a large number of orientations and the best match

is used to assign the corresponding orientation parameters to this particle image.

Multiple initial structural references can be used in case of structural heterogene-

ity. Most popular programs used for image processing of single particle data are

RELION [3], SPIDER [47], EMAN2 [48] and XMIPP [49]. If the resolution of the

final reconstructed density map is high enough (better than 4.5Å), an atomic model

could be built directly from the density map. If the resolution is worse, additional

knowledge about the structure (e.g. a known X-ray structure) is required to build

or optimize an atomic model that correctly describes the structure corresponding

to the map. The final step is to validate and interpret the obtained 3D structure.

1.3.2 Cryo-Electron Tomography

Cryo-electron tomography (cryo-ET) is a three-dimensional imaging technique

used to study cellular morphology and structures in their physiological environ-

ment. Cryo-ET is similar to magnetic resonance imagining (MRI) and positron

emission tomography (PET) used in medical imaging. With the overall advance-

ment both in field of instrumentation and methodology, cryo-ET has become the

high resolution imaging technique on cell, tissue, and on membrane scale. Even

though the resolution is not comparable to other methods like XRC, the complex

does not need to be purified and can be imaged in close-to-native conditions. Cryo-

ET is also well suited to study transient and membrane associated complexes. Like

in single particle cryo-EM, the sample is plunge frozen to form vitreous ice and

2D projections are recorded using transmission electron microscopy at various tilt

angles as in Fig. 1.3 A. The 3D volume is then reconstructed from the tilted pro-

jections.
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Figure 1.3 Cryo-Electron Tomography (Steven and Belnap, Current Proto-
cols in Protein Science, 2005 ( [50])). A) The sample is images at various tilt
angles until ±70°. B) 2D projections at different angles of the sample. C) 2D
projections are used for reconstruction of 3D volume.

The sample thickness within 15μm can be plunge frozen and thicker samples

are created in amorphous state by high-pressure freezing [51]. In high-pressure

freezing, the sample is kept at ∼2000 bar and cooled by spraying liquid nitrogen.

The thickness of the sample is limited to 200 nm for an accelerating voltage of

100 kV due to inelastic scattering that electrons would undergo within the sample.

Unlike single particle analysis, in cryo-ET the tomograms are recorded at incre-

menting tilt angles. However, the images cannot be recorded for more than ±70°

tilt angle. Because the thickness of the sample will become too large, which results

in increasing of the effective path length of the electron beam [52]. The tilt angles

at which the images cannot be recorded is known as the missing wedge in electron

tomography. It would result in a wedge-shaped missing region in the Fourier space

where the data has no information. The missing wedge is another severe limitation

in electron tomography. It would lead to blurring artefacts and anisotropic reso-

lution in cryo-tomograms. The technique of using a cylindrical specimen holder
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like thin walled carbon tubes instead of flat grids are used to overcome the missing

wedge problem [53]. But the cylindrical specimen holder which was used for ribo-

somes and whole bacterial cell has its own limitation that the tubes are fragile and

the sample has to be placed at the narrow usable region.

When the sample is too thick then serial section electron tomography can be

used. The sample is serially cut to 1 − 2μm and each section is reconstructed to

3D from single tilt series and finally they are recombined to a single whole vol-

ume [54]. The Crowther criterion in equation 1.2 gives the relation for achievable

resolution d, for a sample thickness of D and the minimum number of views m

needed [55].

m =
πD

d
(1.2)

As shown in Fig: 1.3.C, the 2D images are back projected by computational

methods to form a 3D density map. The images are first aligned to each other,

which is usually done using fiducial markers like gold particles. Thereafter their tilt

angles and axes are estimated before 3D reconstruction. Many software packages

are available to do the reconstruction process [52], such as IMOD [56], SPIDER

[57], Bsoft [58], TOM [59] and PyTom [60].

Tomograms reconstructed from a tilt series, usually, have very low resolution.

If the same particle can be identified multiple times within the tomogram, then

subtomogram averaging is a common method to improve the resolution. The subto-

mogram averages are the averages of 3D volumes selected from the tomogram to

improve the signal-to-noise ratio by iteratively aligning and averaging with a refer-

ence model. At every step the highest cross-correlation value between the reference

model and the subtomogram is used to evaluate the right rotational and transla-

tional alignment. Similar to the single particle analysis, orientations of the particle

images are determined at each iteration step by an existing structure, but done in

3D instead of 2D [61]. Due to the missing wedge problem, the average has to be

reweighted in Fourier space of the 3D volumes, hence the averaging algorithm is

different from those used in single particle cryo-EM, which was developed [62].
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1.4 Cryo-EM resolution

A few years ago, cryo-EM density maps were of only low resolution on account

of which the field was even called ’blob’-ology. With the advancements in all

the different areas, the field is now moving from blob-ology to molecular details

[63, 64]. The resolution in cryo-EM is mainly limited by:

• Electron dose

• Quality of detection technique

• Beam optics quality

• Electron beam tilt introducing a phase shift to images

• Estimation of defocus value

• Multiple scattering of electrons within the sample

• Low signal to noise ratio in images

Detectors also play an important role in limiting the achievable high resolution.

But the development in instrumentation and methodology have revolutionized the

field. Especially, there was a big leap when the charged coupled devices (CCD)

and photographic films were replaced with the direct detection devices.

1.4.1 Detectors

Photographic films were used for many years for recording the images and yielded

high resolution due to its large number of pixels available [41]. The main draw-

back with the films is that it has to be developed and scanned and cannot be easily

automated, therefore the entire process is not faster, efficient and large scale data

collection was problematic. The CCD cameras, which replaced the photographic

films, has to convert the electron to photons in the scintillator and then coupled to

the sensor through a lens or fiber optics as in Fig: 1.4. Although CCD has fast read-

out efficiency, the light scattered within the scintillator leads to signal generation

from each electron read by more than one pixel, which, in turn, limits the resolu-

tion. If the signal is detected in more than one pixel, a modulation transfer function
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(MTF) can be calculated quantitatively [65]. MTF is the Fourier transform of the

point spread function (PSF). The PSF describes the blurring effect of a point-object

to a minimal size and shape due to scattering. MTF measures the contrast trans-

ferred from object to image at each resolution in frequency domain [66]. Direct

detection of electrons improves the MTF considerably, this results in enhanced de-

tective quantum efficiency (DQE) of the detector. Due to the multiple scattering

of electrons, the output signal-to-noise ratio (SNR) is decreased compared to input

SNR, making the DQE at spatial frequency ω lower as shown in equation 1.3. The

DQE is affected by both the MTF and the detection noise. Hence, DQE will be

lower than the ideal value of 1. This is given by the equation 1.4 in which the noise

power spectrum (NPS) represents the noise in the image.

DQE(ω) =
(SNRout)

2

(SNRin)2
(1.3)

DQE(ω) =
Dose×MTF(ω)2

NPS(ω)
(1.4)

The spatial frequency ω ranges from 0 to 0.5 pixel−1. The 0.5 pixel−1 limit

is called the Nyquist frequency. The Nyquist frequency is defined as the minimum

rate at which a signal can be sampled without errors, which is twice the highest

frequency present in the signal for a pixelated image [65]. The sampling frequency

above the Nyquist frequency undergoes sampling error known as aliasing. Cryo-

EM data are usually sampled until twice the Nyquist to reduce the aliasing effect

and image distortion.

The photographic films are more efficient at high resolution with a DQE ∼ 0.3

and the CCD at the low resolution range with DQE ∼ 0.1. A high DQE detec-

tor combining the advantage of both the films and the CCD has lead to the use of

monolithic active pixel sensors (MAPS) [69–71]. These active pixel sensors are

called direct detection device (DDD), as the name suggests, it could directly de-

tect the electrons passing through a thin semiconductor membrane and thereafter

detected as shown in Fig 1.4, making the DQE higher. Unlike in CCD, image

distortion is minimized as there is no coupling needed to transfer the signal for de-

tection and reduced back scattering due to μm thickness allowing to reach higher
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Figure 1.4 The difference between the CCD camera and the direct detection
camera techniques. Unlike direct detection cameras, CCD camera uses a scin-
tillator and fiber optics coupling before the electrons are detected by the sen-
sor.

Figure 1.5 Images shows A) GroEL reconstruction of 72,316 particles from
direct electron detector. B) Fourier shell correlation curve from the two half
maps of the GroEL gives FSC0.5 = 6.1 Å. Comparing one of the asymmetric
subunits reconstructed from images recorded using C) DDD, D) photographic
film from 4 Å map [67] and E) CCD camera from 5.4 Å map [68]. Figure
reprinted with permission from A. C. Milazzo et al., Initial evaluation of a
direct detection device detector for single particle cryo-electron microscopy,
Journal of structural biology, 176: 404-408 (2011).
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resolution. From the first structure recorded in 2011- using direct electron detector

of GroEL- in Fig. 1.5 [72], the field has taken a big leap that its even known as the

resolution revolution [45].

1.4.2 Resolution Criteria

Resolution in optics is defined as the smallest distance between two points in the

image that can be distinguished as individual entities. In optics and X-ray crystal-

lography, the resolution depends on the orders of Fourier component of the signal

part available for Fourier synthesis [73] and is defined as

d = 0.61
λ

n sinα
(1.5)

where λ is the wavelength of the radiation used, n is the refractive index of the

medium (n=1 for air and 1.51 for oil or glass) and α is the biggest scattering angle

and nsinα gives the numerical aperture. Imposing the condition that the numerical

aperture should be large to capture the first diffraction pattern from the source,

makes the value as ∼1 for light microscopy and ∼0.01 for electron microscopy.

So, the resolution limit for light microscopy is 25-42 Å for wavelength of 400-700

nm and for electron microscopy λ depends on the accelerating voltages as

λ =

√
h2

2meV
(1.6)

h being the Planck’s constant, m and e are the mass and charge of the electron

respectively and V is the accelerating voltage. For typical voltage used in exper-

iments, V = 300 KeV, the resolution limit should be 1.2 Å [74]. But there are

several factors forbidding the resolution to reach close to this limit [75].

The Fourier component of the signal will be concentrated as a peak and the

noise will be as a background in electron-crystallography. By subtracting the peak

density with the mean of the background noise, would give an idea about the res-

olution [73]. With non-crystalline nature of cryo-EM sample, the resolution mea-

surement does not hold the same definition. When the structural information is

almost near to atomic resolution, the resolution can be fully or partially be as-
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sessed by the quality of the structure, specifically, by the quality of the α-helices.

But in cryo-EM the resolution in most case is not very close to resolutions allowing

to clearly judge the secondary structural information, one has to use the statistical

measure to estimate resolution [74]. In cryo-EM, the data set is randomly divided

into two half sets of the data. The correlation in the 3D Fourier space between

those halfs, defines the resolution of the data. The Fourier shell correlation (FSC),

was introduced by 1986 by Harauz and van Heel [76, 77]. It is the correlation of

the structure factors of two density maps in the complex Fourier space and it is a

3D extension of 2D Fourier ring correlation (FRC) [78, 79].

FSC(r) =

∑
ri∈r F1(ri ).F2(ri )

∗√∑
ri∈r |F1(ri )|2.

∑
ri∈r |F2(ri )|2

(1.7)

F1 is the complex structure factor of one density map, F∗2 is the complex con-

jugate of the structure factor of second density map and ri is the voxel element at

radius r.

The structure factors of the two volumes can be written as a sum of the common

signal term (S) and and noise terms (N1 and N2). Hence, the correlation can be

written as:

Correlation =

∑
(S +N1)(S +N2)

∗√∑|S +N1|2
∑|S +N2|2

(1.8)

If the signal and noise are uncorrelated and have the same signal level, the

above equation can also be written as:

FSC =

∑|S |2∑|S2 +N2| (1.9)

When the FSC = 0.5, then S2 is almost equal to N2. The FSC = 0.5 criterion

works well since it is independent of how the density map is reconstructed, i.e.,

it could be used when there is a model bias or same model used for both the half

maps for reconstruction. This FSC criterion of 0.5 is however an underestimation

of the resolution, since the value represents the signal or resolution corresponding

to only half the data. Using the whole data information, the noise would reduce to
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N/
√
2 [80] making the above equation,

FSCfull =
2FSC

1+FSC
(1.10)

A better criterion for resolution assessment for full data set would be to com-

pare the full data to a perfect noise free density. Hence, one half of the data set can

be assumed as full density as in the equation 1.10, which is the average of both half

maps and the other half as the noise free density. Substituting the above conditions

in the equation 1.8 and having a threshold Cref = 0.5 will give a FSC = 0.143.

Cref =

√
S2

S2 + N2

2

=

√
2FSC

1+FSC
(1.11)

In terms of structure factor, the equation 1.11 can be rewritten as below:

Cref =

∑|F1||Fref|cos(Δφ)√∑|F1|2∑|Fref|2
(1.12)

The correlation Δφ between the perfect phase from Fref and experimental map

F1 gives the phase error, which is analogous to the figure-of-merit m in X-ray

crystallography [81]. A phase error of 60°, corresponding to m = 0.5, represents

the data that is good enough for structure modeling [82]. Also, the real space

correlation coefficient is equal to the equation 1.12. Hence, the Cref = 0.5 is

considered as a better choice than Cref=0.8 at FSC = 0.5. The FSC calculated from

the two half maps that are reconstructed with the independent models, is known as

gold-standard FSC [83], which is typically used to determine the resolution with

the FSC = 0.143 criterion.

From the reference [84], the correlation coefficient table 1.1 gives a clear pic-

ture of the different FSC criteria.

Table 1.1 Correlation coefficient (Table A1 from [84]

FSC FSCfull Cref Phase error(degree) S/N1/2 S/Nfull

0.50 0.67 0.82 35 1.00 1.41

0.33 0.50 0.71 45 0.71 1.00

0.14 0.25 0.50 60 0.41 0.58
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There are two resolution criteria available for cryo-ET data. Analogous to SPA,

resolution assessment is done by splitting the tilt series into two data sets and es-

timating the correlation of the structure factors (FSC) in the Fourier space. The

second criterion, known as the noise compensated leave one out (NLOO) is per-

formed on the 2D Fourier ring correlation between one of the original projection

image and the reprojected image from the tomogram reconstructed using remaining

images. The reprojected tomogram image would have better SNR, hence the noise

has to be compensated when calculating the cross correlation. NLOO provides a

resolution assessment by tilt angles, hence it is computationally expensive [85]. If

the resolution was only noise limited, both the FSC and NLOO would be identi-

cal. Very similar to SPA, the resolution is greatly limited due to the conformational

heterogeneity. Until now, cryo-ET data is mostly in the low resolution range and

only very few higher resolution structures have been published in recent years.

The EMBD statistics from August 2016, fig: 1.6 shows the resolution of the aver-

age data deposited is around 19.6 Å and highest 14.7 Å and that of subtomogram

averages is around 35.1 Å (red curve) and the highest resolution (blue curve) of

3.9 Å. Despite the fact that cryo-ET is the highest resolution imaging technique

available to study the whole cellular architecture, it does not easily allow to study

the individual components in atomic detail.

Figure 1.6 Statistics taken from EMBD database (https://www.ebi.ac.uk).
Cryo-electron tomography resolution trend for tomograms (left) and subto-
mogram averages (right) having the average (red) and highest (blue) resolu-
tion per year in both the plots.

With the great advantage of applying cryo-EM to various biomolecular com-
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plexes and with the overall growth of the field, there is a high demand accessing

high resolution information in cryo-EM data to get the very detail of a structure,

for example in the case of developing new drugs. Because of this need for new

methods to improve the resolution of the cryo-EM data, we have developed a new

algorithm which could overcome the hurdle due to conformational heterogeneity

to reach high resolution.

1.5 Conformational heterogeneity

Cryo-preserving the sample is the best technique to study the conformational flex-

ibility under nearly physiological condition. But analyzing different conformers in

the data is a very tedious computational task. Although most of the time these con-

formers are considered as an inconvenience, studying them helps us to get a deep

insight into the pathway of the biological functions. Several methods have been

developed to handle the conformational heterogeneity by classifying and sorting

the images into different conformational classes. Most common in use are boot-

strapping [86], maximum likelihood alignment [87], normal mode analysis [88],

brownian trajectories [89], covariance matrix [90], and principle component anal-

ysis [91].

In the biological macromolecules, the conformational motions leads to global

structural changes, however they can be split into smaller rather rigid domains.

Rigid domains are regions where the structure would remain very similar in all

the conformations and could be chosen such that the rigid fitting of them leads

to perfect fit of the whole domain. Those rigid domains could be aligned and

averaged individually and later combined back to get a higher resolution density

map. This is analogous to NCS averaging used to improve the phase information in

the field of X-ray crystallography [92]. Instead of doing rigid fitting for many rigid

domains, one could also flexibly bend or fit the whole density map in one step. The

advantage in flexibly bending the whole map is to avoid the step of cutting into

smaller rigid domains and later combining all the domains after rigid fitting, to get

the full density map that could lead to artefacts if not done carefully.

Rigid fitting or docking is a relatively simple method since it is only a search to

match in the six-dimensional translational and rotational space. For rigid fitting a
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structure or a density map to a density map, there are fully automated software like

Situs [93], Chimera [94], EMfit [95], Modeller [96]. When a previously known

atomic structure that belongs to one conformation, has to be fitted to another con-

formational map, rigid fitting is not appropriate anymore. There emerged the need

for flexible fitting or what is commonly known as refinement of structures. Re-

finement of atomic structures to density maps have started with the development

of XRC [97], thus paving the way for the development of many fully automated

software packages. Molecular dynamics (MD) simulations have been introduced

by Brunger et al. to improve the refinement [98]. Molecular dynamics flexible

fitting (MDFF) [99] is a simulation tool combining MD and extra potential de-

rived from EM map. There are also methods combining the normal mode analysis

(NMA) [100] with the elastic network model (ENM) [101]. ENM is attracting

due to its simplicity, robustness and scalability. In ENM, the complex molecular

structure is broken down to nodes and springs. Nodes represent the residues and

the springs are the connections between the near by residues. The positions of the

nodes are obtained from prior known structures and this reduced model gives the

distribution of interaction to determine the structural dynamics. Thus, making it

faster and robust when compared to full-fledged atomic force calculations [102].

More recently developed Deformable elastic network (DEN) implemented in Di-

reX [103], CNS [104], and later in Phenix [105] use a prior known reference model

in which atom pairs are connected randomly within a fixed interval range. There

are two kinds of forces acting against each other. One is the force that restores the

structure to the reference model and other that pulls towards the EM map.

Flexible fitting or refinement is very helpful to understand the conformational

dynamics of the proteins. Until now, only flexible fitting of atomic structures into

density exists and there is no method available to elastically or flexibly fit a 3D

density map to another density. Hence, we developed the ELastic alIGN (ELGIN)

method which is similar to the elastic image registration technique in medical PET

and CT scan, elastic volume reconstruction in serial-section microscopy, where

the ultra-thin microscopy sections are elastically aligned to reassemble the volume

with minimal artificial deformation [106], and very common in computer graphics-

morphing and remote sensing. StructMap developed for visualization of conforma-

tion difference by elastic transformation also uses iterative 3D-to-2D elastic align-
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ment [107].

1.6 Refinement of atomic models

DireX is the main software used as a basis for developing all the methods in this

thesis, particularly the ELIGN algorithm. Molecular dynamics flexible fitting was

another program used in the precision measurement of Cartesian coordinates dur-

ing structure refinement. Other software packages like EMAN, Chimera and VMD

were used as tools for filtering, FSC estimation and visualization since they are

very well established for these tasks.

1.6.1 DireX

DireX was initially developed for structure refinement to fit atomic structures into

density maps at low resolutions in real space. The idea behind the method was

to change only those degrees of freedom provided by the experiment and to keep

others close to the reference structure. DireX makes use of the geometry based

sampling iterative algorithm CONCOORD [108]. DireX uses the deformable elas-

tic network (DEN) restraint potential for refinement.

As described earlier, in the DEN method random atom pairs within an interval

range of typically ∼3-15 Å are connected by harmonic distance restraints. There

are two kinds of opposing restraints determining the amount of deformation: One

is the restraint from the reference structure and the other from the experimental

density map. As described in Fig. 1.7, the potential has its minimum at the refer-

ence structure at the start. With a proper balance between the experimental data

and the restraints used, the potential is moved to fit to the density map. The im-

portant parameter while using deformable elastic networks is γ . The γ parameter

defines the extent of flexibility for the DEN and acts like a spring constant. If the γ

value is 0, then the restraints are not deformable, the DEN potential is identical to a

regular elastic network and the output stays very close to the reference structure. In

the case of unit γ value, the DEN potential can slowly follow the refined structure

and does not use the reference information at all. Some other important parameters

used are map strength, distance restraints strength, and the cross-validation cut-off

values. The map strength defines the force that acts on the structure to fit the model
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Figure 1.7 Principle of the deformable elastic network (DEN) method. The
DEN potential is defined by distance restraints (black springs) between ran-
domly chosen atom pairs. During the refinement the target distances, dij (t),
of the restraints are allowed to follow the motion of the structure as it is re-
fined to fit the target density (green) and in addition are pulled towards the
corresponding distances in a reference model dij (0) (Figure adapted from
www.schroderlab.org)

into the density map (the default map strength value is 0.03 in arbitrary units).

Distance restraints act like a spring between atom pairs, where the strength of the

restraints controls the amount of movement between the defined pairs of atoms.

The distance restraint strength value ranges from 0 to 1; a value of 0 means the

distance does not change, and a value of 1 means that the distance is not restrained

at all (the default value is set to 0.4).

EDEN(t) = k
∑

pairs i,j

(dij (t)− d0ij (t))2 (1.13)

The DEN potential is defined as in equation 1.7, where k is the spring constant,

dij (t) is the distance between the atom pairs i and j at tth step of the simulation,

and d0ij (t) is the equilibrium distance at step t.
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DireX can also use a generic bead model instead of an atomic structure, where

the "atoms" are simply point masses without any further geometric constraints.

Any density map can be represented by such a bead model, for example by placing

point masses onto the grid points of the density grid with a mass that is proportional

to the density value at the corresponding grid point. Such a bead model can be used

when there is no known structure available.

1.6.2 DireX cross-validation

DireX uses cross-validation, a tool to measure the goodness of fit at every step.

Cross-validation is very important to avoid overfitting. Similar to the cross-validation

method in X-ray crystallography for refinement of atomic structures, a validation

method is also available in DireX. In X-ray crystallography, the R-factor is the

measure of the goodness of fit of protein models [109]. The equation 1.14 gives

the expression to calculate the R-factor from the amplitudes of structure factors

from the experimentally observed diffraction pattern (Fobs) and the structure fac-

tors calculated from the model (Fcalc). R-factor is calculated at every step and the

final value is considered as a measure of quality.

R-factor =

∑|Fobs −Fcalc|∑|Fobs|
(1.14)

R-factors ranges from 0 for a perfect model to 0.6 for a completely wrong

model. If the R-factor is typically improved by the structure refinement. The value

will be ∼ 0.2 for a model refined with 2.5Å data. R-factor value alone cannot

validate the model but additional measures such as protein geometry, Ramachan-

dran plot, and rotamer analysis are also needed. The R-factor is however prone to

overfitting, it is possible to decrease the R-value in the refinement even though the

structure does not improve, since the number of parameters is often larger than the

number of experimental observables. To monitor overfitting, the RFree value was

introduced by Brünger in 1992 [110], its the same as R-factor but calculated only

for randomly chosen structure factors that were not used in the refinement (test set)

typically about 5 to 10%. This test set is used only for assessment, the RFree value

is more reliable than the R-factor, since its free from any bias from refinement.

The rest of the data set (work set) consisting of 90-95%, which defines the RWork
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value, is used for the refinement.

Figure 1.8 The FSC curve along with the work band and free band and the
two resolution criteria at 0.143 and 0.5 used in general. The interval between
the two red lines makes the cfree interval and the interval with higher fre-
quency from 5Å forms the work range.

A cross-validation method is implemented in DireX [111], which is similar to

the procedure used in crystallography, where a random set of structure factors is

chosen as the test set. Choosing random set as independent test and work set, is

possible only in crystallography and not in cryo-EM. The finite size of the protein

inside a box in real space [112, 113], and the image alignment procedure for 3D

reconstruction [114] leads to correlations of structure factors in Fourier space. The

correlation is bigger between low- than between high-resolution Fourier shells. For

the above mentioned reasons, unlike X-ray crystallography, the test set in cryo-EM

is not computed for a random set from the data but for a continuous band in a high-

resolution Fourier shell. As shown in fig 1.8 the high spatial frequency band which

has low signal to noise ratio is used as the free band and used only for validation

and the work band is used for refinement. Typically the high resolution end of the

free band is the resolution of the density map and the width of the band can be

2Å or 3Å. The free and the work set are more independent as the free band gets

wider. The CFree value is the cross-correlation coefficient between the model and
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EM density map, where both maps were band-pass filtered with the free band. The

CFree value is a good indicator of the refinement quality and should ideally increase

during the refinement as long as the model is not overfitted. When the structure fits

very well within the density map, then the CFree would converge. The parameter in

DireX, CFree, is therefore similar to the RFree value in crystallography.

1.6.3 Molecular dynamics

Molecular dynamics (MD) simulation is defined as study of the atomic and molecu-

lar interactions that govern the properties of the physical system. It is possible to do

various types of MD simulation depending on the types of interactions and param-

eters. If the interactions are described quantum mechanically, using Schrödinger

equations, then the simulation is called quantum mechanical (QM) simulation. QM

is very accurate and expensive computational tool, hence can be used only on small

systems like 10-100 atoms on a timescale of 10-100 picoseconds. To study less ac-

curate and larger physical systems (104 -105 on atoms 10-100 nanoseconds) New-

tonian forces are used, it is known as classical molecular mechanics (MM). MM

is usually a very fast calculation tool. Mixed quantum and classical interactions

(QMMM) can be used for the systems of 104-105 atoms on 10-100 picosecond

timescale.

Force field in MD simulations accounts to the total interaction energy due to de-

grees of freedom for the atoms, interaction among the atoms, physical conditions

such as temperature, pressure and wall force. The force field defines the energy

landscape of the system computed from the functional form and the parameters.

There are many kind of force fields each optimized using empirical data for differ-

ent molecular groups. Some force fields includes also additional function such as

hydrogen bond, geometrical parameters and anharmonic corrections to a harmonic

oscillation. Depending on how the proteins are embedded in the solvent, i.e., in-

cluding or excluding the water molecules they are known as implicit or explicit

solvent respectively. Some of the common force fields used in the field of MD are

CHARMM [115] (implicit, explicit, all atom and united atom calculations), AM-

BER [116] (implicit, explicit and all atom calculations), GROMOS [117] (explicit,

vacuum and united atoms) and packages like GROMACS [118] (AMBER, GRO-

MOS) and NAMD [119] (CHARMM, AMBER and GROMOS) use combination
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of force fields.

In our method, we use classical molecular mechanics simulations using Nanoscale

molecular dynamics (NAMD) force fields. Its a parallel molecular dynamics pro-

gram written on Charm++ parallel objects but also has the advantage that it can be

used with CHARMM, AMBER and X-PLOR. It uses the most common visualiza-

tion software Visual molecular dynamics (VMD) for setting up the simulation and

analysis of the trajectories thereafter. NAMD was developed initially to meet the

increasing demand to study the structure of large biomolecules and also to use the

growing hardware technology. Hence, NAMD serves as a better computing tool

that can be used parallel on thousands of cores for larger complexes. NAMD 2.9

has a desktop version known as MDFF by implementing implicit solvent simula-

tion done by GPU acceleration, "lite" grid forces for faster computing and taking

advantage of the shared memory of a machine for optimization.

1.6.4 Molecular dynamics flexible fitting (MDFF)

MDFF is used for flexibly fitting of atomic structures into density maps. MDFF

uses NAMD (CHARMM27) force field with dielectric constant of 80 for in vacuo

simulations. Langevin thermostat is used to maintain the temperature at 300K.

MDFF has additional external forces into MD simulation to guide the atoms into

the high density regions which corresponds to the energy minima. This force is

proportional to the gradient of the EM map. MD force fields take care of the stere-

ochemistry of the structure where as the harmonic restraints are used to preserve

the secondary structure and nucleic acids. MDFF total potential energy can be

written as sum of three potentials as described in [99]

Utotal =UMD +UEM +USS (1.15)

here, UMD stands for the MD potential energy, UEM for the potential energy

from EM map and USS for the potential that keeps the wholeness of the secondary

structure.

f EM
i = − ∂

∂ri
UEM(R) = −wi

∂

∂ri
VEM(ri ) (1.16)
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where,

VEM(r) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
ξ
[
Φ(r)−Φthr

Φmax−Φthr

]
, if Φ(r) ≥Φthr

ξ, if Φ(r) ≥Φthr

(1.17)

Coulomb potential Φ(r) from the map, Φmax maximum density value in the

map, Φthr is threshold value, below which is mostly solvent density, hence, the

data is discarded, ξ is the arbitrary scaling factor, wi is the atomic mass of ith atom

and ri is the position of the ith atom.

The force f EM
i from the EM map acting on each atom in MDFF is done by grid-

steered molecular dynamics [120] which depends on the gradient of the potential

at the atom position, making it a local fitting method. This external force can be

scaled same for all atoms by the scaling faction ξ . Whereas the weight wi can be

defined on each individual atom separately typically by its atomic mass.

The secondary structure can also be preserved by using harmonic restraints

to the set of secondary structure coordinates to the initial structure. Harmonic

restraints for the protein are applied by dihedral angles.

USS =
∑
μ

kμ(Xμ −X0
μ)

2 (1.18)

Xμ stands for the harmonics restraints and X0
μ is the equilibrium value from the

initial structure.

We have used the standard MDFF refinement procedure in our method. As an

initial preparation in the MDFF protocol known as the mdff setup function,

various input files for both the atomic structure and the density map has to be pre-

pared. Firstly, the structure is rigidly docked into the EM map. This can be done

using any software which can fit an atomic structure to the density map. Situs is

used here, it gives the best few structures and the first best fitted structure is taken

as the starting structure. Since MDFF uses NAMD, a psf and pdb file with the

contains the information about the atomic connectivity and charge is created in

VMD. Also per atom scaling factor for the whole pdb is needed which is generated

by mdff gridpdb function. To avoid overfitting secondary structures, cis/trans

peptide configuration and chirality restraints can be given as extra informations by

the extrabonds feature in NAMD. Girdforces function in NAMD can be used to
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define an external potential on the 3D grid. Hence, the density map has to be con-

verted to the potential UEM for using it in MDFF by mdff griddx command.

The potential can be scaled to the need by a scaling function which is fed as an ad-

ditional gscale parameter. The parameter gscale defines the strength of the density

map force on the atomic structure used for the refinement. Higher gscale means a

higher force on the atomic structure to fit into the map. Even though gscale should

be chosen according to the system, typically, a lower gscale value around 0.3 is

used. The time for the MD simulation can be defined with the parameter numsteps

and given always in terms of nanoseconds. In our case the simulation was done

for 500ps time which is good enough for the refinement to converge. With all the

above mentioned initially prepared files the first configuration NAMD file is cre-

ated which is used as input for the second NAMD configuration file. In the second

step, only energy minimization is done with a much higher scaling factor ( gscale

=10) than used in the first step with minsteps parameter. The MDFF setup steps

will give output (.namd) files. NAMD should be run with the namd2 command

with these file as an input. The output of the namd2 run would be a trajectory

of the refinement. NAMD has the option of running parallely on many processors

with the +p option. Parameter optimization is done by refining the structure with

various gscale values.

1.6.5 Root mean square fluctuation (RMSF)

The root mean square fluctuation (RMSF) is used for estimating the positional

precision in real space refinement described in chapter 4. The root mean square

deviation (RMSD) is used to determine only the divergence of a protein structure

relative to a reference structure over time. RMSD is the average over all atoms

with respect to a specific time.

RMSD(t) =

√√
1

n

n∑
i=1

(ri(t)− rref
i )2 (1.19)

Equation used for calculating RMSD value, where ri is the position of atom i
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and r
ref
i is the position of the same atom in the reference structure.

RMSF(i) =

√√√
1

T

T∑
ti=1

(ri(tj )− rref
i )2 (1.20)

Whereas, the RMSF given by the above equation is the average over time T.

Thus, RMSF gives the measure of atomic movement for each residue averaged

over time. RMSF is useful to determine the most flexible part of the protein which

otherwise cannot be done with RMSD. RMSF is also know as "RMSD per residue"

since it is the value corresponding to the RMSD time averaged for each residue.

Hence, the mean RMSF can be used to calculate the average atomic movement in

the ensemble of protein structures. RMSF can be easily calculated for the selected

ensemble of protein conformation by the readily available programs.
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Results

This thesis aims to develop various methods needed for better structure determi-

nation of the cryo-EM data. Three individual algorithms were developed in this

thesis and are presented below:

(1) ELIGN: Elastic alignment of Cryo-EM density maps

Biomolecular complexes can be studied under near-native physiological conditions

using cryo-EM. Most of the density maps obtained from cryo-EM experiments are

limited in resolution by conformational heterogeneity. Improving the resolution of

the density maps, thus, requires to account for the structural heterogeneity. The

resolution can often be improved when sorting the images into classes of similar

conformations and reconstructing each class separately. However, sorting leads to

a lower number of images per reconstruction, which again lowers the quality of

the reconstruction. To address this problem, density maps of such different con-

formational classes need to be averaged. Averaging can be expected to lead to

better signal-to-noise ratio and therefore to higher resolution. However, averaging

density maps of different conformations needs to allow for elastic alignment of

a density map into another density map. By elastically fitting the density of one

conformation into another conformation, such that individual domains are well su-

perimposed, different density maps can be aligned better. The density grid will

be treated as a semi-flexible body which enables flexible alignment and averag-

ing during the density alignment. The flexible density map alignment effectively

reduces the variance between the image classes and allows for merging different

classes to benefit from the higher number of images per reconstruction, with the

aim to improve the resolution.

The manuscript is close to being submitted. My contribution: Complete imple-

mentation of the method, analysis of all data and writing of the manuscript.
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(2) VISDEM: Improving the Visualisation of Cryo-EM Density Reconstruc-

tions

Appropriate visualization is important for the proper interpretation of a density

map. VISDEM is a sharpening algorithm which uses the general statistical packing

density information of proteins. This helps to build a pseudo atomic model from

which the constraints in both the real space - density histogram and the Fourier

space - radial structure factor are estimated. VISDEM is not model biased, because

only the density reconstruction and statistical information of proteins are used to

build the pseudo-atomic model. The result shows that the method yields sharpened

maps that are better than the common B-factor sharpening approach. The results

are also as good as sharpening using the correct structure factor and density his-

togram from a crystal structure.

This work was published in Journal of Structural Biology , vol. 191, pp. 207 -

213 (2015). My contribution: Its an equal contribution by myself and Michaela

Spiegel. Both performed calculations and analysis of all the data and also wrote

the manuscript together.

(3) Estimating positional precision in real space refinement

There are several approaches available for estimating the precision of atomic struc-

tures for refinement against structure factors from X-ray crystallography. With the

enormous growth of the cryo-EM field in the recent years, there is a need for deter-

mining both accuracy and precision of atomic models built from cryo-EM data. In

particular, when the data is in the low- to intermediate-resolution range, the atomic

models obtained from the refinement are prone to errors. Thus, a new method

was developed to estimate the positional precision in real space refinement. The

method uses the cross-validation value available in the software DireX to find the

best ensemble to calculate the coordinate error.

The manuscript is in preparation. My contribution: Complete execution, analysis

of all simulations and writing of the manuscript. The manuscript is 80% finished.
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The following three chapters in this thesis include the above three manuscripts

either in published or in preparation formats.
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Chapter 2

ELIGN: Elastic alignment of Cryo-
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Significance statement

In cryo-electron microscopy, the conformational heterogeneity is a boon as well as

a bane because on the one hand side, it severely limits the resolution, but on the

other hand side it provides deep inside into the functions of proteins and protein

assemblies. Nevertheless, higher resolution can be achieved, if the conformational

differences between the different classes are accounted for. We have developed a

new method to elastically align 3D density maps to another by flexibly deforming

the density grid. Our method, thus, accounts for global conformational differences

and allows for averaging all image data and thereby overcomes the resolution bar-

rier imposed by the heterogeneity. With our method, classifying the images further

is beneficial since it can be recombined later with elastic alignment.

ABSTRACT

Cryo-electron microscopy (Cryo-EM) is a technique to study the structure of large

biomolecular assemblies, which are often flexible and conformationally hetero-

geneous. Conformational heterogeneity severely limits the resolution of density

reconstructions in both single-particle analysis as well as subtomogram averag-

ing. The resolution is typically improved by sorting the images (or volumes) into

classes of similar conformations and reconstructing each class separately. How-

ever, sorting leads to a lower number of images per class, which again lowers the

quality of the reconstructions. We present a method to average the density maps

of such different classes (conformations), which further improves the resolution

due to an improved signal-to-noise ratio. The method treats a density map as a

semi-flexible body and allows for global deformations such that conformationally

different structures can be well superimposed. Here, we demonstrate the attainable

resolution improvement with the simulated data as well as experimental single-

particle and tomographic data.
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2.1 Introduction

Single particle cryo-EM is a popular technique to study the structure of large

biomolecules. However, in the single particle cryo-EM method, the resolution

is limited by the signal-to-noise ratio, due to the low dose of electron radiation,

as the biomolecules are very sensitive to electron radiation. Therefore, the high-

resolution (i.e. high signal-to-noise ratio) can only be reached by aligning and av-

eraging a sufficiently large number of particle images during the 3D reconstruction

process [1]. Similarly, in cryo-electron tomography, the resolution of specific par-

ticles identified in tomograms can often be improved by subtomogram alignment

and averaging. The alignment of the images (or volumes) is typically achieved by

rigid global transformations.

A major challenge for both single particle analysis and tomography is the con-

formational heterogeneity: If the particles are in different conformations the res-

olution reached after averaging over these particles will necessarily be limited by

the heterogeneity. Improving the resolution of the density maps, thus, requires to

account for the structural heterogeneity. The typical remedy is to sort images into

different classes of similar conformations and to reconstruct each class separately.

Image classification is therefore an important step in all cryo-EM image processing

protocols, for which many methods have been developed [2, 3].

However, sorting the images leads to a lower number of images per class.

Thus, the resolution improvement due to the purification of conformations within

the classes is countered by the reduction in image statistics per class. Ideally,

one should make use of all (or at least most) of the image data for an optimal

signal-to-noise ratio. It is obviously not useful to rigidly average the individual

classes, because the advantage of classification would be lost. Fortunately, con-

formational variance in proteins (and more generally in biomolecular complexes)

is not uniformly distributed, but to a large extent the result of global collective

motions, which are mainly responsible for the large-scale conformational hetero-

geneity. In addition, these collective motions are often governed by only a few

degrees of freedom, for example, hinge regions between relatively rigid but mobile

domains [4–6].

Globally different conformations, thus, can be locally very similar within these
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domains. It can therefore be expected that local alignment and averaging of these

domains improve the signal-to-noise ratio and consequently also the local resolu-

tion. An obvious choice is to treat the density map as an elastic body. Alignment

of entire density maps of different conformations can be achieved by treating the

density map as an elastic body, which has been shown before [7]. Resolution can

of course only be improved, if the maps are sufficiently similar on the local level. If

a conformational change leads to different side-chain packing, side-chain rotamers

etc., then the local resolution in these regions cannot be improved.

We have developed a method to elastically align the entire density map similar

to elastic image registration in the field of medical imaging-PET/CT scan [8, 9],

computer graphics-morphing and warping [10, 11], virtual reality [12], remote

sensing [13] and elastic volume reconstruction in the field of serial-section mi-

croscopy [14]. Already existing elastic deformation methods in cryo-EM such as

3DEM-Loupe [15] computes normal modes on density maps by defining springs

between voxels. The iterative 3D-to-2D alignment method known as HEMNMA

[16, 17], first predicts the possible motions by normal mode analysis (NMA) and

then computes amplitudes of the conformational ensemble. It therefore relies on

relevant motions to be sampled by NMA. Recently, StructMap [7] was developed

based on the iterative 3D-to-2D alignment method. StructMap gives a graphic

visualization of difference of maps based on elastic transformation for conforma-

tional modeling and performs a qualitative analysis on the flexibility of the EM

maps using elastic deformation of the bead model, but is not used for resolution

improvement.

Here, we present a method called ELIGN (ELastic alIGNment) which enables

to elastically align a density map of one conformation to a density map of another

conformation and to optimally superimpose all local regions (domains) at the same

time. The density grid is treated as a semi-flexible body during the density align-

ment and the elastically aligned maps are averaged to enhance the resolution. We

demonstrate the resolution improvement by the ELIGN method on three datasets:

1) a test case with simulated data of the glutamate dehydrogenase in different con-

formations, 2) experimental single-particle data of the E-coli ribosome complex,

and 3) experimental tomography data of the ribosome-OST-TRAP complex.
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2.2 Results

The ELIGN algorithm was developed to improve the resolution of the cryo-EM

density maps by elastically aligning and averaging the reconstructed 3D maps after

extensive sorting of the images into different classes. Presently, ELIGN is applied

as a post-processing technique used after the 3D reconstruction of volumes from

2D images. In this method, the density map that has to be elastically aligned is

called the start density map. The density map that the start map has to be fitted

to, is called the target density map. The output of ELIGN will be a resolution

improved density map which combines all the images effectively into one single

density map. In other words, the map resolution will be improved for the same

conformation as that of the target density map, assuming that the local domains in

the more than two different conformations are identical.

2.2.1 ELIGN

The main steps of the ELIGN method are:

1. Filter start density map to low resolution.

2. Translate density map to model of point masses on density grid (referred to

as ’pseudo-atomic’ or ’bead model’) and define harmonic distance restraints

between neighboring point masses.

3. Flexibly fit bead model to filtered target density map.

4. Replace low-resolution density values in the elastically aligned map with

values from original high resolution density map at corresponding voxels.

5. Normalize and FSC weight the elastically aligned high resolution density

map.

6. Average elastically aligned density and target density.

To elastically fit a start density map to a target density map, the start density

map has to be transformed to a form, that allows for easily describing map defor-

mations. For this, the density grid points (voxels) are replaced by pseudo-atoms (or
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beads) with a mass proportional to the corresponding density values of the voxels.

For deciding where to place the beads, a density threshold in the start density is

chosen such that the beads cover the region of the molecule. No beads are placed

where there is negligible or low density. The start density is filtered to a resolu-

tion of typically 2–3 times lower than the resolution of the start density map. The

purpose of filtering the map is to define a bigger enclosed volume for placing the

beads. If one would use the volume defined by the unfiltered start map, the volume

mask around the atomic structure could be too tight. A tight mask would lead to

artefacts of the density on the surface of the particle. After creating a bead model

with a specific threshold, a few layers of beads are typically added to further ex-

tend the outer region of the bead model to ensure the bead model covers the entire

region of the molecule.

The bead model is refined or elastically fitted with the program DireX against

the target density map. DireX does not require the atomic models to be real molec-

ular structures, but it is sufficiently generic to allow for refining bead models. In-

stead of modifying the mass, all pseudo-atoms are defined as carbon atoms where

the occupancy is set equal to the density value. The pseudo-atomic model will hold

the density values from the unfiltered map, hence, the cross-correlation between the

unfiltered map and the map created from the bead model should be very high of

about 0.99. Now the density map is in the same format, that can be elastically fitted

in the same way as that of an atomic structure is refined against a density map. The

bead model is very large when compared to the corresponding atomic structure. If

the bead model is extremely large, then coarser grid are used for faster alignments.

The pseudo-atom sampling can be coarser by placing beads only on every other

grid point. The coarser bead model has only half the size compared to the full

model and makes the flexible fitting approximately faster by a factor of two.

DireX is used to elastically fit the whole or coarser bead model of the start

density to the target density. While placing the beads on the voxels, the distance

restraints for the specific beads are also created by looking for the possible near-

est neighbors located at specific distances defined by the voxel size of the density

map. The beads are restrained to each other by connecting each bead to its im-

mediate nearest neighbors and its second nearest neighbors. For example, a bead

in the middle of the biomolecular complex would have 18 restraints and lesser in
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the corners depending on the shape and density threshold used. A distant restraint

acts like a spring between two beads, that can be changed from very flexible to

very rigid connections. In DireX, the force which acts on an atom to move it into

a density map is proportional to the density value in its proximity. Hence, during

elastic fitting not all the beads experience the same amount of force but the force

depends on the density value of the target map. The map force pulls the beads

towards the target map and makes the bead to move away from the original grid

position whereas the distant restraints take care that they are moving smoothly to-

gether without messing the fine structure that may lead to loss in high resolution

information. During the elastic fitting, the noise dominated information in the high

spatial frequency region or free band is used only for cross-validation and not for

fitting [18]. The cross-validation helps to assess the quality of the fit and helps to

avoid overfitting. If the elastic fitting is done with coarser bead mode,l then the out-

put should be interpolated to get the whole bead model. From the elastically fitted

whole bead model, a density map with the available highest resolution was com-

puted using DireX. The final high resolution elastically bent density is normalized

and also FSC-weighted by its own full map FSC function and averaged with the

target density. Finally the structure factor from the model map computed from an

available high resolution atomic structure is applied to the averaged density. If the

two maps that are to be aligned have a different resolution, then we prefer to elasti-

cally deform the lower resolution map, since the deformation can lead to artefacts

which will predominantly deteriorate the high resolution signal. If several density

maps are aligned, the target density map to which all other maps are aligned should

be the conformation with the improved resolution.

To assess the improvement of averaging the elastically aligned maps, the output

of ELIGN is compared to the following density maps:

1. The target density. Although the target density map was reconstructed with

only part of the images, this is the density map with the best density infor-

mation for the specific conformation which can be obtained from any sorting

method.

2. The rigidly averaged density maps, which are simply the rigidly fitted and

averaged FSC weighted density maps of all conformations.
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3. For the simulated dataset: The optimal averaged density, which is an average

of the same number of density maps for the identical conformation with the

same noise level (i.e. FSC curve) but different random number seed values.

The optimal averaged density would be the best map obtained while averag-

ing certain number of maps. For single particle data: The optimal maps is

reconstructed using all-images which will be similar to the rigid averaging

of all possible different conformations by assigning equal weightage on all

the images.

4. In case of cryo-ET data, two half maps of the same data are compared. The

half maps will be very similar, if it contains signal; the half maps will be

different, if it has random noise.

2.2.2 Simulated Data: Glutamate dehydrogenase

The six near atomic resolution structures ranging from 3.2 Å to 3.6 Å for gluta-

mate dehydrogenase (GDH), a metabolic enzyme of 336-kDa [19] was used to test

the method. Since, six densities can be created from the structures in the same

resolution range it is easy to show a clear improvement due to elastic averaging

compared to the rigid averaging. The glutamate dehydrogenase structures in both

the unliganded state (PDB-3JCZ) and in complex with GTP (PDB ID: 3JD0), com-

plex with coenzyme NADH - closed and open conformation (PDB IDs 3JD1 and

3JD2, respectively) and complex with NADH and GTP- open and closed confor-

mations (PDB-3JD3 and PDB-3JD4) are used to create six simulated density maps

with a resolution of 4.3 Å. The simulated density in Fig. 2.1(a) for the PDB-3JCZ

unliganded state, is the chosen target conformation to show the improvement in

resolution. The other five density maps are the start maps which were elastically

aligned and averaged with the target map.

The outer periphery of the complex, two left and two right regions are more

flexible than the central core region. The flexible regions would be interesting

to consider for testing ELIGN method since they cannot be improved by rigidly

averaging the density maps. The rigid core region is shown in Fig. 2.1(b) and one

of the four flexible peripheral regions as in Fig. 2.1(c). The density maps were

filtered to 10 Å and the coarser bead models were created with a density threshold
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Figure 2.3 Various FSC curve for the simulated GDH density maps corre-
sponding to target, rigid average, ELIGN and optimal averages. ELIGN
shows an improvement in resolution when compared to the rigid averaging.

resolution. The target map FSC at 0.143 criterion is 2.17 Å, rigid fitting is at 3.6 Å,

ELIGN is at 2.09 Å and the optimal FSC is at 2.05 Å.

2.2.3 Single-particle data: Ribosomal L1 stalk

The method was also tested on the five different density maps of the E-coli ribo-

some from the experimental data. The images were sorted for the first five eigen-

vectors belonging to the first principal motion by using principal component analy-

sis technique on the L1 stalk which is one of the most flexible parts in the ribosome

(done by Michaela Spiegel, results will be published elsewhere). The five density

maps are different mostly in the regions functionally connected to the L1 stalk and

the other regions are almost the same. Due to this, the output of the ELIGN shows

a major improvement in resolution in the L1 stalk and its connected regions. The

whole ribosome density maps were all in the resolution range from 6 Å, to 6.5 Å,

but due to its high flexibility the L1 stalk has even lower resolution. The map with

the higher resolution for the L1 stalk is chosen as the target map. Even though

for the target map, roughly one-tenth of all images were used for the 3D recon-

struction, this density map has the best density information in the L1 stalk which

can be obtained from any sorting methods. Showing an improvement in resolution
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in the L1 stalk region with ELIGN when compared to target density should also

be interesting. Also, in this case the target or the highest resolution L1 density is

the map created from the first eigenvector, hence it is in the middle. The density

maps of second and third eigenvectors have two conformations on the left and two

conformations on the right. Therefore, the middle conformation was chosen as the

target map to prove that the method can work for elastically fitting the density maps

from any direction. Since the sorting was based on principle component analysis,

the model for sorting were slightly different so the two half maps are different from

the usual half maps. The normal procedure of applying ELIGN on two half maps

separately and averaging the ELIGN output of the two half maps will not give the

best output for this dataset. Hence, one of the half maps belonging to the target

conformation is chosen as the target map and all the other nine density maps are

the start densities that can be elastically fitted. The elastically fitted maps are then

normalized, FSC weighted and then averaged with the target density.

In Fig. 2.4(a) the target density with the atomic structure in green for the ribo-

some and insets Fig. 2.4(b) and Fig. 2.4(c) show one set of half maps for all the five

conformations and thus include the target density and four start densities which are

FSC filtered for better visibility. The inset Fig. 2.4(b) shows the L1 stalk from the

five densities having target in the middle (purple). The figure shows clearly that the

densities are mostly different only in the L1 region and the other regions are almost

the same due to the sorting method based on the L1 motion. The Fig. 2.4(c) does

not have a large motion as the L1 stalk but there is a small motion which cannot

be perfectly fitted to each other rigidly, but rather was done only by ELIGN and

the improvement for these regions is also shown in the Fig. 2.6. The start maps are

filtered to 10 Å and coarser bead models are created with a density threshold of

1.57 σ . The density maps are very different in the L1 stalk and this can be seen

in Fig. 2.4(d) having the coarser bead model for the target (purple) and one of the

start densities (pink). For the case of ribosome, the coarser bead model was created

from start map filtered to 10 Å. It has approximately 730,000 beads and the whole

bead model is approximately 1.4 million beads. The coarser bead models enlarged

on the L1 stalk before (Fig. 2.4(e)) and after (Fig. 2.4(f)) the elastic fitting. After

interpolating the coarser bead model to the whole bead model, final elastically fit

density map was created and normalized. The FSC weighting is done with full
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of target conformation. Since the number of images and weighting factor for the

images are same in both the ELIGN and the rigidly averaged densities, only the

flexible regions will have an improvement in the ELIGN when compared to the

rigid averaging. The non-flexible regions will have the same resolution in both

ELIGN and rigid average. We can also see in the orange map, the ELIGN output

the RNA base pairs are getting its shape and there is more density in the L1 stalk.

The density map is better than rigid fitting not only in the very flexible regions but

can also be in the parts with very small motion and it is shown in Fig: 2.6. The

FSC curves (Fig: 2.6.e) were always calculated between the model map calculated

at 3 Å from the atomic structure and the output from different methods. The purple,

gray, pink and orange solid line curves are the FSC between the model map and

the target map, rigidly averaged map, all-images reconstructed map and the ELIGN

map respectively for the whole ribosome and the dashed line curves are the FSC

for the cropped L1 stalk region. The FSC curves show a clear improvement due

to ELIGN and measure as 3.27 Å when compared to the target 4.5 Å and rigid

averaging and all-images 3.57 Å .

2.2.4 Tomography data: OST and TRAP

ELIGN was also tested on subtomogram averages of experimental cryo-electron

tomography data. The data is a clipped region from the mammalian oligosaccharyl-

transferase complex in native endoplasmic reticulum protein translocon [20, 21].

The clipped region contains only the translocon associated protein complex (TRAP)

and the oligosaccharyl-transferase (OST) complex. We got three different sets of

classes of the subtomograms with different signal-to-noise ratio. The same images

are sorted and the subtomogram averages are classified to 170 classes, 30 classes

and 10 conformational classes. The FSC computed from the half maps gives the

resolution of the data, ∼16 Å . Since the number of class averages are different, the

target map in each set of classes is not exactly the same. The target map has the

best class weightage in each set.

The start maps, shown in supporting information Fig: 2.9, do not have too large

conformational motion as in the case of single particle data. The bead models are

created using a density cut-off at 1.5 σ for 40 Å filtered map and holding density

values from the original maps. The bead models also have additional three layers
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Figure 2.8 FSC curves computed between even and odd maps of rigid aver-
ages (dashed lines) and ELIGN (solid lines) for 10 classes (black), 30 classes
(orange) and 170 classes(red).

classes and 170 classes are more classifications of the 10 conformations or the

improvement is limited by the information in the data.

2.3 Discussion

ELIGN is a method for elastically aligning density maps of different conforma-

tions by elastic deformation with the goal of enhancing the resolution. Instead of

rigidly averaging density maps of many rigid domains, ELIGN flexibly bends the

whole density map in one step. The advantage in flexibly bending the whole map

is to avoid the step of cutting the map into smaller rigid domains and later com-

bining all the domains after rigid fitting to obtain the full density map, which leads

to artefacts. Also the alignment error depends on the size of the rigid domains.

The smaller the rigid domains, the larger the alignment errors. Thus, fitting the

whole map reduces the alignment errors. ELIGN is a robust method since it is not

limited by the number of start density maps, the direction of bending of the density

maps or the difference in conformational changes. Also there is no need to have

prior knowledge of the atomic structure for different conformations, since only the

density maps and the pseudo atomic model created from the maps are used. With
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the ELIGN method, it could be useful to use more class averages than normally

and then to flexibly average all the 3D maps to reach significantly higher resolu-

tion. The method is needed, when there is strong conformational heterogeneity in

the sample, this would normally limit the resolution. With ELIGN, this resolution

limit is now defined by the similarity of individual domains and not by the sim-

ilarity of the entire structure. ELIGN is a good tool to use for intermediate- or

low-resolution data, especially for cryo-tomograms, which typically contain a few

hundred low-resolution sub-tomogram densities. The averaging of similar domains

is analogous to NCS averaging, which is used to improve the phase information in

the field of X-ray crystallography [22]. Therefore, ELIGN is also applicable to av-

eraging electron density maps from X-ray diffraction experiments and in particular

to crystal averaging. As an extension of ELIGN, now used on 3D volumes, one

could also apply the method directly on the 2D class averages and do a 3D recon-

struction with all the elastically fitted images to reach high resolution 3D density.

Supporting Information (SI)

Preparation of Density Map The density map is filtered to a resolution 2-3 times

lower than the original resolution, which defines the volume to place the beads

inside. The beads are placed at every voxel and carries the density information

from the unfiltered map. Every alternating bead is omitted unless the data is too

small which is not computationally expensive. While creating the bead model,

either whole or coarser bead model, the distance restraints used while fitting is also

generated.

Refinement of bead models with DireX We describe in detail the DireX elas-

tic bending in this section. During the elastic fitting by DireX, the bead mode is

switched on. Distance restraint strength is the force which acts like a spring be-

tween the connected beads. The value 0 corresponds to no restraint which will

allow the spring to stretch or compress to any length and 1 keeps the connected

beads at fixed length which is defined by the apix of the density. Even though

the parameters have to be optimized, the distance restraint which is named as the

experimental distance restraint strength could be used around 0.4. The beads also

experience forces from the target density known as map strength. The map strength

force is an important parameter that should be optimized and could be started from
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the value 0.01. The more the map strength value, the force is stronger which makes

the beads to move faster, thus making the fitting converge faster than using low

map strength value. Using a very high map strength greater then 0.3 is not advis-

able since it will make the bead model very unstable. The fitting parameters has to

be optimized, specially the forces on the beads like the map strength and the exper-

imental distance restraint strength. The parameter, compute-map using occupancy,

is set to yes to compute the output density with the same density value from start

map after each step.

For the cross validation in DireX, Cfree band values should typically have the

resolution of the density as the upper limit and the lower limit could be 2 or 3 Å

lesser than the upper limit. Even though there is no strict rule on choosing the Cfree

interval, using a upper limit that is too low than the resolution of the map will not

have enough information for validation and will lead to a very low Cfree value. It

is the trend of the Cfree curve to be checked, that the curve converges, than the

actual value of the Cfree itself. The Cfree value would increase with the number of

steps and would converge once the fitting is done. If the model is over-fitted, the

curve would decrease after converging. If there is a huge conformational change,

the curve will not just increase once and converge but rather does few oscillations

depending on the difference and would finally converge when the model fits to

density.

Averaging of Aligned Density Maps In case the coarser bead model was used,

after the elastic fitting, the output is interpolated to the whole bend bead model. The

standard 3D interpolation algorithms cannot be used due to the fact that the shape

of the bead model depends on the threshold chosen and will never be a regular cubic

model. The interpolation is done by finding the missing bead by comparing x,y,z

coordinates with the start whole bead model and listing the nearest neighbor for the

missing bead. Searching for the listed nearest neighbors in the coarser bend model

and finding the mean of those in the elastically fitted bead model will give the

coordinates values for the missing bead. At least two nearest neighbor is needed to

find the mean if not the bead is omitted or not written to the whole bend bead model.

There are very few, less than one percent omitted beads during the interpolation.

Missing such few beads does not cause any relevant information loss. The density

value of the beads is used from the unfiltered whole start bead model. With the
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whole bent bead model, high resolution density map can be computed.

Figure 2.9 Cryo-ET data: One of the start density (pink) and target density
(purple).

Cryo-ET data The figure 2.9 gives a better picture of the difference between the

two conformations, one of the start conformation in pink and the target map in

purple.
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Electron Microscopy Normal Mode Analysis graphical interface and proto-

col.,” Journal of structural biology, vol. 188, pp. 134–41, nov 2014.

56



BIBLIOGRAPHY

[18] B. Falkner and G. F. Schroder, “Cross-validation in cryo-EM-based struc-

tural modeling,” Proceedings of the National Academy of Sciences, vol. 110,

pp. 8930–8935, may 2013.

[19] M. J. Borgnia, S. Banerjee, A. Merk, D. Matthies, A. Bartesaghi, P. Rao,

J. Pierson, L. A. Earl, V. Falconieri, S. Subramaniam, and J. L. S. Milne,

“Using Cryo-EM to Map Small Ligands on Dynamic Metabolic Enzymes:

Studies with Glutamate Dehydrogenase.,” Molecular pharmacology, vol. 89,

pp. 645–51, jun 2016.

[20] S. Pfeffer, J. Dudek, M. Gogala, S. Schorr, J. Linxweiler, S. Lang, T. Becker,

R. Beckmann, R. Zimmermann, and F. Förster, “Structure of the mammalian

oligosaccharyl-transferase complex in the native ER protein translocon,” Na-

ture Communications, vol. 5, pp. 869–878, jan 2014.

[21] S. Pfeffer, L. Burbaum, P. Unverdorben, M. Pech, Y. Chen, R. Zimmer-

mann, R. Beckmann, and F. Förster, “Structure of the native Sec61 protein-

conducting channel,” Nature Communications, vol. 6, p. 8403, sep 2015.

[22] G. Bricogne, “Methods and programs for direct-space exploitation of geomet-

ric redundancies,” Acta Crystallographica Section A, vol. 32, pp. 832–847,

sep 1976.

57



Chapter 3

Improving the Visualisation of Cryo-

EM Density Reconstructions

M. Spiegela,1, A. K. Duraisamya,1 , G. F. Schrödera,b

a Institute of Complex Systems (ICS-6), Structural Biochemistry,

Forschungszentrum Jülich, 52428 Jülich, Germany
bPhysics Department, Heinrich-Heine-Universität Düsseldorf, 40225 Düsseldorf,

Germany

DOI link to the publication

http://dx.doi.org/10.1016/j.jsb.2015.06.007

Copyright Information from Elsevier

Copyright for subscription articles: Authors can share their article for Personal

Use, Internal Institutional Use and Scholarly Sharing purposes, with a DOI link to

the version of record on ScienceDirect (and with the Creative Commons CC-BY-

NC- ND license for author manuscript versions).

Contributed equally

Corresponding author : E-mail address: gu.schroeder@fz-juelich.de (G.F. Schröder)

58



3.1. INTRODUCTION

ABSTRACT

Cryo-electron microscopy yields 3D density maps of macromolecules from single-

particle images, tomograms, or 2D crystals. An optimal visualisation of the den-

sity map is important for its proper interpretation. We have developed a method

to improve the visualisation of density maps by using general statistical informa-

tion about proteins for the sharpening process. In particular, the packing density

of atoms is highly similar between different proteins, which allows for building a

pseudo-atomic model to approximate the true mass distribution. From this model

the radial structure factor and density value histogram are estimated and applied as

constraints to the 3D reconstruction in reciprocal- and real-space, respectively. In-

terestingly, similar improvements are obtained when using the correct radial struc-

ture factor and density value histogram from a crystal structure. Thus, the estimated

pseudo-atomic model yields a sufficiently accurate mass distribution to optimally

sharpen a density map.

Abbreviations

VISDEM, Visualisation improvement by structure factor and density histogram

correction of cryo-EM maps; cRDF, cumulative radial distribution function; FSC,

Fourier shell correlation; FAS, fatty acid synthase; TRPV1, Transient receptor po-

tential channel V1

Keywords

Cryo electron microscopy, B-factor sharpening, Density histogram matching

3.1 Introduction

Cryo-electron microscopy (cryo-EM) is a powerful technique to determine the

structure of large macromolecules. In cryo-EM, a three-dimensional density map

is reconstructed from a series of single-particle 2D images, tomograms or sub-

tomogram averages, helical reconstructions or 2D crystals. An optimal visualisa-

tion of the reconstructed density map is important for its interpretation, and, if the

resolution of the density map is high enough, for atomic model building. However,
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3.1. INTRODUCTION

density reconstructions often suffer from distortions or artifacts which arise from

both electron optics as well as the density reconstruction process.

For example the contrast transfer function modulates the amplitudes of the

structure factor, and in particular the envelope function of the transfer function

dampens higher-resolution features in the density map. To improve the visualisa-

tion of the reconstruction, typically B-factor sharpening [1, 2] is used to amplify

high-resolution features in the density map. Since B-factor sharpening only affects

the radial structure factor amplitudes, i. e., all structure factors within the same res-

olution shell are scaled by the same factor, this method improves the visualisation

but by definition not the resolution. A more advanced regularized deconvolution

technique has recently been developed to address this problem [3].

Another density artifact that originates from the reconstruction process is a

blurring of the particle periphery due to uncertainties in the angular assignment of

particle image orientations. This leads to a density that is increasingly reduced and

smeared out the farther away it is located from the center of the particle. Recently,

a spherical deconvolution algorithm has been developed to reduce this blurring [4].

But as for B-factor sharpening, the resolution as determined by the Fourier Shell

Correlation (FSC) is not affected by this deconvolution approach. A similar cor-

rection can be done also on 2D class-averages [5].

Density modification procedures such as for example solvent flattening [6] (or

solvent flipping [7]) are often used to improve phases of electron density maps

obtained from X-ray diffraction experiments [8]. For solvent flattening a mask

needs to be determined, which defines the region that is covered by the molecule

(or by the solvent). In addition the expected histogram of density values is of-

ten used as a constraint on the density map [9]. At high-resolution, where the

density shows atomicity of the molecular structure, this histogram is rather shape-

independent and depends mainly on the resolution (Fourier cut-off) of the density

map. Therefore, in X-ray crystallography typically a generic resolution-dependent

density histogram is applied.

Here we present a technique for improving the visualisation of cryo-EM den-

sity maps by applying two constraints: 1) in Fourier space on the radial structure

factor, and 2) in real-space on the density value histogram. The estimates of the

radial structure factor and the density histogram are obtained from an approxi-
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mate model of the mass distribution within the reconstructed particle density. This

approximate model is built using only the density reconstruction and statistical in-

formation on proteins calculated from the Protein Data Bank (PDB); no further

knowledge about the protein structure is required. Our approach is therefore free

of any model bias.

We tested our approach, called VISDEM (Visualisation Improvement by Structure

factor and Density histogram correction of cryo-EM maps), on three different ex-

perimental density maps of fatty acid synthase, GroEL, and the transient receptor

potential channel TRPV1 which have been determined at different resolutions of

18 Å, 8.9 Å, and 3.3 Å, respectively. For all of these cases either a docked X-ray

structure or (for the highest resolution case) an atomic model built from the EM

density was available for evaluating our results.

3.2 Results

3D density reconstruction procedures typically do not take into account the fact

that one knows that the particle is, for example, a protein. However, this knowl-

edge can provide additional information which yields restraints on the density map.

The main idea of our method is to use information on the mass distribution of av-

erage protein structures to improve the visualization of cryo-EM density maps of

proteins. In particular we are using knowledge of the average atomic density and

average composition of elements in proteins. This provides constraints on both the

radial structure factor (in reciprocal space) and the distribution of density values

(in real space). For this, we need to create an approximate (pseudo-atomic) model

of the mass distribution, which we refer to as the bead model. This bead model is

supposed to be a very rough approximation to the true protein structure. The beads

represent only the non-hydrogen atoms; adding the weakly scattering hydrogen

atoms does not change the results in a noticeable way. The shape of the particle is

given by the density map and the beads are placed randomly into the density map,

i. e., the beads are placed in regions where the density is above a certain threshold.

The question is only which density threshold defines the correct protein boundary

or volume?

As the atomic density does not vary much within a protein and is very similar
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in all proteins [10], the number of beads to be placed is given by the volume.

However, the volume of the particle is defined by the density threshold. At high

resolution (3–5 Å) the volume does not depend strongly on the density threshold

and is therefore relatively well defined. With such an estimate of the volume the

number of atoms can also be estimated using the known average atomic density.

At lower resolution (worse than 5 Å) the volume depends more strongly on the

density threshold. In that case the molecular volume cannot easily be determined

and one needs to assume that the number of atoms is known.

As will be shown below, the exact placement of the beads in the volume is not

critical for determining the radial structure factor and the density value histogram.

But since the structure factor and the distribution of density values are not inde-

pendent, one cannot set one without changing the other. We therefore modify the

density by iteratively applying the constraints in reciprocal- and real-space, such

that eventually a density is obtained which has a radial structure factor and distri-

bution of density values close to the expected ones. The VISDEM method consists

of the following steps:

1. Estimate volume of the particle with known or estimated number of atoms.

2. Generate a pseudo-atomic model (or "bead model").

3. Apply radial structure factor from bead model.

4. Apply density value histogram from bead model.

5. Repeat steps 3 and 4 one more time.

These steps are explained in more detail in the following.

3.2.1 Estimating the Volume

It is important to use a number of beads that is close to the actual number of atoms

in the structure. Often the protein sequence is known which directly yields the

number of atoms. The beads are then placed randomly at positions where the den-

sity is above a given threshold. This threshold determines the volume covered by

the bead model and therefore the average bead density. To decide which density
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threshold is best we compare the obtained bead distribution with the average atom

density of protein structures in the Protein Data Bank (PDB). To do this, the cu-

mulative radial distribution function (cRDF) of all atoms is calculated. The cRDF

of atoms in protein structures is very similar at small distances for all proteins and

then converges to the total number of atoms for larger distances. The average cRDF

value for all non hydrogen atoms at a distance of 5 Å is 16.9 ± 0.85 calculated for

140 protein structures randomly chosen from the PDB. The best threshold value is

the one for which the value of the cRDF function at 5 Å is closest to 16.9.

3.2.2 Estimating the Number of Atoms

Oftentimes an EM reconstruction does not show equally strong density for all

atoms. Due to their high flexibility some loop regions or even entire protein do-

mains might not be visible. We therefore propose a method to estimate the number

of atoms that are visible in an EM reconstruction. At fixed density map threshold,

we generate models with different numbers of beads. These bead models are then

refined with the program DireX [11] into the EM density. The number of beads

that yields the best cRDF is then chosen as the best estimate. This approach works

only reliably for resolutions better than about 5 Å, since at lower resolution the

boundaries of the protein are not well defined and the refined bead model will be

blurred far outside the protein surface, which yields a cRDF curve that cannot be

compared with the average cRDF obtained from PDB structures. The blurring of

the refined bead model will then also lead to a wrong structure factor and would

not improve the map sharpening.

The structure factor and the density value histogram strongly depend on the

types of the scattering atom. We therefore randomly assign atom types to the beads

in the pseudo-atomic model such that its composition is the same as the average

composition observed for proteins in the PDB, i. e., 62.2% carbon, 17.2% nitrogen,

20.1% oxygen, and 0.5% sulfur. The obtained bead model is then an approximation

of the real protein structure in terms of shape, mass distribution and elemental

composition. If the sequence of the amino acids in the protein is known, one could

directly use the correct composition of elements, but in practice this does not make

a noticeable difference.
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3.2.3 Matching Radial Structure Factor and Density Histogram

In the third step of the VISDEM protocol the radial structure factor of the EM

reconstruction is matched to that of the bead model. First, a density map at high-

resolution (typically two times the grid spacing) is created from the bead model

with the program DireX, which uses theoretical electron scattering factors approx-

imated by a sum of five Gaussian functions [12]. Then the radial structure factor

is computed from the bead density map and applied to the original EM reconstruc-

tion. For these operations we use the program e2proc3d.py as part of the EMAN2

software [13].

In the fourth step, the real-space density value histogram of the structure-factor

corrected EM reconstruction is matched to that of the bead model. Since the density

value histogram is very different for different resolutions it is important to filter the

bead density map to the final resolution at which the EM reconstruction will be

examined. To match the density histogram of one map A to another map B, the

density values in both maps are first sorted. Then the density values of map A are

assigned in the same order to the corresponding grid points of map B. The new

density map B’ contains the same density values as map A (and therefore has the

identical density histogram), but they are assigned to possibly different grid points.

This procedure is implemented in the program dx_matchhist which is part of the

DireX package (http://www.simtk.org/home/direx).

Steps 3 and 4 of the VISDEM protocol are repeated one more time, since the

structure factor has to be corrected after applying the density value histogram. We

did not observe consistent improvement when performing more than this one iter-

ation.

It should be noted that no explicit mask is applied; the density map is affected

only by the radial structure factor and density histogram constraints estimated from

the bead model. While the bead model itself is created by defining a density thresh-

old, which divides the density map into particle and solvent regions, the density

values in the solvent region are not set to zero (as would be done in masking).

One could in principle also apply a mask (e. g. using the density threshold) and

set all density values outside the mask to zero, which would further shift all FSC

curves to higher resolutions, but here we wanted to demonstrate only the effect of

the VISDEM sharpening procedure without the additional effect of masking.
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In the case that the atomic structure is already known, e. g., by X-ray crystal-

lography, this known structure can be used to estimate both the radial structure

factor and the density value histogram to be used in steps 2 and 3 of the VISDEM

protocol. We refer to this as the ideal-VISDEM sharpened map, which we show

in the application examples below for comparison to the regular bead model based

VISDEM protocol.

3.3 Application Examples at Different Resolutions

The method was applied to three published test cases of different resolutions taken

from the EMDataBank (EMDB): The density map of Mycobacterium tuberculosis

fatty acid synthase multienzyme complex (EMDB-2538) with a resolution of 18

Å [14], the chaperonin GroEL/ES density map (EMDB-2325) with a resolution of

8.9 Å [15] and the transient receptor potential channel V1 (TRPV1) (EMDB-5778)

with a resolution of 3.3 Å [16] were chosen as examples. Since there is no general

rule on how EMDB deposited maps are processed, sometimes the maps are not

optimally filtered or sharpened. Comparing the VISDEM sharpened maps with

the original EMDB maps may thus exaggerate the improvement. We therefore

show optimally B-factor sharpened EMDB density maps instead for comparison

with the VISDEM sharpened maps. The B-factor sharpening was done by simply

multiplying the Fourier components with exp(−Bs2) using a negative value for B;

no further weighting was applied.

In the first example, the density map of fatty acid synthase (FAS) was used to

test VISDEM. For FAS, the cRDF was calculated from a bead model generated

from the FAS density map at different threshold values. The number of beads was

set to 125,670, which corresponds to the expected number of non-hydrogen atoms.

The optimal density threshold was then found by comparing the cRDF of the bead

model to an average cRDF obtained from a random selection of PDB structures

(cf. Fig. 3.1(b)). The cRDF curves for different density threshold values were

calculated and the optimal value of 3.0 yielded a cRDF curve (red) closest to 16.9

at 5 Å. This optimal density threshold corresponds to a volume of 2760 nm3.

With the known molecular weight of 1.98 MDa and assuming an average par-

tial specific volume of 0.714 ml/g [10] the expected volume is 2350 nm3.
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FSC curve obtained for the original EMDB deposited density map. Interestingly,

the FSC curve for the VISDEM sharpened map is almost identical to the ideal-

VISDEM sharpened map, where the radial structure factor and density value his-

togram were computed from the PDB model instead of from the bead model. The

VISDEM sharpened map (cf. Fig. 3.1(a), blue) shows more pronounced features on

the periphery of the structure whereas the density of the B-factor sharpened map

(orange) falls off more quickly towards the outside. The same trend can also be

seen when comparing the sharpened maps with a density map computed from the

PDB structure filtered to 18 Å(cf. Fig. 3.1(a), green).

As a second example GroEL is shown in Fig. 3.2. To calculate the bead model

a threshold value of 0.9 was determined which yields a value closest to 16.9 at

5 Åin the cRDF. We used this value for further calculations even though a slightly

better result could be achieved with a different threshold value of 1.1. As in the

example for FAS, FSC curves were calculated for GroEL between a density calcu-

lated from the X-ray structure (PDB ID 3zpz) and the original EMDB map (black),

the VISDEM-sharpened map (blue) and the ideal-VISDEM sharpened map (black

dotted curve) which are shown in Fig. 3.2(c). Again, the FSC curves indicate better

agreement of the VISDEM sharpened maps with the X-ray structure. The differ-

ently sharpened density maps of GroEL/ES are shown in Fig. 3.2(a). The outer

regions in the VISDEM sharpened density map (blue) have overall stronger den-

sity and are on a more similar scale as the central regions of the particle when

compared to the B-factor sharpened map (orange). Also visually, the VISDEM

sharpened map shows more similarity to the density map computed from the X-ray

structure (green).

In the third example, the results for TRPV1 are shown in Fig. 3.3. The outer

domains of the tetramer show reduced density which suggests that not all atoms are

equally well visible in the density map. Since the resolution of 3.3 Åis very high,

the number of (visible) atoms can be estimated directly from the density map. For

this, bead models with different numbers of beads were created which were then

refined into the density without any restraints between the beads using the program

DireX. At this resolution the different refined bead models have a similar clearly

defined boundary and thus enclose a similar volume, the only difference is the

number of the beads. The best cRDF curve was obtained with 12,500 beads, which
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and we use this similarity to assess the quality of the sharpening. The different

models that were compared to the PDB structure were the original density map as

deposited to the EMDB, an optimally B-factor sharpened density map, the VIS-

DEM and ideal-VISDEM sharpened maps.
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Figure 3.5 The graph shows cross-correlation coefficients for all three test
cases which are always calculated to a filtered map of the corresponding PDB
structures. The correlation with the original EMDB density map is shown
in black, the B-factor sharpened map (-200 Å2) in gray, the VISDEM sharp-
ened map (bead model) in blue and the ideal-VISDEM sharpened map (PDB
structure) in green.

All density maps were filtered to a resolution of 18 Å, 8.9 Å, and 3.3 Å for the

FAS, GroEL, and TRPV cases, respectively, before calculating the cross-correlation

coefficient. The obtained cross-correlation coefficients are compared in Fig. 3.5.

From the graph it is clear that the VISDEM sharpened maps have the highest cor-

relation coefficients when compared to both the original map from EMDB and the

best B-factor sharpened map. The VISDEM sharpened maps for the bead model

and the PDB model are highly similar, which shows that approximate bead model

carries sufficient information to optimally sharpen the density maps and that knowl-
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edge of the “real” structure would not even improve the density further.

3.4 Discussion

We have developed the VISDEM method to sharpen cryo-EM density maps by

using constraints on the radial structure factor as well as on the density value his-

togram. Application of this method to three examples shows clear improvement

in the density map (Figs. 1-3) when compared to B-factor sharpened maps. Fur-

ther, the VISDEM sharpened maps are significantly more similar to the known

atomic models than the B-factor sharpened maps. This similarity was quantified

by computing FSC curves and density cross-correlation coefficients between the

sharpened maps and maps computed from the atomic models.

The regular VISDEM method uses a simple bead model to approximate the

mass distribution of the particle, whereas the ideal-VISDEM method uses a known

atomic model. Interestingly, both approaches yield very similar results, which

means that the simple bead model provides sufficient information on the radial

structure factor and density histogram, without the risk of any model bias.

The resolution in cryo-EM is defined by the FSC between two 3D reconstruc-

tions that were obtained from two independent half-sets of the image data. While

B-factor sharpening can significantly improve the visualization of density maps it

does not affect FSC curves. The VISDEM method instead does affect FSC curves

and the resolution estimate in fact improves when applying the VISDEM proce-

dure to both half maps. However, even when constructing the bead models inde-

pendently for both half maps, it is not clear how the procedure of placing the beads

imposes similar information on both half maps and therefore introduces correla-

tions, which could artificially improve the FSC. We therefore suggest not to use

VISDEM sharpened maps for estimating the resolution.

We have shown that the volume (optimal threshold) of a low-resolution density

map can be found, if we assume that the number of visible atoms is known. And

we have also shown that the number of visible atoms can be estimated from the

density, if the resolution of the density map is better than 5 Å.

Density maps of macromolecules containing mixtures of DNA, RNA, and pro-

tein cannot as easily be improved by VISDEM, since nucleic acids produce stronger
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density than amino acids. The position of the nucleic acids influences the structure

factor and density histogram and therefore the placement of nucleic acids in the

map needs to be at least approximately known. The same holds true in princi-

ple for every deviation from the average atom distribution in proteins, such as for

example metalloproteins.

The VISDEM sharpening procedure improves density maps of proteins over a

large range of resolutions. Such a sharpened map is a better target map for atomic

model building and refinement, as some of the artifacts from imaging and density

reconstruction (both in real and reciprocal space) are removed and the sharpened

map therefore agrees better to density expected from an atomic model without

adding a model bias.
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4.1. INTRODUCTION

4.1 Introduction

The resolution achieved by cryo-EM has made a huge leap due to the resolu-

tion revolution in the field. But, on average most of the cryo-EM data is still in

the intermediate- or low-resolution range (3.5–5 Å). At such resolutions building

atomic models or even refining known models against the density map is very

challenging. The most accurate and precise structures can be obtained if the den-

sity map starts to show atomic features (better than 2.5 Å). Hence, the atomic

models at intermediate- to low-resolution are very much prone to errors. A robust

measure of atomic coordinate error is needed to address the issues of trustability

of the structure and the level of details that can be reliably interpretated, such as

ambiguity in the side-chain rotamers and the presence of hydrogen bonds. Accu-

racy is a systematic error that is difficult to determine in practice. If the measured

values of an observable fall close to the correct value then the measurement is ac-

curate. Whereas, the standard deviation measured values is called the precision of

a measurement, irrespective of whether the average value is accurate. The preci-

sion describes the random error which is associated with the parameters used and

is expressed in terms of standard uncertainties.

Refinement of protein structure is an important step in structure determination.

It is an iterative process to get the best agreement between the experimentally ob-

served value and that numerically calculated from the reference structure. Due to

the poor ratio between the observed and refinable parameters, prior informations

such as bond lengths, angles are added. These informations are treated as extra

experimental observables and they are known as restraints. Restraints are differ-

ent from constraints: Constraints are the rules to be kept while refinement and

thus reduces the number of free refinable parameters. Refinement can be done ei-

ther restrained or unrestrained. The real space structure refinement can be done

by softwares like the molecular dynamics flexible fitting (MDFF) [1], DireX [2],

iMODFIT [3], Flex-EM [4] and reciprocal space refinement by REFMAC [5]. The

most common refinement in EM is the real-space refinement.

In XRC, both the measure of accuracy and the precision of atomic positions

during refinement are well established. A statistical quantity Rf ree is used to assess

the accuracy of XRC structures [6]. While precision measurement techniques in
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4.2. METHOD

XRC includes Luzzati plot [7], estimating error in least-square method [8], residue

R-factor [9]. The positional precision is calculated once the refinement has con-

verged to the best structure by taking the least square covariance matrix from the

inversion of the full normal equation matrix gives an estimate on the variances and

also the covariances for all parameters [10]. The matrix inversion is doable only for

very small structures and gets computationally expensive for large complexes. The

atomic precision strongly depends on the Debye B-factor [11]. Unlike XRC, the

accuracy and precision estimation in cryo-EM is not so common for refinement.

Here, we have developed a method to determine the precision of atomic po-

sitions in the Cartesian coordinates while doing a real-space structure refinement

against cryo-EM density maps. The variance in the conformational sampling dur-

ing the real-space refinement is used to calculate the positional precision. The root

mean square deviation (RMSD) is calculated between the output refined structures

and the target structure. The mean root mean square fluctuation (RMSF) calculated

for the ensemble, which has the lowest RMSD will give us the precision estimate

of the atomic positions. Usually, the refinement is done because the target structure

is not known. Hence, the RMSD cannot be calculated between the refined and the

target structure. Thus, one has to exploit the negative correlation that exists be-

tween the cross validation (Cfree) parameter [12] and the RMSD to select the right

ensemble. In other words, the best refined structures having the lowest RMSD will

have the highest cross correlation Cfree value. Cfree is analogous to Rf ree value in

XRC. A random set of data is selected to calculate Rf ree. Whereas in cryo-EM, a

continuous band of data known as free band is selected to calculate Cfree. The error

on the cross-validation Cfree value gives an estimate of the range the ensemble has

to picked from. Thus, by estimating the Cfree value and the Cfree error value, the

best ensemble could be chosen for calculating the positional precision.

4.2 Method

The real-space refinement is done here with molecular dynamics flexible fitting

software (MDFF). MDFF refinement yields a broad conformational sampling as

output. The variance in the conformational sampling is used to calculate the posi-

tional error in real-space refinement. Figure 4.1 shows the main steps used in our
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4.2. METHOD

method. The first step of the method is the standard procedure used in MDFF to

refine an atomic structure against density map. In MDFF the density map is con-

verted into a an additional potential, which can be scaled by a factor (gscale). The

optimal gscale value will give the lowest RMSD value that is calculated between

the target and the output structures. Because the target is not known in general, the

(Cfree) value is used to estimate the optimal gscale value. Cfree is a cross-validated

cross-correlation value and hence the optimal gscale value will give the highest

Cfree values.

Figure 4.1 The above flow chart explains the workflow to estimate the preci-
sion of position of atoms in Cartesian coordinates for a real-space structural
refinement.

Once the MDFF refinement is done, the program DireX is used to extract the

Cfree and Cfree error values. DireX can handle only a PDB-formatted input file and

the density map for the fit. Hence, the individual PDB files corresponding to a sin-

gle time step of the MDFF simulation is extracted from the output trajectory. The

cross-validation in DireX has two parameters Cwork and Cfree analogous to Rwork
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4.3. RESULTS

and Rf ree in XRC. Unlike Rf ree, the absolute Cfree value does not mean much,

since the value of Cfree depends on the choice of the free band. Thus, only the rela-

tive change of Cfree value is what needs to be considered. Being a cross-correlation

value, the Cfree will increase when the initial structure is moving towards the target,

then it will converge and will start to decrease when the structure is overfitted. Un-

like in XRC, a few percentages of the data cannot be chosen randomly in cryo-EM

because of strong correlations between structure factors. Instead, the structure fac-

tors for the free set have to be taken from a continuous band in the high-resolution

range. The Cfree band value is typically selected to be higher than the resolution of

the map, even though this high-frequency range is dominated by noise. This range

is usually good enough for validating the refinement process and is not for the re-

finement. Normally, the range from the map resolution up to the lowest frequency

information available is used as work band and for the refinement.

After finding the optimal gscale value with the highest Cfree values, the best

ensemble of structures from the optimal gscale data set is selected for calculating

the mean RMSF value. The structures that falls within the interval range having a

value equal to the mean Cfree error is chosen. The interval, defined as the Cfree error

range, has the maximum value corresponding to the maximum Cfree value obtained.

Minimum of the Cfree error interval is given by difference between maximum Cfree

value and the mean Cfree error value. The mean RMSF values gives the measure of

atomic positional uncertainity in real-space refinement.

4.3 Results

4.3.1 MDFF refinement

As a test example, we have used the adenylate kinase structure (PDB ID: 4AKE),

a signal transducing protein containing 214 residues and 3341 atoms. Simulated

density maps for this structure were generated at 5 Å and 7 Å. MDFF refinement

is a well established protocol and the main interest while testing this method is

not in refining an atomic structure to a density map but to create an ensemble of

refined structures in the conformational space that is in agreement with the density

map. Hence the actual refinement of fitting an atomic structure to density map is
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4.3. RESULTS

Figure 4.4 The RMS value for each atom with gscale 1.0 for 5 Å MDFF data

1.0 in figure 4.2. In our case, the scaling of the density potential - gscale value,

ranges from 0.1 to 2.0. Once the optimal gscale value having the highest Cfree value

is determined, the mean Cfree error for those output structures is calculated. For the

data in figure 4.2 the Cfree band for 5 Å density map was from 3.5 Å to 4.5 Å. Both

from the scattered plot and the Cfree density plot in figure 4.2 clearly shows the data

set in green corresponding to 1.0 is the best gscale value. For 5 Å density map, the

calculated mean Cfree error was 0.0142 for gscale 1.0. This is also proved from the

figure 4.3, that the optimized gscale value 1.0 having the highest Cfree also has the

lowest RMSD values. The mean Cfree error value defines the Cfree error interval

value. The upper limit is the highest Cfree value which is 0.296 and the lower limit

is (0.296 - 0.0142) 0.2819. In figure 4.3, the two solid black horizontal lines in the

scattered plot shows the Cfree error interval to pick the ensembles for the optimized

parameter. The gscale 1.0 ensemble that falls within the Cfree error interval is then

used for calculating mean RMSF. The RMSF calculated for each atom for gscale

1.0 ensemble is in the figure 4.4. The calculated mean RMSF for gscale of 1.0 is

0.6138 Å.

The method was also tested on the 7 Å density map. The figure 4.7 corresponds

to 7 Å data and is similar to figure 4.3. The Cfree band for 7 Å density map was

from 5.5 Å to 6.5 Å for the figure 4.7. The gscale value of 0.8 in black dots is

the optimized value. The calculated mean Cfree error for 7 Å data was 0.0295.
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Table 4.1 Positional precision for different resolutions

Resolution Cfree range Cfree max Cfree min Cfree error Mean RMSF

5 Å 3.5-4.5 Å 0.2960 0.2819 0.01415 0.6138 Å

7 Å 5.5-6.5 Å 0.4569 0.4274 0.02954 0.7157 Å
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Figure 4.5 The mean RMSF value for different Cfree band is plotted in the
bar plot for 5 Å MDFF refinement data. The mean RMSF values does not
change much for any free band value chosen and thus making the method
not sensitive to the free band range.
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Figure 4.6 The bar plot shows the values of mean Cfree error for different
Cfree band for 5 Å MDFF refinement data.

The two solid lines representing the Cfree error interval was between 0.4569 and

84





4.3. RESULTS

0.070

0.071

0.072

0.073

5.0−6.0 5.2−6.2 5.5−6.5 5.8−6.8
Cfree Range

M
ea

n 
R

M
S

F

Figure 4.8 The mean RMSF for various Cfree band ranges for 7 Å refinement
data.
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Figure 4.9 The mean Cfree error for 7 Å data plotted for various Cfree band
ranges.

extracting the Cfree value from the MDFF outputs using DireX. Figure 4.5 and

figure 4.8 shows the mean RMSF calculated for different free interval ranges for

5 Å and 7 Å respectively. In both the plots the RMSF does not change much for

different interval ranges. So, one can pick an interval range with the high-frequency

limit less than the resolution of the map and the low frequency limit 1 Å less than

the higher limit. Having a broader interval range will increase the value of Cfree

value at the cost of using less data for the actual refinement. Figure 4.6 shows the

mean Cfree error corresponding to data in figure 4.5 for different free intervals at 5

86



4.3. RESULTS

Å. Figure 4.9 shows the mean Cfree error for different free intervals corresponding

to data in figure 4.8 at 7 Å.

The table 4.2 is just an another representation of the four figures (figure 4.5 -

figure 4.9). The table 4.2 gives an overview of the different free band values used

and the corresponding mean Cfree error and mean RMSF calculated for 5 Å and 7

Å data.

Table 4.2 Positional precision for different free bands

Resolution ( Å) free range ( Å) Mean Cfree error Mean RMSF ( Å)

5 3.0-4.0 0.01155 0.6141

5 3.2-4.2 0.01271 0.6137

5 3.5-4.5 0.01416 0.6139

5 3.8-4.8 0.01529 0.6135

7 5.0-6.0 0.02519 0.7080

7 5.2-6.2 0.02643 0.7281

7 5.5-6.5 0.02954 0.7157

7 5.8-6.8 0.03227 0.7310

4.3.2 Ensembles from DireX refinement

We also performed DireX refinements from the start structure against the density

map. Various γ-parameters were used in DireX. The gamma-parameter defines

the deformability of the restraints and, thus, to some extent is a weighting factor

between the reference model and the experimental data. The gamma-parameter

can hold a value between 0 and 1. A small γ value means the start structure will be

kept very close to the reference model and a high value means larger deformation

from the reference model. An optimal value of γ is found with the highest Cfree

value as in the case of MDFF runs.

The same density map and start structures used for the MDFF refinements were

also used for the DireX refinement. The start structure was the target structure

(PDB ID: 4AKE) and the refinement was done for 3000 steps. Various γ values

were used to check the best Cfree values. The map strength used was 0.01 and all

other parameters are kept to default values. We can see from the figure 4.10 that

the variance in the conformational sampling is not as large as in the MDFF output.
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mean RMSF for γ = 0.9 within the Cfree error interval is 0.1186 Å. The mean

RMSF value is lower than the MDFF-mean RMSF value since the conformational

sampling in DireX is not as spread out as in the case of MDFF. One could see

from the density plot for RMSD that the highest Cfree values does not correspond

to the lowest RMSD. The lowest RMSD is for γ = 0.8. Hence, the mean RMSF

is calculated for this ensemble which falls within the Cfree error interval 0.03267

and 0.0309. The calculated mean Cfree error value is 0.0176 and the mean RMSF

is 0.1186 Å for γ = 0.8. Even though the highest Cfree data does not correspond to

the lowest RMSD data, the mean RMSD value remains the same.

4.4 Conclusion

There are different ways to estimate the atomic coordinate precision of the refined

crystal structure in XRC, but none are available until now for cryo-EM data. With

most of the cryo-EM data still at low- to intermediate resolution, even the refine-

ment of known atomic models is difficult. Thus, atomic models from refinement

are prone to errors and to develop a measure for these errors is crucial. In this pa-

per, we have described the newly developed method for estimating the positional

precision from real-space refinement of atomic structure against cryo-EM density

maps. Our approach uses the cross-validation measure, Cfree, which is already

used during refinement. Here, we have tested the method on 5 Å and 7 Å simu-

lated EM data. The atomic positional precision was computed by estimating the

best ensemble with the cross-validation Cfree value and its statistical error value.

The estimated precision was 0.6138 Å for 5 Å density map and 0.7157 Å for 7

Å density map. The method is also robust and not sensitive to the choice of Cfree

band used during refinement.

4.5 Acknowledgement

Computational support and infrastructure was provided by the "Centre for Infor-

mation and Media Technology" (ZIM) at the University of Düsseldorf (Germany).

89



BIBLIOGRAPHY

Bibliography

[1] L. G. Trabuco, E. Villa, K. Mitra, J. Frank, and K. Schulten, “Flexible fitting

of atomic structures into electron microscopy maps using molecular dynam-

ics.,” Structure (London, England : 1993), vol. 16, pp. 673–83, may 2008.

[2] G. F. Schröder, A. T. Brunger, and M. Levitt, “Combining Efficient Con-

formational Sampling with a Deformable Elastic Network Model Facilitates

Structure Refinement at Low Resolution,” Structure, vol. 15, pp. 1630–1641,

dec 2007.

[3] J. R. Lopéz-Blanco and P. Chacón, “iMODFIT: efficient and robust flexi-

ble fitting based on vibrational analysis in internal coordinates.,” Journal of

structural biology, vol. 184, pp. 261–70, nov 2013.

[4] M. Topf, K. Lasker, B. Webb, H. Wolfson, W. Chiu, and A. Sali, “Protein

structure fitting and refinement guided by cryo-EM density.,” Structure (Lon-

don, England : 1993), vol. 16, pp. 295–307, feb 2008.

[5] G. N. Murshudov, A. A. Vagin, and E. J. Dodson, “Refinement of Macro-

molecular Structures by the Maximum-Likelihood Method,” Acta Crystallo-

graphica Section D Biological Crystallography, vol. 53, pp. 240–255, may

1997.

[6] A. T. Brünger, “Free R value: a novel statistical quantity for assessing the

accuracy of crystal structures,” Nature, vol. 355, pp. 472–475, jan 1992.

[7] V. Luzzati, “Traitement statistique des erreurs dans la determination des struc-

tures cristallines,” Acta Crystallographica, vol. 5, pp. 802–810, nov 1952.

[8] D. W. J. Cruickshank, “ERRORS IN LEAST-SQUARES METHODS,” in

Computing Methods in Crystallography, pp. 112–116, Elsevier, 1965.

[9] T. A. Jones, J. Y. Zou, S. W. Cowan, and M. Kjeldgaard, “Improved meth-

ods for building protein models in electron density maps and the location

of errors in these models,” Acta Crystallographica Section A Foundations of

Crystallography, vol. 47, pp. 110–119, mar 1991.

90



BIBLIOGRAPHY

[10] D. W. J. CruickshankÂš, D. W. J. Cruickshank, and D. Cruickshank, “Re-

marks about protein structure precision,” Acta Cryst, vol. 55, pp. 583–601,

1999.

[11] S. Daopin, D. R. Davies, M. P. Schlunegger, and M. G. Grutter, “Compari-

son of Two Crystal Structures of TGF-fl2: the Accuracy of Refined Protein

Structures,” Acta Cryst, vol. 0, pp. 85–92, 1994.

[12] B. Falkner and G. F. Schroder, “Cross-validation in cryo-EM-based struc-

tural modeling,” Proceedings of the National Academy of Sciences, vol. 110,

pp. 8930–8935, may 2013.

[13] B. R. Brooks, R. E. Bruccoleri, B. D. Olafson, D. J. States, S. Swaminathan,

and M. Karplus, “CHARMM: A program for macromolecular energy, mini-

mization, and dynamics calculations,” Journal of Computational Chemistry,

vol. 4, pp. 187–217, jan 1983.

[14] S. J. Weiner, P. A. Kollman, D. T. Nguyen, and D. A. Case, “An all atom force

field for simulations of proteins and nucleic acids,” Journal of Computational

Chemistry, vol. 7, pp. 230–252, apr 1986.

[15] W. R. P. Scott, P. H. Hünenberger, I. G. Tironi, A. E. Mark, S. R. Billeter,

J. Fennen, A. E. Torda, T. Huber, P. Krüger, and W. F. van Gunsteren, “The

GROMOS Biomolecular Simulation Program Package,” The Journal of Phys-

ical Chemistry A, vol. 103, pp. 3596–3607, may 1999.

[16] H. Berendsen, D. van der Spoel, and R. van Drunen, “GROMACS: A

message-passing parallel molecular dynamics implementation,” Computer

Physics Communications, vol. 91, pp. 43–56, sep 1995.

[17] M. T. Nelson, W. Humphrey, A. Gursoy, A. Dalke, L. V. Kale, R. D. Skeel,

and K. Schulten, “NAMD: a Parallel, Object-Oriented Molecular Dynamics

Program,” International Journal of High Performance Computing Applica-

tions, vol. 10, pp. 251–268, dec 1996.

[18] B. Isralewitz, M. Gao, and K. Schulten, “Steered molecular dynamics and

mechanical functions of proteins,” Current Opinion in Structural Biology,

vol. 11, pp. 224–230, apr 2001.

91



Chapter 5

Discussion and Outlook

Cryo-EM data obtained either from single particle analysis, electron tomography,

or 2D crystals are often still in the intermediate- to low-resolution range even af-

ter the resolution revolution in the field. Due to this fact, there is a great demand

for tools that can be used for better interpretation, visualisation, resolution en-

hancement and henceforth for better structure determination. In this thesis, three

different methods have been developed that can be used for improved structure de-

termination from cryo-EM data.

The main project of my thesis is discussed in chapter 2 - ELIGN: ELastic alIGNment

of Cryo-EM density maps. With the conformational heterogeneity in cryo-EM

samples being the main limiting factor to reach optimum resolution, the only op-

tion available so far to handle the data is to sort the 2D images into different con-

formational classes and then to reconstruct 3D volumes for these classes individu-

ally. However, sorting the images reduces the number of images used in each 3D

volume reconstruction and hence limits the resolution. We developed the ELIGN

technique to overcome the resolution limitation due to conformational heterogene-

ity. The main idea behind this technique is to elastically align all the conformations

to average the available data. ELIGN elastically fits all the different conformations

to each other and is a good method to overcome the limitation of the resolution by

the conformational heterogeneity.

ELIGN converts the density map to a pseudo-atomic model by placing point

masses on each voxel of the map, thus allowing for a flexible deformation. The

point masses carry the density information corresponding to each voxel. The re-

sults presented in section 2.2 shows the output of ELIGN with improved resolution

of the cryo-EM data for both single particle analysis and cryo- electron tomogra-

phy data. Here, we have shown the improvement of resolution for three data sets
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and compared the results of ELIGN to the rigid averaging of all maps from differ-

ent conformations. The enhancement in resolution by using ELIGN is shown both

by the FSC curves and images of the density maps. First, ELIGN was shown to

have resolution improvement on the simulated density maps of six different confor-

mations of glutamate dehydrogenase. By ELIGN, the density map was improved

from 2.17 Å to 2.09 Å whereas the rigid average was making the resolution worse

to 3.6 Å. Second, for ten density maps of the E-coli ribosome single particle data

an improvement of the resolution from 4.5 Å to 3.27 Å was shown. The resolution

improved to only 3.57 Å by rigid averaging. Third, the sub tomogram averages

from mammalian oligosaccharyl- transferase complex in native endoplasmic retic-

ulum protein translocon were clipped to just have the translocon associated protein

complex (TRAP) and the oligosaccharyl-transferase (OST) complex excluding the

ribosome was sorted to three different sets of classes having different signal to

noise ratios. The three different classifications (10, 30 and 170 classes) were used

to test ELIGN and the improvement for all the classes were almost the same lead-

ing from 16 Å to 12 Å. For this data the rigid average of all the density maps was

around 15 Å.

ELIGN is proved to be a robust algorithm allowing for deformation of the

density map invariant of the direction of the deformation, difference in the con-

formational changes and without the need for the prior knowledge of the atomic

structure. With our new method, it might be beneficial to sort images even further

than usually, to a point where the resolution gets limited by the number of images,

because after the elastic 3D alignment all data can be merged again, and hence

making use of all image data. The application of the method can be extended from

3D density maps to 2D images. The application of the algorithm to 2D images

should be really interesting because the elastic alignment on 2D images should be

done as part of the 3D reconstruction process unlike the post processing step done

in this thesis, which is carried out after the reconstruction. Hence, if the elastic

alignment is used on 2D images, one could use all the information in all the im-

ages to reconstruct a single resolution-improved 3D map. Elastic fitting on the 2D

level will make it possible to obtain class averages with high signal-to-noise ratio

and thus a high resolution reconstructed density map.
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Moreover, a new method was developed to improve the visualization of cryo-EM

density maps. This method, known as VISDEM, is a part of the program DireX,

and is described in Chapter 3. Optimal visualization is a must for proper interpre-

tation of the data. Here, general statistical information about proteins, especially

the packing density of atoms, is used to sharpen the density maps. A pseudo-

atomic model with approximate mass distribution of the protein can be built from

the packing density of the atoms, since the packing density is very similar for dif-

ferent proteins. After building the pseudo-atomic model, constraints for both real

and reciprocal space reconstruction are determined from the pseudo-atomic model.

The estimated density histogram is used as a constraint in real space and the radial

structure factor is used in reciprocal space reconstruction. Hence the name VIS-

DEM implying Visualization Improvement by Structure factor and Density his-

togram correction for cryo-EM data.

In the paper, we have shown sharpened density maps using VISDEM for three

different resolutions taken from the EMBD. They are the transient receptor po-

tential channel V1 (TRPV1) (EMDB-5778), chaperonin GroEL/ES density map

(EMDB-2325) and the mycobacterium tuberculosis fatty acid synthase multien-

zyme complex (EMDB-2538) with a resolution of 3.3 Å, 8.9 Å and 18 Å respec-

tively. The results show that the VISDEM sharpened maps are better than the

B-factor sharpened maps and comparable to the sharpened maps by using the cor-

rect radial structure factor and density histogram applied from the crystal structure.

The improvement of visualization by VISDEM was quantified by both the FSC

curve and the density correlation coefficients between the VISDEM maps and the

atomic model maps computed from the crystal structures.

Finally, a new method has been developed to estimate the positional error of atomic

coordinates during real space refinement, which is discussed in detail in Chapter

4. Atomic models built and refined with intermediate-resolution (3.5–5 Å) cryo-

EM density maps are prone to error since such density maps do not provide clear

atomic details. A clear estimate of the error of the atomic coordinates helps to

judge the level of reliability of the determined structures. There are well established
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methods in X-ray crystallography to measure the precision of refined structures. In

contrast, in cryo-EM no method is available to determine these errors. Our method

determines the error of the positional precision during real space refinement of

cryo-EM data.

The approach presented here is based on the cross-validated cross-correlation

coefficient, Cfree, which measures the fit of a model to the data. The refinement

program DireX computes the Cfree value during the refinement. Ideally, the model

that yields the highest Cfree value should be the best model, closest to the true

structure. However, the Cfree value has a statistical error which means all models

within a certain range of Cfree values have the same estimated quality and cannot

be distinguished. Here, the positional error is defined as the root mean square

fluctuation (RMSF) of all models within this range of Cfree values. Ensembles of

models generated with different approaches have been tested. For the generation

of the ensembles MDFF and DireX with different restraints were used, yielding

different extent of conformational sampling. The measured positional precision

during real-space refinement of atomic structure against 5 Å and 7 Å density maps

were shown in the result section of Chapter 4.
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