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Abstract

Proteins can be seen as the major building blocks of life - they are involved in nearly

every task of the cell and mediate most of its essential form and structure. To fully un-

derstand the biological role and function of a protein, its three-dimensional structure

needs to be known.

In this work, two new approaches for computational protein modelling and structure

prediction are introduced. The methods can contribute to Vlling the ever increasing gap

between known protein sequences and structures.

(1) Experimental structure determination can be time-consuming, expensive and is not

possible for every type of protein. Computational protein prediction has therefore be-

come an important addition to the experimental methods for obtaining information about

a protein’s structure. While substantial progress has been made over the years, so far, pre-

dicting a protein’s structure from only its sequence, i.e. ab initio/de novo protein struc-

ture prediction, is only possible for small proteins. Incorporating additional information,

e.g. in form of sparse experimental data, enables structure prediction for larger protein

structures as well. Following the discovery that inferred residue-residue contacts from

co-evolving residues can successfully be used for protein structure prediction, we have

combined evolutionary information with an iterative sampling protocol of the Rosetta

molecular modelling suite to obtain accurate atomic models.

(2) Most atomic-resolution structures known to date were either determined using X-

ray crystallography or NMR spectroscopy. While structure determination using cryo-

electron microscopy has been limited to low-resolution models and complexes for many

years, recent advances make it now possible to obtain density maps with near-atomic

or even atomic resolution. These high-resolution density maps allow to directly build

full-atomic models. This task is however challenging and, because being quite recent,

has not been extensively explored so far. To address this problem, we have developed a

completely new de novo model-building approach for cryo-EM maps in the near-atomic

resolution range that combines backbone tracing, sequence non-speciVc fragment assem-

bly, and automated side-chain assignment.
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Zusammenfassung

Proteine sind wesentliche Bausteine des Lebens - sie sind in so gut wie jede Aufgabe der

Zelle verwickelt und bestimmen deren Struktur und Form. Um die biologische Rolle und

die Funktionen eines Proteins komplett zu verstehen, muss man seine dreidimensionale

Struktur kennen.

In dieser Arbeit werden zwei neue Herangehensweisen zur computergestützten Prote-

inmodellierung und -vorhersage vorgestellt. Beide Methoden können in Zukunft helfen,

die immer größer werdende Lücke zwischen der Anzahl an bekannten Proteinsequenzen

und -strukturen zu verkleinern.

(1) Experimentelle Strukturbestimmung ist sehr zeitintensiv, kostspielig und nicht un-

bedingt für alle Proteinarten möglich. Die computergestützte Proteinvorhersage ist des-

halb eine wichtige Ergänzung zu den experimentellen Methoden geworden, um Struk-

turinformationen von Proteinen zu bekommen. Die Methoden haben sich in den letz-

ten Jahren kontinuierlich verbessert und weiterentwickelt, allerdings funktioniert die

Vorhersage der Struktur ausschließlich basierend auf der Sequenz, sogenannte ab-initio-

oder de-novo-Vorhersagen, auch heute nur für kleine Proteine. Das Verwenden von zu-

sätzlichen Informationen, z.B. spärlicher experimenteller Datenlage, ermöglicht die Vor-

hersage auch für größere Proteinstrukturen. Basierend auf der Entdeckung, dass korre-

lierte Mutationen in Proteinfamilien und die daraus abgeleiteten Distanzinformationen

zur korrekten Strukturvorhersage beitragen können, haben wir diese mit dem iterativen

Sampling-Protokoll der Rosetta Software-Suite kombiniert.

(2) Die meisten der bis heute experimentell bestimmten Proteinstrukturen wurden mit

Hilfe von Röntgenkristallographie oder Kernspinresonanzspektroskopie gelöst. Struk-

turaufklärung durch Kryo-Elektronenmikroskopie war lange Zeit auf niedrige AuWösun-

gen von großen Komplexen beschränkt. Heutzutage können jedoch dank neuer Entwick-

lungen auch Dichtekarten mit sehr hoher AuWösung erstellt werden. Diese hochaufge-

lösten Dichtekarten machen es möglich, direkt atomare Modelle zu bauen. Der Prozess

ist allerdings sehr fordernd und die Anzahl der Methoden für diese neue Aufgabenstel-

lung noch sehr gering. Wir haben deshalb ein neues Protokoll zur de-novo Modellierung

von Proteinstrukturen in hochauWösende Dichtekarten entwickelt: Das Protokoll baut in

einem ersten Schritt die Cα-Positionen des Proteinrückgrats, vervollständigt diese mit

Hilfe sequenz-unspeziVscher Proteinfragmente und weist im Anschluss vollautomatisch
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1. Motivation and Outline
Proteins are large and complex molecules that account for about half of a cell’s total dry

mass and mediate most of its essential structure and function [1]. Due to their large

versatility and the resulting multitude of diUerent functionalities that are fundamental to

life, proteins are a focus of attention in biological research.

The function of a protein is directly related to its three-dimensional structure [2], making

protein structure determination vital for understanding critical biological processes. The

biological activity of a protein depends on atomic detail, and even slight changes in the

molecular structure can signiVcantly aUect the protein’s activity, potentially resulting in

diseases. A detailed understanding of these changes is therefore necessary for designing

a therapy.

Experimental structure determination is both expensive and time consuming, resulting

in a large discrepancy between the number of known protein sequences and the number

of experimentally solved three-dimensional structures, the so called “protein structure

gap” [3]. In the past years, computational structure prediction has therefore become an

important player to Vll the ever increasing gap between known protein sequences and

experimentally determined protein structures. While being an ongoing challenge for

several decades, predicting a protein structure from its sequence alone remains a major

problem. Current ab initio methods are able to accurately predict the structures of small

proteins ( 100 residues) with increasing protein size, however, additional data, e.g. in

form of sparse experimental data or sequence-based information, is needed to restrict the

large conformational search space in order to obtain accurate models [4].

While most experimentally derived protein structures to date have been solved using

X-ray Crystallography and NMR Spectroscopy, cryo-electron microscopy has recently

started to become an increasingly important tool for structural biology. Thanks to recent

advances, density maps obtained by cryo-EM can nowadays reach near-atomic and even

atomic resolution, allowing to directly build atomic models. The process is, however,

challenging and the number of methods tailored to this type of problem is still low.

In this thesis, two diUerent approaches for computational protein structure calculation

3



and prediction are introduced: 1) evolutionary information, derived from correlated mu-

tations in multiple sequence alignments of homologous protein sequences, was used in

combination with an iterative sampling protocol of the Rosetta molecular software suite

for accurate protein structure prediction, and 2) a new de novomodelling approach based

on near-atomic resolution density-maps obtained by cryo-electron microscopy was de-

veloped and tested on several experimental density maps.

The thesis is organised in four parts. Part I shortly introduces the aim of this thesis and

brieWy summarises the fundamentals of protein structure, outlines standard methods for

experimental structure determination and lays out common approaches in computational

structure prediction to provide the reader with all the background information necessary

to follow the Vndings in this thesis. Part II, starting on page 15, shows how evolutionary

information coupled with an iterative sampling strategy can be used for accurate pro-

tein structure prediction. Part III, page 25 and ongoing, introduces a newly developed

method, called EMfasa, for de novo structure modelling into near-atomic cryo-EM den-

sity maps. Both parts include detailed background information about their speciVc topics

and include peer-reviewed articles presenting the respective methods and results. Part IV

summarises the Vndings in this thesis and gives an outlook about the tools’ applicabilities

in the future.

4



2. Background Theory
This chapter brieWy summarises the fundamentals of protein structure, the primary ex-

perimental methods used for structure determination in structural biology, and the main

ideas in computational structure prediction. More detailed information and background

theory tailored to the two diUerent projects discussed in this thesis can be found in Part II

and III, respectively.

2.1 Fundamentals of Protein Structure

The major building blocks of a protein are the so called amino acids - organic compounds

containing an amino group (-NH2), a carboxyl group (-COOH), a hydrogen atom, and a

speciVc side-chain (R group) that are all linked to a central carbon (called Cα). There are

22 proteinogenic amino acids, i.e. amino acids that are incorporated into proteins during

translation, whereof 20 are in the standard genetic code and two can be added by special

translational mechanisms [5]. The side-chain is speciVc to each amino acid and accounts

for its speciVc chemical properties that can be loosely grouped into classes, as shown

in Figure 2.1.

Amino acids can be linked together by forming a so called peptide bond through a reac-

tion of their respective carboxyl and amino groups, see Figure 2.2. While two or more

amino acids connected via a peptide bond are referred to as a peptide, a long, continuos,

SER	

HYDROPHOBIC	

POLAR	

GLY	 ALA	 VAL	 LEU	 ILE	 PHE	 MET	 TRP	 PRO	

THR	 ASN	 CYS	 GLN	 TYR	 ARG	 LYS	 HIS	 ASP	 GLU	

+ -	 CHARGED	

Figure 2.1 The 20 standard amino acids and their properties. The standard amino
acids are commonly grouped into three classes: hydrophobic, polar, and charged. These
classes can furthermore be subdivided into several subclasses, e.g. aromatic, large, small,
and so forth. Some amino acids stand out for their unique properties: Proline forms
a bond with its own amino group and therefore has only limited Wexibility. It is also
referred to as helix-breaker. The side chain of Glycin consists only of a single hydrogen
atom, giving it the unique property of being achiral. Cystein can form disulVd bonds
via oxidation of its sulfhydryl group and therefore greatly increases the stability of a
protein’s structure.
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Figure 2.2 The peptide bond. The peptide bond is synthesised through a reaction of
the respective carboxyl and amino groups of two amino acids during which a molecule of
water is released. The process is therefore called a dehydration synthesis or condensation
reaction. The two linked amino acids are called a dipeptide. The peptide bond is planar
and rather rigid, resulting in important implications for the three-dimensional structure
of a protein.

and unbranched peptide chain is called a polypeptide. Proteins consist of one or more

long polypeptides that are joined together, cf. Section 2.1.1.4.

2.1.1 Four Levels of Protein Structure

Most proteins fold into unique three-dimensional structures. This structure has been

organised into a four-tiered hierarchy as described in [6]. The four levels are brieWy

summarised in the subsections below.

2.1.1.1 Primary Structure

The primary structure of a protein describes the linear sequence of amino acids in the

polypeptide chain. It is generally listed from its amino terminus (N-terminus) to its car-

boxyl terminus (C-terminus).

2.1.1.2 Secondary Structure

The secondary structure of the protein describes regular and characteristic local confor-

mations of the polypeptide. These local conformations are formed by hydrogen bonds

between the amine hydrogen and carbonyl oxygen atoms of the participating residues.

The most common secondary structures, suggested as early as 1951 [7], are alpha (α) he-

lices and beta (β) sheets. These structures are highly regular: the speciVc dihedral angle

combinations are approximately repeated throughout the entire secondary structure ele-

ment. Other forms of helices with energetically favourable hydrogen-bonding patterns,

such as the 310 and π helices, are only rarely observed in natural proteins.

The regular secondary structures described above are usually connected by irregular sec-

ondary structural elements, so called loops.
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2.1.1.3 Tertiary Structure

The tertiary structure of a protein, also called fold, refers to the global three-dimensional

structure. It is hold together through interactions between the side chains of the amino

acids rather than backbone interactions which are primarily responsible for generating

the secondary structure.

2.1.1.4 Quaternary Structure

Many proteins do not function as a monomer, but as a noncovalent association of two

or more independent polypeptides. The quaternary structure describes the arrangement

and number of the these subunits in the resulting multimeric or multisubunit complexes.

2.2 Experimental Structure Determination

Several experimental methods can be used to determine the three-dimensional structure

of a protein. The most common methods used to study the structure of a protein are

X-ray crystallography, NMR spectroscopy, and electron microscopy: the great majority

of protein structures deposited in the RCSB Protein Data Bank (PDB) archive [8] has

been solved by using at least one of these methods, see Table 2.1. All three methods, as

well as their advantages and disadvantages, will be brieWy summarised in the subsequent

subsections.

2.2.1 X-ray Crystallography

Most of the experimentally derived structures to date have been determined using X-ray

crystallography, c.f. Table 2.1.

For X-ray crystallography, as described in [10], a protein gets puriVed and crystallised

and the crystal is subsequently subjected to a beam of X-rays. The proteins in the crystal

diUract the X-ray beam into characteristic patterns that can be analysed to determine the

Table 2.1 PDB holdings breakdown

Exp. Method Proteins Nucleic
Acids

Protein/NA
Complexes

Other Total

X-Ray 97349 1709 4926 4 103988
NMR 9917 1138 231 8 11294
EM 699 29 245 0 973
Other 255 7 8 14 284

Holdings breakdown of the RCSB Protein Data Bank [8] as of March 2016. Data taken
from [9].
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distribution of electrons from which an electron density map can be calculated. This map

can be used to determine the location of each atom.

Each reWection on the diUraction pattern collected during X-ray crystallography is char-

acterised by its amplitude and phase which are both represented in a mathematical de-

scription called “structure factor”. The intensity of the reWection directly provides in-

formation about the amplitude, the information on the phase of the diUracted radiation

is however lost. This is referred to as the “phase problem”. To determine the electron

density distribution in the crystal, both phase and amplitude need to be known. The

most common methods used for phase determination are isomorphous replacement and

molecular replacement [10].

The isomorphous replacement method [11] is usually used if no closely related structures

are available. The method compares the data obtained from a protein crystal to the data

obtained from a protein crystal with attached heavy atoms. The diUerences in the data

sets result from the heavy atoms which allow to determine their position in the protein

molecules. The positions can be used to determine the protein phase angles and, in com-

bination with the amplitudes, the structure factors can be calculated.

The molecular replacement method [12] can be used if closely related protein structures

are available. In this method, structure factors are calculated from the coordinates of the

related protein structures and the corresponding phases are applied to the data set of the

protein of interest. This method therefore results in a bias towards the model in the ini-

tial structure factor calculations.

Having both the amplitudes and initial phases, an initial model can be built. This initial

model is usually not perfect but can be used to improve and reVne the phases and thereby

leading to an improved model. This step can be repeated until the agreement between

the diUraction data and the model is maximised.

To measure the agreement between a model and the experimentally-observed X-ray

diUraction data, the R-factor is used. The R-factor, deVned as R =
∑

||Fo | − |Fc ||/
∑

|Fo |,

measures the diUerence between the structure factor amplitudes calculated from the

model (|Fc |) and the ones obtained from the experimental diUraction data (|Fo |). Well

reVned models correspond to R-values of less than 20 percent whereof the best-reVned

structures are characterised by values below 10 percent [13]. However, the R-value is

not completely reliable as structures with acceptable R-factor values can have signiVcant

errors [14]. High R-values might be a result of overVtting the experimental data by using

too many parameters, e.g. in form of a large amount of water molecules, and do not

necessarily indicate an accurate model [13].

In 1992, Brügner introduced the Rfree-value, which is less prone to overVtting than the R-
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factor [15]. Before carrying out the reVnement, the experimental diUraction data is split

into two sets: a small test set and a working set. The working set is used for the struc-

ture reVnement while the test set is used to calculate the Rfree-value in the same way as

the standard R-factor. The Rfree is therefore not inWuenced by the reVnement procedure

and a signiVcant diUerence to the R-factor can therefore indicate that a model has been

overVtted [13].

X-ray crystallography can provide very detailed atomic information, howeve, the pro-

cess of crystallisation is very diXcult and time consuming and can not be done for every

type of protein. The crystallisation is therefore seen as the bottleneck for X-ray crystal-

lography [16]. While being a great method for rigid proteins, it is not very suitable for

studying Wexible proteins.

2.2.2 NMR Spectroscopy

Nuclear magnetic resonance (NMR) is the second most used technique to study protein

structures in structural biology, c.f. Table 2.1. The method can be used not only to pro-

vide atomic details about a protein’s structure, but also for studying protein dynamics

[17] and folding [18].

For NMR, as described in [19], a protein is puriVed, placed into a strong magnetic Veld,

and then probed with radio waves. The list of observed resonances is then analysed to

obtain a list of structural restraints. These restraints can be separated into three diUerent

classes [20]: distance restraints, e.g. gained from nuclear overhauser eUect experiments

(NOESY), torsion angle restraints obtained from vicinal coupling constants and orien-

tational restraints derived from residual dipolar couplings (RDCs). These restraints can

subsequently be used in structure calculations to generate an ensemble of models of the

protein.

However, for large molecular structures it becomes diXcult to resolve the individual sig-

nals (resonances) of the active nuclei due to increased spectral complexity and loss in

sensitivity, putting a practical limit to the size that can be studied in detail by NMR

[21].While the size limit has been pushed further over the years due to new techniques

(TROSY, i.e. transverse relaxation-optimized spectroscopy) and labelling schemes [22],

NMR structural studies of larger molecules are usually carried out with focus on accom-

panying NMR studies, such as deVning ligand aXnity and protein dynamics [23].

2.2.3 Electron Microscopy

Three-Dimensional Electron Microscopy (3DEM) can be used to determine the structures

of large macromolecular complexes. A beam of electrons is used to image individual
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proteins, each of them being observed in diUerent orientations. These images are in the

next step aligned and averaged to extract 3D information in form of a density map. A

popular form of electron microscopy in structural biology is the so called cryo-electron

microscopy where the sample is studied at cryogenic temperatures. It allows the obser-

vation of the sample without any prior staining or other Vxation and therefore shows the

specimen in their near-native environment. Until recently, the resolution of the resulting

density maps was most of the time too low to see each atom and electron microscopy

data was therefore mainly used in combination with other experimental methods, such

as X-ray crystallography and NMR spectroscopy, or to dock atomic structures to obtain

the complex. Electron microscopy, and more speciVcally Cryo-EM, is described in more

detail in Part III Section 1.2.

2.3 Computational Structure Prediction

Computational structure prediction methods aim to predict the structure of a protein

from its sequence with an accuracy that is comparable to the results achieved experi-

mentally and thereby Vll the large gap between known protein sequences and resolved

protein structures. Experimental structure determination is not only expensive and time

consuming, but also not possible for every protein: some proteins cannot be crystallised

and can therefore not be used for X-ray diUraction while others are too large for NMR

analysis. Computational protein modelling is therefore the only way to obtain structural

information for proteins that are not suitable for any type of experimental structure de-

termination.

The Veld of computational structure prediction has been a highly debated over the years

and a lot of progress has been made so far. The three major approaches to three-dimen-

sional structure prediction will be discussed in the following sections.

2.3.1 Comparative Modelling

Comparative modelling, also known as homology modelling or template-based mod-

elling, is used to predict the structure of proteins that have a sequence that is similar

to the one of a protein with previously determined structure [24].

The method is primarily based on the observation that, during evolution, the structure

of a protein is more stable and undergoes less changes than its amino acid sequence, i.e.

proteins of similar sequences adopt practically identical structures, and distantly related

sequences still fold into similar structures [25].

In 1999, Rost analysed more than a million sequence alignments between protein pairs

of known structures and deVned an accurate rule to distinguish between pairs of similar
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and non-similar structure based on both sequence identity and alignment length [26].

2.3.1.1 Method Overview

Comparative modelling or homology modelling is a multi-step process and can be bro-

ken down into four main steps [27]: template selection and target-template alignment,

model construction, model reVnement, and model assessment. In the initial step, possible

modelling templates with high sequence similarity are identiVed by aligning the target

sequence to all the sequences of known structures in the PDB [8] with alignment pro-

grams such as BLAST [28] and FASTA [29]. Having found potential templates, the best

one is chosen based on criteria including sequence similarity, protein function and the

predicted secondary structures. Having an alignment between the target sequence and

the chosen template model, the model construction begins by copying the atoms of those

template residues that are aligned to residues in the target sequence. The reVnement step

later on focuses on modelling the loops and side chains.

2.3.2 Fold Recognition

Fold recognition techniques, also known as protein threading methods, try to Vnd a struc-

tural relationship between two proteins although there is no obvious sequence similarity

and to make the prediction by threading each amino acid in the target sequence to a posi-

tion in the template structure [30]. A good model will therefore have structural similarity

to a known fold, the sequence however is not obviously similar.

2.3.2.1 Method Overview

Protein threading can roughly be divided into the following steps [31]: Initially, the target

protein is aligned to each of the proteins in a structure database, e.g. PDB [8], using a

scoring function. Based on these alignments, one or several templates are chosen and the

aligned residues of the target are copied from the template. Finally, unaligned residues

are predicted using loop modelling and side-chain packing.

2.3.3 De-novo/Ab initio Prediction

Ab initio or de-novo methods aim to predict a protein’s tertiary structure from its amino

acid primary sequence by relying primarily on physical principles and not on existing

structural templates. These methods are of particular interest for the large number of

protein sequences for which no homologs with three-dimensional structural information

are known [32].
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While AnVnsen’s dogma [33] states that, at least for small proteins, the native structure

of a protein is determined only by the protein’s amino acid sequence and that, in the

absence of large kinetic barriers, it corresponds to the state with the lowest free energy,

no universal ab-initio method has been found so far due to one or a combination of

the following reasons: 1) applied energy functions and force Velds may not be realistic

enough [34] 2) the number of possible conformations is too large to be eXciently sampled

[35] 3) the native conformation may not be identical to the minimal energy structure of

the utilised energy function [36].

The most detailed representations of a protein include all its atoms and the surrounding

solvent molecules. Due to the large number of atoms, this representation is extremely

expensive and most methods for protein structure prediction therefore have involved

some signiVcant complexity reduction [37]. These simpliVcations include united atom

representations, a limited number of side-chain conformations and implicit solvent. The

energy or scoring functions that are used to evaluate these low-complexity models there-

fore must be able to represent the forces responsible for protein structure, e.g. solvation,

strand hydrogen bonding, in a manner robust to the model’s limited accuracy [37]. Once

a number of coarse-grained models that are potentially close to the native structure are

identiVed, they can be reVned using full-atom energy functions.

2.3.3.1 Fragment-based Methods

Fragment assembly-based methods are currently the most successful approaches for the

de-novo protein structure prediction problem when no structural homologs are present.

These methods rely on the assumption that the conformational space of the protein back-

bone is Vnite and stabilised by local interactions, and that the model of the target struc-

ture can therefore be generated by piecing together continuous subsets, so-called frag-

ments, from known protein structures. The idea for using small fragments to assemble

new structures was Vrst introduced by Bowie and Eisenberg in 1994 [38]. Prominent

methods using this approach are FRAGFOLD [39, 40] and Rosetta [41, 42]. Rosetta will

be described in more detail in Part II Section 1.3 on page 17.
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Part II

Structure Prediction using

Evolutionary Information
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1. Introduction

1.1 Motivation

In 2011, it has been shown that evolutionary information in form of correlated muta-

tions in multiple sequence alignments of evolutionary related protein sequences can help

to predict protein structures with explicit atomic coordinates quite accurately: The co-

evolving residues give insight into which residues are in close proximity in the protein

structure and therefore can be used, in form of distance restraints, to drive a computer

simulation with an atomic-scale physical model of the protein structure from a random

starting conformation to a native-like conformation. Since that breakthrough, much ef-

fort is being put into the improvement of these contact predictions. Due to the statistical

nature of the predictions, their accuracy will however always be limited, e.g. contain

a fraction of erroneously predicted contacts, and structure prediction protocols that are

tolerant to incorrect distance restraints are needed.

In this project, we have combined evolutionary information with an iterative sampling

strategy of the Rosetta molecular modelling suite and benchmarked it on a diverse set of

globular proteins.

1.2 Structure Information based on Sequence Variation

As of February 20171, NCBI Reference Sequence database RefSeq [43], a non-redundant

set of nucleotide and protein sequences, contains almost 80 million protein sequences.

This vast number of available protein sequences allows for analysing multiple sequence

alignments of subsets of these to infer homology and to study the evolutionary relation-

ships between them.

The tertiary structure of proteins is usually better conserved than sequence in evolution

[25, 44]. Hence, members of homologous protein families often have similar functions

and structures while their sequence similarity can be comparatively low. During evo-

lution, gene sequences undergo random changes and mutations, whereof some may be

1RefSeq Release 80 including 78,028,152 proteins, 17,862,608 transcripts and 66,224 organisms
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Figure 1.1 Using correlated mutations for protein structure prediction. Observed
correlations in multiple sequence alignments of homologous protein sequences can be
used to infer contacts between residues in the three-dimensional structure of a protein.
Figure inspired by [47, 48].

detrimental for both function and structure, while others are neutral. To maintain struc-

ture and function, the evolution in families of proteins is therefore heavily constrained

by structural and functional features such as maintaining a hydrophobic core, secondary

structures, active sites, and buried and charged hydrogen bonds[45, 46].

In the early 1990s, patterns of correlated mutations in multiple sequence alignments of

protein families have been interpreted for the Vrst time as an indication of probable phys-

ical contact in the three-dimensional protein structure [49–52]. An illustration of the ba-

sic idea is shown in Figure 1.1. The accuracy of the predicted contacts has however not

been good enough to drastically improve structure prediction methods as they were using

“local” statistical models, e.g. mutual information scores, that were not able to separate

direct from indirect contact information [48]. These indirect (transitive) correlations, ex-

plained in Figure 1.2, greatly limit the accuracy of predicted residue-residue contacts.

Using global statistical models instead, i.e. treating pairs of residues dependent on each

other, reduces the eUect of transitivity and thereby substantially increases the prediction

accuracy [47, 53–56]. Since then, many methods that discriminate between direct and

indirectly coupled mutations for residue-residue contact predicition have been developed:

GREMLIN [57], CCMPred [58] and plmDCA [59, 60] use pseudolikelihood approaches

while PSICOV[61] achieves the separation of direct and indirect correlations by inverting

a residue-residue covariance matrix.

In 2011, residue-residue contacts predicted using global statistical models, e.g. maximum

entropy, were shown to be accurate enough to fold a protein to reasonable accuracy using

a method called EVFold [47]. Other methods that have been used in combination with

evolutionary information for protein structure prediction include PconsFold [62], FRAG-
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Figure 1.2 Transitive correlations. A) Physical contacts in a protein structure B) Ob-
served correlations in a multiple sequence alignment. The correlations of residues A and
B and B and C are causative, as they reWect direct physical contacts. The correlation
between A and C is however transitive due to their mutual interaction with residue B.

FOLD [63], and CONFOLD [64]. Recently, in terms of the eleventh Critical Assessment

of protein Structure Prediction (CASP11), structure predictions using coevolution derived

residue-residue contact information as restraints were once again shown to considerably

increase the accuracy of template-free structure modelling [65].

While the initial predictions were focusing on globular proteins, predicted contacts from

evolutionary information have also been used to predict protein-protein complexes [66,

67] and the structures of membrane proteins [68, 69].

1.3 De Novo Structure Prediction with Rosetta

Rosetta is a large software suite that nowadays includes algorithms for computational

modelling and analysis of protein structures, e.g. de novo protein design, enzyme design,

ligand docking and structure prediction of proteins and protein complexes [70]. Origi-

nally, Rosetta was developed for de novo protein structure prediction and, since its release

in 1997 [41], regularly is amongst the top performers of the biennial community-wide

Critical Assessment of protein Structure Prediction (CASP) [42, 71–73]. In the subse-

quent sections, Rosetta’s scoring functions, the standard protocol for de novo predictions

and an iterative sampling strategy are brieWy described.

1.3.1 The Rosetta Energy Functions

Rosetta applies two kinds of scoring functions: a centroid/low-resolution energy function

and an all-atom energy function. Both functions, which are reviewed in detail in [74] and

[70], are brieWy summarised below:

In the low-resolution mode, the side chains are represented by a centroid that is located
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at the side-chain center of mass. The energy function includes terms for solvation and

electrostatics that are based on observed distributions in protein structures. Hydrogen

bonding between β-strands is included by probabilistic descriptions and steric clashes

between centroids and backbone atoms are penalised, representing the repulsive com-

ponent of the van der Waals forces. The attractive forces of the latter are included by

rewarding globally compact structures.

In the more physically realistic all-atom energy function, the van der Waals forces are

modelled by the 6-12 Lennard-Jones potential. In addition, the energy function includes

a solvation approximation, a structure- and orientation-dependent hydrogen bonding

potential for explicit hydrogen bonding, a residue-based pair potential to model elec-

trostatics (now, with the introduction of the Talaris energy function in 2013, replaced

with an explicit Coulombic electrostatic term [75]) and a knowledge-based conformation-

dependent amino acid internal free energy term.

1.3.2 Standard Rosetta De Novo Prediction Protocol

The standard Rosetta protocol for de novo structure prediction, described in detail in [35,

39, 76, 77], consists of two stages: a coarse-grained sampling stage and an optional Vne-

grained reVnement stage. The sampling stage starts with a fully extended protein chain

and “folds” the protein by replacing the torsion angles in randomly selected 3 or 9 residue

windows with torsion angles of known protein fragments with similar local sequence in

a series of thousands of Monte Carlo fragment replacement moves. The scores of the new

conformations are evaluated using the low-resolution energy function using a centroid

representation for the side chains as described above and are accepted or rejected based

on the Metropolis criterion [78]. This Monte Carlo minimisation drives the structure to-

ward the global minimum of the smoothed energy surface of the low-resolution energy

function.

Once the coarse-grained sampling stage is Vnished and a full-atom reVnement is desired,

the side chains are added and optimised by minimising Rosetta’s all-atom energy func-

tion.

1.3.3 Restraint-Guided Structure Calculations

Structure calculations in Rosetta can be guided towards the lowest energy conformations

in the folding landscape by incorporating various types of restraints, including but not

limited to restraints on atom-pair distances, angles, dihedral angles, and location in coor-

dinate space. They are implemented as a biasing potential that usually causes an energy

penalty if a speciVc parameter violates the ranges or values deVned by the restraint.

Restraints derived from various sources, such as e.g. NMR [79–83], cross-links [84], and
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coevolution information [65], have successfully been used for protein structure predic-

tion in the past.

1.3.4 RASREC, an Iterative Sampling Strategy

For proteins with more than 100 amino-acids, the standard de novo protocol, generating

thousands of completely independent protein models, generally runs into sampling is-

sues and is not able to converge to the native fold [4]. While structural guidance, e.g. in

form of sparse NMR data, helps to increase this size limit, the success rate for proteins

over 15 kDA is still not robust [4, 81] and improved sampling methodologies are required.

The Resolution-Adapted Structural RECombination approach RASREC, described in [4,

81], seeks to improve the sampling near the native structure by recombining frequently

occurring structural features in restraint-guided structure calculations during diUerent

resampling and reVnement stages. In the subsequent paragraph, the RASREC protocol

will be brieWy described.

RASREC consists of 6 stages, one initial exploration stage and Vve resampling stages. The

Vrst four stages use the Rosetta low-resolution energy while the remaining two are using

the Rosetta full-atom energy to generate well-reVned fullatom models. During each of its

six iteration stages, RASREC runs batches of independent structure calculations in paral-

lel and stores and updates a user-speciVed number of all-time best models in a structural

pool. The resampling stages (II-VI) are then seeded with structural information of the

structural pool which intensiVes the exploration of the most promising regions in the

conformational space. The resampling stages diUer the way how they use the structural

information in current structural pool: Once the resampling technique of a stage has been

suXciently explored, i.e. the acceptance rate of structures into the pool decreases below

10 percent, the stage terminates and the next stage starts. After the Vnal resampling stage

is Vnished, the protocol is done and the structures in the structural pool represent the V-

nal models.

It was shown previously that this sampling methodology makes RASREC more robust

and requires less data than the standard Rosetta prediction protocol [4, 81, 85].
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2. Methods, Results, andDiscussion

2.1 Publication 1: Combining Evolutionary Information and

an Iterative Sampling Strategy for Accurate Protein Struc-

ture Prediction

We have combined the RASREC approach with evolutionary restraints and used the pro-

tocol for predicting globular protein structures with high accuracy. The work has been

published in 2015 in PLoS Computational Biology [86]. The article is summarised below

and both the article and the supplemental information are included as Appendix A (page

89 cont.) of this thesis.

2.1.1 Summary

It has been shown previously that the accuracy of de novo protein structure prediction

can be signiVcantly improved by integrating evolutionary information that can be used

to infer spatial proximity in the three-dimensional structure.

In this study, we have combined the resolution-adapted structural recombination ap-

proach RASREC of the molecular modelling suite Rosetta with evolutionary information

in form of intra-protein residue-residue contacts for accurate protein structure prediction.

RASREC has been shown previously to converge faster to near-native models and to be

more robust against incorrect distance restraints than standard prediction protocols and

is therefore perfectly suited for restraints obtained from predicted residue-residue con-

tacts with limited accuracy.

We have tested our protocol on 28 globular proteins and compared it to the results of the

EVFold web server using identical contact predictions. Our method was able to converge

for 26 of the 28 targets and improved the average TM-score of the entire benchmark set

from 0.55 to 0.72 when compared to the EVFold web server. In addition, we showed that

the improved sampling and high error tolerance of the underlying RASREC algorithm

enables accurate structure prediction in cases where the accuracy of the predicted con-

tacts is dropping below 50 percent.
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2.1.2 Contribution

For this article, I participated in the design, performed the experiments, analysed the data,

generated all Vgures, tables, protocol capture and supporting information and wrote the

majority of the manuscript. I am corresponding author of this article.
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1. Introduction

1.1 Motivation

Structure determination of biological macromolecules using cryo-electron microscopy

has been limited to large complexes and low-resolution models for many years. Thanks

to a new generation of direct electron detectors and powerful image processing routines,

large macromolecules can now be obtained at near-atomic or even atomic resolution

using cryo-electron microscopy (cryo-EM). These high resolution structures give rise to

a need for methods for de novo model building into cryo-EM density maps.

This chapter will give a short summary of the current state-of-the art cryo-EM techniques

and an outline of the current de novo modelling approaches.

1.2 Cryo-ElectronMicroscopy of BiologicalMacromolecules

Over the past two decades, single-particle cryo-electronmicroscopy (cryo-EM) has evolved

to be a powerful technique to solve macromolecular structures at high resolution. It

has become a popular technique in structural biology and was consequently chosen as

Method of the Year 2015 by the peer-reviewed scientiVc journal Nature Methods [87].

This section gives a brief overview about the historical background, the general strategy,

and recent advances in cryo-EM. If not stated otherwise, the information given in the

following subsections is based on [88–90].

1.2.1 Background and General Information

The Vrst electron microscope was introduced by M. Knoll and E.Ruska in 1931 [91]. This

prototype had less resolving capabilities than light microscopes at that time [92]. Since

then, a lot of progress has been made, making it possible to nowadays obtain complex

molecular structures at near-atomic resolution [93].

There are two types of electron microscopes: transmission electron microscopes (TEM)

and scanning electron microscopes (SEM). The latter scans the sample with a focused

beam of electrons and is used to image surfaces of cells and small molecules in 3D. In
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allow to measure image contrast that is related to the structure of the biological macro-

molecule itself. Additionally, the Vlm of vitrious ice reduces the radiation damage by

trapping free radicals produced by ionisation during electron irradiation (cf. subsequent

paragraph).

Image Formation

For image formation, an electron beam passes through the frozen sample and during their

transmission, individual electrons either get scattered by the specimen or pass through

it unscattered. Scattering can take place in two diUerent forms: Elastic scattering occurs

with no loss of energy, while inelastically scattered electrons transfer energy to the elec-

trons in the specimen. The electrons that are emerging from the sample, both unscattered

and elastically scattered, are collected and focused by lenses to create a diUraction pat-

tern that, for thin specimen, is directly related to density variations in the sample. All the

structural information in the pattern is obtained from the elastically scattered electrons

only.

The inelastically scattered electrons lead to radiation damage due to their energy trans-

fer to the specimen which, after accumulation, can break molecular bonds and thereby

destroy the sample. It is therefore necessary, even at the low temperatures of cryo-EM,

to only use low doses of electrons, i.e. the weakest possible image exposures that enable

obtaining a measurable signal. The signal-to-noise ratio (SNR) of the recorded images is

therefore very low and limits the information that can be obtained from a single parti-

cle image. Therefore, to obtain high-resolution information, several images need to be

averaged as described hereinafter.

1.2.2.2 Single Particle Analysis

The electron micrographs, generated as described in the previous section, consist of 2D

representations of 3D molecules in various orientations and conformations. To obtain

a three-dimensional structure from the micrographs, the 2D representations of the indi-

vidual particles need to be combined. There are a large number of software suites, e.g.

EMAN [94], SPIDER [95], and IMAGIC [96] that oUer comprehensive sets of tools to

carry out various strategies for image processing and 3D reconstruction.

Alignment and ClassiVcation

The images of the individual particles are very noisy. As mentioned in the previous

section, only low electron doses can be used for imaging and the resulting images have

high noise relative to the signal given by the particles, making them hard to interpret. To

improve the signal-to-noise ratio, several images need to be averaged. In theory, images
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of approximately 10,000 particles are needed to obtain an atomic resolution structure

[97]. In practice, this number is even signiVcantly larger. As the micrographs contain

particles in multiple diUerent orientations and (possibly) conformations, the images of

the individual particles need to be sorted based on their structural features prior to the

averaging step. For sorting, statistical methods, such as principal component analysis,

multivariate analysis or covariance analysis are used. After the classiVcation, related

images are averaged to obtain characteristic projection views of the complex with much

better signal-to-noise ratio than the original images.

3D Reconstruction

To obtain a full 3D structure, a suXcient number of angular views of the object need to be

combined. In single-particle-analysis, the suXcient number of orientations of the object

is obtained through the random distribution of orientations of several particles on the

micrograph. To combine the averaged 2D projections to a 3D reconstruction, their rela-

tive orientations must be known. The steps to do so are based on the central projection

theorem, which states that for a 3D object, the Fourier transform of each 2D projection

is a central slice through the 3D Fourier transform of the object [98]. The orientations

of the diUerent particles are determined iteratively by comparing them against the pro-

jections of initial models. An initial model can be obtained by the random conical tilt

method [99], models of related structures or angular reconstitutions [100].

1.2.2.3 Resolution

In theory, cryo-EM should be able to provide atomic resolution structures of biological

molecules as small as 100kDa in molecular weight [97]. In practice however, the Vnal res-

olution that can be obtained by single-particle analysis is dependent on several factors:

the quality of the original data, the number of particles in the data, and the accuracy of the

determined orientation parameters. All these aspects depend on the amount of high- and

low-resolution information present in the images [101]. The high-resolution information

determines the possible Vnal resolution of a 3D reconstruction, while the low-resolution

information, i.e. image contrast, is required to visualise and pick the particles. For frozen-

hydrated biological samples, which are sensitive to radiation damage [102] and therefore

need to be imaged with low electron doses, contrast is achieved by recording images in

some defocus. This however reduces the high-resolution signal. Therefore, one has to

Vnd a good balance between defocus and contrast for best results [101].

In general, the resolution for cryo-EM density maps is assessed using the Fourier Shell

Correlation (FSC) [103], measuring the normalised cross-correlation coeXcient between
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two 3-dimensional volumes as a function of spatial frequency. Therefore, to measure the

FSC, the particle data set is split into two groups of the same size. A common approach

is to use the odd particle images for one set and the other half for the second set. For

each of the two datasets, independent 3D reconstruction are carried out and the resulting

volumes are compared to determine the FSC curve.

1.2.3 Recent Advances in Cryo-Electron Microscopy

Starting in 2013, new structures, including ribosomes from human pathogens [104] or

mitochondria [105], ribosomes in complex with a protein translocase [106], ion channels

[107, 108], and a key enzyme in the biogenesis of methane [109] have been obtained by

cryo-EM at near atomic resolution, marking the start of a new era in the Veld of cryo-EM

[110]. This improvement of resolution arises from a combination of a new generation

of direct electron detectors that record images with previously unseen quality and new

image-processing tools that correct for sample movements and are able to classify images

according to diUerent structural states [101, 111].

1.2.3.1 Direct Electron Detectors

Poor image contrast is a major challenge in cryo-EM. To restrict radiation damage, the

number of electrons that can be used is limited, leading to noisy images. It is there-

fore important to eXciently detect the available electrons. Direct electron detectors, i.e.

monolithic active pixel sensors (MAPS), make it possible to see individual incident elec-

trons [111, 112]. The new detectors have a better detective quantum eXcieny (DQE),

which describes the signal and noise performance in a digitally recorded image over the

spatial frequency range, as conventional Vlm [113, 114]. In addition, they have the ad-

vantage of immediate feedback and are able to record movies at a rate of many frames

per second [110].

1.2.3.2 Advanced Image Processing Software

Two developments in image processing have complemented the new direct electron de-

tectors: one addresses the problem that the electron beam induces movement of the

sample, and the other addresses the diXculty in dealing with structurally heterogenous

samples.

Once the electron beam hits the thin Vlm of vitrious ice, chemical bonds in the sample

are broken, cf. Section 1.2.2.1. Even early on in the exposure, these forces induce mo-

tion in the sample. Image recording on conventional media, such as CCD cameras or

photographic Vlm, takes a view seconds, which, due to these small movements, leads to
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blurred high-resolution features. The new direct electron detectors, as described before,

provide movie-functionality. Comparison of successive frames then allows to detect and

trace movements that can later be reversed computationally [115–117]. This way, a mo-

tion corrected image can be produced which is much sharper than images obtained on

conventional media.

Usually, macromolecular structures or complexes contain more than one unique 3D struc-

ture due to conformational heterogeneity. If projections of an heterogenous set of protein

structures are combined into one 3D reconstruction without prior classiVcation, the re-

sulting map will be of low resolution. The classiVcation is however complicated, as it is

not obvious how to distinguish between projections from diUerent orientations or pro-

jections from slightly diUerent structures. Unsupervised classiVcation has been made

possible through development of statistical algorithms that were based on maximum-

likelihood procedures [118–120]. Software packages including suchmaximum likelihood-

based classiVcation and reVnement methods are FREALIGN [121] and RELION [122].

1.3 Structural Interpretation of Electron Microscopy Den-

sity Maps

This section brieWy explains methods that are used to interpret cryo-EM density maps.

Commonly used reVnement methods, i.e. methods that optimise the side-chains of a

protein structure to improve the Vt to the density map, such as reVnements using CNS

[123, 124], Rosetta [125, 126], or PHENIX [127], are not explicitly discussed.

The methods used to analyse and interpret the structural information in a density map

are highly dependent on the map’s resolution [128]. Table 1.1 lists the features visible in

a density map as a function of resolution as described in [129].

1.3.1 Segmentation

Cryo-EM reconstructions usually consist of several diUerent molecular components of

the same or diUerent proteins and/or nucleic acids related to one another in large macro-

molecular complexes. Segmentation of cryo-EM maps, i.e. identiVcation of regions be-

longing to individual proteins or subunits, is therefore an important task in their inter-

pretation.

Nowadays, there exist several tools for automatic, model-free segmentation: Segger, de-

veloped as plugin for UCSF Chimera [130], uses the watershed method to partition a

density map into regions [131]. Other methods use level sets [132] and elastic networks

[133] for segmentation. The automatic segmentation is however non-trivial and compli-
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Table 1.1 Visible features in a density map as a function of resolution

Resolution [Å] Visible Features

> 8 possible identiVcation of subunits and individual domains
≤ 8 α-helices are visible in form of rod-like densityies and β-sheets as

thin continueos planes
< 8 connectivity between secondary structure elements becomes visi-

ble
≤ 5 developed features and pitch become visible in α-helices
≤ 4.5 individual strands of β-strands become visible
≤ 4 side-chain densities become recognizable and a relatively unam-

biguous trace can be seen

With increasing resolution, more features of a density map become visible. The informa-
tion provided in this table is taken from [129].

cated by nonuniform resolutions throughout the map and tightly intertwined subunits

[134].

1.3.2 Fitting of Atomic Structures

If the resolution of a density map is below 8 Å, no secondary structural elements are visi-

ble and only subunits and individual domains can be identiVed. One of the most common

methods for analysing these low resolution density maps is the Vtting of known atomic

structures of individual proteins, usually obtained by X-ray crystallography or NMR, into

these density maps to obtain atomistic representations of macromolecular assemblies. In

general, one distinguishes between two diUerent types of Vtting methods: rigid-body and

Wexible Vtting methods.

Rigid-body Vtting methods [135–137], attempt to identify the best agreement between

a rigid atomic model and a density map. This is generally achieved via an exhaustive

rotational and translational search.

Flexible Vtting methods, such as [138–143], consider the fact that proteins are intrinsi-

cally Wexible by allowing the model to morph, or Wexibly Vt, into the density map. This

approach becomes particularly useful when Vtting structures of a diUerent conformation

or homologous structures.

1.3.2.1 DireX, a geometry-based algorithm for low-resolution reVnement

DireX [138, 144] is a program that Wexibly Vts and reVnes protein structures into density

maps obtained from X-ray crystallography or EM by eXciently sampling conformations

under experimental restraints using a geometry-based sampling algorithm. During each
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of its random move steps, which are based on the CONCOORD algorithm [145] that

uses a large number of distance restraints computed from the starting structure to main-

tain correct stereochemistry and to prevent protein overlaps, DireX applies forces to the

atoms that drive the structure into the density map. To avoid over-Vtting, additional

Deformable Elastic Network (DEN) restraints are applied during each step. The DEN

approach aims to reVne only those degrees of freedom that are deVned by the data by

combining prior structural information of the reference model (for the degrees of free-

dom without experimental data) with experimental data. The free map correlation Cfree

[146], can be used to optimise the use of restraints during the reVnement. The Cfree is

a cross-validation approach for real space reVnement against cryo-EM maps. To do so,

the data is split according to frequency ranges and a band of high-frequency data with

low SNR is used as test set while the low resolution range with signiVcant SNR is used

as training set. By generating a perfectly overVtted model, the correlations between the

work and test set can be quantiVed.

1.3.3 Secondary Structure and Topology Determination

While the information contained in density maps at medium resolution, i.e. between 4

Å and 10 Å, is too low to build models with explicit atomic coordinates, it is possible to

determine secondary structural elements and the overall topology of the protein.

1.3.3.1 IdentiVcation of Secondary Structural Elements

In medium resolution structures, helices are resolved as straight rods with comparatively

high density. Computational detection of α-helices was Vrst implemented in Helixhunter

[147], a tool which uses an exhaustive cross-correlation search with a prototypical helix

template over three translational and two rotational degrees of freedom. Contrary to

α-helices, β-sheets are resolved as thin plates and are much more diverse in both size

and shape, making correlation-based approaches impossible. Sheetmeter [148] therefore

uses a morphological analysis of the density to identify regions thare are nearly Wat,

which are later Vltered, clustered, and extended to provide a Vnal β-sheet prediction

with Sheetracer [149]. In 2007, SSEHunter [150], a single tool for detecting both α-

helices and β-sheets, has been developed. The tool pairs an helix correlation routine with

local geometry calculations and density skeletonization to detect both types of secondary

structure elements.

1.3.3.2 Backbone Tracing

In 2008, Ludtke and Co-workers demonstrated that it is possible to achieve a Cα-trace

with correct topology directly from a protein density map at ~4 Å resolution [151].
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In their protocol, they combine secondary structural elements, as detected with SSE-

Hunter, with a novel density skeletonization technique [152] and sequence-based sec-

ondary structure prediction.

Pathwalker [153, 154] is a tool that automatically enumerates putative conVgurations of

protein structure models in sub-nanometer resolution density maps. In an initial step,

Pathwalker populates the density map with a set of pseudo-atoms wich are in the next

step connected with an approach derived from the Traveling Salesman Problem with the

aim to minimise the deviation from the standardised Cα-Cα distance. The tracing is

guided by both the distance between two pseudo-atoms, as well as their density connec-

tion.

1.3.4 De-NovoModel Building

De novomethods attempt to build an atomic model directly from the density map without

structural templates such as solved structures from homologs. This is only possible if the

resolution of the density map is high enough.

One such de novo method is EM-Fold [155, 156]. It uses medium resolution density maps

(5-7 Å) as folding constraints for de-novo protein modelling. The protocol de novo assem-

bles predicted secondary structural elements into the corresponding regions of a density

map and subsequently uses Rosetta to build loops and side-chains.

1.3.4.1 De-NovoModel Building with Rosetta

In 2015, Wang et al. have described a de-novo modeling approach for cryo-EM maps at

near-atomic resolution that matches and assembles sequence-based local backbone con-

formations, so called fragments, into the target density map [157]. As in the Rosetta de

novo structure prediction [41, 42], the fragments for overlapping windows of amino acid

sequence used in their protocol are 9 residues long and are taken from solved protein

structures with similar local sequences and predicted secondary structure. Each frag-

ment is subsequently subjected to a 6-dimensional search in the protein density map. To

identify presumably correct placements, a mutually compatible subset of placements is

identiVed using Monte Carlo simulated annealing (MCSA). The score function used to

guide MCSA favors the following properties of fragment pairs: (1) good Vt of the each

partner to the density map (2) same residues that are approximately in the same place

(3) residues that are close in sequence are nearby in space and (4) no two residues are

occupying the same space. Fragment assembly and MCSA are applied iteratively until at

least 70 percent of backbone residues have been assigned. Finally, this partial model is
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completed through rebuilding and all-atom reVnement using RosettaCM [158] guided by

the density map.

1.3.4.2 Use of Crystallographic Determination Tools

In case of high-resolution density maps, it might also be possible to use methods that

have originally been developed for structure modelling in X-ray crystallography. One of

the most commonly used X-ray tools being used to determine the structures of cryo-EM

reconstructions to date is COOT [159], a tool for model building and real-space reVne-

ment into density maps requiring a large amount of human intervention [134].

Automatic crystallographic structure determination tools, such as autobuild of the PHENIX

software suite [160], Buccaneer [161], the SOLVE and RESOLVE packages [162], and

ARP/wARP [163] have been developed and are widely used for crystallographic datasets

of 3 Å or better. While they have been used for crystallographic data as low as 3.8 Å,

the results at this resolution are inconsistent [134]. These tools are therefore not ideally

suited for cryo-EM density maps in the 3.0 - 4.5 Å resolution range.
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2. Materials and Methods

2.1 Method Overview

We have developed a de-novo model-building approach for cryo-EM maps at 3 to 4.8

Å resolution. Our approach called EMfasa is illustrated in Figure 2.1 and consists of Vve

steps: (A) generation of a Cα-trace, (B) Vtting of sequence non-speciVc local backbone

conformations into the density map and identiVcation of a consistent subsets of these

fragments, (C) all-alanine structure generation by assembly of fragments via clustering,

(D) automated sequence assignment by rotamer matching, (E) full-atom assembly and

reVnement.

In an initial step, given a segmented protein density map at 3 to 4.8 Å resolution and

the primary sequence, a Cα-trace is generated that roughly describes the location of

the residues in the protein and the protein’s topology. The Cα-trace is in the next step

used to spatially limit the Vtting of a sequence non-speciVc 7-mer fragment library to

each residue position in the trace. Subsequently, using a scoring function considering

several terms such as the Vt of a fragment to the density and the overlap to neighbouring

fragments, a subset of nicely matching fragments is selected. This set of fragments is

in the next step clustered to obtain a full-atom all-alanine structure. This all-alanine

structure is then used to build a proVle reWecting the Vt of each of the 20 amino acids at

each backbone position. The proVle is subsequently used to align the protein sequence

to the all-alanine structure. Based on this proVle-sequence alignment, a full-atom protein

structure including side chains is assembled by comparative modelling and the Vnal trace

is reVned into the experimental density data. All steps are described in more detail in

Sections 2.2 - 2.4.
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2.2.1.1 Bead Placement

In an initial step, the tool dxbeadgen of DireX [138] is used to randomly place twice as

many beads as there are residues in the protein chain. This procedure is brieWy described

in [164]. To make sure that the beads are evenly distributed in the map, the randomly

placed beads are subsequently reVned with DireX using a low weight on the density map

and with repulsive forces between the beads. It was chosen to use twice as many beads

as residues in the protein structure to facilitate the connection step described below.

2.2.1.2 Trace Generation

The reVned beads are in the next step connected using a protocol based on the combina-

torial optimisation heuristic called Lin-Kernighan [165], using the LKH program [166].

The setup for the LKH program is prepared using Pathwalker [153], which, in its newest

version, favours connections that lie within strong density regions.

The trace generation is carried out in three steps. Initially, the LKH program is used to

generate 10 traces with potentially diUerent connectivities from the reVned beads and the

density map. In the second step, a consensus Cα-trace is generated by feeding the LKH

program an additional cost matrix that is reWecting the connections in the 10 traces that

were generated in the step before. In the Vnal step, the number of beads is decreased by

a factor of two and the Vnal trace is reVned with DireX.

2.2.2 Fragment Assembly

The reVned Cα-trace shows how the amino acid sequence propagates through the den-

sity, i.e. the protein’s topology, and roughly describes the locations of the residues. These

locations are however not accurate enough for allowing to directly infer the actual Cα-

positions in the protein structure. Therefore, to improve the accuracy of the Cα-positions

and to obtain a full-atom protein backbone, we are matching local backbone conforma-

tions of known protein structures into the density maps at the bead locations stored in

the backbone trace. Other than Wang et al. [157], who are using fragments with similar

local sequence and secondary structure, we are using sequence non-speciVc fragments.

2.2.2.1 Fragment Library

For successful fragment assembly, a library representing the most common backbone

conformations in the protein universe is needed. A framework summarising the entire

construction process of the fragment library used in our method is shown in Figure 2.2

and will be described in more detail below.
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Figure 2.2 Construction of a sequence-nonspeciVc fragment library. To construct
the fragment library, n-mer fragments (B) are extracted from a non-redundant set of high-
resolution Xray protein structures (A). Subsequently, the residues of each fragment are
mutated to alanine and bond angles, bond lengths, and torsion angles are idealized (C).
Finally, the fragments are clustered (D) and the centroids of each cluster constitute the
Vnal fragment library (E).

Construction

We used the protein sequence culling sever PISCES [167] to construct a set of non-

redundant protein structures, consisting of 4718 distinctive protein chains that all were

determined by Xray crystallography and have a percentage sequence cutoU of 20 percent,

a minimum resolution of 1.8 Å, and a R-factor cutoU of 0.25. The use of high-resolution

X-ray structures ensures that only well resolved fragments are used to build the Vnal

fragment library. To build the fragment library, several thousands of 7-mer fragments

(user speciVed number of continuous subsets of 7 amino acids) are extracted from the

non-redundant set of protein structures described above. These extracted fragments are

in the next step mutated to alanine with Scwrl4 [168] to obtain sequence-nonspeciVc

fragments. Bond lengths, bond angles, and torsion angles of the fragments are idealised

using Rosetta. In the Vnal step, the idealised all-alanine fragments are clustered into X

groups using ClusCo [169]. ClusCo oUers four diUerent clustering algorithms: k-means,

single-, maximum-, and average-linkage. The core fragments of the Vnal clusters describe

the Vnal fragment library. In the course of this thesis, if not stated otherwise, fragment

libraries of size 100 are used. The fragment library has to be generated only once - the

same library can be used to model any target protein structure.

2.2.2.2 Fragment Fitting

The Vtting of the individual fragments into the density map is carried out using UCSF

Chimera’s [130] Vtmap procedure. The Vtting procedure is illustrated for one fragment

and one potential backbone position in Figure 2.3. In an initial step, the input density map

is cropped to a cube with an edge length of 20 Å around the bead of interest to ensure that

the fragment will be Vtted in close proximity to the latter. In the next step, a fragment
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A)	 B)	 C)	

Figure 2.4 Fragment-bead assignment. For each bead (A), fragments are Vtted and the
top-scoring ones are stored (B). The placed fragments are in the next step reassigned to
the beads closest to them (C) .

2.2.2.4 Monte Carlo Simulated Annealing

To Vnd the set of fragments that are mutually compatible, Monte Carlo simulated anneal-

ing (MCSA) sampling, a method initially proposed by Kirkpatrick et al. in 1983 [170], is

carried out. The applied MCSA procedure is illustrated in Figure 2.5. To reduce the search

space, only a user-speciVed number X of top-scoring fragment placements per bead are

considered. At the beginning of the procedure, each bead position is randomly assigned

to one of its X top-scoring fragment placements. During each step of the MCSA, the

assigned fragment at a random bead position is exchanged and the resulting score dif-

ference ∆E is calculated. The move is then either accepted or rejected based on the

Metropolis criterion [78]: if ∆E < 0, the move gets immediately accepted, otherwise the

move is accepted with probability P = e−∆E/T depending on the energy diUerence and

the current temperature T of the system. At large temperatures, uphill moves, i.e. con-

formations that lead to an increase in energy, are allowed to avoid getting trapped in

local minima and thereby exploring a large area of the search space [171]. By gradually

lowering the temperature, the sampling is guided towards the minimum of the scoring

function. To address the fact that no good fragments might have been found at a posi-

tion, “zero fragments” can be allowed as well. In that case, no fragment is assigned to the

respective bead and its two neighbouring beads become neighbours themselves.

Evaluation of Fragment Compatibility

To determine whether a set of fragments is “better” than another, a scoring function is

needed. Here, we evaluate the compatibility of a set of fragments with a scoring function

consisting of 4 diUerent terms:

scoretotal = wcorr scorecorr

+woverlap scoreoverlap

+wclash scoreclash

+wdir scoredir

(2.1)
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Figure 2.5 Monte Carlo simulated annealing. MCSA workWow to identify a set of
mutually compatible fragments.

The term scorecorr reWects the Vt of a fragment to the density and is based on the cor-

relation between the generated density map for the coordinates of the fragment atoms

and the density map, used as metric during the Vtting procedure with UCSF Chimera, see

Section 2.2.2.2. Scoreoverlap describes how well two neighbouring fragments overlap, i.e.

describe the same atoms. It is deVned as the minimum RMSD over at least 2 Cα-atoms

between the two fragments. All possible overlap combinations have to be evaluated, as,

without any sequence information, it is not known how far the fragments are overlap-

ping. Scoreclash evaluates whether there is contact (minimum distance < 2Å) between

two fragments that are too far apart in sequence, i.e. assigned to beads that are at least 8

positions apart from each other. This score term is of special interest in areas of β-sheets.

Finally scoredir evaluates whether the fragment is oriented in the same way as the pro-

vided backbone trace or its neighbouring fragments by calculating the dot product of the

vectors spanning the speciVc fragments or the backbone at the respective location. A

visual interpretation of each score term is shown in Figure 2.6. The weight of each score

term can be speciVed by the user.
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Figure 2.6 Score terms for evaluation of fragment compatibility. 4 diUerent score
terms are used to evaluate the fragment compatibility: (A) scorecorr , (B) scoreoverlap , (C)
scoreclash, and (D) scoredir .

2.2.3 Consensus Trace Generation

After having found a set of mutually compatible fragments, these need to be assembled

into a consensus trace. To determine which fragment positions are placed at identical

residue positions, a density-based clustering of all fragment Cα-positions is carried out.

The clusters, representing a residue in the Vnal consensus trace, are in the next step

connected based on the intra-fragment connections of the cluster members. An overview

of the clustering and connection steps is shown in Figure 2.7 A).

2.2.3.1 Clustering

After the MCSA, the trace consists of fragments with diUerent compatibility to each of

their neighbours: while there are stretches of very good compatibility, usually situated in

areas of well resolved density, the fragments in regions of low resolution are much more

scattered. While we know how many residues are in the protein of interest, we do not

know a priori how many of these residues could be identiVed using the fragment assem-

bly. We therefore need to use a clustering algorithm that does not require the number of

Vnal clusters a priori.

The density-based clustering algorithm DBScan (Density-based spatial clustering of ap-

plications with noise) [172] groups points that are closely packed together and classiVes
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ε

Figure 2.7 Consensus trace generation. (A) To generate a consensus trace, the Cα-
positions of all fragments are iteratively clustered using the DBScan algorithm. The
formed clusters are subsequently connected based on the intra-fragment connections of
the cluster members. (B) The DBScan algorithm classiVes each point into one of three
groups: core points (red) have at least a minimum number (MinPts) of points in their
ε-neighbourhood. Border points (blue) are in the ε-neighbourhood of a core point but do
have less thanMinPts points in their ε-neighbourhood. All other points are classiVed as
noise (grey).

points in low-density regions as noise. The algorithm requires two parameters: ε (eps)

which deVnes the maximum distance between two points for them to be considered in the

same neighbourhood, and the number of total samples in a neighbourhood (minPts) re-

quired to form a dense region. As shown in Figure 2.7 B), each point is classiVed into one

of three groups: core points have at least minPts points in their ε-neighborhood, border

points are in the ε-neighborhood of a core point but have less than MinPts points in

their ε-neighborhood and therefore form the edge of the cluster. All other points are

classiVed as noise or outliers.

In this case, the choice of both parameters is quite straightforward: The standard dis-

tance between two Cα atoms is 3.8 Å, the distance for density reachable points, ε, should

therefore not exceed 2 Å so that two neighboring Cα positions will not end up in the

same cluster but stay separate. The minimum number of points that is required to form

a dense region is dependent on the number of fragmented traces that are used for clus-

tering. Assuming that at least 2 fragments are overlapping, we deVne minPts as 2x the

number of input traces.

The clustering is carried out in two iterations: In the Vrst round, very well deVned Cα-

positions are identiVed using DBScan with an ε-value of 1 Å. In the second round, ε is

increased to 2 Å and used to cluster all the Cαs that are not part of any cluster formed in

the Vrst iteration. After each iteration process, two clusters that are closer than 2.5 Å are

merged into one.
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Figure 2.8 Cluster connectivity. The cluster connectivity is determined in several
steps: (A) The clusters are connected based on the intra-fragment connection of their
cluster members. (B) The number of connections are stored as the corresponding con-
nection weight, and for each cluster, only the two most populated connections are kept.
(C) To remove circles and branch-oUs, lowest-weight connections are removed, until no
cluster has more than two connections. Isolated clusters are removed.

2.2.3.2 Cluster Connectivity

The clustering step returns clusters representing potential residues in the protein of in-

terest but does not provide any information about how these residues are connected. To

connect the clusters, the intra-fragment connections of the cluster members are investi-

gated: if Cα X in cluster CA is connected to Cα Y in cluster CB in the original fragment,

a connection between clusters CA and CB is stored (Figure 2.8 A). This is done for all Cαs

in each cluster, and in the Vnal step, the two most populated connections for each cluster

are kept (Figure 2.8 B). To remove circles and to avoid unwanted branch-oUs, connections

with the lowest weight are removed from each cluster with more than two connections

until only two are left (Figure 2.8 C). Clusters without any connections will be removed

and not be considered in subsequent steps.

2.2.3.3 Assembly of Final Consensus All-Alanine Structure

After the cluster connection step, the all-alanine structure still contains several gaps in

regions where no nicely overlapping fragments have been found. To decrease the size

and also the total number of gaps, several independent MCSA runs and cluster assembly

steps are carried out. The resulting, potentially diUerent, fragmented all-alanine struc-

tures are assembled to the Vnal all-alanine structure as illustrated in Figure 2.9 A). To

do so, DBscan is used with minPts set to 1, to keep all of the clusters stored in the frag-

mented structures and to make sure that no potential residue is lost. ε is set to 1 Å to

group the clusters of the diUerent traces occupying the same space. The resulting clus-

ters are connected as described in the section before. To make sure that the topology of

our generated consensus trace is correct, the trace is compared to the input Cα trace and

wrong connections are removed. Remaining gaps in the trace are removed by connecting
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Figure 2.9 All-alanine model assembly. (A) DiUerent all-alaine models are merged
to a combined all-alanine model using DBScan. (B) Fragmented all-alanine models get
connected by comaprison to the starting Cα-trace.

the corresponding edges, see Figure 2.9 B).

The coordinates of the atoms in this completed all-alanine structure represent the aver-

aged coordinates of all the residues forming the respective clusters. This averaging can

result in quite unrealistic local geometries and potential clashes. To solve this issue, a

rapid real-space reVnement of the all-alanine structure to the density is carried out using

the phenix.real-space-reVnement tool [173] of PHENIX [160].

2.3 Automatic Side-Chain Assignment

The section above described how a complete all-alanine structure is generated. For being

able to build the Vnal model of our protein of interest, the side-chains need to be assigned

to the positions in the backbone. As shown in Figure 2.1 D), the automatic side-chain as-

signment is carried out in two steps: Initially, a proVle reWecting the Vt of each amino acid

at each position in the all-alanine structure is generated. This proVle is in the next step

aligned to the protein sequence by using a dynamic programming algorithm, resulting in

the Vnal assignment.

2.3.1 Construction of Position-SpeciVc ProVle

The position-speciVc proVle for the all-alanine structure is based on the Vt of each amino-

acid to the density at each of its residue positions. To determine the Vt of each amino

acid, a rotamer library is used and the correlation of each rotamer to the input density is

calculated. These correlation values are in the next step used to build the proVle.

45



2.3.1.1 ProVle Generation

As rotamer library, the user can either choose the Dunbrack backbone-dependent ro-

tamer library [174] or common-atom values from the Richardson backbone-independent

rotamer library [175]. Both rotamer libraries are included in UCSF Chimera [130]. By

using Chimeras swapaa command, each rotamer of the speciVed rotamer library is tested

and the best matching rotamer for each of the 20 amino-acids is selected at each atom

position. The best matching rotamer is either speciVed by maximising the values of the

interpolated map at each atom position of the rotamer or by the best Vt as determined by

Chimera’s swapaa command. The latter chooses the best Vt based on three methods in

the following speciVed order: the lowest clash score, best Vt into density and the highest

probability according to the rotamer library. Each successive method is only used if the

previous one resulted in a tie.

In the next step, the residue-density compatibility for each of the selected rotamers is

calculated. This is done by zoning the density map around either the atoms of the 20

best-Vtting rotamers or the best-Vtting rotamer of the amino acid that is currently eval-

uated and by calculating the correlation between this zoned map and the calculated map

of the rotamer. This results in a matrix that lists a correlation value for each amino-

acid at each position in the consensus backbone trace. These values are in the next step

transformed to standard (Z) scores using the following equation

Zaa,i =
Xaa,i −Maa

SDaa
(2.2)

where Xaa,i is the correlation of amino acid aa at backbone position i , andMaa and SDaa

the mean and standard deviation of the correlation of that amino acid at each position in

the backbone, respecively. The Vnal proVle P is calculated as follows:

Paa,i = e
3
2Zaa,i (2.3)

2.3.2 ProVle-Sequence Alignment

To align the protein sequence to the proVle, a dynamic programming algorithm is used.

As we are interested in a global alignment, we use the Needleman-Wunsch algorithm

[176] with aXne gap costs, as described by Gotoh [177]. The backtracking routine has

been implemented according to [178]. The score of aligning residue aa to position i of the

protein backbone is stored in the sequence proVle Paa,i . AXne gap penalties are described

in the form ggapOpen+l∗ggapExtend where ggapOpen refers to the cost required to introduce

a new gap and ggapExtend describes the cost to extend the length of an existing gap by 1.

The gap costs can be speciVed by the user.
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class of Modeller [179] is used with additional absolute position restraints on each Cα of

the all-alanine structure with a standard deviation of 2 Å. The automodel class automat-

ically builds the 3D model of the target based on the target-template alignment and the

template proVle-sequence alignment[180]. In this case, the all-alanine structure is used

as template and the proVle-sequence alignment represents the target-template alignment.

The absolute position restraints on the Cα-atoms are added to keep the aligned residues

in place and thereby make sure that the majority of the model stays within the density.

During the comparative modelling with Modeller, no density information is used for

which reason it can easily happen that the newly generated residues are not situated in

the density map. Therefore, the model is in the next step rapidly reVned to the density

using the real space reVnement of PHENIX [160] consisting of global minimization, local

rotamer Vtting, morphing and simulated annealing [173] .

2.5 Pool Generation and Selection of Final Models

A pool of protein structures is generated by using u topologically diUerent Cα- traces

in both directions1 (A), combining several diUerent MCSA trajectories obtained for each

Cα-trace to v diUerent all-alanine structures (B), calculating w diUerent alignments by

using varying gap penalties for each all-alanine structure (C), and generating x real space

reVnements for each model assembled based on one alignment (D). This results in a total

pool of 2 ∗ u ∗ v ∗w ∗ x diUerent protein structures. The largest variability between the

resulting models is obtained by using steps (A) through (C).

To evaluate the Vnal models, we are currently using the correlation to the density map

CCmap that has been calculated during the PHENIX real space reVnement. In future, it

might be of interest to use other scoring methods to improve the selection of the models

closest to the native structure.

2.6 Metrics used for Evaluation

We have used several diUerent metrics to evaluate the models obtained by EMfasa. A

short description of each of these metrics and their application purposes are described

below.

1) Map Correlation CCmap

CCmap is a real-space correlation coeXcient that measures the similarity between a den-

sity map calculated from the protein model and the experimental density map across

1In absence of any additional information, models for both directions have to be built because the Cα
trace itself does not provide any information about its N-C orientation.
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the whole map volume as calculated by PHENIX. The real-space correlation coeXcient

(RSCC) between a calculated density map (ρcalc) and the experimental density map (ρobs)

is calculated as follows [181]:

RSCC = corr(ρobs,ρcalc) =
cov(ρobs,ρcalc)

√

var(ρobs)var(ρcalc)
(2.4)

2) Root-Mean-Square-Deviation (RMSD)

The root-mean-square deviation of atomic positions (RMSD) is the most commonly used

measure of the similarity between the atoms of superimposed proteins [180]. The RMSD

for N superimposed atoms is calculated as follows

RMSD =

√

√

√

1

N

N
∑

n=1

d2i (2.5)

with d representing the distance between the superimposed atoms at position i . Due

to this formula, the RMSD is very sensitive to local structure variations. In this work,

the RMSD has been only calculated on the Cα-atoms, also referred to as Cα-RMSD. De-

pending on what models were analyzed, the RMSD was either calculated for the entire

structure or only for an aligned subset, cf. below.

3) TMscore and TMalign

The TMscore [182] measures the structural similarity of two proteins based on the global

fold similarity in a sequence-order dependent way. It returns a value between 0 and

1, where 1 indicates a perfect match between to structures while values close to zero

correspond to unrelated proteins. The TMscore is deVned as follows

TMscore =Max
[

1

LN

Lr
∑

i=1

1

1+ ( did0
)2

]

(2.6)

with Ln being the length of the native protein structure, Lr the length of the template

protein structure, di the distance between the i-th atom pair and d0 a scaling factor based

on the average distance of corresponding residue pairs of random related proteins.

The TM-align algorithm [183] can be used for protein structures of unknown equiva-

lence and diUerent length. The algorithm initially generates an optimal superposition of

the two structures using dynamic programming iterations and subsequently calculates

the TMscore based on the alignment.

We have used TM-align to generate the alignments between our Cα-traces and all-

alanine structures and the native models. For both model types, it is possible that some ar-
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eas are overpopulated with residues, while some residues in noisy density regions might

have been missed. It is therefore necessary to calculate an optimal alignment between

both structures before calculating the TMscore or RMSD. TM-align normalizes the corre-

sponding TMscores by the length of the respective native protein structure and calculates

RMSD values on the aligned residues.

2.7 Implementation and Method Availability

The protocols for generating the Cα-traces have been developed by ZheWang and Gun-

nar Schröder and are available as part of DireX. The other parts, i.e. steps B) - E) of the

EMfasa de novo modelling tool, have been developed as part of my PhD project and are

implemented in form of a python package. EMfasa and a detailed tutorial describing all

modelling steps and corresponding parameters can be downloaded at www.simtk.org/

projects/emfasa.

Some EMfasa functions rely on external software. These programs, e.g. UCSF Chimera,

Modeller, ClusCo, and PHENIX are not part of EMfasa and have to be installed separately

for full functionality of the individual steps.
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3. Results and Discussion

3.1 Protocol Discussion

This section illustrates interim results of the individual EMfasa steps. The section focuses

on steps B (sequence non-speciVc fragment assembly) through E (fullatom assembly and

reVnement) of the protocol, as these are the ones that were developed throughout the

course of this thesis.

3.1.1 Fragment Library

The performance of fragment-based structure prediction is usually highly dependent on

the quality and nature of the underlying fragment library. Besides varying input struc-

tures and/or a diUerent fragment representation, the largest diUerences in fragment li-

braries are credited to the actual fragment length and the number of representative frag-

ments in the library. Given an identical set of input structures, one may therefore con-

struct a large amount of diUerent fragment libraries by simply varying these two param-

eters. The resulting libraries will diUer in both quality and complexity and it is important

to Vnd a good interplay between both for the problem of interest [184]. In addition to

these two parameters, the fragment library generated for EMfasa is also dependent on

the clustering algorithm used.

To assess the quality of our fragment library, two metrics, based on the ones described in

[185], were used: precision and coverage. For a protein of interest, precision is deVned

as the number of good matching fragments divided by the total number of fragments in

the fragment library, while coverage describes how many residues are represented by at

least one good match in the fragment library. As done in [185], several cutoUs in the

range of 0.1 to 2 Å were used to distinguish between a good and a bad match. In this

case, however, only the Cα-RMSD is evaluated. The validation data set comprising 41

proteins from diUerent SCOP classes described in [185] can be found in Table D.1.

The results of the validation are shown in Figure 3.1. SubVgures A) and B) show the

diUerences in the fragment libraries resulting from the use of four diUerent cluster-

ing algorithms: the k-means algorithm and 3 hierarchical clustering algorithms, namely

single-linkage, maximum-linkage and average-linkage. The Kmeans_100 library (naming

51



 0

 0.1

 0.2

 0.3

 0.4

 0.5

 0.6

 0.7

 0.8

 0.9

 1

 0  0.2  0.4  0.6  0.8  1  1.2  1.4  1.6  1.8  2

P
re

c
is

io
n

CA-RMSD Cutoff

Average_100
Kmeans_100

Maximum_100
Single_100

 0

 0.1

 0.2

 0.3

 0.4

 0.5

 0.6

 0.7

 0.8

 0.9

 1

 0  0.2  0.4  0.6  0.8  1  1.2  1.4  1.6  1.8  2

P
re

c
is

io
n

CA-RMSD Cutoff

Kmeans_100

Kmeans_200

Kmeans_400

Maximum_100

Maximum_200

Maximum_400

 0

 0.1

 0.2

 0.3

 0.4

 0.5

 0.6

 0.7

 0.8

 0.9

 1

 0  0.2  0.4  0.6  0.8  1  1.2  1.4  1.6  1.8  2

C
o

v
e

ra
g

e

CA-RMSD Cutoff

Kmeans_100
Kmeans_200
Kmeans_400

Maximum_100
Maximum_200
Maximum_400

 0

 0.1

 0.2

 0.3

 0.4

 0.5

 0.6

 0.7

 0.8

 0.9

 1

 0  0.2  0.4  0.6  0.8  1  1.2  1.4  1.6  1.8  2

C
o

v
e

ra
g

e

CA-RMSD Cutoff

Average_100
Kmeans_100

Maximum_100
Single_100

A) B)

C) D)

Figure 3.1 Precision and coverage for fragments of length 7. All fragment libraries
evaluated in this plot were obtained by clustering 5000 fragments and calculated for sev-
eral Cα-RMSD cutoUs. The precision and coverage values of all 4 plots were averaged
over the 41 proteins of the validation set. A) and B) show precision and coverage for
fragment libraries of size 100, generated with 4 diUerent clustering algorithms. C) and
D) show the results for fragment libraries of 3 diUerent sizes (100, 200, and 400) for the
fragment libraries obtained with k-means and maximum-linkage clustering.

scheme for fragment libraries: X_Y with X representing the clustering algorithm and Y

the number of elements in the fragment library) performs best in terms of precision and

coverage. The performances for Maximum_100 and Average_100 are similar, the perfor-

mance of Single_100 however seems to be signiVcantly worse. This can be explained by

having a closer look at the fragments in the library. The K-means clustering returned a

large amount of helix-fragments which explains the good coverage at RMSD-CutoUs <

0.5 Å. A closer examination of the single-linkage clustering showed that the clustering

generated one extremely large cluster (containing more than 95 percent of all fragments),

while the remaining 99 clusters only contain one to Vve fragments. The single-linkage

clustering hence represents the majority of fragments by a single centroid fragment and

is therefore not able to represent the most common backbone conformations.

SubVgures B) and C) show the inWuence of the library size on the quality. It is not sur-

prising that coverage and precision are increasing with increasing library size. The more

elements are part of the library, the more local backbone conformations are captured.

The increase in precision and accuracy however does not seem to be very large and we

therefore focused on fragment libraries of size 100 for modelling protein structures in the
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Figure 3.2 MCSA energy minimization. The plot shows the values for the individual
score terms (correlation, clash, direction, overlap) and the overal score for each accepted
structure during an MCSA run with 2000 iteration steps per temperature cycle for BMV.

course of this thesis.

3.1.2 MCSA Fragment Sampling

MCSA sampling is carried out as described in Section 2.2.2.4 to obtain a trace with nicely

overlapping fragments. The plot in Figure 3.2 shows the individual score terms and the

overall score for each accepted structure during an MCSA run for the 3.8 Å reconstruc-

tion of the Brome Mosaic Virus (BMV) [186]. During the MCSA sampling, only the 30

top-scoring fragments per bead position were considered to restrict the search space to

fragments with good agreement to the density. It can be seen that the overall score is

initially highly dominated by the clash and overlap score terms. This can be explained by

the large amount of β-sheet content in the structure of BMV. Figure 3.3 shows the random

starting set and the Vnal set of fragments after the MCSA run. The starting set contains

a lot of fragments that are crossing the sheet area, resulting in clashes and bad overlaps

with its neighbouring fragments, i.e. fragments that are assigned to the neighbouring

bead. In the Vnal set however, the majority of the cross-sheet fragments was exchanged

to extended sheet fragments which lowered both score terms by reducing the number of

clashes and by improving the overlap to neighbouring fragments. The correlation score

term stays relatively constant. This is due to the fact, that out of the 500 placements that

were stored per bead position, only the 30 top-scoring ones were considered. This score

term therefore is mainly responsible to Vlter the initial large set of fragments and thereby

reducing the total search space.

53



MCSA

Figure 3.3 Fragment compatibility before and after MCSA. On the left, the random
start conVguration of an MCSA run for BMV is shown. During each step of the MCSA,
one fragment either is randomly exchanged by one of the 30 possible fragments at that
position or is removed, i.e. replaced by a “zero” fragment. The Vnal conVguration after
the MCSA is shown on the right.

3.1.3 All-Alanine Structure Generation

Once a set of compatible fragments has been determined usingMCSA sampling, their Cα-

positions are clustered using DBScan as described in Section 2.2.3.1. Figure 3.4 A) shows

the clusters found in a set of compatible fragments for BMV. The clustering has been

carried out in two iterations: the majority of residues were clustered in an initial step.

The clustered regions consist amongst others of the well deVned sheet areas. The second

clustering iteration was able to identify a few more clusters in more diverse regions at

the outer areas of the protein. The comparison of the cluster locations, i.e. the averaged

Cα-positions of the cluster members, and the native ribbon shows a remarkable overlap.

This suggests, that our fragment library with 100 elements is good enough - while the

7-mers might not perfectly represent the stretches of the native protein (and therefore

returning comparatively low precision and coverage, see Figure 3.1), it is suXcient, if a

large number of residues from diUerent fragments are Vtted at the right location.

The found clusters are in the next step connected based on the intra-fragment connec-
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tions of their participating residues, cf. Section 2.2.3.2 on page 44. Figure 3.4 B) shows the

connections found based on the fragments and clusters that are illustrated in Figure 3.4

A). At this point, the structure consists of several all-alanine fragments of diUerent length.

The comparison to the native ribbon shows however, that the majority of found connec-

tions is in accordance with the native structure.

To reduce the number and size of the gaps in this fragmented all-alanine structure, several

of them (as obtained by several independent MCSA runs with slightly diUerent outcomes)

can be combined. Figure 3.4 C) shows Vve fragmented all-alanine structures. While they

are pretty similar in the sheet region of the protein core, they show some diversity in the

outer regions and loop areas. The second column of Figure 3.4 C) shows the combined

and reVned all-alanine structure, generated as described in Section 2.2.3.3, in comparison

to the native protein structure. While both structures are quite similar, it must be noted,

that the all-alanine structure not necessarily has the same amount of residues as the na-

tive structure. In areas of low resolution of loop regions, individual residues might have

gone lost.

The clustering is carried out on the Cα-atoms only. The remaining atoms of the all-

alanine fragments are however carried along with their corresponding Cα-atom, leading

to a full-atom all-alanine structure, see Figure 3.4 D). The overlap with the native struc-

ture reveals an almost perfect overlap in the β-sheets in the core region.

3.1.4 Sequence Assignment and Model Selection

To test how well the generated proVle is able to identify the native residues in the exper-

imental density map, we have built a proVle for the native protein backbone. For BMV,

in less than 10 percent of the cases, the native residue resulted in the best score. We

are therefore clearly not able to assign the correct residues based on the residues with

the highest score in the proVle. We therefore treat the sequence assignment as a global

problem and align the protein sequence to the backbone using the Needleman-Wunsch

algorithm with aXne gap costs. Based on the proVle generated for one all-alanine struc-

ture, we usually generate 21 diUerent alignments. The alignments diUer in the applied

gap costs that range from -2 to -12 for gapOpen and gapExtend with a step size of -2. Fig-

ure 3.5 shows the results based on one all-alanine structure and proVle for BMV. In this

case, several diUerent alignment settings resulted in the same alignment and full-atom

model. The red structure in Figure 3.5 was generated using very cheap gap penalties.

The alignment therefore contained large gaps in both the sequence and proVle resulting

in a structure that is very diUerent from the native one. Making gaps more expensive (cf.

blue and green structures) resulted in models closer to the native structure.
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Figure 3.5 Full-atom models based on varying alignments. The plot shows the Cα-
RMSD vs. CCmap plot of the 21 full-atom models of BMV based on one all-alanine struc-
ture and alignments with diUerent gap-weights. For three structures, the Vnal model
(rainbow) is shown in comparison to the native structure (gray). The red structure
was generated with gapOpen=-2 and gapExtend=-2, the green one with gapOpen=-4,
gapExtend=-2 and the blue one with gapOpen=-10, gapExtend=-2.
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Figure 3.6 Full-atom pool for BMV. The plot shows the Cα-RMSD vs. CCmap plot
for 525 models generated based on one Cα-trace with correct topology and the correct
direction. In total, 25 all-alanine structures where generated and for each of these, 21
full-atom models. The full-atom models shown in Figure 3.5 are highlighted in blue.
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3.2 Manuscript 1: Automatic Protein Structure Modelling

into cryo-EM density maps using EMfasa

We have written a short manuscript about EMfasa and evaluated its performance on six

experimental density maps. As of January/February 2017, the manuscript is submitted

and under review. The article is summarised below and both the submitted article and

the supplemental information are included in Appendix B (page 127 cont.) of this thesis.

3.2.1 Summary

The high-resolution density maps obtained by cryo-EM using direct electron detectors

and powerful image processing routines allow to directly build atomic models. This task

is challenging and has only been little explored so far.

We therefore have developed EMfasa, a fully automated protocol for de novo model-

building into near-atomic cryo-EM density maps. As described in detail in Section 2.1,

the protocol couples backbone tracing with sequence non-speciVc fragment assembly to

rapidly generate highly accurate all-alanine structures that are subsequently completed

to full-atom models via automated side-chain assignment. The method aims to rapidly

build Vrst models which subsequently can be reVned using computationally more expen-

sive methods.

EMfasa was tested on six experimental density maps with reported resolutions between

3.3 Å and 4.8 Å with sizes ranging from 149 to 665 residues. For all six targets, EMfasa

was able to generate Cα-traces of correct topology and highly accurate all-alanine struc-

tures with Cα-RMSDs over at least 85 percent of the protein structure between 0.8 and

2.1 Å. The full-atom models obtained after the sequence-assignment step had on average

70 percent correctly assigned and placed residues for four of the targets. In case of the

4.8 Å resolution map, the information in the side chain density was, however, not good

enough for a correct assignment.

In order to contrast our method with other recent approaches, we ran the iterative as-

sembly steps of the Rosetta de novo modelling approach described in Section 1.3.4.1 and

achieved better performance for two, and a similar performance for four of the targets.

3.2.2 Contribution

I developed steps B-E of EMfasa and implemented them in form of a python package. I

generated all data, Vgures and tables and wrote the majority of the manuscript.
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3.3 Publication 2: Archaeal Wagellin combines a bacterial

type IV pilin domain with an Ig-like domain

An initial version of EMfasa has been used as basis to generate an atomic model of a

previously unknown protein structure which has been published in 2016 in Proc Natl Acad

Sci U S A [187]. The article is summarised below and both the article and supplemental

information are included as Appendix C (page 147 cont.) of this thesis.

3.3.1 Summary

While bacterial motility has been studied for many years, only little is known about the

Wagellar system providing motility in archaea. The archaeal Wagellins, the proteins form-

ing the Vlament, contain an N-terminal domain that is homolog to the N-terminal domain

found in bacterial type IV pilin. This highly hydrophobic and conserved N-terminal α-

helix has previously been described for the Wagellar-like Vlament Iho670 of the archaeon

Ignicoccus hospitalis at 7.5 Å resolution [188]. At this limited resolution, it was however

not possible to obtain detailed structural information about the large globular domain of

Iho670 and its sequence furthermore does not show homology to any other proteins.

Thanks to the direct electron detectors, our collaborators have now been able to recon-

struct a density map of Iho670 at ∼4Å resolution by using cryo-EM. This high-resolution

reconstruction has allowed us to generate a nearly complete model of Iho670. To build

the model, an initial version of EMfasa was used and the resulting models were addition-

ally reVned and manually combined. The atomic model shows that the globular domain

is a β-sandwich and has the same fold expected for true archaeal Wagellins. The model

furthermore revealed that the archaeal Wagellin’s outer domains make extensive contacts

with each other that largely determine the mechanical properties of these Vlaments, al-

lowing them to Wex. Our structure provides the basis for further studies to understand

the archaeal Wagellar motility in atomic detail.

3.3.2 Contribution

In this work, I contributed to generating the discussed model of the Iho670 Vlament using

an initial version of EMfasa and additional optimisation steps. I furthermore carried out

the interface analysis and the comparison of observed and predicted secondary structures

for Iho670, FlaF and several archaeal Wagellins.
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3.4 2nd EMDataBank Model Challenge

EMDataBank [189] is a uniVed data resource for deposition and retrieval of 3-dimensional

density maps, atomic models, and associated metadata. In addition, it serves as a resource

for news, events, software tools, data standards, and validation methods. It is a joint ef-

fort of the Protein Data Bank in Europe (PDBe) [190], the Research Collaboratory for

Structural Bioinformatics (RCSB) and the National Center for Macromolecular Imaging

(NCMI).

In 2015/2016, EMDataBank hosted two community wide challenges with the goals of es-

tablishing benchmarks, comparing current practice, and evolving criteria for evaluation

of results on reconstruction (Map Challenge) and modelling (Model Challenge) at mod-

erate to high resolution. For the Model Challenge, a group of cryoEM specialists and

model software developers established a benchmark set of eight 3DEM maps in the 3.0-

4.5 Å resolution range. The Model Challenge therefore provided a great opportunity to

test and evaluate our ab-initio method on a predeVned benchmark set.

3.4.1 Model Challenge Targets

In total, the model challenge committee chose eight targets based on recently reported

3DEM structures, see Table 3.1. The reported resolutions range from 2.2Å (β-Galactosidase)

to 4.1Å (GroEL).

3.4.2 Challenge Participation

We have used EMfasa to model the four targets highlighted in Table 3.1, namely TMV

at 3.4 Å resolution, the β-subunit of the 20S proteasome at 3.3 Å resolution, BMV at 3.8

Å resolution and nicastrin at 3.4 Å resolution.

3.4.2.1 Map Preparation and Modelling

Each map was masked with the correct deposited PDBmodel and additionally normalised

with e2proc3d.py of the EMAN2 package [94]. The Cα-traces, all-alanine models and full-

atom models were generated with EMfasa as described in Section 2.1. For each target, a

topologically correct Cα-trace was used to assemble the other types of models and the

full-atom model with the best assignment was selected from the pool of several hundred

structures (roughly 20 to 50 all-alanine structures per trace and 5 to 10 full-atom models

per all-alanine structure).
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Table 3.1 Model challenge targets

Target EMDB-
Entry

Resolution
(Å)

Fitted Model
(PDB Id)

Primary
Citation

Tobacco Mosaic Virus EMD-2842 3.4 4udv [191] •

T20S Proteasome EMD-5623 3.3 3j9i [113] •

EMD-6287 2.8 - [192]
GroEL EMD-6422 4.1 - -
TRPV1 Channel EMD-5778 3.3 3j5p, 3j9j [107]
Brome Mosaic Virus EMD-6000 3.8 3j7l, 3j7m, 3j7n [186] •

β-Galactosidase EMD-5995 3.2 3j7h [193]
EMD-2984 2.2 5a1a [194]

γ-Secretase EMD-2677 4.5 4upc [195]
EMD-3061 3.4 5a63 [196] •

70S Ribosome EMD-2847 2.9 5aV [197]
EMD-6316 3.6 3ja1 [198]

The eight targets chosen by the model challenge committee. Targets that were submitted
to the challenge are highlighted (•).

3.4.2.2 Results

For each of the four targets, we submitted the full-atom model with the best assignment.

The model with the best assignment was deVned as the model maximizing the number

of residues that are within 2 Å of their native residue partner. The results are shown in

Table 3.2 and are illustrated in Figure 3.7. For all four targets, our method was able to

automatically generate a Cα-trace with the correct topology (The low TM-score values

for TMV are explained below).

The all-alanine structures for BMV, 20S(β), and nicastrin were of high accuracy with

Cα-RMSDs between 1.0 and 1.6 Å. over 90 percent of the protein structure. This is espe-

cially impressive for the 665 residue long structure of nicastrin. The TM-scores for the

Cα-trace and all-alanine structure of TMV are below 0.5 indicating that our models are

comparatively far away from the native structure. In TMV, the N- and C-termini are very

close in the three-dimensional space. Therefore, it was at that time (using an intermedi-

ate version of the tracing protocol) not possible to correctly identify them automatically.

The reported Cα-trace and all-alanine structure therefore have their termini at the wrong

location resulting in low TMscores. Using the proVles based on the all-alanine structures

with wrong termini, EMfasa was however able to correct the termini as described in Sec-

tion 2.3.3. The reported values for the Vnal full-atom structure are therefore much better

than the ones reported for the intermediate results.

The Vnal full-atom models with the best assignment resulted in Cα-RMSDs between 1.8

and 4.9 Å over the entire structure. On average 64 percent of the residues were assigned
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Table 3.2 Model challenge submission

Cα-trace all-alanine structure submitted full-atom model

Target
(#Residues)

TMscore / RMSD
(#aligned) 1

TMscore / RMSD
(#aligned) 1

Ca-RMSD
(total)

Ca-RMSD
(corr. assigned /#total) 2

BMV (149) 0.86 / 1.6 (142) 0.93 / 1.0 (145) 1.8 1.0 (119/149)
TMV (153) 0.45 / 1.3 (74) 0.46 / 1.3 (74) 2.9 0.8 (91/153)
20S beta (203) 0.84 / 1.6 (182) 0.89 / 1.3 (189) 4.9 0.9 (123/203)
Nicastrin (665) 0.88 / 2.37 (621) 0.94 / 1.6 (642) 3.5 0.9 (370/665)

1Structure alignment as generated by TMalign. The TMscore is normalized by the length
of the respective native model. TMscore and RMSD are calculated over the aligned
residues. 2 Residues that are within 2.0 Å of their native residue partner are considered
to be correctly assigned and used for the RMSD calculation. The numbers in brackets
indicate the number of correctly assigned residues (used for the RMSD calculation) and
the total number of residues in the full-atom model

correctly. The Vnal models are therefore not perfect, but were still able to model the

majority of the protein structure correctly. At this point, it is important to keep in mind

that EMfasa does not aim to build the perfect structure with zero deviation from the

native model, but provides a fast way to build a diverse set of initial models that can be

further reVned and used to interpret 3DEM reconstructions.
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4. Discussion
With EMfasa, we have introduced a new approach that rapidly builds three types of mod-

els into cryo-EM density maps at near-atomic resolution. In an initial step, EMfasa builds

a Cα-trace that roughly describes the positions of the individual models and how the pro-

tein chain propagates through the density map, i.e. the protein’s topology. Based upon

the residue positions and their connections in the Cα-trace, the second type of model

is generated via sequence non-speciVc fragment assembly and clustering: full-atom all-

alanine backbone structures. The all-alanine structures can subsequently be used to build

full-atom models by aligning the protein sequence to the all-alanine structure based on

the Vt of each amino acid at each residue position.

In Section 3.2 and 3.4 we have shown that our method was able to build Cα-traces with

the correct topology for all tested systems. The resulting all-alanine structures were of

very high accuracy, resulting in a Cα-RMSD between 0.8 and 2.1 Å over at least 85 per-

cent of the native protein for the targets discussed in Section 3.2. For four targets of the

six discussed targets in this section, the all-alanine structures, the corresponding proVles

and resulting proVle-sequence alignments could be used to build models whereof the

lowest-RMSD models have on average 70 percent correctly assigned and placed residues.

For the density map of 4.8 Å, EMfasa, in its current version, reached its limit: only 23

residues were assigned correctly. While the side chain information was not good enough

for the side chain assignment, EMfasa was still able to build fairly accurate all-alanine

structures (Cα-RMSD of 1.9 Å for 82 % of the residues).

An unVnished version of EMfasa was furthermore used to build an initial model for the

Wagellar-like Vlament Iho670 of the archaeon Ignicoccus hospitalis from a 4 Å resolution

density map [187] as discussed in Section 3.3. The Vnal deposited model was generated

by additionally using the cryo-EM reVnement protocol of Rosetta [126] and by manually

combining several models with Coot [199].

Given that EMfasa produces three diUerent kinds of models that carry diUerent informa-

tion, we think that it can greatly assist and reduce human eUorts at various stages. The

pool of full-atom models can be used as basis for structure reVnement and determination

studies while in cases, where the side chain densities are too low to provide suXcient in-
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formation for accurate side chain determination, the all-alanine structures and Cα-traces

can be of great interest. They provide important information about the protein’s struc-

ture and may be used to identify structurally related proteins. Treating the sequence

assignment as a global problem, especially in cases of weak side-chain identity, might be

of advantage when compared to methods that try to localise residues individually in the

density map. In case of unknown proteins with near-atomic resolution density maps, the

all-alanine structures built by EMfasa could be used to generate proVles that can in the

next step be used to search protein sequence databases for matches.

EMfasa uses a single set of sequence non-speciVc fragments and therefore scales ap-

proximately linearly with the number of amino acids. This fact makes the protocol very

interesting for large protein structures, e.g. nicastrin.

Several improvements and future enhancements could furthermore improve the accuracy

and enlarge the application spectrum of the initial EMfasa version presented in this the-

sis. So far, EMfasa has only been used on the segmented density map of the individual

monomers. Tracing algorithms, such as Pathwalker, are now able to model multiple sub-

units without prior segmentation [154]. Including that into EMfasa’s tracing step would

make prior segmentation redundant. While the all-alanine structures obtained with EM-

fasa are of remarkable accuracy (cf. Section 3.2 and 3.4), the sequence-assignment step

could be further improved. So far, we use a very simplistic approach with a Vxed back-

bone to generate the proVles and the diUerent rotamers are not additionally reVned into

the density. Hence, a slightly wrong backbone structure can greatly inWuence the scores

of the individual rotamers. A more extensive exploration of the local densities could

therefore lead to improved proVles. The alignment between the proVle and the pro-

tein sequence is currently carried out without any additional information. Secondary

structure information of both the sequence and backbone structure and knowledge about

probable gap locations could furthermore improve the alignment step. While building

the full-atom models with Modeller, no density map information is used. Incorporating

the density map directly into the homology modelling step could additionally improve

the models. At the moment, we evaluate the Vnal structures based on their correlation

with the density map. Including extra reVnement steps with accurate full-atom force

Velds would enable one to select the best structures based on their energy, which might

improve the Vnal selection step.

The number of cryo-EM density maps in the speciVed resolution range is nowadays con-

stantly growing, making the development of methods that are tailored to the near-atomic

resolution range highly relevant and we therefore think that, despite the limitations dis-

cussed above, EMfasa is a valuable addition to the currently only limited-number of ex-
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isting tools that model protein structures into density-maps in the speciVed resolution

range. Analogously, the method can be expected to be useful for the interpretation of

electron density maps from X-ray crystallography.
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Part IV

Conclusions and Outlook
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Conclusions and Outlook
In this thesis, two diUerent approaches for computational structure prediction and cal-

culation were introduced. Both methods rely on two fundamentally diUerent sources of

input data and can therefore be used to calculate or predict the structures of targets of

completely diUerent nature. Both methods showed promising results and can therefore

contribute to closing the ever increasing gap between known protein sequences and pro-

tein structures.

In Part II, a method was introduced that combines evolutionary information derived from

correlated mutations in multiple sequence alignments of homologous proteins with the

iterative sampling protocol RASREC of the Rosetta molecular modelling software suite

for accurate protein structure prediction. The protocol was tested on a benchmark set of

28 globular proteins and was compared to another state-of-the-art method of that time.

Due to RASRECs robustness against erroneous distance restraints and its iterative sam-

pling strategy, our protocol outperformed the other method by predicting structures to

higher accuracies for the majority of the benchmark set.

The accuracy of residue-residue contact predictions derived frommultiple sequence align-

ments of homologous structures greatly depends on the total amount of available se-

quences. The presented protocol was able to predict high resolution models based on

contact predictions with accuracies as low as 45 percent. Due to the ability to eXciently

use the sparse information contained in contact predictions with low accuracy, the error

robustness and the eXcient sampling strategy of the underlying RASREC algorithm, the

presented method should be able to predict accurate models in cases where other struc-

ture prediction methods would most likely fail to predict the correct fold.

In the past few years, the accuracy of the contact prediction methods was increased even

further [200] and the number of known protein sequences is still growing. With that

increase in accuracy and the ever growing sequence space, protein structure prediction

using evolutionary information can be used for more and more proteins and protein fam-

ilies, making our study highly relevant for the future.

In Part III we explained that the recent increase in resolution of 3DEM reconstructions

requires protocols that are tailored to the 3-4.5 Å resolution range of the resulting density
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maps. To tackle that problem, we have developed a new approach, called EMfasa, that

rapidly builds models into near-atomic resolution density maps that can serve as basis

for intensive reVnement using computationally more expensive methods.

We showed that EMfasa was able to build Cα-traces with correct topology and highly

accurate all-alanine structures for all tested systems. The Vnal pool of full-atom models

furthermore contained models close to the native structure for all targets of resolution

better than 4 Å.

EMfasa builds three types of models, i.e. Cα-traces, all-alanine structures, and full-atom

models, and therefore can assist and reduce human eUorts during protein structure de-

termination at various stages. In cases where the density resolution is not high enough

to provide suXcient sequence information for side-chain assignment, c.f. the 4.8 Å res-

olution map of 20S(α) discussed in Section 3.2, both the generated all-alanine structures

and Cα-traces provide valuable information about the protein structure. EMfasa does

not aim to build perfect full-atom models but rather provides a rapid way to generate a

diverse set of full-atom models that can be further reVned using computationally more

expensive methods.

The so called resolution revolution in cryo-EM [201] resulted in a constant growth of

EM map depositions in the Electron Microscopy Data Bank over the past few years with

a notable increase in the number of structures at better than 4 Å resolution starting in

2014 [202]. This constant growth, which will not abate in the near future, makes protein

modelling in the near-atomic resolution range highly relevant. We therefore think that

our method is a valuable contribution to the Veld of cryo-EM and structural biology in

general.
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Abstract

Recent work has shown that the accuracy of ab initio structure prediction can be signifi-

cantly improved by integrating evolutionary information in form of intra-protein residue-resi-

due contacts. Following this seminal result, much effort is put into the improvement of

contact predictions. However, there is also a substantial need to develop structure predic-

tion protocols tailored to the type of restraints gained by contact predictions. Here, we pres-

ent a structure prediction protocol that combines evolutionary information with the

resolution-adapted structural recombination approach of Rosetta, called RASREC. Com-

pared to the classic Rosetta ab initio protocol, RASREC achieves improved sampling, bet-

ter convergence and higher robustness against incorrect distance restraints, making it the

ideal sampling strategy for the stated problem. To demonstrate the accuracy of our protocol,

we tested the approach on a diverse set of 28 globular proteins. Our method is able to

converge for 26 out of the 28 targets and improves the average TM-score of the entire

benchmark set from 0.55 to 0.72 when compared to the top ranked models obtained by the

EVFold web server using identical contact predictions. Using a smaller benchmark, we fur-

thermore show that the prediction accuracy of our method is only slightly reduced when the

contact prediction accuracy is comparatively low. This observation is of special interest for

protein sequences that only have a limited number of homologs.

Author Summary

Recently, a breakthrough has been achieved in modeling the atomic 3D structures of pro-
teins from their sequence alone without requiring any experimental work on the protein
itself. To achieve this goal, a database of evolutionary related sequences is analyzed to find
co-evolving residues, giving insight into which residues are in close proximity to each
other. These residue-residue contacts can help to drive a computer simulation with an
atomic-scale physical model of the protein structure from a random starting conformation
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to a native-like 3D conformation. Although much effort is being put into the improvement
of residue-residue contact predictions, their accuracy will always be limited. Therefore,
structure prediction protocols with a high tolerance against incorrect distance restraints
are needed. Here, we present a structure prediction protocol that combines evolutionary
information with the iterative sampling approach of the molecular modeling suite Rosetta,
called RASREC. RASREC has been shown to converge faster to near-native models and to
be more robust against incorrect distance restraints than standard prediction protocols. It
is therefore perfectly suited for restraints obtained from predicted residue-residue contacts
with limited accuracy. We show that our protocol outperforms other currently published
structure prediction methods and is able to achieve accurate structures, even if the accu-
racy of predicted contacts is low.

“This is a PLOS Computational BiologyMethods paper”

Introduction

The computational prediction of protein structures from their amino acid sequence is an ongo-
ing challenge that has occupied scientists for more than four decades. While Anfinsen’s dogma
[1] suggests that for most proteins the information contained in their amino acid sequence is
sufficient to define their three-dimensional structure, the problem still remains largely
unsolved. For some small proteins (<80 residues), current ab initio prediction methods are
successful in predicting the corresponding 3D structures with high accuracy. One such method
is the Rosetta ab initio protocol, which assembles short fragments of known proteins by a
Monte Carlo strategy [2,3]. With increasing protein size however, sampling of the large confor-
mational space becomes a major challenge [4] and combination with experimental data is
required to achieve accurate protein models [5,6].

As experimental data is not always available and may be difficult or costly to obtain,
researchers have focused on reducing the search space of possible protein conformations in
other ways, for instance by including evolutionary information found in patterns of correlated
mutations in protein sequences. The underlying assumption is that these correlated pairs indi-
cate spatial proximity in the protein structure and can therefore be used to guide ab initio pro-
tein structure prediction [7].

The idea has already been introduced in the early 1990s [8–11], however, until recently, the
accuracy of the predicted contacts was not sufficient to significantly improve structure predic-
tion methods. Pairs of correlated mutations have been calculated using ‘local’ statistical models,
e.g. mutual information scores, which are not able to separate direct from indirect contact
information. While direct contacts reflect actual contacts in the protein structure, indirect con-
tacts are false positives that arise from connections through a third residue. These transitive
(indirect) pair correlations greatly limit the accuracy of predicted residue-residue contacts [7].

Recently, a substantial increase in prediction accuracy has been achieved by using ‘global’
statistical models [12–16] that are able to reduce these effects of transitivity by treating pairs of
residues dependent on each other. Another important factor for the recent boost in prediction
accuracy is the rapid growth of available protein sequences due to advances in DNA sequenc-
ing technology [7].
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In 2011, it has been shown that the information contained in maximum-entropy derived
residue-residue contacts is sufficient to predict protein folds with explicit atomic coordinates
quite accurately (Cα-RMSDs of 2.7–4.8Å over at least two-thirds of the protein) using the
method EVFold [13]. Since then, a lot of research focused on improving the contact predictions
and new methods for residue-residue contact prediction emerge regularly [17–21]. In addition
to the initial predictions of mostly soluble proteins [13], predicted contacts from evolutionary
information have been used to predict protein-protein complexes [22–24], and the structures
of membrane proteins [25,26].

While much effort is put into the improvement of contact predictions, there is also a sub-
stantial need to investigate how this information is best exploited in structure prediction. The
accuracy of contact predictions is limited by the statistical nature of the prediction methods,
distracting sources of co-evolution (e.g. active sites and protein-protein interaction sites), and
limited numbers of homologous sequences. Due to the noisy nature of the predicted residue-
residue contacts, structure prediction protocols with a high tolerance against incorrect distance
restraints are needed.

EVFold uses the CNS molecular dynamics software suite [27,28] for structure prediction. It
starts with the fully extended amino-acid sequence and folds the protein by applying standard
distance geometry techniques and simulated annealing with bonded and non-bonded poten-
tials [13].

The fragment-based folding algorithm FRAGFOLD [29,30] was used in combination with
the contact prediction method PSICOV [17] for ab initio structure prediction [31]. The
restraints were scored with a square well function with exponential decay.

Michel and coworkers applied the ab initio structure prediction protocol of the molecular
modeling software suite Rosetta [32] with a smoothed square well restraint scoring function to
predict structures within the PconsFold pipeline [33]. A comparison between Rosetta and CNS
indicated that with similar contact predictions, models of similar quality were generated [33].
Improvements in structure prediction were mainly credited to improved residue-residue con-
tact predictions obtained with the combined prediction method PconsC [34].

The CONFOLD webserver uses the CNS suite [27,28] for a two-stage modeling approach.
Both, restraints derived from predicted contacts and secondary structure, are used and after
the initial round of model generation, unsatisfied restraints are filtered out. The method has
been shown to be especially powerful when using true contacts [35].

In this work we combine evolutionary information, obtained from predicted residue-residue
contacts, with the Resolution-Adapted Structural RECombination approach RASREC [36] (cf.
Fig 1). RASREC is an iterative sampling protocol of Rosetta that carries out restraint-guided
fragment assembly during six different resampling and refinement stages. The main idea
behind the protocol is the iterative recombination of frequently reoccurring structural features
and promising strand pairings. It has been shown previously that RASREC requires less data
and is more robust against incorrect distance restraints than the standard Rosetta prediction
protocol [5,6,36]. These properties make RASREC the ideal starting point for developing a pro-
tocol for structure prediction guided by evolutionary restraints, the latter containing a fraction
of incorrectly predicted protein-protein contacts.

For our method, evolutionary information was added to the RASREC protocol by translat-
ing the top scoring residue-residue contact pairs into sigmoidal distance restraints. This initial
RASREC prediction was furthermore followed by an additional refinement run using distance
information from both the previous run and the predicted residue-residue contacts.

To investigate the performance of our method, we carried out a benchmark on 28 globular
proteins using state-of the-art contact predictions (generated using a pseudo-likelihood
maximization approach). To test the impact of increasing numbers of false restraints, we
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additionally predicted the structures of a smaller benchmark set using less accurate residue-res-
idue contact predictions (calculated with a mean-field direct coupling analysis).

In this manuscript we report the results of the benchmark using both types of residue-resi-
due contact predictions and contrast the performance of our protocol with results obtained by
the EVFold webserver using identical contact predictions. We furthermore illustrate the contri-
bution of the optional refinement run to the final results of our method and investigate the
benefits of including predicted residue-residue contacts to the standard RASREC sampling
method in general.

Materials and Methods

Datasets

We have benchmarked our protocol on two previously published datasets, namely the 14 glob-
ular proteins from the EVFold benchmark set published in [13] and the 14 globular proteins
used as test set for developing Pconsfold [33]. The structures vary in sequence length between
58 and 247 residues and cover the three structured CATH classes i.e. mainly α, mainly β, and
mixed α/β. An overview of all targets in our benchmark set can be found in Table 1.

In case of the EVFold benchmark set, the protein sequences of the models published in [13]
(available at http://evfold.org/evfold-web/datasets.do) were used to enable a direct comparison
between EVFold and our method. For the Pconsfold dataset, the sequences deposited in the
RCSB Protein Data Bank [37] were used. FASTA sequences for all targets in our benchmark set
are available in S2 File.

Contact prediction

We used two sets of contact predictions, generated with the PLM (pseudo-likelihood maximi-
zation) and DI (direct information/ mean field approximation) scoring method, respectively.

Fig 1. Protocol pipeline.Our protocol consists of one core step (blue) and an optional refinement step (light grey). Core step: The top scoring residue pairs
of a predicted contact map are translated into distance restraints and used for structure prediction in combination with the RASREC protocol. Refinement
step: Restraints are repicked from the results of the core step and used in a second RASREC run combined with additional contact map restraints.

doi:10.1371/journal.pcbi.1004661.g001
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The PLMmethod uses a pseudo-likelihood maximization approach [19,38] for finding the
maximum entropy set of correlated interactions. This approach is one of the most accurate pre-
diction methods to date [20]. Residue contacts based on this scoring method were predicted
for the entire benchmark set using the EVFold webserver (available at http://www.evfold.org/)
with default parameters. EVFold returns, along with the predicted 3D models, a list of all-by-
all residue pairings computed with EVcouplings-PLM. Restraints based on these contact pre-
dictions will be referred to as PLM-restraints in the remainder of this manuscript.

The DI method, as published in [13], uses a less accurate mean field approximation. The
contact predictions used in [13] are provided as downloadable content on the EVFold website.
Restraints extracted from these contact predictions will be referred to as DI-restraints in the
remainder of this manuscript.

In EVFold, contact predictions are further processed by applying several filters based on res-
idue conservation, secondary structure prediction and cysteine pairings [13] before being
translated to distance constraints. In contrast, we used the predicted contacts without any

Table 1. Benchmark set. Positive predictive values (PPV) have been calculated for two restraint sets (calculated with the pseudo-likelihood maximization
approach (PLM) and direct coupling analysis (DI), respectively) by comparing the potential contacts to the actual Cβ-Cβ distances in the reference structure
with a cutoff of 8 Å.

Benchmark set Target Fold (CATH) Model Size # Restraints PPV Distance
Restraints

PLM DI

EVFold benchmark set 2hda β 58 50 0.78 0.52

5pti few ss 63 60 0.67 0.65

1wvn α/β 73 70 0.64 0.39

1g2e α/β 81 80 0.84 0.65

1odd α 87 80 0.54 0.28

1rqm α/β 105 100 0.61 0.55

1r9h α/β 105 100 0.79 0.64

2o72 β 110 110 0.76 0.65

1bkr α 117 110 0.45 0.33

2it6 α/β 117 110 0.68 0.49

1e6k α/β 124 120 0.73 0.61

1f21 α/β 147 140 0.69 0.44

5p21 α/β 170 170 0.48 0.48

3tgi β 226 220 0.79 0.50

Pconsfold benchmark set 1jo8 β 58 50 0.80 -

1bdo β 80 80 0.51 -

1fqt β 112 110 0.85 -

2cua β 135 130 0.57 -

1vp6 β 138 130 0.66 -

1a3a α/β 148 140 0.79 -

1ihz β 149 140 0.78 -

1jwq α/β 179 180 0.65 -

1im5 α/β 180 180 0.72 -

1atz α/β 189 180 0.81 -

1chd α/β 203 200 0.81 -

1hdo α/β 206 200 0.43 -

1o1z α/β 234 230 0.71 -

1tqh α/β 247 240 0.68 -

doi:10.1371/journal.pcbi.1004661.t001
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filters to see how much information they provide by themselves. For both restraint sets, the
predicted contacts were ordered by their assigned confidence score and the L top-ranked con-
tacts with a minimum distance of 5 residues were selected (with L being the length of the pro-
tein sequence rounded down to the nearest multiple of 10). Unless mentioned otherwise,
predicted residue contacts refer to these L top-ranked contacts.

The accuracy of the contact predictions was assessed in form of the positive predictive value
(PPV) by comparing a potential contact to the actual Cβ-Cβ distance in the reference structure.
A contact was counted as a true positive if the Cβ-Cβ distance in the native structure is� 8 Å.

Structure generation with RASREC

To generate the three-dimensional structures, we used the RASREC protocol as described pre-
viously [36]. For objective benchmarking and mimicking real application cases, homologous
structures (with a PSI-BLAST [39] e-score< 0.05) were excluded in creating the fragment
library of each target.

Instead of using experimentally derived distance restraints, we used the predicted residue
contacts as source of residue-residue distance information. For this purpose, the L top scoring
contact predictions were translated into Rosetta specific Cβ-Cβ distance restraints as described
below.

To account for the fact that the predicted contacts might be noisy and might contain a vary-
ing number of incorrectly predicted contacts (i.e. false positives), the distance restraints were
scored with a shallow sigmoidal potential [23]:

fSigmoidðxÞ ¼
1

1þ e�m�ðx�x0Þ
� 0:5 with x

0
¼ 8:0 and m ¼ 1 ð1Þ

Satisfied distance restraints (Cβ-Cβ distance� 8 Å) add a bonus to the final energy term,
while unsatisfied distance restraints are ignored. This greatly reduces the influence of incor-
rectly predicted residue contacts and the structure prediction will not be misguided. Using
bounded restraints in this step instead, i.e. punishing each violated restraint with an energy
penalty, often resulted in misfolded and unconverged structures in initial test runs.

As in [36],the pool size of RASREC, specifying the number of best scoring models main-
tained during each iteration stage, was set to 500. The total number of models generated during
a RASREC run depends on how fast the different iteration stages terminate and cannot be
directly controlled. For the EVFold benchmark set, the total number of generated models per
target ranges from 13,000 to 65,000. For a detailed description of all options and parameters
used, please refer to S1 Supporting Information and the Protocol Capture in S1 Text and S1
File.

RASREC requires substantial computer resources. For the EVFold benchmark set, the aver-
age computation time was ~2600 cpu hours using 2.6 GHz AMD Opteron processors, see Fig
A in S1 Supporting Information. The computation time is dependent on several factors, which
include sequence length, fold complexity, and instructiveness of the restraints.

Optional refinement step. If the results of the first RASREC run did not converge in all
parts of the protein structure (fraction of converged residues< 90% in the 30 lowest energy
models), an optional refinement run (ReRASREC) was carried out to increase both accuracy
and convergence. For this purpose, converged substructures from the initial RASREC run were
rebuilt and non-converged regions were refined using additional contact information:

To easily re-establish the converged core of the initial RASREC run, we derived distance
restraints for the converged regions in the following way: Distances between all Cα-Cα pairs
were calculated, and those that are short-range (� 8Å) and have a standard deviation (SD)
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below 1Å in the 30 low-energy RASREC models were kept. These converged distances were
enforced during ReRASREC using the strict bounded potential as in [6]:

fBoundedðxÞ ¼

x � lb

sd

� �2

for x < lb

0 for lb � x � ub

x � ub

sd

� �2

for ub < x � ubþ 0:5 � sd

1

sd
ðx � ðubþ 0:5 � sdÞÞ þ

0:5 � sd

sd

� �2

for x > ubþ 0:5 � sd

with sd ¼ 1 ð2Þ
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>

>

>

>

>

>

>

>
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>
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>

>

>
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:

To reflect the average distance d in the converged region, the lower bound lb was set to (d–
1) and the upper bound ub to (d+1).

The structural models from the first RASREC run allowed us to select additional low-ranked
predictions from the contact map: Prior to having any structural knowledge we could only
choose contact predictions with very high confidence in the attempt to avoid frustrating the
calculations with too many erroneous restraints. In the second iteration however, we were able
to use the lowest-energy models of the first RASREC run to filter out contact predictions that
clearly disagree with these models. Hence, lower-confidence predictions could be incorporated
as well. To refine the unconverged regions (residue-residue distance, SD> 1 Å in 30 low-
energy structures), we therefore chose additional residue-residue pairings from the predicted
contact map that affect these regions and do not totally disagree (i.e. are short range with an
average distance d� 8 Å) with the lowest-energy models of the first run. The restraints were
scored with a wide bounded potential with lower and upper bound set to 1.5 Å and 8 Å, respec-
tively. This wide range was chosen to allow these regions to adapt to energetically favorable
conformations. To reduce the influence of potentially incorrect restraints in this set, we fur-
thermore combined random pairs into ambiguous restraints [6]. For each model new random
pairs were generated.

Identifying unsuccessful predictions by backbone convergence. For “blind” structure
predictions it is important to discern whether the final result of a prediction method is reliable
or not. Here, we used the backbone convergence of the 30 lowest-energy models as a criterion
to decide whether a prediction is classified as successful or not. The backbone of a residue was
considered converged if the corresponding Cα-atoms in the 30 lowest-energy structures had
less than 2 Å coordinate variability. If less than half of the residues of the 30 lowest-energy
structures converged, a prediction was regarded as unsuccessful. In those cases, our protocol
was not able to find a consistent low energy state.

Model ranking. The models predicted by RASREC were ranked according to their result-
ing Rosetta Energy Units (REU). Distance restraints were included with a weight of 0.1 in this
full-atom energy function. The ensemble of the 10 lowest-energy structures is considered as
the final result of our protocol. Therefore, if not stated otherwise, the metrics used for perfor-
mance evaluation are averaged over the 10 lowest-energy structures.

Structure prediction with EVFold

The EVFold webserver offers to directly fold the protein of interest based on its predicted resi-
due-residue contacts. Structure prediction is accomplished using the CNS software [27,28]
with the protocol described in [13]. The webserver predicts structures for different amounts of
filtered restraints, starting with only a few and increasing to L in 10 steps with L being the
domain length. As output, the 3D coordinates of all 50 predicted structures are provided. We
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used the web interface to generate the models along with the predictions based on the PLM
approach. These models are referred to as EVFold-PLMmodels. Further, we used the struc-
tures published in [13] (available at http://evfold.org/evfold-web/datasets.do), which are based
on the residue-residue contact predictions with the less accurate DI approach and are referred
to as EVFold-DI models.

Model ranking. EVFold ranks its models with a score based on inherent properties and
extent of constraint satisfaction. We consider the single top-ranked structure as the final result
of EVFold, irrespective of the number of distance restraints used. In addition, results averaged
over the 10 top-ranked structures can be found in Table C in S1 Supporting Information.

Metrics used for performance evaluation

To evaluate the performance of our method, several different metrics were used: 1) Cα-RMSD
calculated over all residues present in the reference structure (RMSD), 2) Cα-RMSD calculated
over all residues in secondary structural elements in the crystal structure as assigned by Stride
[40] called RMSDSSE, and 3) TM-Score [41] over all Cα-atoms in the reference structure. The
template modeling score (TM-Score) evaluates the global fold similarity and is less sensitive to
local structural variations than the RMSD. It ranges from 0 (random similarity) to 1 (perfect
similarity) [41].

In contrast to e.g. RMSD values calculated with PyMOL [42], which excludes outliers in a
series of refinement cycles, these three metrics are easily reproducible and consider the same
residues for each model evaluated.

Results and Discussion

We have developed a protocol (Fig 1) that combines RASREC with evolutionary sequence
information in form of predicted residue-residue contacts for accurate protein structure pre-
diction. We benchmarked this protocol on a diverse set of 28 globular proteins and compared
its results with the ones from the EVFold web server, to our knowledge one of the best methods
currently available.

Models generated with ReRASREC have higher accuracies

Fig 2 shows the performance of our protocol (ReRASREC-PLM) compared to the one of the
EVFold web server (EVFold-PLM) on the basis of three different metrics. Our protocol con-
verged (fraction of converged residues> 0.5 in the 30 low-energy structures) for 26 out of the
28 targets and correctly predicted the fold for each of the converged targets (TMscore> 0.5 or
RMSD< 5Å). For the majority of the benchmark set, the final models were of high structural
accuracy resulting in an average TM-score of 0.74, an average RMSD of 4.4 Å, and an average
RMSDSSE of 3.3 Å over all 26 converged targets.

The overall performance of our protocol was significantly higher than that of EVFold-PLM
using identical contact predictions (however not necessarily identical distance restraints, see
section Structure Prediction with EVFold). With an average TM-score of 0.72 over the entire
benchmark set, ReRASREC-PLM lead to an improvement of 0.17 when compared to EVFold-
PLM, whose average TM-score was only 0.55. ReRASREC-PLM furthermore increased the
number of targets with a TM-score> 0.7 from 6 to 20. In terms of RMSD and RMSDSSE, using
our method lead to an average improvement from 7.3 Å to 4.9 Å and from 5.7 Å to 3.7 Å
respectively. Moreover, EVFold-PLM failed to predict the correct fold for 6 out of 28 targets
(TM-score< 0.5 and RMSD> 5Å) while our protocol predicted very accurate models
(TM-Score 0.62) with correct folds for all of these targets.
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Based on our backbone convergence criteria (see Materials and Methods) our protocol
failed for targets 2it6 and 3tgi. Both targets consist of long loop regions (fraction of secondary
structural content is only 0.54 and 0.37 respectively) and are therefore challenging for RASREC
as it is mainly focusing on the recombination of reoccurring structural features such as second-
ary structure elements.

Fig 2 reveals that predictions for two converged targets, namely 5p21 and 1bdo, resulted in
models with an RMSD> 10 Å. The TM-Score is however above 0.5 in both cases, i.e. 0.65 and
0.58, respectively, showing that the majority of the protein structure was predicted correctly.
The good accordance between the top-scoring models and the corresponding native structures
can furthermore be seen in Fig B in S1 Supporting Information.

ReRASREC-PLM was not only able to predict the correct fold for a larger number of targets,
but also significantly improved the accuracy within the set of targets with correctly predicted
folds. Excluding the 8 targets where either EVFold-PLM (6) or RASREC-PLM (2) had difficul-
ties, ReRASREC-PLM still increased the average TM-Score by 0.18 over EVFold-PLM from
0.60 to 0.78. In terms of RMSD and RMSDSSE, RASREC-PLM improved them from 5.6 Å to
3.9 Å and from 4.2 Å to 2.9 Å, respectively.

We also compared the accuracy of ReRASREC-PLM with two other recently published
methods (PconsFold [33] and FRAGFOLD [31]) on the subset of targets where each publica-
tion reported actual numbers on. We found that, although both methods improve upon
EVFold-PLM, ReRASREC-PLM still outperforms both (Table A in S1 Supporting
Information).

ReRASRECmodels have accurate side chains in the protein core

Fig 3 further indicates that the models generated with our protocol do not only have high accu-
racy in their backbones, but also a high rotamer recovery of core side-chain conformations. A
superposition of the lowest-energy model and the corresponding crystal structure of each tar-
get can be found in Fig B in S1 Supporting Information.

Table 2 shows that on average 84% of the converged core side chains in the RASREC models
are in the same χ1 rotamer well, and 46% have the same set of rotamer states for all χ angles as
the corresponding crystal structures. An analysis of the single top-ranked models of EVFold-
PLM and ReRASREC-PLM furthermore shows that ReRASREC-PLM predicts higher numbers

Fig 2. Comparison between ReRASREC-PLM and EVFold-PLM. In case of ReRASREC-PLM, the similarity measures are averaged over the 10 lowest-
energy models, while for EVFold-PLM the single top ranked model is evaluated. The color represents the fraction of converged residues in the 30 lowest-
energy models of ReRASREC-PLM. The gray areas indicate an improvement of ReRASREC-PLM over EVFold-PLM.

doi:10.1371/journal.pcbi.1004661.g002
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of buried side chains with native χ1 romater assignment than EVFold-PLM, see Table B in
S1 Supporting Information.

Fig 3. Superposition of top rankedmodels and corresponding crystal structures. Top-energy
ReRASREC structures (red) for 1atz (A), 1jo8 (B), 1o1z(C), and 1wvn(D) are superimposed with the
corresponding crystal structures (blue). For each target, a cartoon representation of the lowest-energy
structure (left) and a close-up showing non-polar side-chains (right) is shown.

doi:10.1371/journal.pcbi.1004661.g003

Table 2. Accuracy of sidechain χ1 rotamers in the final ReRASRECmodels. Buried and converged side chains are selected and their adopted rotamer
assignments are compared to those in the reference crystal structure. Alanine and Glycine are excluded from this analysis.

Benchmark set Target Number of side chains Fraction of recovered
rotamers

buried* converged & buried** recovered χ1 *** χ1 only% all χ angles~

EVFold benchmark set 1bkr 42 8 7 0.88 0.50

1e6k 49 20 18 0.90 0.55

1f21 53 20 19 0.95 0.45

1g2e 25 11 10 0.91 0.64

1odd 27 10 9 0.90 0.70

1r9h 36 8 7 0.88 0.63

1rqm 42 12 7 0.58 0.33

1wvn 19 14 13 0.93 0.50

2hda 16 11 6 0.55 0.27

2it6 48 7 6 0.86 0.29

2o72 27 8 7 0.88 0.38

3tgi 101 27 22 0.81 0.37

5p21 71 20 19 0.95 0.60

5pti 14 5 3 0.60 0.20

Pconsfold benchmark set 1a3a 56 19 16 0.84 0.63

1atz 72 9 8 0.89 0.33

1bdo 25 10 8 0.80 0.70

1chd 74 23 19 0.83 0.43

1fqt 44 21 19 0.90 0.52

1hdo 84 21 15 0.71 0.38

1ihz 51 7 6 0.86 0.29

1im5 68 22 19 0.86 0.32

1jo8 15 10 8 0.80 0.50

1jwq 76 17 15 0.88 0.53

1o1z 99 29 26 0.90 0.34

1tqh 106 36 32 0.89 0.53

1vp6 50 19 18 0.95 0.63

2cua 46 15 11 0.73 0.27

Average N/A N/A N/A N/A 0.84 0.46

* Side chains that are buried in the reference structure (SASA < 40Å)

** Side chains that are buried (SASA < 40Å) and converged (χ1 angle, SD < 10 degrees in 10 low-energy structures).

*** Subset of converged and buried residues that adopt the same χ1 rotamer state as in the reference structure.

% Ratio of column 2 (correct) and column 1 (converged and buried)

~ Fraction of sidechains in column 1 (converged and buried) for which all side-chain torsion angles adopt the same rotamer state as in the reference

structure.

doi:10.1371/journal.pcbi.1004661.t002
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ReRASREC is more robust against incorrect distance restraints

It has been shown previously [5,6,36] that RASREC is more robust against incorrect distance
restraints than the standard Rosetta ab initio protocol. A high tolerance against false positives
is of special interest for proteins where only a limited number of homologous sequences are
available. In those cases, the fraction of false positives in the corresponding contact predictions
is comparably high, hence making structure prediction for standard prediction methods
difficult.

To investigate how our protocol performs with an elevated amount of incorrectly predicted
residue contacts, we used it in combination with the contact predictions published in [13].
These predictions were generated with the less accurate mean field approach (DI–direct infor-
mation) and therefore contain an increased number of incorrectly predicted protein contacts
as compared to the restraints obtained with the PLM approach (see Table 1). With an average
PPV of 0.51, the accuracy of the DI-restraints drops by 0.17 compared to the average PPV of
the PLM-restraints.

Given these restraints with a significantly lower accuracy, our protocol was able to converge
for 12 out of 14 targets (see Fig C in S1 Supporting Information) and predicted the correct fold
for all of the converged targets with an average TM-score of 0.70 and an average RMSD of 4.0
Å (see Table 3). The results obtained with our protocol significantly outperform the top ranked
results generated with EVFold using DI-restraints: Using our protocol lead to an increase in
average TM-score of 0.17 when compared to the average TM-score of 0.47 of the correspond-
ing EVFold results. In terms of RMSD, the use of ReRASREC-DI improved the prediction
from 7.2 Å to 5.6 Å. For 6 targets, the top-ranked EVFold models furthermore displayed the
incorrect fold (TM-score< 0.5 and RMSD> 5 Å).

Table 3. Results for the EVFold benchmark set using different methods and different restraint sets. For ReRASREC, the metrics were calculated and
averaged over the 10 lowest-energy models while for EVFold, the single top ranked structure was used. For both methods, results generated with both PLM-
and DI-restraints are shown. For each double column and target, the ‘better’ performance is highlighted.

TM-score RMSD

PLM-restraints DI-restraints PLM-restraints DI-restraints

Target ReRASREC-PLM EVFold-PLM ReRASREC-DI EVFold-DI ReRASREC-PLM EVFold-PLM ReRASREC-DI EVFold-DI

1bkr 0.62 0.30 0.68 0.29 3.93 13.79 3.67 13.20

1e6k 0.89 0.71 0.87 0.63 1.62 3.34 1.78 4.76

1f21 0.76 0.70 0.59 0.51 3.34 4.21 6.87 8.16

1g2e 0.88 0.56 0.84 0.54 1.64 4.23 1.83 5.23

1odd 0.69 0.51 0.49 0.37 5.26 6.14 6.20 9.40

1r9h 0.72 0.57 0.68 0.48 2.84 4.87 5.47 7.19

1rqm 0.80 0.54 0.78 0.55 2.50 5.91 2.46 4.72

1wvn 0.87 0.54 0.82 0.28 1.87 5.87 2.09 8.21

2hda 0.77 0.42 0.72 0.40 2.08 4.91 2.47 6.59

2it6* 0.38 0.66 0.38 0.39 11.36 3.94 10.62 10.54

2o72 0.77 0.65 0.69 0.54 3.48 4.14 4.41 6.07

3tgi* 0.40 0.80 0.19 0.53 11.50 3.12 20.19 7.66

5p21 0.65 0.59 0.66 0.70 10.38 6.58 7.99 3.64

5pti 0.43 0.38 0.62 0.45 4.37 5.82 2.77 4.75

Mean 0.69 0.57 0.64 0.47 4.73 5.49 5.63 7.15

* unconverged targets

doi:10.1371/journal.pcbi.1004661.t003
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Using the less accurate DI-restraints had less of an impact on accuracy for ReRASREC than
for EVFold; the average TM-score of the EVFold benchmark set decreased by 0.05 and by 0.1
points for ReRASREC and EVFold, respectively (Table 3). While ReRASREC predicted the cor-
rect fold for all 12 converged targets with both restraint sets, EVFold increased the number of
incorrect folds from 2 to 6 when using the less accurate DI-restraints instead of PLM-
restraints.

This suggests that our protocol can predict structures with restraints of mediocre accuracy
better than the CNS protocol used by EVFold.

Successful model ranking with full-atom energy function

For realistic application cases the ranking of the predicted structural models is of great impor-
tance as it will be the single criterion for selecting the final predicted models. The models gen-
erated with our protocol were ranked with the full-atom energy function of Rosetta. All-atom
energy functions are very sensitive to correct packing of side chains due to the steep gradient of
the Lennard-Jones repulsive term. Correct packing of side chains is hard to achieve, in particu-
lar, if the backbone structure is not sufficiently accurate. Selection based on this energy func-
tion is therefore only possible if the backbone accuracy is very high.

Fig 4 shows the full-atom energies and RMSD values for each model generated during the
different stages of a single RASREC run for one exemplary target. The energy funnel at the low
RMSD area shows that the all-atom energy function is able to discriminate between correct
and incorrect structural models.

This observation is further reinforced by comparing the lowest-RMSD models to the low-
est-energy models (Table C in S1 Supporting Information): The average TM-score of the low-
est-RMSD models is with 0.77 only 0.05 higher than the one of the lowest-energy models
generated by ReRASREC with 0.72.

Fig 4. RMSDs and all-atom scores of each structure generated during a single RASREC run. All
structures generated during the initial RASREC run of target 1e6k are shown. A simple structural refinement
was carried out for each model to convert the centroid models (the first four RASREC stages use the Rosetta
low-resolution energy) into full atommodels with packed side chains.

doi:10.1371/journal.pcbi.1004661.g004
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In contrast, EVFold ranks its models based on inherent geometrical properties and con-
straint satisfaction. Choosing the lowest-RMSD models instead of the top ranked ones
increases the average TM-score from 0.55 to 0.62 and improves the RMSD from 7.3 Å to 5.2 Å.

Investigating these results more closely, one can observe that the top ranked structures of
EVFold-PLM adapt the incorrect fold (RMSD> 5 Å and TM-score< 0.5) for two targets,
namely 1bkr and 1o1z, although models with correct topologies were generated as well. For
those two targets, the ranking of EVFold-PLM therefore fails. For ReRASREC-PLM using the
full-atom score function, no such discrepancy was observed.

Gain in accuracy due to high quality structural models

In this section, we analyze the accuracy of the models generated by EVFold-PLM and ReRAS-
REC-PLM irrespective of their ranking schemes. Therefore, we have compared the most accu-
rate models (average of the 10 lowest-RMSD models) of ReRASREC to the single lowest-
RMSD models generated by the EVFold web server within its 50 reported models. As shown in
Fig 5, the ReRASREC models with lowest RMSD outperform the lowest-RMSD models of
EVFold for each converged target. Overall, the ReRASREC models show an increase in TM-
score of 0.15 when compared to the average TM-score of 0.62 of the single most accurate
EVFold models.

We have shown in the previous section that the difference in accuracy between the lowest-
energy and lowest-RMSD models of ReRASREC-PLM is small. The lowest energy models of
ReRASREC-PLM are therefore more accurate than any models obtained with the EVFold web-
server (see Fig D in S1 Supporting Information). On average, the lowest-energy models of
ReRASREC-PLM lead to an increase in TM-score of 0.1 when compared to the TM-score of
0.62 of the single lowest-RMSDmodels of EVFold-PLM. This shows that our method generates
models of higher structural quality than EVFold-PLM.

Refinement run leads to small improvements in model accuracy

If the backbone of the first RASREC run did not converge within 2 Å for over 90 percent of the
residues, a refinement run (see Materials and Methods) was carried out. To see to what extent

Fig 5. Comparison of ReRASREC’s lowest-RMSDmodels to the lowest-RMSDmodels generated with EVFold. The single most accurate EVFold
structure (lowest RMSD) has been selected among all 50 provided models and is compared to the average of the 10 models of a RASREC refinement run
with lowest RMSD.The color represents the fraction of converged residues in the 30 lowest energy models of ReRASREC-PLM. Gray shaded areas indicate
an improvement of ReRASREC-PLM over EVFold-PLM.

doi:10.1371/journal.pcbi.1004661.g005
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the refinement run contributes to the final performance of our protocol, we compared the
results of the initial RASREC run to the results obtained after the refinement run (ReRASREC).

Fig 6A and 6B show that the accuracy of the top ten scoring models after the refinement run
did not significantly improve. However, Fig 6C indicates that the pairwise RMSD between all
models in the ensemble of the 10 lowest-energy structures decreased by up to 1.4 Å after apply-
ing the refinement run, indicating better convergence. On average, the pairwise RMSD
decreased by 0.5 Å. In addition, Fig 6D plots the average RMSD of the 10 lowest-energy mod-
els against their pairwise RMSD for both RASREC and ReRASREC. In both cases, a similar cor-
relation between RMSD and pairwise RMSD can be observed. This shows that the refinement
run does not lead to an artificial over-convergence but that the relation between both, as
explored by RASREC individually, is kept.

This comparison shows that while the models have high accuracies after the initial RASREC
run, the refinement run improves the overall prediction by increasing the precision and con-
vergence of the final models.

Convergence predicts accuracy

Fig 6D shows that there is a reasonable correlation between the pairwise RMSD and the overall
performance of each target (pearson correlation coefficient of 0.83 and 0.73 for RASREC and
ReRASREC respectively), meaning that low pairwise RMSD values correlate with low RMSD
values and vice versa. The same trend can be observed when relating the backbone convergence
(as defined previously) of a prediction to its performance, see Fig E in S1 Supporting Informa-
tion: High backbone convergence corresponds to low RMSD values with a pearson correlation
coefficient of -0.77. These strong correlations indicate that the accuracy of our final models can
be predicted by their convergence. Highly converged structures (low pairwise RMSD) indicate
an accurate prediction while a highly diverse ensemble suggests that the prediction is incorrect.
This observation further reinforces our choice deeming predictions with a convergence lower
than 50% as unsuccessful.

Increase in prediction accuracy due to residue-residue contact
information

To identify to what extent the RASREC protocol benefits from residue-residue contact infor-
mation, we have compared RASREC runs without evolutionary information to RASREC runs
including them in form of distance restraints for the 14 proteins of the EVFold benchmark set.
For this test, we considered the results after a single RASREC run without the optional refine-
ment step. As shown in Fig 7, without the use of evolutionary contact information, RASREC
only predicted the fold of 3 out of 14 proteins correctly (TM Score> 0.5 or RMSD< 5Å) with
an average TM-score of 0.41. However, if restraints derived from predicted residue-residue
contacts were included, RASREC improved the coordinate accuracy for all targets of the bench-
mark set significantly, yielding an average TM-score over all 14 targets of 0.69. This shows that
the additional data provided by the predicted residue-residue contacts enables RASREC to pre-
dict models in a near-native conformation, which would not be possible otherwise.

To investigate to what extend the RASREC protocol uses the available contact information,
we compared the fraction of satisfied restraints (PPV), i.e. Cβ-Cβ distance� 8 Å, in the top-
scoring models of our protocol and the native structure (Fig F in S1 Supporting Information).
On average, the fraction of satisfied restraints in the top-scoring models after the initial RAS-
REC run (0.72) is very similar to the one of the native models (0.69). Overall, the RASREC
models satisfy 88% of all restraints that are satisfied in the native structures, see Table D in S1
Supporting Information. RASREC furthermore correctly violates 63% of the incorrect distance
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restraints. The good correspondence between the PPVs on the native structure and the RAS-
REC models, as well as the large fraction of satisfied “correct” restraints shows that RASREC is

Fig 6. Comparison between initial RASREC results (RASREC-PLM) and refinement results (ReRASREC-PLM). A) RMSD and B) TM-scores of the 10
lowest-energy models of RASREC-PLM and ReRASREC-PLM C) Averaged pairwise RMSD of 10 lowest-energy models in ReRASREC-PLM and
RASREC-PLM D) Average RMSD plotted against the average pairwise RMSD of the 10 lowest-energy models for both RASREC-PLM and
ReRASREC-PLM.

doi:10.1371/journal.pcbi.1004661.g006
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able to efficiently use the provided contact information. However, ignoring a larger amount of
incorrect distance restraints might improve the prediction even further.

Comparing the PPVs, calculated for the restraints used by EVFold, on the top-ranked
EVFold models and the native structures suggests that EVFold does not use the provided con-
tact information as well as RASREC, see Fig F in S1 Supporting Information.

Conclusions

In this study, we demonstrated that RASREC combined with evolutionary information is a
powerful tool to predict the structures of globular proteins with high accuracy. Tested on a
benchmark set of 28 globular proteins, we showed that our protocol is able to outperform latest
state-of-the-art methods by predicting structures to higher accuracies for the majority of the
benchmark set.

We further showed that the combination of improved sampling and high error tolerance of
RASREC enables structure prediction in cases where the accuracy of predicted contacts is com-
paratively low, e.g. dropping below 50 percent. Robustness against erroneous distance
restraints is of special interest for proteins for which only a limited amount of homologous
sequences are known. The accuracy of residue-residue contact prediction is highly dependent
on the number of available sequences in the multiple sequence alignment. For multiple
sequence alignments with a small number of sequences, the accuracy is in general too low to
significantly improve structure prediction using standard prediction protocols. We find that
our protocol is able to more efficiently use the sparse information contained in contact predic-
tions with low accuracy, due to the error robustness and iterative sampling strategy of the
underlying RASREC algorithm. Our protocol should therefore be able to predict accurate mod-
els in cases where other currently published methods would most likely fail to predict the cor-
rect fold.

In addition, we have shown that integrating evolutionary information into the RASREC
protocol is essential for accurate protein structure prediction for 9 out of 12 proteins in the
EVFold benchmark set. Even adding contact predictions with accuracies as low as 45% can be
sufficient to predict high resolution models that would not be possible using RASREC alone.

Fig 7. Comparison between RASREC runs without using contact information (RASREC) and RASREC runs using contacts predicted with the PLM
approach (RASREC-PLM). For both methods, a single RASREC run without the optional refinement was carried out and the ensemble of the 10 lowest-
energy models was considered as the final result. The color represents the fraction of converged residues in the 30 lowest energy models of RASREC-PLM.

doi:10.1371/journal.pcbi.1004661.g007
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The optional refinement run improves the prediction by increasing the precision of the final
models. Future work focusing on this step might further increase accuracy and convergence of
the final models.

Overall, we have shown how evolutionary information can be efficiently used for predicting
accurate protein structures. The rapid growth of sequence information and the current
advances in statistical sequence analysis have made protein structure prediction using evolu-
tionary information highly relevant. Finding a way to reliably and efficiently use the distance
information contained in multiple sequence alignments will be a first step to fill the increasing
gap between the large number of known protein sequences and the significantly smaller num-
ber of known protein structures.
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Figure	B:	Lowest-Energy	ReRASREC-PLM	Structures	
	

	
Figure	B:	Lowest-Energy	ReRASREC-PLM	Structures.	The	lowest-energy	structures	(red)	are	shown	
superimposed	with	the	reference	structure	(blue).	The	same	structures	are	shown	with	non-polar	
sidechains	as	lines	in	the	right	hand	panel.	If	the	RASREC	calculation	did	not	converge,	the	panel	for	
sidechain	details	is	omitted.	 	
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Supporting	Tables	

Table	A:	TM-scores	for	EVFold,	RASREC,	PconsFold	and	FRAGFOLD	
	
Benchmark	
set	 Target	 EVFold-PLM*

	
ReRASREC-
PLM

†	
PconsFold		
(20k	decoys)

‡	
FRAGFOLD

§	
Highest	TM-	
score	FAGFOLD

||
		

Lowest-RMSD		
ReRASREC-PLM

¶	
	

EVFold	 1bkr	 0.30	 0.62	 0.74	 N/A	 <0.76	 <0.69	

	
1e6k	 0.71	 0.89	 0.82	 N/A	 <0.85	 <0.91	

	
1f21	 0.70	 0.76	 0.61	 N/A	 <0.58	 <0.82	

	
1g2e	 0.56	 0.88	 0.80	 N/A	 <0.80	 <0.91	

	
1odd	 0.51	 0.69	 0.59	 N/A	 <0.62	 <0.76	

	
1r9h	 0.57	 0.72	 0.65	 N/A	 <0.91	 <0.81	

	
1rqm	 0.54	 0.80	 0.83	 N/A	 <0.80	 <0.85	

	
1wvn	 0.54	 0.87	 0.60	 N/A	 <0.70	 <0.89	

	
2hda	 0.42	 0.77	 0.57	 N/A	 <0.85	 <0.87	

	
2it6	 0.66	 0.38	 0.54	 N/A	 <0.45	 <0.42	

	
2o72	 0.65	 0.77	 0.53	 N/A	 -	 <0.80	

	
3tgi	 0.80	 0.40	 0.54	 N/A	 <0.51	 <0.42	

	
5p21	 0.59	 0.65	 0.67	 N/A	 <0.88	 <0.66	

	
5pti	 0.38	 0.43	 0.57	 N/A	 <0.57	 <0.55	

		 Mean	 0.57	 0.69	 0.65	 N/A	 <0.71	 <0.74	

Pconsfold	 1a3a	 0.61	 0.74	 N/A	 0.56	 N/A	 <0.77	

	
1atz	 0.73	 0.84	 N/A	 0.64	 N/A	 <0.88	

	
1bdo	 0.25	 0.58	 N/A	 0.44	 N/A	 <0.59	

	
1chd	 0.76	 0.78	 N/A	 0.65	 N/A	 <0.79	

	
1fqt	 0.61	 0.78	 N/A	 0.7	 N/A	 <0.88	

	
1hdo	 0.61	 0.72	 N/A	 0.56	 N/A	 <0.73	

	
1ihz	 0.63	 0.78	 N/A	 0.62	 N/A	 <0.81	

	
1im5	 0.59	 0.73	 N/A	 0.56	 N/A	 <0.78	

	
1jo8	 0.49	 0.85	 N/A	 0.84	 N/A	 <0.9	

	
1jwq	 0.73	 0.80	 N/A	 0.31	 N/A	 <0.84	

	
1o1z	 0.17	 0.82	 N/A	 0.61	 N/A	 <0.85	

	
1tqh	 0.54	 0.76	 N/A	 0.5	 N/A	 <0.77	

	
1vp6	 0.36	 0.72	 N/A	 0.52	 N/A	 <0.85	

	
2cua	 0.27	 0.57	 N/A	 0.56	 N/A	 <0.61	

		 Mean	 0.52	 0.75	 N/A	 0.58	 N/A	 <0.79	

Table	A:	TM-scores	for	EVFold,	RASREC,	PconsFold	and	FRAGFOLD.	Column	1-4	show	the	top	ranked	results	for	methods	EVFold-
PLM,	ReRASREC-PLM,	PconsFold	and	FRAGFOLD.	Column	5	furthermore	shows	the	highest	TM-scores	obtained	with	FRAGFOLD	and	
Column	6	the	average	TM-score	of	the	ensemble	of	10	lowest-RMSD	models	obtained	with	ReRASREC-PLM.		The	numbers	in	these	
two	columns	are	preceeded	by	‘<’	as	they	do	not	reflect	the	‘real’	(best	ranked)	results,	but	the	ones	closest	to	the	native	and	are	
therefore	not	comparable	to	the	rest.	
The	highest	TM-score	for	each	target	amongst	the	top-ranked	results	(Column	1-4)	is	highlighted.		
*
	Single	top	ranked	results	using	the	webserver	of	EVFold	with	PLM-restraints	
†
	Ensemble	of	10	lowest-energy	models	of	ReRASREC	using	PLM-restraints	
‡
	Top	ranked	models	obtained	with	PconsFold.	Restraints	have	been	generated	with	PconsC.	Values	are	taken	from		(Michel	et	al.,	
2014).	
§	
Highest	TM-score	amongst	top	5	ranked	models	using	FRAGFOLD	(using	all	contacts).	Restraints	have	been	generated	with	
PSICOV.	Values	are	taken	from	(Kosciolek	&	Jones,	2014).	
||	
Highest	TM-scores	obtained	with	FRAGFOLD.	Restraints	have	been	generated	with	PSICOV.	Values	are	taken	from	(Kosciolek	&	

Jones,	2014).	
¶	
Ensemble	of	10	lowest-RMSD	structures	obtained	with	ReRASREC-PLM.	
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Table	B:	Accuracy	of	side-chain	χ1	rotamers	for	EVFold-PLM	and	ReRASREC-PLM	
	
Benchmark		
set	

Target	 	 Recovered	χ1	Rotamers	

	 ReRASREC-PLM	 EVFold-PLM	 EVFold-PLM	(relaxed)	

buried*	 Recovered	

χ1	
†
	

Fraction	of	

rec.	χ1	
‡
	

Recovered	

χ1	
†
	

Fraction	of	

rec.	χ1	
‡
	

Recovered	

χ1	
†
	

Fraction	of	

rec.	χ1	
‡
	

EVFold		

benchmark	

set	

1bkr	 42	 28	 0.67	 14	 0.33	 16	 0.38	

1e6k	 49	 39	 0.80	 27	 0.55	 25	 0.51	

1f21	 53	 38	 0.72	 32	 0.60	 37	 0.70	

1g2e	 25	 19	 0.76	 11	 0.44	 13	 0.52	

1odd	 27	 19	 0.70	 13	 0.48	 13	 0.48	

1r9h	 36	 28	 0.78	 12	 0.33	 16	 0.44	

1rqm	 42	 25	 0.60	 22	 0.52	 21	 0.50	

1wvn	 19	 14	 0.74	 6	 0.32	 7	 0.37	

2hda	 16	 9	 0.56	 5	 0.31	 11	 0.69	

2it6	 48	 24	 0.50	 21	 0.44	 26	 0.54	

2o72	 27	 20	 0.74	 11	 0.41	 10	 0.37	

3tgi	 101	 52	 0.51	 44	 0.44	 49	 0.49	

5p21	 71	 45	 0.63	 31	 0.44	 38	 0.54	

5pti	 14	 5	 0.36	 8	 0.57	 8	 0.57	

Pconsfold		

benchmark	

set	

1a3a	 56	 37	 0.66	 23	 0.41	 27	 0.48	

1atz	 72	 47	 0.65	 29	 0.40	 34	 0.47	

1bdo	 25	 15	 0.60	 8	 0.32	 11	 0.44	

1chd	 74	 50	 0.68	 32	 0.43	 37	 0.50	

1fqt	 44	 32	 0.73	 16	 0.36	 21	 0.48	

1hdo	 84	 46	 0.55	 30	 0.36	 38	 0.45	

1ihz	 51	 35	 0.69	 26	 0.51	 25	 0.49	

1im5	 68	 40	 0.59	 27	 0.40	 32	 0.47	

1jo8	 15	 11	 0.73	 4	 0.27	 6	 0.40	

1jwq	 76	 47	 0.62	 30	 0.39	 40	 0.53	

1o1z	 99	 70	 0.71	 34	 0.34	 58	 0.59	

1tqh	 106	 79	 0.75	 43	 0.41	 50	 0.47	

1vp6	 50	 39	 0.78	 25	 0.50	 27	 0.54	

2cua	 46	 25	 0.54	 15	 0.33	 20	 0.43	

Average	 	N/A	 N/A	 33.5	 0.65	 21.4	 0.41	 25.6	 0.49	

Table	B:	Accuracy	of	side-chain	χ1	rotamers.	Buried	side	chains	in	single	top-ranked	models	are	selected	
and	their	adopted	rotamer	assignments	are	compared	to	those	in	the	reference	crystal	structure.	In	case	of	
EVFold,	the	analysis	has	been	carried	out	for	the	models	as	generated	by	CNS	(EVFold-PLM)	and	after	
relaxing	them	with	fixed	backbone	atoms	within	the	Rosettal	full-atom	energy	(EVFold-PLM	(relaxed)).	
Glycine	and	Alanine	are	excluded	from	this	analysis.	
*	Side	chains	that	are	buried	in	the	reference	structure	(SASA	<	40Å)		
†	Side	chains	that	are	buried	in	the	reference	structure	and	have	the	same	χ1	rotamer	assignment	in	the	
top-ranked	models	as	in	the	reference	structure	
‡	Fraction	of	buried	side	chains	with	the	the	same	χ1	rotamer	assignment	in	the	top-ranked	models	and	the	
reference	structure	
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Table	C:	Comparison	between	top	ranked	and	lowest-RMSD	structures	
	
	
	 	 RMSD	 TM-score	

Bench-

mark	

set	

	 ReRASREC-PLM	 EVFold-PLM	 ReRASREC-PLM	 EVFold-PLM	

Target	 top	10*		 best	10
†
	top	1

‡
	 best	1

§
	 top	10*		 best	10

†
	top	1

‡
	best	1

§
	 top	10*		 best	10

†
	top	1

‡
	best	1

§
	 top	10*		 best	10

†
	top	1

‡
	best	1

§
	

EVFold	

bench-	

mark	

set	

1bkr	 3.93	 3.06	 4.11	 2.93	 9.52	 4.77	 13.79	 3.91	 0.62	 0.69	 0.60	 0.72	 0.41	 0.54	 0.30	 0.59	

1e6k	 1.62	 1.37	 1.57	 1.27	 3.44	 3.10	 3.34	 2.87	 0.89	 0.92	 0.90	 0.93	 0.70	 0.72	 0.71	 0.74	

1f21	 3.34	 2.63	 2.87	 2.56	 4.84	 4.40	 4.21	 4.21	 0.76	 0.82	 0.81	 0.83	 0.65	 0.67	 0.70	 0.69	

1g2e	 1.64	 1.09	 1.48	 0.82	 3.83	 3.39	 4.23	 3.13	 0.88	 0.92	 0.89	 0.94	 0.59	 0.65	 0.56	 0.68	

1odd	 5.26	 3.27	 5.46	 2.93	 6.15	 5.28	 6.14	 4.92	 0.69	 0.76	 0.67	 0.79	 0.50	 0.53	 0.51	 0.56	

1r9h	 2.84	 2.05	 2.51	 1.85	 5.93	 4.86	 4.87	 4.52	 0.72	 0.82	 0.76	 0.84	 0.52	 0.56	 0.57	 0.61	

1rqm	 2.50	 1.77	 2.26	 1.63	 7.23	 5.73	 5.91	 5.01	 0.80	 0.86	 0.82	 0.86	 0.52	 0.57	 0.54	 0.63	

1wvn	 1.87	 1.35	 2.01	 1.29	 5.83	 5.26	 5.87	 4.73	 0.87	 0.89	 0.85	 0.90	 0.51	 0.52	 0.54	 0.58	

2hda	 2.08	 1.36	 2.03	 1.30	 4.64	 3.60	 4.91	 3.05	 0.77	 0.87	 0.84	 0.89	 0.49	 0.53	 0.42	 0.63	

2it6*	 11.36	 9.54	 11.74	 9.17	 4.31	 3.72	 3.94	 3.51	 0.38	 0.42	 0.37	 0.45	 0.60	 0.66	 0.66	 0.68	

2o72	 3.48	 2.84	 2.86	 2.62	 4.13	 3.95	 4.14	 3.35	 0.77	 0.80	 0.82	 0.82	 0.66	 0.67	 0.65	 0.72	

3tgi*	 11.50	 10.04	 11.17	 9.75	 3.53	 3.19	 3.12	 3.04	 0.40	 0.42	 0.40	 0.43	 0.77	 0.80	 0.80	 0.81	

5p21	 10.38	 8.78	 10.70	 7.88	 7.04	 5.50	 6.58	 5.04	 0.65	 0.66	 0.65	 0.67	 0.57	 0.61	 0.59	 0.65	

5pti	 4.37	 3.27	 4.69	 2.92	 8.65	 4.93	 5.82	 4.34	 0.43	 0.55	 0.43	 0.60	 0.27	 0.37	 0.38	 0.41	

Pcons-

Fold	

bench-	

mark	

set	

1a3a	 4.95	 3.47	 3.38	 2.62	 5.30	 4.37	 5.28	 3.96	 0.74	 0.77	 0.78	 0.83	 0.64	 0.68	 0.61	 0.69	

1atz	 2.76	 2.21	 2.44	 2.15	 9.93	 6.52	 5.35	 5.21	 0.84	 0.89	 0.87	 0.89	 0.61	 0.71	 0.73	 0.73	

1bdo	 10.52	 8.17	 11.73	 7.54	 17.67	 10.66	 11.39	 8.93	 0.58	 0.59	 0.56	 0.58	 0.25	 0.25	 0.25	 0.28	

1chd	 4.36	 3.98	 4.31	 3.78	 4.22	 3.97	 4.10	 3.65	 0.78	 0.79	 0.78	 0.81	 0.77	 0.79	 0.76	 0.80	

1fqt	 3.39	 1.70	 2.24	 1.53	 4.88	 4.76	 5.36	 4.18	 0.78	 0.88	 0.82	 0.89	 0.61	 0.61	 0.61	 0.65	

1hdo	 5.36	 4.79	 5.57	 4.74	 10.53	 9.49	 9.46	 9.36	 0.72	 0.73	 0.71	 0.73	 0.58	 0.61	 0.61	 0.64	

1ihz	 3.62	 2.68	 3.90	 2.46	 5.00	 4.49	 4.46	 3.98	 0.78	 0.81	 0.76	 0.81	 0.61	 0.63	 0.63	 0.66	

1im5	 5.47	 3.93	 5.69	 3.59	 8.03	 6.54	 7.30	 5.94	 0.73	 0.78	 0.70	 0.81	 0.58	 0.62	 0.59	 0.64	

1jo8	 1.43	 0.95	 1.54	 0.84	 4.55	 3.19	 3.56	 2.90	 0.85	 0.90	 0.85	 0.91	 0.47	 0.54	 0.49	 0.56	

1jwq	 3.46	 2.86	 3.50	 2.71	 3.54	 3.41	 3.57	 3.24	 0.80	 0.84	 0.79	 0.85	 0.73	 0.74	 0.73	 0.76	

1o1z	 4.74	 4.24	 4.95	 4.21	 15.25	 8.69	 25.41	 6.41	 0.82	 0.85	 0.80	 0.84	 0.39	 0.55	 0.17	 0.62	

1tqh	 8.05	 5.20	 7.98	 4.33	 15.82	 13.44	 12.67	 12.67	 0.76	 0.78	 0.78	 0.79	 0.48	 0.53	 0.54	 0.54	

1vp6	 4.03	 2.03	 2.75	 1.93	 12.58	 9.04	 10.95	 4.76	 0.72	 0.85	 0.82	 0.86	 0.35	 0.44	 0.36	 0.62	

2cua	 8.14	 7.10	 8.32	 6.99	 19.94	 18.27	 19.22	 14.18	 0.57	 0.61	 0.57	 0.61	 0.29	 0.30	 0.27	 0.27	

Average			 4.87	 3.78	 4.78	 3.51	 7.72	 6.02	 7.32	 5.18	 0.72	 0.77	 0.73	 0.78	 0.54	 0.59	 0.55	 0.62	

Table	C:	Comparison	between	top	ranked	and	lowest-RMSD	structures.	
*	ensemble	of	10	lowest-energy	(ReRASREC-PLM)/	best	ranked	(EVFold-PLM)	models	
†	ensemble	of	10	lowest-RMSD	models	
‡	single	lowest-energy	(ReRASREC-PLM)/	best	ranked	(EVFold-PLM)	models	
§	single	lowest-RMSD	models		
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Table	D:	Restraint	classification	performance	of	RASREC	
	

Benchmark	Set	 Target	 #Restraints	 TP	 FP	 TN	 FN	

TPR=	

TP/(TP+FN)	

TNR=	

TN/(TN+FP)	

PPV=	

TP/(TP+FP)	

NPV=	

TN/(TN+FN)	

ACC=	

(TP+TN)/(P+N)	

EVFold	

Benchmark	Set	 1bkr	 110	 40	 15	 45	 10	 0.80	 0.75	 0.73	 0.82	 0.77	

	

1e6k	 120	 81	 12	 20	 7	 0.92	 0.63	 0.87	 0.74	 0.84	

	

1f21	 140	 79	 15	 28	 18	 0.81	 0.65	 0.84	 0.61	 0.76	

	

1g2e	 80	 63	 1	 12	 4	 0.94	 0.92	 0.98	 0.75	 0.94	

	

1odd	 80	 38	 13	 24	 5	 0.88	 0.65	 0.75	 0.83	 0.78	

	

1r9h	 100	 70	 12	 9	 9	 0.89	 0.43	 0.85	 0.50	 0.79	

	

1rqm	 100	 55	 12	 27	 6	 0.90	 0.69	 0.82	 0.82	 0.82	

	

1wvn	 70	 45	 3	 22	 0	 1.00	 0.88	 0.94	 1.00	 0.96	

	

2hda	 50	 36	 5	 6	 3	 0.92	 0.55	 0.88	 0.67	 0.84	

	

2it6	 110	 50	 11	 24	 25	 0.67	 0.69	 0.82	 0.49	 0.67	

	

2o72	 110	 80	 17	 9	 4	 0.95	 0.35	 0.82	 0.69	 0.81	

	

3tgi	 220	 125	 21	 25	 49	 0.72	 0.54	 0.86	 0.34	 0.68	

	

5p21	 170	 73	 23	 66	 8	 0.90	 0.74	 0.76	 0.89	 0.82	

	

5pti	 60	 30	 11	 9	 10	 0.75	 0.45	 0.73	 0.47	 0.65	

Pconsfold	

Benchmark	Set	 1a3a	 140	 87	 8	 22	 23	 0.79	 0.73	 0.92	 0.49	 0.78	

	
1atz	 180	 134	 12	 22	 12	 0.92	 0.65	 0.92	 0.65	 0.87	

	
1bdo	 80	 38	 20	 19	 3	 0.93	 0.49	 0.66	 0.86	 0.71	

	
1chd	 200	 131	 9	 30	 30	 0.81	 0.77	 0.94	 0.50	 0.81	

	
1fqt	 110	 84	 6	 10	 10	 0.89	 0.63	 0.93	 0.50	 0.85	

	
1hdo	 200	 78	 72	 41	 9	 0.90	 0.36	 0.52	 0.82	 0.60	

	
1ihz	 140	 99	 11	 20	 10	 0.91	 0.65	 0.90	 0.67	 0.85	

	
1im5	 180	 116	 20	 30	 14	 0.89	 0.60	 0.85	 0.68	 0.81	

	
1jo8	 50	 40	 3	 7	 0	 1.00	 0.70	 0.93	 1.00	 0.94	

	
1jwq	 170	 100	 26	 33	 11	 0.90	 0.56	 0.79	 0.75	 0.78	

	
1o1z	 230	 138	 16	 51	 25	 0.85	 0.76	 0.90	 0.67	 0.82	

	
1tqh	 240	 149	 29	 48	 14	 0.91	 0.62	 0.84	 0.77	 0.82	

	
1vp6	 130	 85	 21	 23	 1	 0.99	 0.52	 0.80	 0.96	 0.83	

		 2cua	 130	 63	 12	 44	 11	 0.85	 0.79	 0.84	 0.80	 0.82	

Average	 		 -	 -	 -	 -	 -	 0.88	 0.63	 0.84	 0.70	 0.80	

Table	D:	Restraint	classification	performance	of	RASREC.	Evaluation	is	carried	out	for	the	single	top-ranked	
RASREC	models.	Restraint	sets	are	the	ones	used	for	model	generation.	A	restraint	is	defined	as	correct	(P)	
if	the	Cβ-Cβ	distance	in	the	native	structure	is	≤	8Å,	otherwise	as	incorrect	(N).		
TP:	Restraints	satisfied	in	both	model	and	native	structure	
FP:	Restraints	satisfied	in	model,	but	not	in	the	native	structure	
TN:	Restraints	neither	satisfied	in	model	nor	native	structure	
FN:	Restraints	satisfied	in	native	structure,	but	not	in	model	
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Supporting	Methods	
	
Detailed	instructions	about	how	to	recreate	and	analyze	the	results	presented	in	the	manuscript	
can	be	found	in	the	protocol	capture	(provided	as	File	S2	and	in	the	current	Rosetta	release).	The	
protocol	capture	contains	all	necessary	flag	files,	command	lines	and	scripts.	
	

Method	A:	Contact	Prediction	and	Restraint	File	Generation	
	
The	contact	predictions	used	in	this	manuscript	have	been	generated	with	the	EVFold	webserver		
(Marks	et	al.,	2011)	(available	at	http://evfold.org/evfold-web/newprediction.do)	using	standard	
parameters.		The	results	can	be	downloaded	in	form	of	a	compressed	folder,	which	is	subdivided	
into	several	subdirectories.	The	all-by-all	residue	pairing	scores	are	stored	in	
{jobname}_{scoringmethod}.txt in	the	subfolder	ev_couplings.	In	case	of	PLM	as	scoring	
method,	the	file	is	named {jobname}_PLM.txt.	
	

From	this	file,	the	L	top-ranked	residue	pairing	scores	having	a	minimum	distance	of	5	residues	are	

extracted	and	translated	into	Rosetta	specific	distance	restraints	with	a	sigmoidal	potential.		
	
Exemplary	excerpt	from	the	generated	distance	restraint	file:	
	
AtomPair   CA   97   CB  117  SIGMOID 8.00 1.00 #ContactMap: 0.82 
AtomPair   CB   18   CB   47  SIGMOID 8.00 1.00 #ContactMap: 0.78 
AtomPair   CB   89   CB  113  SIGMOID 8.00 1.00 #ContactMap: 0.77 

	
	

Method	B:	Structure	Prediciton	with	the	RASREC	protocol	
	

Fragment	Selection	

	
We	have	run	the	fragment	picker	for	all	targets	with	the	following	command:	
make_fragments.pl –nohoms  
 

The	flag	–nohoms	leads	to	exclusion	of	fragments	from	homologous	proteins.	This	flag	should	be	
omitted	when	not	used	for	benchmarking.	
	

Starting	a	RASREC	run	

 

The	structures	are	generated	with	the	RASREC	protocol	(Lange	&	Baker,	2012)	of	the	molecular	
modeling	suite	Rosetta	(using	commit	#aa72710	from	March	2014)	with	a	pool	size	of	500.	A	
detailed	list	of	all	commands	used	for	a	RASREC	calculation	can	be	found	below.	
	
mpiexec –np <CORES> minirosetta.mpi.linuxgccrelease -out:file:silent decoys.out 
@flags_denovo @flags_rasrec @flags_iterative -run:archive –out:nstruct <CORES-
3> 
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Flag	Files,	Patches	and	Broker	File	

	
Command-line	flags	and	patches	are	separated	into	a	number	of	different	files.	All	parameters	
used	to	generate	the	data	in	our	manuscript	are	listed	below.		
	
For	executing	RASREC,	bold	elements	need	to	be	replaced	with	actual	input	files.	
	
flags_denovo 
 
-run:protocol broker 
 
#fragment files 
-frag3 <frags.3mers>   
-frag9 <frags.9mers> 
#input fasta sequence 
-in:file:fasta <sequence.fasta> 
 
-out:file:silent_print_all_score_headers 
-increase_cycles 2.000000 
 
#jumping 
-templates::topology_rank_cutoff 0.8 
-jumps:ramp_chainbreaks 
-jumps:sep_switch_accelerate 0.8 
-abinitio:skip_convergence_check 
-jumps:overlap_chainbreak 
 
#energy fixes 
-rsd_wt_helix 0.5 
-rsd_wt_loop 0.5 
-rg_reweight 0.5 
 
#for loop closing 
-overwrite_filter_scorefxn score3 
-detect_disulf false 
 
#loop-closing filter in SlidingWindow 
-fast_loops:overwrite_filter_scorefxn score3 
 
-abrelax:fail_unclosed 
 
#specify logfile output level 
-unmute memory_usage 
-out:levels core.chemical:error 
-out:levels core.io.pdb:error 
-out:levels protocols.jobdist:error 
 
#load flags in flags_nmr_patches 
@flags_nmr_patches 
 
flags_fullatom 
 
-relax:fast 
-relax:ramady 
-abinitio:close_loops 
-loops:idealize_before_loop_close 
-loops:idealize_after_loop_close 
-abinitio::clear_pose_cache 
-short_frag_cycles 1 
-scored_frag_cycles 1 
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-non_ideal_loop_closing 
-alternative_closure_protocol 
-fast_loops:window_accept_ratio .01 
-fast_loops:nr_scored_sampling_passes 4 
-fast_loops:min_breakout_good_loops 5 
-fast_loops:min_breakout_fast_loops 80 
-fast_loops:min_fast_loops 3 
-fast_loops:min_good_loops 0 
-fast_loops:nr_scored_fragments 20 
-fast_loops:vdw_delta 0.5 
-fast_loops:give_up 1000 
 
flags_iterative 
 
-iterative:enumerate:skip_half 
#RASREC pool size 
-iterative:pool_size 500 
#Acceptance ratio for different RASREC stages 
-iterative:accept_ratio 0.1 0.1 0.1  0.1 0.1 0.1 0.1 0.1 
-jumps::max_strand_gap_allowed 10 
-jumps:contact_score 0.2 
-iterative:rmsf_nstruct 50 
#Output levels for log file 
-out:level 400 
-out:levels all:warning 
-out:levels protocols.jd2.MPIArchiveJobDistributor:info 
-out:levels protocols.jd2.Archive:debug 
-out:levels protocols.iterative:info 
-out:levels core.util.prof:info 
 
#obsolete 
-iterative:evaluate_only_on_slaves 
 
#scoring functions for fullatom and centroid stages 
-iterative:fa_score talaris2013 
-iterative:cen_score score3 
 
#Stages: 
# (1)  SS-RANDOM 
# (2)  MIX 
# (3)  BETA-TOP 
# (4)  RESAM 
# (5)  NOE-BETA-TOP 
# (6)  NOE-RESAM 
# (7)  CEN2FULL 
# (8)  FULL-REFINE 
 
-iterative:max_nstruct 0 0 0 0 -1 -1 0 0 
-iterative:min_diversity 0 0 0 2.0 3.0 2.0 2.0 1.5 
-iterative:fullatom 
 
-iterative:safety_hatch_scorecut 0.1 
-iterative::super_quick_relax_patch super_quick_relax.patch 
 
#this is the relative weight the noesy-cst will have for filtering 
#the relative weight provided in the following is multiplied with the overall 
#weight for atom_pair_constraint in the patches 
#given by -iterative:cen_score_patch and -iterative:fa_score_patch 
-iterative:cenpool_noesy_cst_weight 1 
-iterative:fapool_noesy_cst_weight 1 
 
#exit as soon as queue is drained 
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-jd2:mpi_nowait_for_remaining_jobs 
-jd2:mpi_timeout_factor 0 
 
-iterative:flags_fullatom flags_fullatom 
 
#important to obtain intermediate structures for proto-fold resampling (aka 
stage2 resampling) 
-abinitio:debug 
-abinitio:debug_structures 
 
-archive:completion_notify_frequency 125 
 
flags_rasrec 
 
#File containing information about distance restraints 
-broker:setup setup_init.tpb 
 
#Only needed for evaluation purposes (in case native structure is known) 
-in:file:native <native.pdb> 
-evaluation:rmsd NATIVE _full <native.rigid> 
 
 
 
flags_nmr_patches 
 
#patches used for abinitio stages 
-abinitio::stage2_patch nmr_patch 
-abinitio::stage3a_patch nmr_patch 
-abinitio::stage3b_patch nmr_patch 
-abinitio::stage4_patch nmr_patch 
 
#for fullatom-relax 
-score::patch nmr_relax_patch 
 
# for loop closing 
-fast_loops:patch_filter_scorefxn nmr_patch 
-patch_filter_scorefxn nmr_patch 
 
-iterative:fa_score_patch  nmr_pool_patch 
-iterative:cen_score_patch nmr_pool_patch 
 

 

nmr_patch 
atom_pair_constraint = 5.0 
rdc    = 5.0 
 
nmr_pool_patch 
chainbreak = 1 
linear_chainbreak = 1.33 
overlap_chainbreak = 1 
atom_pair_constraint = 10 
rdc    = 10 
 
nmr_relax_patch 
atom_pair_constraint = 0.1 
rdc    = 0.1 
 

setup_init.tpb 
 

CLAIMER ConstraintClaimer 
file <restraints.cst> 
FULLATOM 
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CENTROID 
SKIP_REDUNDANT 0 
FILTER_WEIGHT  1.00 
FILTER_NAME restraints_SIGMOID 
END_CLAIMER 

	

	

Method	C:	Refinement	with	Rasrec	
	
If	the	convergence	of	the	initial	RASREC	run	was	not	sufficiently	high	(fraction	of	converged	
residues	<	90%),	a	second	RASREC	run	was	carried	out.	This	run	reuses	restraints	from	both	
predicted	contact	map	and	the	previous	results.	

Repick	Restraints		 	

	
The	refinement	run	uses	restraints	from	both	predicted	contact	map	and	the	previous	results.	For	
this	purpose,	two	different	restraint	files	have	been	generated:	
	
target_converged_distances.cst 

This	restraint	file	contains	all	short-range	(<=8	Å)	distances	with	a	standard	deviation	<	1	Å	in	the	
30	lowest-energy	RASREC	models.	These	converged	distances	will	be	enforced	during	ReRASREC	
using	a	strict	bounded	potential.	To	reflect	the	average	distance	d	in	the	converged	region,	the	
lower	bound	is	set	to	(d-1)	and	the	upper	bound	to	(d+1).	
	
target_filtered_contactmaps.cst 

This	file	contains	additional	residue-residue	pairings	from	the	predicted	contact	map	that	affect	
unconverged	regions	(residue-residue	distance,	SD	>	1Å	in	30	low-energy	structures)	and	do	not	
totally	disagree	(i.e.	are	short	range	with	an	average	distance	d	≤ 8Å)	with	the	preliminary	
structures.	The	restraints	are	scored	with	a	wide	bounded	potential	with	lower	bound	and	upper	
bound	set	to	1.5Å	and	8Å	respectively.	Random	pairs	of	these	restraints	are	combined	into	
ambiguous	restraints	(see	below).	
	

Setup	RASREC	run	

	
The	flags	and	patches	used	for	the	refinement	RASREC	run	are	identical	to	the	ones	listed	in	
Method	B:	Structure	Prediciton	with	the	RASREC	protocol.	The	two	RASREC	runs	only	differ	in	the	
restraints	used	for	structural	guiding.	The	restraint	files	are	added	to	a	RASREC	run	in	the	broker	
file	setup_init.tpb.	
	
Both	restraint	files	that	have	been	generated	above	will	be	added	to	the	broker	file	for	the	
refinement	run	as	follows	
	
CLAIMER ConstraintClaimer 
file target_converged_distances.cst 
FULLATOM 
CENTROID 
SKIP_REDUNDANT 0 
FILTER_WEIGHT  1.00 
FILTER_NAME converged_distances 
END_CLAIMERls 
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CLAIMER ConstraintClaimer 
file target_filtered_contactmaps.cst 
FULLATOM 
CENTROID 
COMBINE_RATIO 2 #make the restriants ambiguous 
SKIP_REDUNDANT 0 
FILTER_WEIGHT  1.00 
FILTER_NAME filtered_contactmaps 
END_CLAIMER 
 

Please	note,	that	for	the	filtered_contactmap.cst	restraints	the	following	line	is	added:	
COMBINE_RATIO 2 

This	line	transforms	the	restraints	to	ambiguous	ones.	
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Building	 atomic	 models	 of	 proteins	 with	 cryo-EM	 density	 maps	 at	 near-
atomic	 resolution	 (3–5	 Å)	 is	 very	 challenging	 and	 prone	 to	 errors.	 To	
address	this	problem,	we	present	EMfasa,	a	fully	automated	protocol	for	de	
novo	model-building	into	cryo-EM	density	maps.	EMfasa	couples	backbone	
tracing	with	sequence	non-specific	fragment	assembly	to	rapidly	generate	
highly	accurate	all-alanine	structures	 that	are	subsequently	completed	 to	
full-atom	models	via	automated	side-chain	assignment.		
	
Until	 recently,	 resolutions	of	cryo-electron	microscopy	(cryo-EM)	density	maps	
were	 limited	 to	 the	 medium-	 (5–10	 Å)	 and	 low-resolution	 range	 (10–60	 Å).	
Nowadays,	thanks	to	a	new	generation	of	electron	detectors	and	powerful	image	
processing	 routines,	 large	 macromolecules	 can	 be	 obtained	 at	 near-atomic	 or	
even	atomic	resolution	using	cryo-EM	(1,	2).	
	
While	structural	interpretation	of	maps	in	the	medium-	and	low-resolution	range	
is	limited	to	secondary	structure	assignment,	topology	determination,	and	a	rigid	
or	flexible	fit	of	known	atomic	structures	of	individual	proteins	(e.g.	obtained	by	
X-ray	 crystallography	 or	 NMR)	 to	 obtain	 atomistic	 representations	 of	
macromolecular	assemblies,	high-resolution	density	maps	allow	to	directly	build	
atomic	models.	Cryo-EM	is	therefore	becoming	an	important	tool	to	fill	the	ever-
increasing	 gap	 between	 known	 protein	 sequences	 and	 resolved	 protein	
structures.		
	
For	 existing	 methods	 it	 is	 highly	 challenging	 and	 often	 impossible	 to	
automatically	 build	 accurate	 models	 from	 density	 maps	 with	 resolutions	
between	 3.5	 –	 5	 Å:	 	 In	 2015,	Wang	 et	 al.	 have	 described	 a	 de	 novo	 modeling	
approach	 for	 cryo-EM	maps	 that	matches	 and	 assembles	 sequence-based	 local	
backbone	conformations,	so	called	fragments,	into	the	target	density	map	within	
the	 molecular	 modeling	 suite	 Rosetta	 (3).	 The	 routine	 map_to_model	 of	 the	
Phenix	 software	 suite	 (4)	 tries	 to	 automatically	 build	 an	 atomic	 model	 by	
combining	several	procedures,	including	the	standard	RESOLVE	model-building	
(5),	 chain	 tracing	 and	 map	 sharpening.	 EM-Fold	 (6,	 7)	 assembles	 predicted	
secondary	structural	elements	into	the	corresponding	regions	of	the	density	map	
and	subsequently	uses	Rosetta	(8)	to	build	loops	and	side-chains.	
	
Here	we	present	EMfasa,	a	de	novo	model-building	approach	for	cryo-EM	maps	
in	 the	 near-atomic	 resolution	 range	 (better	 than	5	Å)	 that	 combines	 backbone	
tracing,	 sequence	 non-specific	 fragment	 assembly,	 and	 automated	 side-chain	
assignment	(Figure	1).		Analogously,	this	method	can	be	expected	to	be	useful	for	
the	 interpretation	 of	 electron	 density	 maps	 from	 X-ray	 crystallography.	 Our	
method	 scales	 approximately	 linearly	 with	 the	 size	 of	 the	 protein	 and	 is	
therefore	particularly	well	 suited	 for	 large	systems.	 	The	high	speed	allows	 for	
sampling	 a	 large	 number	 of	 backbone	 conformations	 as	 well	 as	 sequence-to-
backbone	 assignments.	 	 EMfasa	 aims	 at	 rapidly	 building	 a	 first	 model,	 which	
subsequently	 can	 be	 further	 refined	 using	 computationally	 more	 expensive	
methods	(e.g.	Rosetta	or	MDFF	(9)).		
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Target	
EMDB		
/	Res.a	

PDB	
entry	/	
Sizeb	

Fold	

EMfasa	

top	Ca-trace1	
top	all-
alanine	
structure2	

Lowest-RMSD		
full-atom	model3	

Lowest-RMSD	full-atom	
model	(Top10	CCmap)4	

TMscore/	
RMSD	

(#aligned	
residues)c	

TMscore	

TMscore/	
RMSD	

(#aligned	
residues)c	

Ca-
RMSD	
(total)	

Ca-RMSD	
(#corr.	
assigned	
res/	#	

residues)d	

Ca-RMSD	
(total)	

Ca-RMSD	
(#corr.	assigned	
res/	#	residues)d	

Tobacco	
Mosaic	
Virus	

2842	/	
3.4	

4udv	/	
153	

α	
0.83	/	1.53	
(139)	

0.54	
0.94	/	0.8	
(147)	

1.9	
0.7	

(123/153)	
2.1	 0.7	(129/153)	

Brome	
Mosaic	
Virus	

6000	/	
3.8	

3j7l	/	
149	

β	
0.83	/	1.7	
(137)	

0.54	
0.9	/	1.3	
(143)	

2.8	
1.0	

(97/149)	
2.8	 1.0	(97/149)	

T20SProtea
some	(α	
Subunit)	

5623	/	
3.3	

3j9i	/	
224	

α/β	

0.88	/	1.68		
(211)	

0.64	
0.91	/	1.1	
(210)	

2.4	
0.9	

(153/224)	
2.8	 0.9	(132/224)	

6219	/	
4.8	

1pma	/	
221	

0.84	/	2.27	
(211)	

0.52	
0.77	/	2.0	
(190)	

5.6	
1.4	

(23/221)	
7.8	 1.3	(10/221)	

T20SProtea
some	(β	
subunit)	

5623	/	
3.3	

3j9i	/	
203	

α/β	
0.83	/	1.52	
(181)	

0.43	
0.93	/	1.5	
(198)	

2.7	
0.8	

(149/203)	
3.6	 0.8(112/203)	

y-Secretase	
(Nicastrin)	

3061	/	
3.4	

5a63	/	
665	

α/β	
0.87	/	2.9	
(623)	

0.61	
0.9	/	2.1	
(640)	

4.8	
1.1	

(240/665)	
5.6	 1.1	(196/665)	

Table	 1:	 Performance	 of	 EMfasa	 for	 6	 experimental	 density	maps.	aReported	resolution.	bNumber	of	
residues	 in	 the	 corresponding	PDB	entry.	 c	Structure	 alignment	 as	 generated	by	TMalign.	The	TMscore	 is	
normalized	by	 the	 length	of	 the	respective	native	model.	d	Residues	 that	are	 	within	2.0	Å	 	of	 their	native	
residue	partner	are	considered	to	be	correctly	assigned	and	used	for	the	RMSD	calculation.	The	numbers	in	
brackets	indicate	the	number	of	correctly	assigned	residues		(used	for	the	RMSD	calculation)	and	the	total	
number	 of	 residues	 in	 the	 full-atom	model.	 1	Cα-trace	 with	 highest	 TMscore.	 2	all-alanine	 structure	 with	
highest	TMscore.	 3	Full-atom	model	with	 lowest	Cα-RMSD	 in	 the	 entire	 full-atom	model	pool	4	Full-atom	
model	with	lowest	Ca-RMSD	amongst	the	10	structures	with	highest	map	correlation	(CCmap)	in	the	model	
pool.	

Our	 protocol	 was	 able	 to	 automatically	 generate	 Cα-traces	 with	 the	 correct	
topology	 for	 all	 six	 test	 systems,	 resulting	 in	 an	average	Cα-RMSD	<	2	Å	 for	 at	
least	90	percent	of	the	residues	for	the	best	Cα-trace	of	each	protein	structure,	cf.	
Table	1.	For	each	target,	100	Cα-traces	were	generated	as	described	in	the	Online	
Methods	 and	 scored	 according	 to	 their	 free	 map	 correlation	 (Cfree)	 (10).	 On	
average,	five	of	the	top-10	scoring	Cα-traces	were	of	correct	topology,	see	Table	
S1.		Since	the	directionality	is	generally	not	known	at	this	step,	each	topologically	
unique	 Cα-trace	 needs	 to	 be	 considered	 in	 both	 directions	 in	 the	 subsequent	
protocol	steps.	
	
In	 this	work,	a	Cα-trace	with	correct	 topology	was	selected	 for	each	target	and	
used	 to	 generate	 several	 all-alanine	 structures	 by	 fragment-assembly	 and	
clustering.	 	While	the	resulting	all-alanine	structures	do	not	necessarily	contain	
the	correct	amount	of	residues	(in	low-density	regions,	residues	might	have	been	
missed),	the	majority	of	residues	were	placed	highly	accurately,	cf.	Table	1:	the	
Cα-RMSDs	over	at	least	85	percent	of	the	protein	structure	(alignment	of	the	top-
TM-score	 all-alanine	 model	 to	 the	 native	 structure	 using	 TM-align	 (11))	 are	
between	 0.8	 and	 2.1	 Å.	 In	 addition	 to	 accurate	 Cα-atoms,	 the	 all-alanine	
structures	contain	explicit	atomic	coordinates	for	all	the	other	main-chain	atoms	
(carbon,	 nitrogen,	 oxygen)	 and	 the	 Cβ	 atoms	 of	 the	 alanine	 side-chains,	 see	
Figure	 2,	 Figure	 S1	 and	 Figure	 S2.	 Accurate	 Cβ	 positions	 are	 essential	 for	 the	
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for	a	protein	of	that	size.	
	
However,	EMfasa	had	problems	to	assign	the	sequence	of	20S(α)-4.8Å:	only	23	
residues	were	assigned	correctly.	In	a	density	map	of	resolution	<	4.5	Å,	the	side-
chain	 information	 is	 apparently	 not	 good	 enough	 for	 building	 informative	
profiles.			
	
Using	 the	 correlation	of	 the	model	density	with	 the	EM	map	 (CCmap)	 for	 final	
model	 selection,	 we	 obtained	 at	 least	 one	 model	 with	 on	 average	 59	 percent	
correctly	assigned	and	placed	residues	amongst	the	10	best	scoring	ones	for	the	
test	systems	with	a	resolution	better	than	4	Å.	As	we	were	in	general	not	able	to	
identify	 the	 lowest-RMSD	 model	 using	 the	 map	 correlation,	 it	 might	 be	 of	
interest	to	investigate	other	criteria	to	further	improve	the	model	selection.			
	
We	compared	our	protocol	to	the	Rosetta	de	novo	modeling	protocol	by	running	
two	 iterations	 of	 the	 denovo_density	 tool	 (3)	 for	 each	 of	 the	 test	 systems,	 see	
Table	S2.	In	3	cases	(TMV-3.4	Å,	20S(α)-3.3	Å,	20S(β)-3.3	Å),	the	performance	of	
Rosetta	is	comparable	to	the	lowest-RMSD	models	in	the	EMfasa	full-atom	model	
pool:	 The	 number	 of	 correctly	 assigned	 residues	 and	 the	 corresponding	 Cα-
RMSDs	 are	 highly	 similar.	 In	 2	 cases	 (BMV-3.8Å,	 nicastrin-3.4Å),	 our	 protocol	
clearly	 outperformed	 the	 Rosetta	denovo_density	 tool:	 for	 both	 targets	 Rosetta	
only	placed	less	than	half	of	the	residues	of	which	the	majority	was	wrong.	This	
suggests	that	our	protocol	has	an	advantage	for	proteins	with	an	all-β	topology	
and	for	very	large	structures.		In	case	of	the	20S(α)-4.8	Å	resolution	map,	Rosetta	
only	placed	14	residues	in	the	final	consensus	trace,	some	of	them	being	wrong	
(distance	to	the	native	residue	>	2Å).	In	that	resolution	range,	both	EMfasa	and	
Rosetta	do	not	succeed	in	building	accurate	all-atom	models.	While	Rosetta	only	
places	a	small	amount	of	residues,	EMfasa	was	however	able	to	generate	a	fairly	
accurate	all-alanine	structure	(Cα-RMSD	of	1.9	Å	for	82%	of	the	residues).		
	
EMfasa	uses	a	new	approach	to	rapidly	build	models	into	cryo-EM	density	maps	
at	near-atomic	resolution.	The	protocol	builds	three	types	of	models:	Cα	-traces,	
all-alanine	 structures,	 and	 full-atom	models.	 It	 can	 therefore	 assist	 and	 greatly	
reduce	human	efforts	during	protein	structure	determination	at	various	stages.	
The	pool	of	 full-atom	models,	combined	with	accurate	all-atom	force	fields,	can	
be	 used	 as	 basis	 for	 structure	 refinement	 and	 determination	 studies.	 In	 cases	
where	 the	density	resolution	 is	not	high	enough	 to	provide	sufficient	sequence	
information	 for	 side-chain	 assignment,	 both	 the	 all-alanine	 structures	 and	 Cα-
traces	 can	 still	 provide	 important	 information	 about	 the	 protein	 structure	 and	
topology,	for	example	for	identifying	homologous	structures.	 	EMfasa	treats	the	
sequence	assignment	as	a	global	optimization	problem	(by	using	a	global	profile-
sequence	alignment),	which	we	expect	to	yield	an	advantage	over	methods	that	
try	to	identify	residues	locally	in	the	density	map,	especially	when	the	side-chain	
density	is	comparatively	weak.		For	unknown	proteins	with	near-atomic	density-
maps,	 the	 all-alanine	 structures	 can	 furthermore	 be	 utilized	 to	 build	 sequence	
profiles	to	search	a	protein	sequence	database	for	matches.	Finally,	since	EMfasa	
uses	only	a	single	set	of	sequence	non-specific	fragments,	it	scales	approximately	
linearly	with	the	number	of	amino	acids	unlike	approaches	based	on	sequence-
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specific	 fragments	 (3)	 and	 is	 therefore	 a	 good	 tool	 to	 model	 large	 protein	
structures	(e.g.	nicastrin).	
	
The	EMfasa	protocol	and	a	detailed	step-by-step	tutorial	will	be	available	at	
https://simtk.org/projects/emfasa/	.	
	

Methods	
Methods	and	any	associated	references	are	available	in	the	online	version	of	the	
paper.	
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Online	Methods	

Map	Preparation	

	
All	maps	have	been	masked	(radius:	4	Å)	with	the	corresponding	deposited	PDB	
model	 to	 obtain	 density	maps	 for	 the	monomeric	 subunit.	 For	 real	 application	
cases,	the	monomeric	subunit	needs	to	be	manually	or	automatically	segmented.		
	
"Dust"	 was	 removed	 using	 UCSF	 Chimera	 (12).	 	 The	 monomeric	 subunits	 are	
subsequently	 locally	normalized	with	e2proc3d.py,	part	of	EMAN2	(13),	and	for	
the	bead	placement	additionally	modified	by	Gaussian	filtering	and	emphases	of	
ridges,	i.e.	skeletonization,	with	UCSF	Chimera.			

Generation	of		Cα-Traces	
	
The	 generation	 of	 Cα	 -traces	 can	 be	 broken	 down	 into	 two	 individual	 steps:	
initially,	 pseudo	 Cα	 atoms	 are	 placed	 into	 the	 prepared	 density	 map	 of	 the	
monomeric	 subunit.	 Subsequently,	 these	 are	 connected	with	 the	 combinatorial	
optimization	 heuristic	 Lin-Kernighan	 (14),	 an	 algorithm	 to	 solve	 the	 Traveling	
Salesman	Problem	(TSP).	

Bead	Placement	

The	tool	dxbeadgen,	part	of	DireX	(15),		is	used	to	randomly	place	twice	as	many	
beads	(pseudo	Cα	atoms)	as	there	are	residues	in	the	protein	chain.	To	achieve	
an	even	distribution	of	the	beads	in	the	map,	the	bead	positions	are	subsequently	
refined	with	 DireX	 using	 a	 low	weight	 on	 the	 density	map	 and	with	 repulsive	
forces	between	the	beads.	

Trace	Generation	

For	 finding	 the	 shortest	 connection	 between	 all	 the	 beads,	 we	 use	 the	 LKH	
program	 (16),	 an	 implementation	 of	 a	 modified	 Lin-Kernighan	 heuristic.	 The	
input	 for	 the	 LKH	 program	 is	 prepared	 using	 Pathwalker	 (17)	 whose	 new	
version	takes	into	account	the	density	along	connections	and	favors	connections	
that	lie	within	strong	density	regions.	Gaussian	noise	(sigma=0.5	Å)	was	used	on	
the	 bead	 positions.	 Using	 this	 setup,	 LKH	 is	 used	 to	 generate	 10	 traces	 with	
potentially	 different	 connectivities.	 These	 traces	 are	 used	 to	 generate	 a	
histogram	of	 connections	 that	 subsequently	 is	 used	 to	 construct	 a	 cost	matrix.	
The	 cost	 matrix	 is	 fed	 to	 the	 LKH	 program	 to	 yield	 traces	 with	 consensus	
connectivity.	 In	 total,	 10-100	 consensus	 traces	 are	 generated.	 All	 consensus	
traces	are	refined	with	DireX	and	the	number	of	beads	is	reduced	by	a	factor	of	
two	 to	 obtain	 the	 original	 number	 of	 proteins	 in	 the	 density	 map.	 During	
refinement,	 distance	 restraints	 of	 3.8	 Å	 are	 applied	 between	 neighboring	 Cα	
atoms	and	6	Å	between	1-3	pairs	to	mimic	angle	restraints.		

Fragment	Assembly	

	
To	generate	an	all-alanine	structure	with	precise	and	explicit	atomic	coordinates,	
we	are	matching	local	backbone	conformations	of	known	protein	structures	into	
the	density	maps	at	the	bead	locations	stored	in	the	backbone	trace.	
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Construction	of	a	Sequence-Nonspecific	Fragment	Library	

The	 initial	 set	 of	 structures	 from	 which	 the	 elements	 of	 our	 fragment	 library	
were	assembled,	was	selected	using	the	protein	sequence	culling	server	PISCES	
(18).	With	it,	we	constructed	a	non-redundant	set	of	protein	structures	including	
4718	distinctive	protein	chains	that	all	were	determined	by	Xray	crystallography	
and	have	a	percentage	sequence	cutoff	of	20	percent,	a	minimum	resolution	of	
1.8	 Å,	 and	 a	 R-factor	 cutoff	 of	 0.25.	 By	 requiring	 structures	 resolved	 by	 Xray	
crystallography	 with	 the	 minimum	 resolution	 and	 R-factor	 stated	 above,	 we	
make	sure	that	only	well	resolved	fragments	will	be	present	in	our	final	fragment	
library.	 From	 each	 of	 the	 structures	 in	 the	 non-redundant	 set	 of	 protein	
structures,	 continuous	subsets	of	 length	7	were	extracted.	To	obtain	sequence-
unspecific	 fragments,	 all	 residues	 of	 the	 extracted	 subsets	 were	 mutated	 to	
alanine	 with	 Scwrl4	 (19).	 To	 obtain	 fragments	 with	 ideal	 bond	 lengths,	 bond	
angles,	 and	 torsion	 angles,	 the	 Rosetta	 application	 idealize.cc	 was	 furthermore	
used.	 In	 the	 next	 step,	 the	 idealized	 all-alanine	 fragments	 were	 clustered	 into	
100	 groups	 using	 ClusCo	 (20)	 with	 the	maximum-linkage	 algorithm.	 The	 core	
fragments	of	the	final	clusters	describe	the	final	fragment	library.	

Fragment	Fitting	

The	fitting	of	the	individual	fragments	into	the	density	map	is	carried	out	using	
UCSF	Chimera	 (12).	 In	 a	 first	 step,	 the	 input	density	map	 is	 cropped	 to	 a	 cube	
with	an	edge	length	of	20	Å	centering	around	the	current	backbone	position.	This	
is	done	to	ensure	that	the	fragment	will	be	fitted	locally,	i.e.	in	close	proximity	to	
the	 backbone	 atom	 of	 interest.	 In	 the	 next	 step,	 the	 fragment	 is	moved	 to	 the	
center	 of	 the	 density	 cube	 by	 positioning	 it’s	 central	 Cα-atom	 on	 the	 selected	
backbone	position.	Subsequently,	30	global	search	operations	with	the	Chimera	
fitmap	 command	 are	 carried	 out:	 Each	 search	 operation	 generates	 a	 random	
initial	placement	of	the	fragment	within	1	Å	of	the	starting	position	and	follows	it	
by	a	local	optimization.	For	the	local	optimization,	a	density	is	map	with	the	user-
specified	 resolution	 is	 generated	 from	 the	 coordinates	 of	 the	 fragment	 and	 a	
map-in-map	fitting	is	carried	out.	The	map	is	generated	by	describing	each	atom	
as	 a	 Gaussian	 distribution	 of	width	 proportional	 to	 the	 defined	 resolution	 and	
amplitude	 proportional	 to	 the	 atomic	 number.	 As	 metric	 for	 the	 map-in-map	
fitting,	correlation	about	zero	was	chosen.	For	each	fragment,	the	5	top-scoring	
placements	are	stored,	which,	assuming	a	fragment	library	of	size	100,	results	in	
500	fragment	placements	per	backbone	position.	

Monte	Carlo	Sampling	

To	find	the	set	of	fragments	that	are	mutually	compatible,	Monte	Carlo	Simulated	
Annealing	sampling	was	carried	out.	To	reduce	the	search	space,	only	the	30	top-
scoring	 fragment	 placements	 per	 bead	 are	 considered.	 At	 the	 beginning	 of	 the	
procedure,	each	bead	position	is	randomly	assigned	to	one	of	the	corresponding	
30	fragment	placements.	During	each	step	of	the	MC-SA,	the	assigned	fragment	
at	 a	 random	 bead	 position	 is	 exchanged	 and	 the	 move	 is	 either	 accepted	 or	
rejected	 based	 on	 the	 Metropolis	 criterion	 using	 the	 score	 function	 described	
below.	To	address	 the	 fact	 that	no	good	 fragments	might	have	been	 found	at	a	
position,	 ’zero	 fragments’	 can	 be	 allowed	 as	 well.	 Simulated	 annealing	 was	
carried	 out	 by	 slowly	 reducing	 the	 temperature.		
The	 compatibility	 of	 a	 set	 of	 fragments	 is	 calculated	 using	 a	 scoring	 function	
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consisting	of	4	different	terms.	The	term	scorecorr	reflects	the	fit	of	a	fragment	to	
the	 density	 and	 is	 based	 on	 the	 correlation	 about	 zero	 between	 the	 generated	
density	map	for	the	coordinates	of	the	fragment	atoms	and	the	density	map,	used	
as	metric	during	the	fitting	procedure	with	UCSF	Chimera.	Scoreoverlap	describes	
how	well	two	neighboring	fragments	overlap,	 i.e.	describe	the	same	atoms.	It	 is	
defined	 as	 the	 minimum	 RMSD	 over	 at	 least	 2	 Cα-atoms	 between	 two	
neighboring	 fragments.	 Fragments	 are	 considered	 to	 be	 neighbors,	 when	 they	
are	 assigned	 to	 two	 consecutive	 beads	 in	 the	 Cα-trace.	 Scoreclash	 evaluates	
whether	 there	 is	 contact	 (minimum	 distance	 between	 two	 Cα-atoms	 <	 2Å)	
between	two	fragments	that	are	far	apart	in	sequence,	i.e.	assigned	to	beads	that	
are	at	least	8	positions	apart	from	each	other,	and	scoredir	evaluates	whether	the	
fragment	 is	 orientated	 in	 the	 same	 way	 as	 the	 provided	 backbone	 at	 that	
location.	A	visual	 interpretation	of	 the	different	score	terms	 is	shown	in	Figure	
S5.	 MC-SA	 is	 carried	 out	 several	 times	 to	 identify	 several	 alternative	 set	 of	
fragments	with	roughly	equivalent	scores.	

	

All-Alanine	Structure	Generation	

To	build	a	complete	all-alanine	model,	the	residues	of	each	compatible	fragment	
set,	 identified	using	MC-SA	as	described	before,	are	clustered	based	on	their	Cα	
coordinates	 using	 the	 density	 based	 clustering	 algorithm	 DBScan	 (21).	 The	
clustering	is	carried	out	in	two	iterative	steps	with	increasing	clustering	radius.	
The	 clusters	 are	 in	 the	 next	 step	 connected	 based	 on	 the	 intra-fragment	
connections	 of	 the	 participating	 residues,	 resulting	 in	 a	 structure	with	 several	
all-Alanine	 fragments.	 To	 increase	 the	 size	 of	 the	 all-alanine	 fragments	 and	 to	
eventually	generate	a	full	model,	several	fragmented	all-alanine	structures	from	
different	MC-SA	runs	are	assembled.		
To	achieve	realistic	 local	geometries,	 the	 final	all-alanine	structures	are	refined	
to	the	density	map	with	PHENIX	(4).			
	

Automatic	Side-chain	Assignment	

	
For	being	able	to	build	the	final	model	of	our	protein	of	interest,	the	side-chains	
need	to	be	assigned	to	 the	positions	 in	 the	all-alanine	structure.	The	automatic	
side-chain	assignment	is	carried	out	in	two	steps:	Initially,	a	profile	reflecting	the	
fit	of	each	amino	acid	at	each	position	in	the	all-alanine	backbone	is	generated.	
This	 profile	 is	 in	 the	 next	 step	 aligned	 to	 the	 protein	 sequence	 by	 using	 a	
dynamic	programming	algorithm,	resulting	in	the	final	assignment.	

Construction	of	Position-Specific	Profile	

The	 position-specific	 profile	 for	 the	 all-alanine	 backbone	 is	 based	 on	 the	 fit	 of	
each	amino-acid	to	the	density	at	each	of	its	residue	positions.	To	determine	the	
fit	 of	 each	 amino	 acid,	 a	 rotamer	 library	 (Dunbrack	 backbone-dependent	
rotamer	 library	 (22)	 or	 common-atom	 values	 from	 the	 Richardson	 backbone-
independent	rotamer	library	(23))	is	used	and	the	correlation	of	each	rotamer	to	
the	input	density	is	calculated.	These	correlation	values	are	in	the	next	step	used	
to	build	the	profile.	In	a	first	step,	the	best	matching	rotamer	for	each	of	the	20	
amino-acids	is	selected	by	maximizing	the	values	of	the	interpolated	map	at	each	

137



atom	position.	In	the	next	step,	the	residue-density	compatibility	for	each	of	the	
selected	rotamers	 is	calculated	by	zoning	the	density	map	around	the	atoms	of	
the	 20	 best-fitting	 rotamers	 and	 by	 calculating	 the	 correlation	 between	 the	
zoned	map	and	the	calculated	map	of	the	rotamer.	This	results	 in	a	matrix	that	
lists	 a	 correlation	 value	 for	 each	 amino-acid	 at	 each	 position	 in	 the	 consensus	
backbone	 trace.	These	values	 are	 in	 the	next	 step	 transformed	 to	 standard	 (Z)	
scores	using	the	following	equation	
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where	Xaa,i	is	the	correlation	of	amino	acid	aa	at	backbone	position	i,	and	Maa	and	
SDaa	 the	mean	 and	 standard	 deviation	 of	 the	 correlation	 of	 that	 amino	 acid	 at	
each	position	 in	 the	 backbone,	 respectively.	 The	 final	 profile	P	 is	 calculated	 as	
follows:	
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Profile-Sequence	Alignment	

To	 globally	 align	 the	 protein	 sequence	 to	 the	 profile,	 the	 Needleman-Wunsch	
algorithm	 (24)	 with	 affine	 gap	 costs,	 as	 described	 by	 Gotoh	 (25).	 The	
backtracking	 routine	 has	 been	 implemented	 according	 to	 (26).	 The	 score	 of	
aligning	residue	aa	to	position	i	of	the	protein	backbone	is	stored	in	the	sequence	
profile	 Paa,i.	 Affine	 gap	 penalties	 discriminate	 between	 gap	 opening	 and	 gap	

extension	and	are	described	in	the	form	
	
g
gapOpen

+ l × g
gapExtend

.	ggapOpen	refers	to	the	

cost	 required	 to	 open	 a	 gap	 and	 ggapExtend	 the	 cost	 to	 extend	 the	 length	 of	 an	
existing	gap	by	1.	

Application	for	structures	with	close	N-	and	C-	termini	

For	 structures	 whose	 N-	 and	 C-	 termini	 are	 close	 in	 3D	 space,	 automatic	 and	
correct	 detection	 during	 the	 Cα-tracing	 is	 difficult	 and,	 without	 the	 use	 of	
additional	information,	might	be	incorrect.	EMFasa	can	use	a	profile	(generated	
from	an	all-alanine	 structure)	 to	 generate	 alignments	 for	 all	 possible	 sequence	
iterations	(1-N,	2-N+1,	…,	N	–	N-1)	and	store	the	sequence	resulting	in	the	best-
scoring	alignment	in	a	FASTA	file.	This	sequence	file	can	in	the	next	step	be	used	
to	adapt	and	correct	the	termini	of	the	all-alanine	structure.		
	

Final	Model	Assembly	and	Refinement	

	
The	profile-sequence	alignment,	obtained	as	described	before,	is	in	the	next	step	
used	 to	 build	 the	 final	model	 of	 our	 protein.	 To	 do	 so,	 the	 automodel	 class	 of	
Modeller	(27)	is	used	with	additional	absolute	position	restraints	on	each	Cα	of	
the	 all-alanine	 structure	with	 a	 standard	 deviation	 of	 2	Å.	 The	model	 is	 in	 the	
next	 step	 refined	 to	 the	 density	 using	 the	 real	 space	 refinement	 of	 PHENIX	

138



consisting	of	global	minimization,	local	rotamer	fitting,	morphing	and	simulated	
annealing.	
	

Pool	Generation	and	Selection	of	Final	Models	

	
A	pool	of	protein	structures	is	generated	by	using	<u>	topologically	different	Cα-
traces	in	both	directions	(A),	combining	several	resulting	MC-SA	trajectories	for	
each	 Cα-trace	 to	 <v>	 different	 all-alanine	 structures	 (B),	 calculating	 <w>	
different	alignments	via	varying	gap	penalties	for	each	all-alanine	structure	(C),	
and	generating	<x>	real	space	refinements	 for	each	model	assembled	based	on	
one	 alignment	 (D).	 This	 results	 in	 a	 total	 pool	 of			2⋅u⋅v ⋅w ⋅x 	different	 protein	
structures.	The	largest	variability	is	obtained	by	using	steps	(A)	through	(C).	 In	
this	work,	we	combined	16	MC-SA	 trajectories	 to	up	 to	25	different	all-alanine	
structures	and	calculated	one	profile	for	each.	For	each	of	the	resulting	profiles,	
21	 different	 alignments	 were	 generated	 (Combinations	 of	 GapOpen	 and	
GapExtend	 penalties	 ranging	 from	 -12	 to	 -2	 in	 steps	 of	 2).	 This	 results	 in	 a	
maximum	of	525	structures,	given	one	Cα-trace	in	one	direction.	The	structures	
are	 not	 necessarily	 unique	 –	 different	 profiles	 and	 varying	 trace	 penalties	 can	
result	in	identical	alignments.	
	
The	 final	 structures	 are	 scored	 based	 on	 their	 correlation	 to	 the	 density	map	
(cc_map,	calculated	during	the	PHENIX	real	space	refinement),	cf.	Figure	S4.	 	The	
correlation	 score	 helps	 to	 separate	models	 that	 are	 based	 on	 Cα-traces	 in	 the	
wrong	direction	from	the	ones	that	are	based	on	the	correct	direction	and	is	able	
to	identify	structures	at	the	lower	end	of	the	Cα-RMSD	range.	
	
	

Total	Runtime	

	
The	generation	of	a	Cα-trace	takes	approximately	between	5	minutes	(for	small	
proteins	 like	BMV)	and	30	minutes	 for	 larger	structures	 (nicastrin)	on	a	single	
core.	As	the	different	traces	are	independent,	they	can	be	calculated	in	parallel.	
For	a	fragment	library	of	size	100	and	30	search	iterations	for	each	fragment,	the	
fragment	 fitting	 takes	10	minutes	 for	 each	backbone	position	on	 a	 single	 core.	
The	fittings	 for	each	backbone	position	can	be	run	in	parallel.	The	Monte-Carlo	
Simulated	Annealing	 takes	10	minutes	 for	small	proteins	 like	BMV	and	up	 to	2	
hours	 for	structures	as	 large	as	nicastrin	on	a	single	core	 (the	run	 time	can	be	
influenced	 by	 specifying	 varying	 parameters,	 e.g.	 iterations	 per	 temperature	
cycle,	 starting	 temperature,	 and	 temperature	 reduction	 factor).	 For	 each	
backbone	position,	the	profile	generation	takes	only	several	minutes	and	as	they	
are	independent	of	their	neighbors,	can	be	calculated	in	parallel.		The	final	model	
assembly	and	real	space	refinement	take	few	minutes	per	model	on	a	single	core.	
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Metrics	used	for	Performance	Evaluation	

	
To	 evaluate	 the	 all-alanine	 structures,	 TMalign	 (11)	 was	 used	 to	 generate	 a	
structure	 alignment	 between	 the	 all-alanine	 structure	 (not	 necessarily	
containing	 the	 correct	 amount	 of	 amino	 acids)	 and	 the	 corresponding	 native	
model.	 The	 corresponding	 TM-scores	 are	 normalized	 by	 the	 length	 of	 the	
respective	native	protein	 structure	 and	 the	RMSD	values	 are	 calculated	on	 the	
aligned	residues	in	the	structure	alignment.	
	
	

Model	Generation	with	Rosetta	

	
Fragments	have	been	generated	using	the	Robetta	webserver	(28).	To	mimic	real	
application	 cases,	 homologous	 protein	 structures	 were	 excluded.	 The	 models	
were	 generated	 as	 described	 in	 the	 tutorial	 available	 at	
https://faculty.washington.edu/dimaio/wordpress/software/.	 The	 number	 of	
translations	to	search	was	set	to	approx.	2	times	the	number	of	residues	in	the	
map	for	nicastrin	(as	suggested	in	the	tutorial)	and	approx.10	times	for	the	other	
proteins	 in	 the	 test	 set.	 Only	 partial	 models	 based	 on	 2	 iterations	 were	
generated.	The	results	of	the	first	 iteration	were	used	as	starting	model	 for	the	
second	iteration.	RosettaCM	was	not	used	to	complete	the	models.	
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Target		 EMDB		/	Res.a	

EMfasa	
Ca-trace	

TM-score	>	0.7		
in	10	best-scoring	traces	(Cfree)	

TM-score	>	0.7		
in	total	set	of	traces	

Tobacco	Mosaic	Virus	 2842	/	3.4	 2/10	(6/10)*	 17/100	
Brome	Mosaic	Virus	 6000	/	3.8	 8/10	 40/100	
T20SProteasome	
(alpha	Subunit)	

5623	/	3.3	 7/10	 72/100	
6219	/	4.8	 1/10	 4/100	

T20SProteasome	
(beta	Subunit)	

5623	/	3.3	
4/10	 39/100	

y-Secretase	
(Nicastrin)	

3061	/	3.4	
2/10	 35/100	

Table	S1:	Calpha-traces	generated	for	all	six	test	systems.	The	residue-residue	alignment	between	the	
Calpha-traces	and	the	respective	native	structures	was	calculated	with	TM-align.	We	consider	 traces	with	
TM-scores	 >	 0.7	 to	 have	 the	 same	 topology	 as	 the	 native	 structure.	 *)	 Number	 of	 traces	 with	 correct	
topology	determined	manually.	The	termini	of	TMV	are	very	close	together	and	the	tracing	algorithm	is	not	
always	able	to	determine	them	correctly.			

	
	
	

Target		
EMDB		/	
Res.a	

PDB	
entry	/	
Sizeb	

Fold	

Rosetta	

Round	1	 Round	2	

Ca-RMSD	(Total	
Residues)	1	

Ca-RMSD	(Corr.	
Assignment	/	
Total	Res)	2	

Ca-RMSD	(Total	
Residues)	1	

Ca-RMSD	(Corr.	
Assignment	/	
Total	Res)	2	

Tobacco	Mosaic	
Virus	

2842	/	3.3	
4udv	/	
153	

α	 1.2	(122)	 0.8	(121/122)	 1.3	(123)	 0.7	(117/123)	

Brome	Mosaic	
Virus	

6000	/	3.8	
3j7l	/	
149	

β	 9.3	(60)	 0.8	(30/60)	 14.1	(78)	 0.8	(32/78)	

T20SProteasome	
(alpha	Subunit)	

5623	/	3.3	
3j9i	/	
224	

α/β	
6.0	(164)	 1.1	(153/164)	 5.3	(187)	 0.7	(164/187)	

6219	/	4.8	
1pma	/	
221	

6.5	(14)	 1.2	(11/14)	 6.5	(14)	 1.0	(9/14)	

T20SProteasome	
(beta	Subunit)	

5623	/	3.3	
3j9i	/	
203	

α/β	 7.7	(153)	 0.6	(136/153)	 7.2	(171)	 0.72	(153/171)	

y-Secretase	
(Nicastrin)	

3061	/	3.4	
5a63	/	
665	

α/β	 	2.9	(26)	 	0.7	(21/26)	 -	 -	

Table	S2:	Rosetta	results	 for	all	six	 test	systems.		The	denovo_density	tool	of	the	Rosetta	software	suite	
was	run	for	two	iterations.	The	model	obtained	after	the	first	round	was	used	as	starting	structure	for	the	
second	 round.	 	For	 nicastrin,	 the	 number	 of	 translation	 searches	 was	 set	 to	 approx.	 2x	 the	 number	 of	
residues	 in	 the	 sequence	 (as	 suggested	 in	 the	 tutorial).	 For	 the	 other	 5	 test	 systems,	 the	 number	 of	
translations	 to	 search	was	 set	 to	approx.	10x	 their	 sequence	 length.	The	 results	presented	here	might	be	
improved	 by	 further	 increasing	 the	 number	 of	 translation	 searches	 and	 the	 total	 number	 of	 iterations,	
greatly	increasing	the	runtime.	1	Calpha-RMSD	of	the	common	residues	based	on	structural	alignment	with	
TMalign.	 The	 total	 number	 of	 residues	 in	 the	 model	 is	 shown	 in	 brackets.	 2	Ca-RMSD	 of	 the	 correctly	
assigned/placed	residues	(=residues	are	placed	within	2Å	of	the	native	residue).	
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C. Embedded Publication 2
Please Vnd the full article including the supplemental information on PNAS Online using

the following reference:

Braun T, Vos MR, Kalisman N, Sherman NE, Rachel R, Wirth R, Schröder GF, Egelman

EH. Archaeal Wagellin combines a bacterial type IV pilin domain with an Ig-like domain.

Proc Natl Acad Sci U S A. 2016 Sep 13;113(37):10352-7.

PMID: 27578865, PMCID: PMC5027424, DOI: 10.1073/pnas.1607756113

147



148



D. Tables

Table D.1 Fragment library validation set

PDB ID Length ( Residues) Resolution (Å) SCOP class

1AIU 105 2.00 α/β
1NAT 124 2.45 α/β
2RN2 155 1.48 α/β
1ILW 180 2.05 α/β
1VL1 232 1.55 α/β
1XWY 264 2.00 α/β
2HVM 273 1.80 α/β
1OBR 326 2.3 α/β
1VFF 423 2.5 α/β
1SMD 496 1.6 α/β

1WM3 72 1.2 α+β
1CEW 107 2.0 α+β
1EKG 127 1.8 α+β
1Z2U 150 1.1 α+β
1SQW 188 1.90 α+β
1XKR 203 1.75 α+β
1W66 232 1.08 α+β
1RL0 255 1.4 α+β
2YVT 260 1.60 α+β
1MSK 331 1.8 α+β
1AYE 401 1.8 α+β
1B4V 504 1.5 α+β

1CSP 67 2.45 all β
1BMG 98 2.5 all β
1XD6 112 2.0 all β
1NEP 130 1.7 all β
1CZT 160 1.87 all β
1T9F 187 2.00 all β
2AYH 214 1.6 all β
1P6F 241 2.2 all β
1SEF 274 2.05 all β
1WL7 312 1.9 all β
1OKQ 394 2.80 all β

1ENH 54 2.1 all α
2J9V 99 2.0 all α
2MHR 118 1.3 all α
1JWF 147 2.10 all α
1SFE 180 2.10 all α
1SDI 213 1.65 all α
1VIN 268 2.0 all α
1V5C 386 2.0 all α

41 proteins comprising the validation set, taken from [185]. Proteins are single-doman,
single chain, and belong to distinct PFAM families.
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