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Abstract

The main aim of this thesis is to derive results concerning the Hausdorff dimension of random
sets. The notion of Hausdorff dimension has been introduced in order to characterize sets
which do possess a fractional pattern. Such sets are commonly referred to as fractals. A
typical feature of fractal sets is that they exhibit reappearing patterns, i.e. many fine details
of the set resemble the whole set, a phenomenon which is called self-similarity.
The sets we consider in this thesis are randomized, evolve randomly over time and are de-
scribed by a random field {X(t) : t ∈ Rd}, where t is considered to be the "time"-parameter
and for any t ∈ Rd the random variable X(t) is Rm-valued. The self-similarity of the set is
carried over to a statistical self-similarity, which means that a suitable time-scaling of the
random field corresponds in distribution to a scaling in the state space. More precisely, if E

is a suitable d × d matrix and D is a suitable m × m matrix then

{X(cEt) : t ∈ Rd} f.d.= {cDX(t) : t ∈ Rd},

where f.d.= stands for the equality of all finite-dimensional marginal distributions. Random
fields satisfying the aforementioned property are used for various applications such as the
modeling of stock price evolution (see [1, 42]) and ground water modeling (see [31]).
We are interested in determining the Hausdorff dimension of the random sets given by the
image

X([0, 1]d) = {X(t) : t ∈ [0, 1]d} ⊂ Rm

and the graph
Gr X([0, 1]d) = {(t, X(t)

)
: t ∈ [0, 1]d} ⊂ Rd+m

of X over the unit cube [0, 1]d. As usual, the Hausdorff dimension is calculated by giving an
upper and a lower bound. In our case the random field is Hölder continuous with respect to
a certain quasi-metric, of which we make use in calculating an upper bound for the Hausdorff
dimension and by generalizing a lemma [2, Lemma 8.2.1] which gives an upper bound for
the image and the graph of Hölder continuous functions. A lower bound is calculated by
relating the Hausdorff dimension to potential theoretic methods. In particular, we see that
for any realization of the above random fractals one obtains the same Hausdorff dimension.
Moreover, the obtained Hausdorff dimension is in general not integer.
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Zusammenfassung

Das wesentliche Ziel dieser Dissertation besteht darin, die Hausdorff Dimension zufälliger
Mengen zu bestimmen. Der Begriff der Hausdorff Dimension wurde eingeführt, um Men-
gen zu charakterisieren, die ein gebrochenes Muster aufweisen. Solche Mengen werden im
Allgemeinen als Fraktale bezeichnet. Ein typisches Merkmal fraktaler Mengen ist, dass sie
wiederauftretende Muster aufweisen, d.h. viele feine Details der Menge ähneln der gesamten
Menge, ein Phänomen, das als Selbstähnlichkeit bezeichnet wird.
Die Mengen, die wir in dieser Dissertation betrachten, sind randomisiert, entwickeln sich
zufällig im Laufe der Zeit und werden durch ein Zufallsfeld {X(t) : t ∈ Rd} beschrieben,
wobei t als „Zeitparameter“ aufgefasst wird und für jedes t ∈ Rd die Zufallsvariable X(t)
Werte in Rm hat. Die Selbstähnlichkeit der Menge wird auf eine sogenannte statistische
Selbstähnlichkeit übertragen, d.h. eine geeignete Zeitskalierung des Zufallsfeldes entspricht
in Verteilung einer räumlichen Skalierung. Genauer, für eine geeignete d × d Matrix E und
eine geeignete m × m Matrix D gilt

{X(cEt) : t ∈ Rd} f.d.= {cDX(t) : t ∈ Rd},

wobei f.d.= für die Gleichheit aller endlich-dimensionalen Randverteilungen steht. Zufallsfelder
mit der oben genannten Skalierungseigenschaft finden Anwendungen in vielen Bereichen,
unter anderem in der Modellierung von Aktienpreisen (siehe [1, 42]) und in der Beschreibung
von Grundwasserströmung (siehe [31]).
In dieser Arbeit interessieren wir uns für die Hausdorff Dimension der zufälligen Mengen
gegeben durch das Bild

X([0, 1]d) = {X(t) : t ∈ [0, 1]d} ⊂ Rm

und den Graphen
Gr X([0, 1]d) = {(t, X(t)

)
: t ∈ [0, 1]d} ⊂ Rd+m

von X über dem Einheitsquader [0, 1]d. Wie üblich wird die Hausdorff Dimension über
eine obere und untere Schranke berechnet. In unserem Fall ist das Zufallsfeld Hölder-stetig
bezüglich einer Pseudometrik. Davon machen wir Gebrauch, um eine obere Schranke für die
Hausdorff Dimension zu berechnen, indem wir ein Lemma [2, Lemma 8.2.1] verallgemein-
ern, welches eine obere Schranke für das Bild und den Graphen Hölder-stetiger Funktionen
liefert. Eine untere Schranke wird mithilfe von potentialtheoretischen Methoden berechnet.
Insbesondere sehen wir, dass man für jede Realisierung der obigen zufälligen Fraktale die
gleiche Hausdorff Dimension erhält, welche im Allgemeinen nicht ganzzahlig ist.
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Introduction

A real-valued self-similar field {X(t) : t ∈ Rd} is a random field whose finite-dimensional
distributions are invariant under scaling of the "time variable" t and the corresponding X(t)
in the state space. More precisely, a scalar valued random field {X(t) : t ∈ Rd} is said to be
H-self-similar for some H ∈ R if for any c > 0

{X(ct) : t ∈ Rd} f.d.= {cHX(t) : t ∈ Rd},

where f.d.= means equality of all finite-dimensional marginal distributions. It was first studied
formally by Lamperti [28] and the parameter H is often called the self-similarity index or the
Hurst index in the literature. The theoretical importance of self-similar random fields has
increased significantly during the past four decades. They are useful to model various natural
phenomena for instance in physics, geophysics, mathematical engineering, finance, internet
traffic or ground water modeling, see, e.g., [31, 1, 2, 16, 14, 21, 22, 24, 27, 42, 43, 47, 13, 12,
8, 15, 48].

A very important class of such fields is given by Gaussian random fields and, in particular
by the well-known fractional Brownian field BH with Hurst index H ∈ (0, 1). The random
field BH has stationary increments, i.e. it satisfies

{BH(t + h) − BH(h) : t ∈ Rd} f.d.= {BH(t) : t ∈ Rd}

for any h ∈ Rd. In addition BH is isotropic, that is

{BH(At) : t ∈ Rd} f.d.= {BH(t) : t ∈ Rd}

for any orthogonal d×d matrix A. Furthermore, it is a generalization of the famous fractional
Brownian motion, implicitely introduced in [23] and defined in [35].

However, Gaussian modeling is a serious drawback for applications including heavy-tailed
persistent phenomena. For this purpose α-stable random fields have been introduced, where
a random field {X(t) : t ∈ Rd} is said to be α-stable for α ∈ (0, 2] if every finite-dimensional
marginal distribution

(
X(t1), . . . , X(tn)

)
is α-stable. Self-similar α-stable fields with station-

ary increments have been extensively proposed as an alternative to Gaussian modeling (see,
e.g., [39, 48]).

Nevertheless, certain applications [8, 12] require a random field satisfying a scaling relation
with different Hurst indices in different not necessarily orthogonal directions. Such random
fields are called anisotropic in the literature. In the Gaussian case a popular example of
an anisotropic random field is the fractional Brownian sheet BH1,...,Hd

with Hurst indices
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Introduction

H1, . . . , Hd > 0. It was introduced by Kamont [23] and satisfies the property

{BH1,...,Hd
(c1t1, . . . , cdtd) : t = (t1, . . . , td) ∈ Rd} f.d.= {cH1

1 . . . cHd
d BH1,...,Hd

(t) : t ∈ Rd} (0.1)

for any c1, . . . , cd > 0. However, BH1,...,Hd
does not have stationary increments. We refer

the reader to [5, 18, 54] and the references therein for further information on the fractional
Brownian sheet.

A new class of anisotropic random fields has been recently proposed by Biermé, Meerschaert
and Scheffler [9], where the anisotropic behavior is driven by a d × d matrix E. To be more
precise, according to [9] a scalar valued random field {X(t) : t ∈ Rd} is called an operator
scaling random field of order E and H, where E is a d × d matrix with positive real parts of
its eigenvalues and H > 0 if for any c > 0

{X(cEt) : t ∈ Rd} f.d.= {cHX(t) : t ∈ Rd}. (0.2)

As usual, cE = exp(E log c) =
∑∞

k=0
(log c)k

k! Ek is the linear operator defined through the
matrix exponential. The existence of α-stable random fields satisfying (0.2) has been provided
in [9] through moving-average as well as harmonizable stochastic integral representations.
These fields are shown to have stationary increments. This property has been proven to
be quite useful in studying their sample paths. According to [9] there exist modifications
of the moving-average and harmonizable representation which almost surely satisfy a Hölder
condition of certain indices in the Gaussian case α = 2. From this, results about the Hausdorff
dimension of their graphs on a compact set have been deduced. Biermé and Lacaux [10]
established similar results in the stable case α ∈ (0, 2) for the harmonizable representation.
In addition they showed that the moving-average stable random field does not admit any
continuous modification.

Hoffmann [20] introduced the so-called operator scaling random sheets. The main idea
behind such fields is to combine the property (0.1) of fractional Brownian sheets and (0.2)
of operator scaling random fields in order to obtain a more general class of random fields.
More precisely, according to his terminology a real-valued random field is called an operator
scaling random sheet if for any c1, . . . , cn > 0

{X(cE1
1 t1, . . . , cEn

n tn) : t = (t1, . . . , tn) ∈ Rd} f.d.= {cH1
1 . . . cHn

n X(t) : t ∈ Rd}, (0.3)

where E1, . . . , En are suitable matrices with positive real parts of their eigenvalues and
H1, . . . , Hn > 0. By following the outline in [9] and by using the same kind of stochastic
integral representations the existence of random fields satisfying (0.3) has been established in
[20]. These fields have been proven to be quite flexible in modeling physical phenomena and
can be applied in order to extend the well-known Cahn-Hilliard phase-field model. We refer
to [3] and the references therein for further details. However, the aforementioned operator
scaling random sheets do not possess stationary increments.

Another multivariate generalization of operator scaling random fields has been presented
by Li and Xiao [33], i.e. to random fields with values in Rm. The extension is to allow a
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Introduction

scaling relation in the state space by linear operators. This concept is mainly motivated by
the increasing interest in multivariate random field models in spatial statistics as well as in
environmental, agricultural and ecological sciences. See [33, 47, 13] for further information.
If E is a d × d real matrix and D is an m × m real matrix with positive real parts of their
eigenvalues a random field {X(t) : t ∈ Rd} with values in Rm is called operator-self-similar if
for any c > 0

{X(cEt) : t ∈ Rd} f.d.= {cDX(t) : t ∈ Rd}. (0.4)

By defining stochastic vector integrals of deterministic matrix kernels with respect to a sta-
ble random vector measure and by using the concepts developped in [9], Li and Xiao [33]
established the existence of random fields satisfying (0.4). Lastly, they mention that from
both theoretical and applied point of view it would be interesting to investigate the sample
path regularity and fractal properties of these fields.

In this thesis we study both operator scaling random sheets and operator-self-similar ran-
dom fields and provide results about their sample path properties. The results presented in
this thesis generalize various results in the literature, as will be shown in several examples.
Additionally, we completely solve an open problem concerning the Hölder continuity and
Hausdorff dimension of the sample paths of multivariate operator-self-similar stable random
fields formulated in [33]. In particular, our results are valid for a large class of self-similar
random fields.

This thesis is mainly divided into two parts. The aim of the first part is essentially to lay
out the mathematical foundations required for the presented results.

Since our main focus will be on Hausdorff dimensions, we recall its definition, some basic
properties and related results in the first chapter.

An essential tool in studying anisotropic random fields is the change to generalized polar
coordinates with respect to scaling matrices, which was introduced in [38] and already used
in [9, 10, 11, 32, 33]. Therefore, Chapter 2 is devoted to introduce these generalized polar
coordinates and recall their properties.

Since the random fields we consider in this thesis are α-stable and given by stochastic
integrals constructed in [42, 33], the subsequent chapter focuses on α-stable distributions and
the construction of these integrals.

In the second part we present our main results. More precisely, in Chapter 4 we consider
a random field X with values in RN , where at each time t ∈ Rd the components of the
random vector X(t) are N independent copies of the harmonizable operator scaling stable
random sheets introduced by Hoffmann [20]. This idea is motivated by Ayache and Xiao
[5]. By combining and further extending methods used in [9, 10, 11, 5] we give an upper
bound on the uniform modulus of continuity of these fields. Based on this, we determine the
Hausdorff dimension of the range and the graph of a trajectory of such fields over the unit
cube [0, 1]d. As noted above the property of stationary increments is no more true for the
fields constructed in [20]. The absence of this property seems to be one of the main difficulties
in determining results about their sample paths.
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Introduction

Finally, Chapter 5 and 6 deal with multivariate operator-self-similar stable random fields
introduced by Li and Xiao [33]. As mentioned earlier they leave the open problem of investi-
gating the sample path regularity and fractal dimensions of these fields. In particular, they
conjecture that these properties such as path continuity and Hausdorff dimensions are mostly
determined by the real parts of the eigenvalues of the scaling matrices in (0.4). In Chapter
5 we will solve this problem for the moving-average and harmonizable representation of such
fields in the Gaussian case α = 2 and highlight the fact that the aforementioned properties
also depend on the multiplicity of the real parts of the eigenvalues of the scaling matrices.
The purpose of Chapter 6 is to establish the corresponding results in the stable case α ∈ (0, 2)
for the harmonizable representation.

Large parts of the last three chapters are based on the works of Sönmez [44, 45, 46].
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Foundations



1. Hausdorff dimension

In this chapter we introduce the notion of Hausdorff dimension and methods for its calcu-
lation, where the content of this chapter is strongly based on the books [17, 37] and parts
of [2, 40]. For a more general introduction, information on the history and proofs of the
statements below the reader is adviced to consult the aforementioned references.

1.1. Definition and properties

The basic aim is to describe the geometric structure of general Borel sets in the euclidean
space Rm with an emphasis on fractal sets. These are typically sets having Lebesgue measure
zero but being quite different from smooth curves and surfaces. Let U ⊂ Rm be a non-empty
set. Recall that the diameter of U is defined as

diam(U) = sup{‖x − y‖ : x, y ∈ U},

where ‖ · ‖ is a fixed norm on Rm. For any s ≥ 0 the s-dimensional Hausdorff measure of U

is defined by

Hs(U) = lim
δ↓0

inf
{ ∞∑

k=1
diam(Uk)s : U ⊂

∞⋃
k=1

Uk, diam(Uk) ≤ δ

}
.

One can easily show that Hs(U) < ∞ implies Ht(U) = 0 for all t > s (see [17, Chapter 2.2]).
Thus, there exists a critical value, denoted by dimH U , such that

dimH U = inf{s ≥ 0 : Hs(U) = 0} = sup{s ≥ 0 : Hs(U) = ∞}.

dimH U is called the Hausdorff dimension of U .

Remark 1.1. From the definition of the Hausdorff dimension it is immediate that dimH U = m

for any non-empty open set U ⊂ Rm and, in particular dimH Rm = m. Furthermore, as
expected to hold for any reasonable definition of dimension it is monotone, that is dimH U ≤
dimH V for any two sets U ⊂ V .

In order to determine the Hausdorff dimension of U one usually gives an upper bound and
a lower bound for dimH U . In our considerations we will be interested in determining the
dimension of the range and the graph of a function. More precisely, let f : Rd → Rm be a
function. We are interested in the Hausdorff dimension of the range

f([0, 1]d) = {f(x) : x ∈ [0, 1]d} ⊂ Rm

2



1. Hausdorff dimension

and the graph
Gr f([0, 1]d) =

{(
x, f(x)

)
: x ∈ [0, 1]d

}
⊂ Rd+m

of f over the unit cube [0, 1]d. The following Lemma is well-known and gives an upper bound
if the function f satisfies a Hölder condition. A proof can be found in [2, p. 193] for instance.

Lemma 1.2. Let f = (f1, . . . , fm) : Rd → Rm satisfy a Hölder condition of order α =
(α1, . . . , αm) on [0, 1]d, that is

|fi(x) − fi(y)| ≤ c‖x − y‖αi , i = 1, . . . , m

for some c > 0 and all x, y ∈ [0, 1]d. Assuming that

0 < α1 ≤ . . . ≤ αm ≤ 1

we have

dimH f([0, 1]d) ≤ min
{

m,
d +

∑m
i=1(αm − αi)

αm

}
,

dimH Gr f([0, 1]d) ≤ min
{

d +
∑m

i=1(αm − αi)
αm

, d +
m∑

i=1
(1 − αi)

}
.

Corollary 1.3. (i) Let f : U → Rm be a Lipschitz transformation on some Borel set U ⊂ Rd,
i.e.

‖f(x) − f(y)‖ ≤ c‖x − y‖ ∀x, y ∈ U

with some c > 0. Then dimH f(U) ≤ dimH U .
(ii) If f : U → Rm is a bi-Lipschitz transformation on the Borel set U ⊂ Rd, i.e.

c1‖x − y‖ ≤ ‖f(x) − f(y)‖ ≤ c2‖x − y‖ ∀x, y ∈ U,

where 0 < c1 ≤ c2 < ∞, then dimH f(U) = dimH U . In particular, for any function f : Rd →
Rm we have

dimH f([0, 1]d) ≤ dimH Gr f([0, 1]d). (1.1)

Proof. A proof of (i) and (ii) can be found in [17, Corollary 2.4]. Furthermore, (1.1) is a
frequently used result. For the sake of completeness, let us prove it. Consider the projection
G : Rd+m → Rm given by G(x, y) = y for all (x, y) ∈ Rd × Rm and let ‖ · ‖1 be the 1-norm.
Using the fact that all norms on the euclidean space are equivalent (see, e.g., [38, Proposition
2.1.4]) for all (x1, y1), (x2, y2) ∈ Rd × Rm we get

‖G(x1, y1) − G(x2, y2)‖ = ‖y1 − y2‖ ≤ ‖x1 − x2‖ + ‖y1 − y2‖
≤ c‖x1 − x2‖1 + c‖y1 − y2‖1 = c‖(x1, y1) − (x2, y2)‖1

≤ c‖(x1, y1) − (x2, y2)‖,

3



1. Hausdorff dimension

where we used the equivalence of norms in the second and last inequality and c is an unspeci-
fied positive constant. Thus, G is a Lipschitz transformation and (i) yields

dimH f([0, 1]d) = dimH G
(

Gr f([0, 1]d)
) ≤ dimH Gr f([0, 1]d).

Lemma 1.2 has been improved by Xiao [53, Lemma 2.1] to the following statement.

Lemma 1.4. Let the assumptions of Lemma 1.2 hold. Then

dimH f([0, 1]d) ≤ min
{

m;
d +

∑j
i=1(αj − αi)

αj
, 1 ≤ j ≤ m

}
,

dimH Gr f([0, 1]d) ≤ min
{

d +
∑j

i=1(αj − αi)
αj

, 1 ≤ j ≤ m; d +
m∑

i=1
(1 − αi)

}
.

In Lemma 5.5 of the second part of this thesis we further generalize Lemma 1.4.

1.2. Frostman criterion

In the underlying chapter we mainly introduced techniques for calculating the upper bound
of Hausdorff dimensions. In this section we focus on the calculation of lower bounds by
relating the Hausdorff dimension to potential theoretic methods. Let U ⊂ Rm be a subset
and let M1(U, B(U)

)
be the set of Borel-probabilty measures on U . For γ ≥ 0 the γ-energy

of μ ∈ M1(U, B(U)
)

is defined as

Iγ(μ) =
∫

U

∫
U

μ(dx)μ(dy)
‖x − y‖γ

.

The following Theorem is often referred to as Frostman’s theorem (see, e.g., [17, Theorem
4.13]) and states that in order to find a lower bound for dimH U it suffices to show that there
exists a probability measure μ ∈ M1(U, B(U)

)
with finite γ-energy.

Theorem 1.5. Let U ⊂ Rm. If there exists a probability measure μ ∈ M1(U, B(U)
)

with
Iγ(μ) < ∞ then Hγ(U) = ∞ and, consequently dimH U ≥ γ.

In this thesis we will be interested in random fields {X(x) : x ∈ Rd} with values in Rm and
continuous paths. To be more precise, if we consider the image X([0, 1]d) of such a random
field a typical choice of a random probability measure

μ ∈ M1
(
X([0, 1]d), B(X([0, 1]d)

))

is the occupation measure given by

μ(U) =
∫

[0,1]d
�{X(x)∈U}dx

4



1. Hausdorff dimension

for any U ∈ B(X([0, 1]d)
)

so that

∫
g(x)dμ(x) =

∫
[0,1]d

g
(
X(t)

)
dt

for any measurable function g and, in particular
∫

X([0,1]d)

∫
X([0,1]d)

‖x − y‖−γdμ(x)dμ(y) =
∫

[0,1]d

∫
[0,1]d

‖X(t) − X(s)‖−γdtds

(see, e.g., [17, p. 243]). Thus, by Theorem 1.5 it suffices to show that
∫

[0,1]d

∫
[0,1]d

‖X(t) − X(s)‖−γdtds < ∞

in order to get dimH X([0, 1]d) ≥ γ, which almost surely follows from

E
[ ∫

[0,1]d

∫
[0,1]d

‖X(t) − X(s)‖−γdtds
]

< ∞.

Note that the latter integrand is non-negative so that Tonelli’s theorem applies and yields
that in order to show dimH X([0, 1]d) ≥ γ almost surely one only has to prove that

∫
[0,1]d

∫
[0,1]d

E
[‖X(t) − X(s)‖−γ]dtds < ∞.

Moreover, by the same arguments as above it suffices to show that
∫

[0,1]d

∫
[0,1]d

E
[(‖t − s‖2 + ‖X(t) − X(s)‖2)− γ

2
]
dtds < ∞

in order to obtain dimH Gr X([0, 1]d) ≥ γ almost surely.

5



2. Generalized polar coordinates

This chapter is mainly devoted to introducing the generalized polar coordinates and can be
seen as a collection of their properties which have been established in [9, 10, 32]. Throughout
this chapter, we fix a matrix E ∈ Rd×d with distinct positive real parts of its eigenvalues
given by 0 < a1 < . . . < ap for some p ≤ d.

2.1. Spectral decomposition

Let f be the minimal polynomial of E, i.e. the polynomial of lowest degree such that f(E) =
0. Moreover, factor f into polynomials f1, . . . , fp such that all roots of each fi have real
part equal to ai and define Wi = Ker

(
fi(E)

)
= {x ∈ Rd : fi(E)x = 0} as the kernel of

fi(E), 1 ≤ i ≤ p. Note that W1, . . . , Wp are vector subspaces of Rd. Then by [38, Theorem
2.1.14]

Rd = W1 ⊕ . . . ⊕ Wp

is a direct sum decomposition, that is any x ∈ Rd can uniquely be written as

x = x1 + . . . + xp

for xi ∈ Wi, 1 ≤ i ≤ p. Further, one can choose an inner product on Rd such that the
subspaces W1, . . . , Wp are mutually orthogonal. A quite often choice in our considerations will
be ‖x‖2 = 〈x, x〉1/2 the associated Euclidean norm. Furthermore, we will refer to W1⊕. . .⊕Wp

as the direct sum decomposition with respect to E.

2.2. Definition of polar coordinates

We now recall the definition of the generalized polar coordinates with respect to the matrix
E. This definition originates from the following result taken from [38, Lemma 6.1.5]. Let us
fix an arbitrary norm ‖ · ‖.

Lemma 2.1. For any x ∈ Rd define

‖x‖E =
∫ 1

0
‖tEx‖dt

t
.

Then ‖ · ‖E is a norm on Rd such that t 
→ ‖tEx‖ is strictly increasing for all x ∈ Rd \ {0}.
Moreover, if SE = {x ∈ Rd : ‖x‖E = 1} denotes the unit sphere in Rd with respect to this
norm the mapping ψ : (0, ∞) × SE → Rd \ {0} defined by ψ(t, θ) = tEθ is a homeomorphism.
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2. Generalized polar coordinates

Since the function ψ in Lemma 2.1 is continuous and bijective, any x ∈ Rd \ {0} can
uniquely be written as

x = τE(x)ElE(x)

for some continuous functions τE(x) > 0 and lE(x) ∈ SE depending on E. τE(x) is called
the radius with respect to E and lE(x) is called the direction with respect to E. We observe
that SE = {x ∈ Rd : τE(x) = 1} and SE is compact. Moreover, it is clear that τE(x) → ∞ as
‖x‖ → ∞ and τE(x) → 0 as ‖x‖ → 0. Hence, τE(·) can be extended continuously by setting
τE(0) = 0. Thus, one obtains a continuous function τE : Rd → [0, ∞) that additionally
satisfies τE(x) = τE(−x). We will recall some more properties of this function in the next
sections. Before doing so let us give the perhaps easiest example of such a function.

Example 2.2. Let Id be the identity operator on Rd and ‖ · ‖ an arbitrary norm. Note that
any x ∈ Rd \ {0} can be written as

x = ‖x‖ · x

‖x‖ = ‖x‖Id · x

‖x‖ = τId
(x)Id lId

(x).

Since this representation is unique by Lemma 2.1, we obtain that τId
(x) = ‖x‖ and lId

(x) =
x

‖x‖ for all x ∈ Rd \{0}. Although being quite simple, this example will be of high importance
in this thesis as we shall see in the next chapters.

2.3. E-homogeneous functions

E-homogeneous functions play important roles in establishing the existence of operator-self-
similar random fields and have been introduced in [9, Secion 2]. Let us briefly summarize the
content of the aforementioned section.

Definition 2.3. A function φ : Rd → C is called E-homogeneous if φ(cEx) = cφ(x) for all
c > 0 and x ∈ Rd \ {0}.

Important properties of a continuous E-homogeneous function φ with positive values on
Rd \ {0} are that φ(0) = 0 and that φ attains a strictly positive maximum and minimum on
the compact set SE , that is

Mφ := max
θ∈SE

φ(θ) > 0 and mφ := min
θ∈SE

φ(θ) > 0. (2.1)

Definition 2.4. Let β > 0 and φ : Rd → [0, ∞) a continuous function. Then φ is called
(β, E)-admissible if φ(x) > 0 for all x �= 0 and for any 0 < A < B there exists a constant
c > 0 such that for A ≤ ‖y‖ ≤ B

|φ(x + y) − φ(y)| ≤ cτE(x)β

holds for any x ∈ Rd with τE(x) ≤ 1.

According to [9, Remark 2.9] if φ is (β, E)-admissible then we necessarily have β ≤ a1.
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2. Generalized polar coordinates

Various examples of E-homogeneous and (β, E)-admissible functions have been given in
[9, 10]. Moreover, a very important example of an E-homogeneous function is given by the
radial part τE with respect to E. This is straightforward to see, since for any c > 0 and
x ∈ Rd \ {0}

cEx = cEτE(x)ElE(x) =
(
cτE(x)

)E
lE(x).

But on the other hand
cEx = τE(cEx)ElE(cEx).

Since this representation is unique by definition, it follows that cτE(x) = τE(cEx) and lE(x) =
lE(cEx).

2.4. Properties of polar coordinates

In this section we mainly recall results on how to bound the growth rate of τE(x) in terms of
the real parts of the eigenvalues of E. Let us start with a Lemma that has been established
in [9, Lemma 2.1].

Lemma 2.5. For any small ε > 0 and H > 0 there exist constants C3,1, . . . , C3,4 > 0 such
that

C3,1‖x‖ H
a1

+ε ≤ τE(x)H ≤ C3,2‖x‖
H
ap

−ε

for all x with τE(x) ≤ 1 and

C3,3‖x‖
H
ap

−ε ≤ τE(x)H ≤ C3,4‖x‖ H
a1

+ε

for all x with τE(x) ≥ 1.

Corollary 2.6. Let H > 0 and β ∈ R. Then

lim
‖x‖↓0

τE(x)H

| log[τE(x)]β| = 0. (2.2)

In particular, for any ε > 0 and x ∈ Rd \ {0} with ‖x‖ ≤ η for some η > 0 one can find a
constant C3,5 > 0 such that

τE(x)H | log[τE(x)]β| ≤ C3,5τE(x)H−ε (2.3)

or, analogously

τE(x)H | log[1 + τE(x)−1]β | ≤ C3,5τE(x)H−ε. (2.4)

Proof. By Lemma 2.5 we have for ε < H
ap

C3,1‖x‖ H
a1

+ε ≤ τE(x)H ≤ C3,2‖x‖
H
ap

−ε

8



2. Generalized polar coordinates

for all x with τE(x) ≤ 1. Using this for an unspecified constant c > 0 we obtain

lim
‖x‖↓0

τE(x)H

| log[τE(x)]β | ≤ c lim
‖x‖↓0

‖x‖
H
ap

−ε

| log[‖x‖ H
a1

+ε]β|
= 0,

where the last equality is a well-known fact. Let us now prove (2.3), which is equivalent to

τE(x)ε| log[τE(x)]β| ≤ C3,5.

But this is obvious, since τE is continuous and by (2.2)

lim
‖x‖↓0

τE(x)ε

| log[τE(x)]−β| = 0.

The proof of (2.4) is carried out analogously.

Biermé and Lacaux [10, Corollary 3.4] proved the following improvement of the bounds in
Lemma 2.5.

Lemma 2.7. Let Rd = W1 ⊕ . . . ⊕ Wp be the direct sum decomposition with respect to E.
For any η ∈ (0, 1) and H > 0 there exist finite constants C3,6, C3,7 > 0 such that for any
x ∈ Wi \ {0} with ‖x‖ ≤ η

C3,6‖x‖ H
ai | log[‖x‖]|−

li−1
ai ≤ τE(x)H ≤ C3,7‖x‖ H

ai | log[‖x‖]|
li−1

ai ,

where li, 1 ≤ i ≤ p, are positive integers depending on Wi.

In [32, Example 6.2] it is shown that the bounds in Lemma 2.7 cannot be improved in
general. However, in Example 4.6 of the second part of this thesis we will see that there is
an example of a matrix E in which these bounds can be improved.

The upper bound in the following Lemma is the statement of [9, Lemma 2.2] and implies
that the function ρ : Rd×Rd → [0, ∞) given by ρ(x, y) = τE(x−y) is a quasi-metric on Rd (see
[41] for a definition of a quasi-metric). By using the same method with minor adjustments
we can also prove the lower bound.

Lemma 2.8. There exists a constant C3,8 ≥ 1 such that for all x, y ∈ Rd we have

C−1
3,8

(
τE(x) + τE(y)

) ≤ τE(x + y) ≤ C3,8
(
τE(x) + τE(y)

)
.

Proof. Let us prove the lower bound. Set G = {(x, y) ∈ Rd × Rd : τE(x) + τE(y) = 1}. Note
that G is bounded and, by the continuity of the function τE , it is closed. Hence, G is compact.
Moreover, G is bounded away from zero. Thus, the continuous function (x, y) 
→ τE(x + y)
assumes a positive and finite minimum on G. Let us define

K := min
(x,y)∈G

τE(x + y).

9



2. Generalized polar coordinates

Note that SE × {0} ⊂ G. Thus, by the definition of K we have

K ≤ τE(θ + 0) = τE(θ) = 1.

For x, y ∈ Rd \ {0} define s =
(
τE(x) + τE(y)

)−1. Then it follows

τE(x + y) = s−1sτE(x + y) = s−1τE

(
sE(x + y)

)
= s−1τE(sEx + sEy),

where we used that τE is an E-homogeneous function as shown in Chapter 2.3. Note that
(sEx, sEy) ∈ G, since

τE(sEx) + τE(sEy) = s
(
τE(x) + τE(y)

)
= ss−1 = 1.

Therefore, we obtain

τE(x + y) = s−1τE(sEx + sEy) ≥ s−1K =
(
τE(x) + τE(y)

)
K.

Hence, this proves the lower bound.

Corollary 2.9. For any H > 0 there exists a constant C3,9 ≥ 1 such that for all x, y ∈ Rd

we have
C−1

3,9
(
τE(x)H + τE(y)H) ≤ τE(x + y)H ≤ C3,9

(
τE(x)H + τE(y)H)

.

Proof. Throughout this proof, let c be an unspecified positive constant which might change
in each occurence. Let us first prove the left inequality. From Lemma 2.8 we get

τE(x + y)H ≥ c
(
τE(x) + τE(y)

)H ≥ cτE(x)H

and, analogously τE(x + y)H ≥ cτE(y)H so that, overall

τE(x + y)H ≥ K−1
1

(
τE(x)H + τE(y)H)

for some suitable K1 ≥ 1. It remains to prove the right inequality. Using the left inequality
we obtain

τE(x)H = τE(x + y − y)H ≥ c
(
τE(x + y)H + τE(−y)H) ≥ cτE(x + y)H

and, analogously τE(y)H ≥ cτE(x + y)H . Combining this, we conclude

2cτE(x + y)H ≤ τE(x)H + τE(y)H

or, equivalently
τE(x + y)H ≤ K2

(
τE(x)H + τE(y)H)

for some suitable K2 ≥ 1. Now the statement follows by choosing C3,9 = max{K1, K2}.
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2. Generalized polar coordinates

Remark 2.10. As before let Rd = W1 ⊕ . . . ⊕ Wp denote the direct sum decomposition with
respect to E. For any 1 ≤ k ≤ p define Ok = W1 ⊕ . . . ⊕ Wk. Then Corollary 2.9 along with
Lemma 2.7 implies that one can find two constants C3,10, C3,11 > 0 such that for any ε > 0,
H > 0, xi ∈ Wi, k + 1 ≤ i ≤ p and y ∈ Ok with x = y +

∑p
i=k+1 xi and x ≤ η for some

η ∈ (0, 1) we have

C3,10
(
‖y‖

H+ε
a1 +

p∑
i=k+1

‖xi‖
H+ε

ai

)
≤ τE(x)H ≤ C3,11

(
‖y‖

H−ε
ak +

p∑
i=k+1

‖xi‖
H−ε

ai

)
.

This estimate will play an important role in our considerations and we will quite often make
use of it.
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3. Stable distributions and integrals

This chapter serves as an introduction to α-stable distributions and stable integrals. The
first section of this chapter is strongly influenced by the content of [42, Chapter 2], where
a more general treatment and related results concerning stable distributions can be found.
The second section can basically be seen as a short summary of [42, Chapter 6], where the
theory of complex-valued stable stochastic integrals has been developed. This theory has been
extended to vector-valued stochastic integrals in [33], which will be summarized in the third
and last section of this chapter. From now on, throughout this thesis let us fix a probability
space (Ω, A, P ).

3.1. α-stable random variables

We now recall the definition of α-stable random variables. Here we only focus on the case of
symmetric distributions.

Definition 3.1. A random vector X = (X1, . . . , Xm) with values in Rm is called multivariate
symmetric stable if for any A, B > 0 there exists C > 0 such that

AX(1) + BX(2) d= CX, (3.1)

where X(1) and X(2) are independent copies of X and d= means equality in distribution.

Stable random variables are usually called α-stable. The term α-stable is justified by the
following Theorem [42, Theorem 2.1.2].

Theorem 3.2. Let X = (X1, . . . , Xm) be a multivariate symmetric stable random vector.
Then there is a unique constant α ∈ (0, 2] such that in (3.1)

C = (Aα + Bα)
1
α .

Moreover, any linear combination ∑m
k=1 bkXk of the components is univariate symmetric

stable. X is also referred to as symmetric α-stable (SαS) with index α of stability.

Remark 3.3. If X is a Gaussian random vector with mean 0 and covariance matrix Σ ∈ Rm×m,
i.e. X ∼ N (0, Σ) then X is SαS with index α = 2, since for any two independent copies X(1)

and X(2) of X and any constants A, B > 0

AX(1) + BX(2) ∼ N (
0, (A2 + B2)Σ

) ∼ (A2 + B2)
1
2 X

12



3. Stable distributions and integrals

so that (3.1) holds with C = (A2 + B2)
1
2 . Moreover, any symmetric 2-stable random vector

has a Gaussian distribution.

The property (3.1) of symmetric α-stable random vectors can be extended to the following
result (see [42, Corollary 2.1.3]).

Corollary 3.4. A random vector X is symmetric α-stable if and only if for any n ≥ 2

X(1) + X(2) + . . . + X(n) d= n
1
α X,

where X(1), . . . , X(n) are independent copies of X.

In this thesis characteristic functions of stable random vectors play an important role in
calculating certain expected energy integrals as given in Chapter 1.2 and fortunately they
are usually known in closed form. Let X = (X1, . . . , Xm) be a symmetric α-stable random
variable with values in Rm and for any θ = (θ1, . . . , θm) ∈ Rm let

φα(θ) = φα(θ1, . . . , θm) = E[exp(i〈θ, X〉)] = E[exp(i
m∑

k=1
θkXk)]

denote its characteristic function. The following Theorem [42, Theorem 2.4.3] gives useful
information on φα(θ).

Theorem 3.5. X is a symmetric α-stable vector in Rm with 0 < α < 2 if and only if there
exists a unique symmetric finite measure Γ on the unit sphere Sm = {x ∈ Rm : ‖x‖ = 1}
such that

φα(θ) = exp
(

−
∫

Sm

|〈θ, x〉|αΓ(dx)
)
.

Γ is called the spectral measure of the symmetric α-stable random vector X.

Note that Theorem 3.5 only gives information on the characteristic function for 0 < α < 2.
However, in the Gaussian case α = 2 it is well-known that the characteristic function of a
random vector with mean 0 and covariance matrix Σ ∈ Rm×m is given by

φ2(θ) = exp(−1
2

θT Σθ).

Corollary 3.6. If m = 1 one has S1 = {−1, 1} and the symmetric spectral measure of the
symmetric α-stable random variable X satisfies Γ({1}) = Γ({−1}). Hence, the characteristic
function of X is given by

φα(θ) = exp(−σα|θ|α)

with
σ =

( ∫
S1

|x|αΓ(dx)
) 1

α =
(
2Γ({1})

) 1
α .

σ is called the scale parameter of X. Furthermore, though not being known in closed form in
general except for a few special cases, the probability densities of α-stable random variables
exist and are continuous, see [42, p.9].
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3. Stable distributions and integrals

3.2. Complex-valued SαS stochastic integrals

The aim of this section is to define stochastic integrals which have a stable distribution. Again
we restrict our considerations to special cases and refer the reader to [42, Chapter 6] for a
more general outline. In the following we will identify any complex-valued random variable
X = X1 + iX2 with the variable (X1, X2) taking values in R2. Let us first state the following
definition.

Definition 3.7. A complex-valued SαS random variable X = X1 + iX2 is called isotropic or
rotationally invariant if

eiϕX
d= X

for any ϕ ∈ [0, 2π).

The following Theorem [42, Theorem 2.6.3] characterizes the set of all isotropic SαS random
variables for 0 < α < 2.

Theorem 3.8. For 0 < α < 2 let X = X1 + iX2 be a complex-valued SαS random variable
and let Γ be its spectral measure according to Theorem 3.5. Then X is isotropic if and only
if Γ is uniform, that is for any B ∈ B(S2)

Γ(B) = Γ
(
Rϕ(B)

)
,

where

Rϕ =
(

cos ϕ sin ϕ

− sin ϕ cos ϕ

)

is the matrix corresponding to the rotation by the angle ϕ ∈ [0, 2π).

In the following let λd denote the Lebesgue measure on Rd and define

E0 = {A ∈ B(Rd) : λd(A) < ∞}. (3.2)

Furthermore, let L0(Ω) be the set of all real random variables on the underlying probability
space. Because of its appearance in (3.2) λd is also referred to as Lebesgue control measure.

Definition 3.9. A mapping M : E0 → L0(Ω) is called an independently scattered random
measure with Lebesgue control measure if it satisfies the following two conditions.

(i) If A1, . . . , Ak ∈ E0 are disjoint then the random variables M(A1), . . . , M(Ak) are inde-
pendent.

(ii) M is σ-additive, that is for any sequence of pairwise disjoint sets (An)n∈N in E0 such
that

⋃∞
n=1 An ∈ E0 we have

M
( ∞⋃

n=1
An

)
=

∞∑
n=1

M(An) a.s.
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3. Stable distributions and integrals

According to [42, Section 6.1] there exists a random measure, denoted Mα, such that for
any A ∈ E0 the random variable Mα(A) is a complex-valued isotropic SαS random variable
with the property that for 0 < α < 2 the spectral measure ΓA of Mα(A) according to Theorem
3.5 is given by

ΓA(B) = λd(A)γ(B)

for all B ∈ B(S2), where γ is a finite and uniform measure on the unit circle S2. Note that ΓA

is a uniform measure on S2, which by Theorem 3.8 is equivalent to Mα(A) being isotropic.
By [42, Theorem 6.3.1] for all θ ∈ R2 the characteristic function of Mα(A) is given by

E[exp
(
i〈θ, Mα(A)〉)] = exp

(
− |θ|αc0λd(A)γ(S2)

)

with
c0 =

1
2π

∫ π

0
| cos ϕ|αdϕ.

In the literature, for simplicity it is usually assumed that γ is a probability measure on S2,
which implies that γ(S2) = 1. However, in this thesis without loss of generality we will
assume that γ(S2) = 1

c0
so that the characteristic function of Mα(A) equals

E[exp
(
i〈θ, Mα(A)〉)] = exp

(
− |θ|αλd(A)

)

for any θ ∈ R2. This characteristic function remains to be true in the Gaussian case α = 2.
From now on we will call Mα a complex isotropic SαS random measure.

Having introduced a complex isotropic SαS random measure we are ready to define the
stochastic integral ∫

Rd
f(x)Mα(dx)

for any measurable function

f ∈ Lα(λ) = {f : Rd → C :
∫
Rd

|f(x)|αdx < ∞},

where λ = λd and dx = λd(dx). Let us first assume that f is a simple function of the form
f(x) =

∑n
j=1 cj�Aj (x), where c1, . . . , cn ∈ C and A1, . . . , An ∈ E0 are disjoint. In this case we

define

I(f) =
∫
Rd

f(x)Mα(dx) =
n∑

j=1
cjMα(Aj).

Now assume that f ∈ Lα(λ) is arbitrary. Then according to [42, p. 277] there exists a
sequence of simple functions (fn)n∈N in Lα(λ) with the properties that

fn(x) → f(x)

as n → ∞ for almost every x ∈ Rd and that the sequence (fn)n∈N is dominated, that is there
exists a function g ∈ Lα(λ) such that for every n ∈ N and x ∈ Rd

|fn(x)| ≤ g(x).
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3. Stable distributions and integrals

In addition it is shown in [42, Chapter 6] that the sequence of integrals
(
I(fn)

)
n∈N

defined
above converges in probability and one defines

I(f) = plim
n→∞

I(fn),

where plimn→∞ denotes the limit in probability. Furthermore, this limit does not depend
on a particular choice of the approximating sequence (fn)n∈N. The following Proposition
summarizes some important properties of the integral I(f).

Proposition 3.10. (i) For any f ∈ Lα(λ) the integral I(f) is a complex-valued isotropic
SαS random variable.
(ii) For any f, g ∈ Lα(λ) and any a, b ∈ C

I(af + bg) = aI(f) + bI(g) a.s.

Let {ft : t ∈ Rd} ⊂ Lα(λ) be a family of functions. We will usually be interested in
the random field {I(ft) : t ∈ Rd}. The following result might be quite surprising at first
glance and states that the real and imaginary parts of {I(ft) : t ∈ Rd} have the same finite-
dimensional distributions [42, Corollary 6.3.5].

Theorem 3.11. Let {I(ft) : t ∈ Rd} be given as above. For any θ1, . . . , θn ∈ R and
t1, . . . , tn ∈ Rd

E
[

exp
(
i

n∑
j=1

θj Re I(ftj )
)]

= exp
(

−
∫
Rd

|
n∑

j=1
θjftj (x)|αdx

)

and, in particular
{Re I(ft) : t ∈ Rd} f.d.= {Im I(ft) : t ∈ Rd}.

Remark 3.12. Let M = M1 + iM2 be a Gaussian random measure satisfying

E[M(A)M(B)] = λd(A ∩ B) and M(−A) = M(A)

for all A, B ∈ E0, where M denotes the complex conjugate of M . Furthermore, let M2 be
the complex-valued isotropic SαS random measure with α = 2 defined above. Assume that
{ft : t ∈ Rd} ⊂ L2(λ) is a subset of functions satisfying

ft(x) = ft(−x)

for all t, x ∈ Rd. Then one obtains

{Re
∫
Rd

ft(x)M2(dx) : t ∈ Rd} f.d.= {
∫
Rd

ft(x)M(dx) : t ∈ Rd}.

A proof of this statement and the definition of the real-valued integral
∫
Rd

ft(x)M(dx)
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3. Stable distributions and integrals

can be found in [42, Section 7.2.2].

3.3. Rm-valued SαS stochastic integrals

This section is concerned with integral representations of random vectors which have a stable
distribution. These integrals have been constructed in [33] by providing both stochastic
integrals of real and complex matrix-valued functions. From now on, throughout this thesis
let ‖Q‖ = max‖x‖=1 ‖Qx‖ be the operator norm for any matrix Q ∈ Rm×m.

Let us first recall the definition of stochastic integrals of real matrix-valued functions. Since
the details of this construction are omitted in [33], we will be more precise concerning the
proofs of the statements we make. Let E0 be defined as in the previous section. According to
[33, p. 8] there exists a random measure Wα such that Wα(A) =

(
W 1

α(A), . . . , W m
α (A)

)
is a

SαS random variable with values in Rm for any A ∈ E0 with the property that for 0 < α < 2
the spectral measure ΓA of Wα(A) is given by

ΓA(B) = λd(A)γ(B)

for any B ∈ B(Sm), where γ is a finite and uniform measure on Sm satisfying
∫

Sm

|〈θ, x〉|αγ(dx) = ‖θ‖α

for any θ ∈ Rm. Therefore, by Theorem 3.5 the characteristic function of Wα(A) is given by

E
[

exp
(
i〈θ, Wα(A)〉

)]
= exp

(
− λd(A)‖θ‖α

)
.

In particular, for disjoint sets A1, . . . , An ∈ E0 and θ1, . . . , θn ∈ Rm one obtains

E
[

exp
(
i

n∑
j=1

〈θj , Wα(Aj)〉
)]

= exp
(

−
n∑

j=1
λd(Aj)‖θj‖α

)
.

This remains to be true in the Gaussian case α = 2. Now assume that {Q(u) : u ∈ Rd} is a
family of real m × m matrices and that the function Q : u 
→ Q(u) is measurable. In addition
assume that ∫

Rd
‖Q(u)‖αdu < ∞.

We want to define the integral

I(Q) =
∫
Rd

Q(u)Wα(du).

Suppose first that Q is a simple function of the form Q(u) =
∑n

j=1 Rj�Aj (u), where
R1, . . . Rn ∈ Rm×m and A1, . . . , An ∈ E0 are disjoint sets. In this case we define

I(Q) =
n∑

j=1
RjWα(Aj).
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3. Stable distributions and integrals

Thus, one obtains a SαS random vector with characteristic function given by

E
[

exp
(
i〈θ, I(Q)〉

)]
= E

[
exp

(
i〈θ,

n∑
j=1

RjWα(Aj)〉
)]

= E
[

exp
(
i

n∑
j=1

〈RT
j θ, Wα(Aj)〉

)]

= exp
(

−
n∑

j=1
λd(Aj)‖RT

j θ‖α
)

= exp
(

−
∫
Rd

‖QT (u)θ‖αdu
)

for all θ ∈ Rm. Now assume that Q is an arbitrary measurable matrix-valued function
satisfying ∫

Rd
‖Q(u)‖αdu < ∞.

Then according to [34, p. 148] there exists a sequence of simple matrix-valued functions
(Qn)n∈N as above satisfying

∫
Rd

‖QT
n (u) − QT (u)‖αdu → 0 (3.3)

as n → ∞. From the definition of the integral I(·) for simple matrix-valued functions we
further get

E
[

exp
(
i〈θ, I(Qn) − I(Qm)〉

)]
= exp

(
−
∫
Rd

‖QT
n (u)θ − QT

m(u)θ‖αdu
)

→ 1

for all θ ∈ Rm as m, n → ∞ by (3.3). Thus I(Qn) − I(Qm) → 0 in probability as m, n → ∞
and the sequence

(
I(Qn)

)
n∈N

converges in probability. We define

I(Q) = plim
n→∞

I(Qn).

This limit does not depend on the choice of the approximating sequence (Qn)n∈N. Indeed,
assume that both (Qn)n∈N and (Sn)n∈N are sequences of simple functions satisfying (3.3).
Then the sequence (Tn)n∈N defined by

Tn =

⎧⎨
⎩Qn if n even,

Sn if n odd

satisfies (3.3) as well so that
plim
n→∞

I(Tn)

exists, which in particular yields

plim
n→∞

I(Qn) = plim
n→∞

I(Sn).

Thus, one obtains a SαS random vector with characteristic function given by

E
[

exp
(
i〈θ, I(Q)〉

)]
= lim

n→∞E
[

exp
(
i〈θ, I(Qn)〉

)]
= lim

n→∞ exp
(

−
∫
Rd

‖QT
n (u)θ‖αdu

)

= exp
(

−
∫
Rd

‖QT (u)θ‖αdu
)
.

18



3. Stable distributions and integrals

Let us summarize the properties of the integral in the following Theorem.

Theorem 3.13. Let {Q(u) : u ∈ Rd} be a family of real m × m matrices. If the function Q

given by Q(u) for all u ∈ Rd is measurable and satisfies
∫
Rd

‖Q(u)‖αdu < ∞

the stochastic integral
I(Q) =

∫
Rd

Q(u)Wα(du)

exists and is a SαS random vector with values in Rm. Moreover, its characteristic function
is given by

E
[

exp
(
i〈θ, I(Q)〉

)]
= exp

(
−
∫
Rd

‖QT (u)θ‖αdu
)

for all θ ∈ Rm.

Let us now turn to the definition of stochastic integrals of complex matrix-valued functions
by briefly summarizing the content in [33, Section 4]. Again one first has to remark that
there exists a random measure M̃α such that M̃α(A) is a Cm-valued SαS random variable for
any A ∈ E0 with characteristic function of its real part Re M̃α(A) given by

E
[

exp
(
i〈θ, Re M̃α(A)〉

)]
= exp

(
− λd(A)‖θ‖α

)

for all θ ∈ Rm. Let {Q̃1(u) : u ∈ Rd} and {Q̃2(u) : u ∈ Rd} be two families of real m × m

matrices and define Q̃(u) = Q̃1(u) + iQ̃2(u) for all u ∈ Rd. Assume that the function
Q̃ : u 
→ Q̃(u) is measurable and satisfies

∫
Rd

(
‖Q̃1(u)‖α + ‖Q̃2(u)‖α

)
du < ∞. (3.4)

For notational convenience let us define the set of all complex matrix-valued measurable
functions satisfying (3.4) by L̃α(λ). We want to define the real vector-valued integral

Ĩ(Q̃) = Re
∫
Rd

Q̃(u)M̃α(du).

As usual we first assume that Q̃ is a simple function of the form

Q̃(u) = Q̃1(u) + iQ̃2(u) =
n∑

j=1
Rj�Aj (u) + i

n∑
j=1

Tj�Aj (u),

where R1, . . . , Rn, T1, . . . , Tn ∈ Rm×m and A1, . . . , An ∈ E0 are disjoint. In this case we define

Ĩ(Q̃) =
n∑

j=1

(
RjM̃α

R(Aj) − TjM̃α
I (Aj)

)
,

where M̃α
R = Re M̃α and M̃α

I = Im M̃α denote the real and imaginary part of M̃α. If
Q̃(u) = Q̃1(u) + iQ̃2(u) ∈ L̃α(λ) is arbitrary one chooses a sequence of simple functions
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3. Stable distributions and integrals

(Q̃n = Q̃n
1 + iQ̃n

2 )n∈N satisfying
∫
Rd

‖Q̃1(u)T − Q̃n
1 (u)T ‖α

M du → 0

and

∫
Rd

‖Q̃2(u)T − Q̃n
2 (u)T ‖α

M du → 0

as n → ∞. The sequence
(
Ĩ(Q̃n)

)
n∈N

converges in probability and one defines

Ĩ(Q̃) = plim
n→∞

Ĩ(Q̃n),

where this limit does not depend on the choice of (Q̃n)n∈N as above.
Now let {Q̃t : t ∈ Rd} ⊂ L̃α(λ) be a family of complex m × m matrices. To close this

section let us summarize some important properties of the random field {Ĩ(Q̃t) : t ∈ Rd}.

Theorem 3.14. Let {Ĩ(Q̃t) : t ∈ Rd} be the Rm-valued SαS random field defined above.
Then for any θ1, . . . , θn ∈ Rm and t1, . . . , tn ∈ Rd we have

E
[

exp
(
i〈

n∑
j=1

θj , Ĩ(Q̃tj )〉
)]

= exp
(

−
∫
Rd

(
‖

n∑
j=1

Q̃1
tj

(u)T θj‖2 + ‖
n∑

j=1
Q̃2

tj
(u)T θj‖2

)α
2
du

)
,

where Q̃1
tj

+ iQ̃2
tj

= Q̃tj .
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4. Operator scaling stable random sheets

Having set the foundations for this thesis we are now able to present our main results. We
begin this chapter with the formal definition of operator scaling stable random sheets and
recall some results concerning their existence and properties established in [20]. Based on
this we investigate their sample path properties in the subsequent sections.

4.1. Definition and existence

Throughout this chapter, let d =
∑n

j=1 dj for some n ∈ N, d1, . . . , dn ∈ N and let Ej ∈ Rdj×dj ,
j = 1, . . . , n be matrices with distinct real parts of their eigenvalues given by

0 < aj
1 < . . . < aj

pj

for some pj ≤ dj . Furthermore, let qj = trace(Ej). We define the block diagonal matrix
E ∈ Rd×d as

E =

⎛
⎜⎜⎜⎝

E1 0
. . .

0 En

⎞
⎟⎟⎟⎠ =

n∑
j=1

Ẽj ,

where the matrices Ẽ1, . . . , Ẽn ∈ Rd×d are defined as

Ẽj =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 0
. . .

0
Ej

0
. . .

0 0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

.

In analogy to [20, Definition 1.1.1] let us state the following definition.

Definition 4.1. A scalar valued random field {X(x) : x ∈ Rd} is called operator scaling
random sheet if for some H1, . . . , Hn > 0 we have

{X(cẼj x) : x ∈ Rd} f.d.= {cHj X(x) : x ∈ Rd} (4.1)

for all c > 0 and j = 1, . . . , n.
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4. Operator scaling stable random sheets

Let us remark that any operator scaling random sheet {X(x) : x ∈ Rd} according to
Definition 4.1 is also an operator scaling random field of order E and H =

∑n
j=1 Hj in the

sense of (0.2), since by applying (4.1) iteratively one gets

{X(cEx) : x ∈ Rd} f.d.= {X(cẼ1 . . . cẼnx) : x ∈ Rd} f.d.= {cH1X(cẼ2 . . . cẼnx) : x ∈ Rd}
. . .

f.d.= {cH1 . . . cHnX(x) : x ∈ Rd} = {cHX(x) : x ∈ Rd}

for any c > 0. Further note that this definition is indeed a generalization of the definition of
operator scaling random fields, since for n = 1, d = d1 and E = E1 = Ẽ1 (4.1) coincides with
the property (0.2).

Let us now turn to the existence of harmonizable operator scaling SαS random sheets
constructed in [20]. Suppose that we are given functions ψj : Rdj → [0, ∞) that are continuous
and ET

j -homogeneous according to Definition 2.3. Moreover, assume that ψj(x) �= 0 for x �= 0.
Let 0 < α ≤ 2 and Mα be a complex-valued isotropic symmetric α-stable random measure on
Rd with Lebesgue control measure as introduced in Chapter 3.2. The following Theorem is
due to [20, Theorem 4.1.1] and provides the existence of harmonizable operator scaling SαS
random sheets.

Theorem 4.2. For any vector x ∈ Rd let x = (x1, . . . , xn) ∈ Rd1 × . . . × Rdn = Rd. The
random field

Xα(x) = Re
∫
Rd

n∏
j=1

(ei〈xj ,ξj〉 − 1)ψj(ξj)−Hj− qj
α Mα(dξ), x ∈ Rd (4.2)

exists and is stochastically continuous if and only if Hj ∈ (0, aj
1) for all j = 1, . . . , n.

Let us remark that by the definition of stable integrals given in Chapter 3.2 Xα(x) exists
if and only if the kernel function in the integral in (4.2) satisfies

∫
Rd

n∏
j=1

|ei〈xj ,ξj〉 − 1|αψj(ξj)−αHj−qj dξ < ∞

or, equivalently
n∏

j=1

∫
R

dj
|ei〈xj ,ξj〉 − 1|αψj(ξj)−αHj−qj dξj < ∞.

The finiteness of the above integrals has basically already been shown in the proof of [9,
Theorem 4.1] and the stochastic continuity can be proven similarly as a consequence of this
Theorem. Further note that from (4.2) it follows that Xα(x) = 0 for all x = (x1, . . . , xn) ∈
Rd1 × . . . × Rdn = Rd such that xj = 0 for at least one j ∈ {1, . . . , n}.

The following result has been established in [20, Corollary 4.2.1] and shows that the random
field given by (4.2) is an operator scaling random sheet. Its proof is carried out exactly as
the proof of [9, Corollary 4.2 (a)] by using the characteristic function of stable integrals given
in Chapter 3.2.
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4. Operator scaling stable random sheets

Corollary 4.3. Under the conditions of Theorem 4.2 the random field {Xα(x) : x ∈ Rd}
given by (4.2) is operator scaling in the sense of (4.1), that is

{Xα(cẼj x) : x ∈ Rd} f.d.= {cHj Xα(x) : x ∈ Rd} (4.3)

for all c > 0 and j = 1, . . . , n.

Thus, Theorem 4.2 and Corollary 4.3 provide a large class of operator scaling SαS random
sheets. As we shall see below fractional Brownian sheets fall into the class of random fields
given by (4.2). It is well-known that a fractional Brownian sheet does not have stationary
increments. Thus, in general a random field given by (4.2) does not possess stationary
increments. But it satisfies a slightly weaker property as the following statement shows. Let
us mention that it has been proven in [20, Corollary 4.2.2] by essentially using the same
arguments as in the proof of [9, Corollary 4.2 (b)].

Corollary 4.4. Let x = (x1, . . . , xn) ∈ Rd1 × . . . × Rdn = Rd. Under the conditions of
Theorem 4.2 for any h ∈ Rdj , j = 1, . . . , n the random field {Xα(x) : x ∈ Rd} satisfies

Xα(x1, . . . , xj−1, xj + h, xj+1, . . . , xn) − Xα(x1, . . . , xj−1, h, xj+1, . . . , xn) d= Xα(x).

Having recalled the definition of harmonizable operator scaling SαS random sheets our
main objective is to provide results related to their sample paths concerning path continuity
and Hausdorff dimension. A main tool in studying sample path properties of operator scaling
random sheets are the generalized polar coordinates with respect to the matrix E introduced
in Chapter 2. Using (4.3), in the Gaussian case α = 2 one can write the variance of X2(x), x ∈
Rd, as

E[X2
2 (x)] = E[X2

2
(
τE(x)ElE(x)

)
] = τE(x)2HE[X2

2
(
lE(x)

)
]

with H =
∑n

j=1 Hj . Since in the Gaussian case many sample path properties such as path
continuity can be deduced from the variance, this shows that information about the behavior
of the polar coordinates

(
τE(x), lE(x)

)
contains information about the sample path regularity,

i.e. polar coordinates are useful to characterize the sample path regularity. This property
also holds in the stable case α ∈ (0, 2). Thus, before studying the sample paths of the random
field {Xα(x) : x ∈ Rd} given in Theorem 4.2 in the following section we will establish some
useful properties concerning the radial part of the polar coordinates and other results which
will serve as useful tools in our investigations.

4.2. Preliminaries

Throughout this chapter, let us denote by
(
τT (x), lT (x)

)
the generalized polar coordinates

according to Chapter 2 for any matrix T with positive real parts of its eigenvalues.

Lemma 4.5. Let E be as in Chapter 4.1. Then there exists a constant C5,1 ≥ 1 such that

C−1
5,1

n∑
j=1

τEj (xj)H ≤ τE(x)H ≤ C5,1

n∑
j=1

τEj (xj)H
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4. Operator scaling stable random sheets

for any H > 0 and x = (x1, . . . , xn) ∈ Rd1 × . . . × Rdn = Rd.

Proof. For simplicity in this proof let us assume that n = 2. The general case follows
inductively. Furthermore, for any vector x ∈ Rd let us write x = (x1, x2) ∈ Rd1 × Rd2 . By
Corollary 2.9 there exists a constant c ≥ 1 such that

1
c

(
τE(x1, 0)H + τE(0, x2)H

)
≤ τE

(
(x1, 0) + (0, x2)

)H = τE(x)H ≤ c
(
τE(x1, 0)H + τE(0, x2)H

)

for all x = (x1, x2) ∈ Rd. Thus, it only remains to prove that τE(x1, 0) = τE1(x1) and
τE(0, x2) = τE2(x2). Let us prove that τE(x1, 0) = τE1(x1). The assertion τE(0, x2) = τE2(x2)
is proven exactly the same way. Note that by definition

(x1, 0) = τE(x1, 0)ElE(x1, 0) =
(
τE(x1, 0)E1 lE(x1, 0)1, τE(x1, 0)E2 lE(x1, 0)2

)
=
(
τE(x1, 0)E1 lE(x1, 0)1, 0

)
,

where we used the notation lE(x) =
(
lE(x)1, lE(x)2

) ∈ Rd1 ×Rd2 . But on the other hand one
can write

x1 = τE1(x1)E1 lE1(x1)

yielding that
τE1(x1)E1 lE1(x1) = τE(x1, 0)E1 lE(x1, 0)1.

Further noting that

lE(x1, 0) =
(
lE(x1, 0)1, lE(x1, 0)2

)
=
(
lE(x1, 0)1, 0

)

and taking into account the definition of the norm ‖ · ‖E given in Lemma 2.1 we obtain

1 = ‖lE1(x1)‖E1 = ‖lE(x1, 0)1‖E1 .

Thus, by the uniqueness of the representation we have τE1(x1) = τE(x1, 0) and lE1(x1) =
lE(x1, 0)1 as desired. This concludes the proof.

Example 4.6. Let n = d and d1 = . . . = dn = 1. Assume that E1 = a1, . . . , En = an are
positive and pairwise distinct. Hence, E is a diagonal matrix given by

E =
n∑

j=1
Ẽj =

⎛
⎜⎜⎜⎝

a1 0
. . .

0 an

⎞
⎟⎟⎟⎠ .

Note that any xj ∈ R can uniquely be written as

xj = τaj (xj)aj laj (xj) = ±|xj |
1

aj
·aj

so that τaj (xj) = |xj |
1

aj for all j = 1, . . . , n. Note that a1, . . . , an correspond to the eigenvalues
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4. Operator scaling stable random sheets

of E and the direct sum decomposition with respect to E is given by

x = x1e1 + . . . + xded =: x1 + . . . + xn

for any x = (x1, . . . , xd) ∈ Rd, where (e1, . . . , ed) denotes the canonical basis of Rd. By
Lemma 4.5 for any H > 0 we further get

1
c

n∑
j=1

‖xj‖
H
aj =

1
c

d∑
j=1

|xj |
H
aj ≤ τE(x)H ≤ c

d∑
j=1

|xj |
H
aj = c

n∑
j=1

‖xj‖
H
aj

for some constant c ≥ 1. Note that this bound is an improvement of the bounds given in
Remark 2.10.

We now state two technical Lemmas which will be needed in order to estimate certain
expected energy integrals arising from Frostman’s theorem (see Chapter 1). Lemma 4.7 below
with k = 1 is an analogous statement to [5, Lemma 3.6] (see also [54, p. 212]). Furthermore,
Lemma 4.8 with k = 1 is the statement of [5, Lemma 3.7]. By using the methods in [54, 5]
we can establish the statements for general k ∈ N.

Lemma 4.7. Let 0 < h < 1 be a given constant. Then for any constants δ > h, M > 0,
u > 0 and any k ∈ N there exist positive and finite constants C5,2 and C5,3, depending only
on δ, u and M such that for all 0 < A ≤ M

I(A) :=
∫ 2

0
(A + rh)−urk−1dr ≤ C5,2(A−u+ k

δ + C5,3). (4.4)

Proof. Throughout this proof, let c be an unspecified positive constant which might change
in each occurence. Let us first assume that u = k

δ . In this case we can estimate

I(A) =
∫ 2

0
(A + rh)−urk−1dr ≤

∫ 2

0
r−uhrk−1dr =

∫ 2

0
r− kh

δ
+k−1dr < ∞,

since δ > h by assumption and, thus −kh
δ + k − 1 > −1. Hence, I(A) is bounded by a

constant independent of A. So it remains to prove (4.4) for u �= k
δ . By using the substitution

s = A + rh we obtain

I(A) =
∫ 2

0
(A + rh)−urk−1dr =

1
h

∫ A+2h

A
s−u(s − A)

k−h
h ds

≤ 1
h

∫ A+2h

A
s−u+ k

h
−1ds ≤ 1

h
(M + 2h)

k
h

− k
δ

∫ A+2h

A
s−u+ k

δ
−1ds,

where in the first inequality we used that k − h > 0. Now we have to consider two cases.
First assume that −u + k

δ < 0. Elementary integration shows that

I(A) ≤ c

∫ A+2h

A
s−u+ k

δ
−1ds =

c

u − k
δ

(
A−u+ k

δ − (A + 2h)−u+ k
δ

)
≤ cA−u+ k

δ .

26



4. Operator scaling stable random sheets

On the other hand if −u + k
δ > 0 one gets

I(A) ≤ c

−u + k
δ

(
(A + 2h)−u+ k

δ − A−u+ k
δ

)
≤ c

−u + k
δ

(M + 2h)−u+ k
δ .

Overall we obtain

I(A) ≤ cA−u+ k
δ +

c

−u + k
δ

(M + 2h)−u+ k
δ ≤ C5,2(A−u+ k

δ + C5,3)

for some suitable constants C5,2 and C5,3 independent of A.

Lemma 4.8. Let α, β, η be positive constants and k ∈ N. For A > 0 and B > 0 define

J := J(A, B) =
∫ 2

0

rk−1

(A + rα)β(B + r)η
dr. (4.5)

Then there exist positive and finite constants C5,4 and C5,5, depending only on α, β, η such
that the following holds for all reals A, B > 0 satisfying A

1
α ≤ C5,4B:

(i) if αβ > k then

J ≤ C5,5
1

Aβ− k
α Bη

(4.6)

(ii) if αβ = k then

J ≤ C5,5
1

Bη
log(1 + BkA− k

α ) (4.7)

(iii) if 0 < αβ < k and αβ + η �= k then

J ≤ C5,5(
1

Bαβ+η−k
+ 1). (4.8)

Proof. Using the change of variables s = r
B we get

J =
∫ 2B−1

0

1
(A + Bαsα)β

1
(B + Bs)η

Bk−1sk−1Bds

=
1

Bη−k

∫ 2B−1

0

1
(A + Bαsα)β

1
(1 + s)η

sk−1ds.

Note that if B < 2 one can split the last integral so that

J =
1

Bη−k

∫ 1

0

1
(A + Bαsα)β

sk−1

(1 + s)η
ds +

1
Bη−k

∫ 2B−1

1

1
(A + Bαsα)β

sk−1

(1 + s)η
ds. (4.9)

On the other hand if B ≥ 2 then J is bounded from above by the first term in (4.9). Hence,
in the following it is sufficient to consider the case 0 < B < 2. Thus, using the change of
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variables t = A− 1
α Bs we further get

J ≤ 1
Bη−k

∫ 1

0

sk−1

(A + Bαsα)β
ds +

1
Bη−k

∫ 2B−1

1

sk−1

(A + Bαsα)βsη
ds

=
1

Bη−k

∫ A− 1
α B

0

tk−1

(A + Atα)β
B−k+1A

k−1
α B−1A

1
α dt

+
1

Bη−k

∫ 2A− 1
α

A− 1
α B

tk−1

(A + Atα)βA
η
α B−ηtη

B−k+1A
k−1

α B−1A
1
α dt

≤ 1
Bη

1
Aβ− k

α

∫ A− 1
α B

0

1
(1 + tα)βt1−k

dt +
1

Aβ− k
α

+ η
α

∫ ∞

A− 1
α B

tk−1

(1 + tα)βtη
dt.

(4.10)

From now on let c be an unspecified positive constant which might change in each occurence.
Let us now first prove (i). If αβ > k, by using the change of variables s = 1 + tα one gets

∫ A− 1
α B

0

1
(1 + tα)βt1−k

dt = c

∫ A−1Bα

1

(s − 1)
1−α

α

sβ(s − 1)
1−k

α

ds ≤ c

∫ ∞

1
s−β(s − 1)

k−α
α ds < ∞,

since −β + k−α
α < −1. Thus, one gets an upper estimate of the last expression in (4.10) by

c

Aβ− k
α Bη

+
1

Aβ− k
α

+ η
α

∫ ∞

A− 1
α B

1
tαβ+η+1−k

dt

=
c

Aβ− k
α Bη

+
c

Aβ− k
α

+ η
α

(
A− 1

α B
)−αβ−η+k

=
c

Aβ− k
α Bη

+
c

Bαβ+η−k
.

Using that A
1
α ≤ C5,4B the last expression can further be estimated by

c

Aβ− k
α Bη

+
c

Aβ− k
α Bη

= C5,5
1

Aβ− k
α Bη

for some suitable C5,5 > 0. This proves (4.6). Let us now show (ii) and assume that αβ = k.
Then the last expression in (4.10) equals

1
Bη

∫ A− 1
α B

0

1
(1 + tα)βt1−k

dt +
1

A
η
α

∫ ∞

A− 1
α B

tk−1

(1 + tα)βtη
dt.

Note that for any y ≥ 0 and m > 0

2(1 + y)m = (1 + y)m + (1 + y)m ≥ 1 + ym

and using this inequality with y = tα and m = β

1
2

(1 + tk) =
1
2

(1 + tαβ) ≤ (1 + tα)β .
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Thus, we get an upper estimate of the last integrals by

2
Bη

∫ A− 1
α B

0

1
(1 + tk)t1−k

dt +
1

A
η
α

∫ ∞

A− 1
α B

tk−1

tk+η
dt

=
2

Bη

∫ A− 1
α B

0

1
t1−k + t

dt +
1

A
η
α

∫ ∞

A− 1
α B

1
t1+η

dt

=
2

Bη

∫ A− 1
α B

0

tk−1

1 + tk
dt +

1
η

1
A

η
α

1
(A− 1

α B)η

=
2

Bη

1
k

log(1 + A− k
α Bk) +

1
η

1
Bη

≤ C5,5
1

Bη
log(1 + A− k

α Bk)

for some suitable C5,5 > 0. Thus, it remains to prove (4.8). So assume that 0 < αβ < k and
αβ + η �= k. Let us first consider the case αβ + η < k. Then we can estimate J from above
by

J ≤
∫ 2

0
r−αβ−η+k−1dr < ∞,

since −αβ − η + k − 1 > −1. Now assume that αβ + η > k. Let us split the last integral in
(4.9) as

J =
1

Bη−k

∫ B−1A
1
α

0

1
(A + Bαsα)β

sk−1

(1 + s)η
ds +

1
Bη−k

∫ 2B−1

B−1A
1
α

1
(A + Bαsα)β

sk−1

(1 + s)η
ds.

By using the change of variables t = A− 1
α Bs we further get

J =
1

Bη−k

∫ 1

0

1
(A + Atα)β

A
1
α B−1

(1 + A
1
α B−1t)η

A
k
α

− 1
α B1−ktk−1dt

+
1

Bη−k

∫ 2A− 1
α

1

A
k−1

α B1−ktk−1A
1
α B−1

(A + Atα)β(1 + A
1
α B−1t)η

dt

≤ 1
Bη

1
Aβ− k

α

∫ 1

0

tk−1

(1 + tα)β
dt +

1
Bη

1
Aβ− k

α

∫ 2A− 1
α

1

tk−1

(1 + tα)β(1 + A
1
α B−1t)η

dt.

Since −αβ + k − 1 > −1 and 0 < B < 2 by assumption, we can further get an upper estimate
of the last expression by

c

Aβ− k
α Bη

+
1

Aβ− k
α Bη

∫ BA− 1
α

1

tk−1

tαβ
dt +

1
Aβ− k

α Bη

∫ 2A− 1
α

BA− 1
α

tk−1

tαβ+η(A
1
α B−1)η

dt =: J2.

Let us note that

∫ BA− 1
α

1
t−αβ+k−1dt = c(BA− 1

α )−αβ+k − c ≤ c(BA− 1
α )−αβ+k

and that

1
(A

1
α B−1)η

∫ 2A− 1
α

BA− 1
α

t−αβ−η+k−1dt =
c

(A
1
α B−1)η

(
(BA− 1

α )−αβ−η+k − (A− 1
α )−αβ−η+k

)
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≤ c

(A
1
α B−1)η

B−αβ−η+kAβ+ η
α

− k
α = c(BA− 1

α )−αβ+k.

Therefore, we can estimate J2 from above by

J2 ≤ c

Aβ− k
α Bη

+
1

Aβ− k
α Bη

c

(A− 1
α B)αβ−k

=
c

Aβ− k
α Bη

+
c

Bαβ+η−k
=

c

(A
1
α )αβ−kBη

+
c

Bαβ+η−k

≤ c

Bαβ+η−k
,

where we used that A
1
α ≤ C5,4B in the last inequality. Overall we get that

J ≤ C5,5(
1

Bαβ+η−k
+ 1)

for some suitable constant C5,5 > 0. This completes the proof.

4.3. Uniform modulus of continuity

In this section we study the uniform modulus of continuity of the random field given in (4.2).
Our approach is to apply results established in [10, 11] by using the properties stated in
the preceding two sections. Throughout this section, suppose that R ∈ Rd×d with q(R) =
trace(R) and the distinct real parts of its eigenvalues are given by 0 < a1 < . . . < ap for some
p ≤ d. Let us first state the following result which is a direct consequence of [10, Proposition
5.3].

Proposition 4.9. Let {X(x) : x ∈ Rd} be a real-valued centered Gaussian field, Gd ⊂ Rd

a non-empty compact set and assume that there exists a constant C > 0 such that for all
x, y ∈ Gd

E[
(
X(x) − X(y)

)2] ≤ CτR(x − y)2H | log τR(x − y)|β (4.11)

for some H ∈ (0, a1) and β ∈ R. Then there exists a modification X∗ of X such that

sup
x,y∈Gd

x
=y

|X∗(x) − X∗(y)|
τR(x − y)H | log τR(x − y)| 1

2 +β+ε
< ∞ a.s.

for any ε > 0.

Let us remark that Proposition 4.9 is a quite general result, since it holds for any centered
Gaussian random field that satisfies (4.11). A corresponding result for certain stable random
fields has been proven in [11] by using series representations of stable fields as given in
[29, 30, 25]. More precisely, in the following let Mα be a complex-valued isotropic SαS
random measure according to Chapter 3.2. Furthermore, let Y be a scalar valued random
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field defined through the stochastic integral

Y (x) = Re
∫
Rd

fα(x, ξ)Mα(dξ) (4.12)

for any x ∈ Rd, where fα(x, ·) ∈ Lα(λ) is given by

fα(x, ξ) =
n∏

j=1
(ei〈xj ,ξj〉 − 1)ψα(ξ)

for all x = (x1, . . . , xn), ξ = (ξ1, . . . , ξn) ∈ Rd1 × . . . × Rdn = Rd and ψα : Rd → [0, ∞) is a
measurable function satisfying

∫
Rd

min(1, ‖ξ‖α)|ψα(ξ)|αdξ < ∞.

The following is due to [11, Proposition 5.1].

Proposition 4.10. Assume that there exist some positive and finite constants cψ, K and
β ∈ (0, a1) such that

|ψα(ξ)| ≤ cψτRT (ξ)−β− q(R)
α

holds for almost every ξ ∈ Rd with ‖ξ‖ > K. Then there exists a modification Y ∗ of Y such
that for any non-empty compact set Gd ⊂ Rd

sup
x,y∈Gd

x 
=y

|Y ∗(x) − Y ∗(y)|
τR(x − y)β

[
log

(
1 + τR(x − y)−1)]δ+ 1

2 + 1
α

< ∞ a.s. (4.13)

for any δ > 0.

Let us now state the main result of this section.

Proposition 4.11. Let the assumptions of Theorem 4.2 hold and assume that Hj = 1 or,
equivalently aj

1 > 1 for j = 1, . . . , n. Then there exists a modification X∗
α of the random field

in (4.2) such that for any ε > 0 and any non-empty compact set Gd ⊂ Rd

sup
x,y∈Gd

x 
=y

|X∗
α(x) − X∗

α(y)|∑n
j=1 τEj (xj − yj)| log

∑n
j=1 τEj (xj − yj)| 1

2 +ε
< ∞ a.s.

if α = 2 and

sup
x,y∈Gd

x 
=y

|X∗
α(x) − X∗

α(y)|∑n
j=1 τEj (xj − yj)

[
log

(
1 +

∑n
j=1 τEj (xj − yj)−1)]ε+ 1

2 + 1
α

< ∞ a.s.

if α ∈ (0, 2), where we used the notation x = (x1, . . . , xn) ∈ Rd1 × . . . × Rdn = Rd. In
particular, for any 0 < γ < 1 and x = (x1, . . . , xn), y = (y1, . . . , yn) ∈ Gd one can find a

31



4. Operator scaling stable random sheets

positive and finite constant C5,6 such that

|X∗
α(x) − X∗

α(y)| ≤ C5,6

n∑
j=1

τEj (xj − yj)γ (4.14)

holds almost surely.

Proof. Let us first assume that α = 2. In the following let ‖ · ‖p denote the p-norm on Rn for
p ≥ 1, c an unspecified positive constant, Gd ⊂ Rd an arbitrary compact set and recall that
by the equivalence of norms one can find a constant c such that 1

c ‖u‖2 ≤ ‖u‖1 ≤ c‖u‖2 or,
equivalently

1
c

n∑
i=1

|ui|2 ≤
( n∑

i=1
|ui|

)2 ≤ c
n∑

i=1
|ui|2

for any u ∈ Rn. Further let us remark that by Theorem 3.11 the variance of the centered
Gaussian random variable X2(x) in (4.2) is given by

Γ2(x) = E[X2(x)2] = c

∫
Rd

n∏
j=1

|ei〈xj ,ξj〉 − 1|2ψj(ξj)−2−qj dξ.

Note that for all 1 ≤ j ≤ n and x = (x1, . . . , xn) ∈ Gd one can find a constant 0 < M < ∞
such that

Γ2(x1, . . . , xj−1, θ, xj+1, . . . , xn) ≤ M,

where θ ∈ Rdj with τEj (θ) = 1. Using all this and the elementary inequality

|X2(x) − X2(y)|

≤
n∑

i=1
|X2(x1, . . . , xi−1, xi, yi+1, . . . , yn) − X2(x1, . . . , xi−1, yi, yi+1, . . . , yn)|

with the convention that

X2(x1, . . . , xi−1, yi, yi+1, . . . , yn) = X2(y)

for i = 1 and
X2(x1, . . . , xi−1, xi, yi+1, . . . , yn) = X2(x)

for i = n we get for all x = (x1, . . . , xn) and y = (y1, . . . , yn) ∈ Gd

E[|X2(x) − X2(y)|2]

≤ E
[( n∑

i=1
|X2(x1, . . . , xi−1, xi, yi+1, . . . , yn) − X2(x1, . . . , xi−1, yi, yi+1, . . . , yn)|

)2]

= E
[( n∑

i=1
|X2(x1, . . . , xi−1, xi − yi, yi+1, . . . , yn)|

)2]

≤ cE
[ n∑

i=1
|X2(x1, . . . , xi−1, xi − yi, yi+1, . . . , yn)|2

]
,
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where we used Corollary 4.4 in the equality and the equivalence of norms in the last inequality.
Using Corollary 4.3 and the generalized polar coordinates for xi − yi we can further get an
upper estimate of the last expression by

c
n∑

i=1
τEi(xi − yi)2E

[
|X2(x1, . . . , xi−1, lEi(xi − yi), yi+1, . . . , yn)|2

]

≤ cM
n∑

i=1
τEi(xi − yi)2 ≤ cMτE(x − y)2,

where we used Lemma 4.5 with H = 2 in the last inequality. Therefore, X2 satisfies (4.11)
with H = 1 and β = 0 so that Proposition 4.9 yields

sup
x,y∈Gd

x 
=y

|X∗
2 (x) − X∗

2 (y)|
τE(x − y)| log τE(x − y)| 1

2 +ε
< ∞ a.s. (4.15)

for any ε > 0 and a continuous modification X∗
2 of X2, which by Lemma 4.5 is equivalent to

sup
x,y∈Gd

x 
=y

|X∗
2 (x) − X∗

2 (y)|∑n
i=1 τEi(xi − yi)| log

∑n
i=1 τEi(xi − yi)| 1

2 +ε
< ∞ a.s.

Let us now prove (4.14). Note that (4.14) is trivially true for x = y, so assume x �= y,
x, y ∈ Gd. Then by (4.15) we obtain

|X∗
2 (x) − X∗

2 (y)| ≤ cτE(x − y)| log τE(x − y)| 1
2 +ε ≤ cτE(x − y)γ

≤ C5,6

n∑
i=1

τEi(xi − yi)γ

almost surely for some suitable constant C5,6 > 0 and any 0 < γ < 1, where we used (2.3) in
the second inequality and Lemma 4.5 in the last inequality.

Let us now assume that α ∈ (0, 2). The idea is to apply Proposition 4.10 with

ψα =
n∏

j=1
ψj(ξj)−1− qj

α .

Let K > 0 be a constant. Note that τET (ξ) > 0 is bounded away from zero for all ξ ∈ Rd

with ‖ξ‖ > K. Thus, using the change to generalized polar coordinates, the fact that ψj is
ET

j -homogeneous and (2.1) one gets

ψα(ξ) = ψα
(
τET (ξ)ET

lET (ξ)
)

= ψα
(
τET (ξ)ET

1 lET (ξ)1, . . . , τET (ξ)ET
n lET (ξ)n

)
=

n∏
j=1

ψj(τET (ξ)ET
j lET (ξ)j)−1− qj

α =
n∏

j=1
τET (ξ)−1− qj

α ψj(lET (ξ)j)−1− qj
α

= τET (ξ)−n−
∑n

j=1 qj

α

n∏
j=1

ψj(lET (ξ)j)−1− qj
α

≤ cτET (ξ)−1− q(E)
α τET (ξ)−(n−1) ≤ cψτET (ξ)−1− q(E)

α
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for all ξ ∈ Rd with ‖ξ‖ > K and some constant cψ > 0, where we used the elementary
fact that q(E) = trace(E) =

∑n
j=1 qj and the notation lET (ξ) =

(
lET (ξ)1, . . . , lET (ξ)n

) ∈
Rd1 × . . . × Rdn = Rd. Thus, since we also assumed that aj

1 > 1 for j = 1, . . . , n, the
assumptions of Proposition 4.10 are fulfilled with β = 1 and there exists a modification X∗

α

of Xα such that

sup
x,y∈Gd

x 
=y

|X∗
α(x) − X∗

α(y)|
τE(x − y)

[
log

(
1 + τE(x − y)−1)]ε+ 1

2 + 1
α

< ∞ a.s.

for any ε > 0 and any non-empty compact set Gd ⊂ Rd, which by Lemma 4.5 is equivalent
to

sup
x,y∈Gd

x 
=y

|X∗
α(x) − X∗

α(y)|∑n
j=1 τEj (xj − yj)

[
log

(
1 +

∑n
j=1 τEj (xj − yj)−1)]ε+ 1

2 + 1
α

< ∞ a.s.

From this, (4.14) is deduced exactly as in the Gaussian case α = 2 above by using (2.4)
instead of (2.3). This completes the proof.

Proposition 4.11 immediately implies the following.

Corollary 4.12. Let the assumptions of Theorem 4.2 hold with Hj = 1, 1 ≤ j ≤ n, and let
Gd ⊂ Rd be a non-empty compact set. Let X1, . . . , XN be N independent copies of Xα and
define X(x) =

(
X1(x), . . . , XN (x)

)
for any x ∈ Rd. Then there exists a modification X∗ of X

such that for any 0 < γ < 1, any norm ‖ · ‖ and any x = (x1, . . . , xn), y = (y1, . . . , yn) ∈ Gd

there exists a constant C5,7 > 0 such that

‖X∗(x) − X∗(y)‖ ≤ C5,7

n∑
j=1

τEj (xj − yj)γ (4.16)

holds almost surely.

Proof. Without loss of generality let us assume that ‖ · ‖ = ‖ · ‖1 is the 1-norm on RN . Then
by Proposition 4.11 there exist continuous modifications X∗

i of Xi, 1 ≤ i ≤ N , such that

|X∗
i (x) − X∗

i (y)| ≤ c
n∑

j=1
τEj (xj − yj)γ

for some positive constant c. Using this for X∗ = (X∗
1 , . . . , X∗

N ) we get

‖X∗(x) − X∗(y)‖1 =
n∑

i=1
|X∗

i (x) − X∗
i (y)| ≤ nc

n∑
j=1

τEj (xj − yj)γ

as desired.
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4.4. Hausdorff dimension of the sample paths

Throughout this section, suppose that the assumptions of Theorem 4.2 hold and let
X1, . . . , XN be N independent copies of the random field Xα given in (4.2). Let us define
the stable random field X = {X(x) : x ∈ Rd} with values in RN by

X(x) =
(
X1(x), . . . , XN (x)

)
, x ∈ Rd.

We will call X a (d, N)-harmonizable operator scaling stable random sheet. Furthermore, for
1 ≤ j ≤ n let

Rdj = W j
1 ⊕ . . . ⊕ W j

pj

be the direct sum decomposition with respect to Ej according to Chapter 2.1 and let μj
k =

dim W j
k , 1 ≤ k ≤ pj . Note that

dj = μj
1 + . . . + μj

pj
.

In order to state our Theorems conveniently we will assume that

0 <
H1
a1

p1

< . . . <
H1
a1

1
≤ H2

a2
p2

< . . . <
H2
a2

1
≤ . . . ≤ Hn

an
pn

< . . . <
Hn

an
1

< 1.

Furthermore, for 1 ≤ j ≤ n let us define μ̃j
k = μj

pj+1−k and ãj
k = aj

pj+1−k, 1 ≤ k ≤ pj . Note
that we have

0 <
H1
ã1

1
< . . . <

H1
ã1

p1

≤ H2
ã2

1
< . . . <

H2
ã2

p2

≤ . . . ≤ Hn

ãn
1

< . . . <
Hn

ãn
pn

< 1. (4.17)

Theorem 4.13. Let X = {X(x) : x ∈ Rd} be a (d, N)-harmonizable operator scaling stable
random sheet satisfying (4.17). Then with probability one

dimH X([0, 1]d) = min{N ;
n∑

j=1

pj∑
k=1

aj
k

Hj
μj

k} (4.18)

and

dimH Gr X([0, 1]d) = min
{

n∑
j=1

pj∑
k=1

aj
k

Hj
μj

k; G(l, b), 1 ≤ l ≤ n, 1 ≤ b ≤ pl

}

=

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

n∑
j=1

pj∑
k=1

aj
k

Hj
μj

k if
n∑

j=1

pj∑
k=1

aj
k

Hj
μj

k ≤ N,

min
1≤l≤n
1≤b≤pl

G(l, b) else,

(4.19)

where

G(l, b) =
l−1∑
j=1

pj∑
k=1

ãj
kHl

ãl
bHj

μ̃j
k +

b∑
k=1

ãl
k

ãl
b

μ̃l
k +

n∑
j=l

dj −
b∑

k=1
μ̃l

k + (1 − Hl

ãl
b

)N.

The second equality in (4.19) is verified by the following Lemma whose proof is elementary.
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Denote

κ = min
{

n∑
j=1

pj∑
k=1

aj
k

Hj
μj

k; G(l, b), 1 ≤ l ≤ n, 1 ≤ b ≤ pl

}
,

where G(l, b) is defined as in Theorem 4.13.

Lemma 4.14. Assume that (4.17) holds. The following statements are true.

(i) If N ≥ ∑n
j=1

∑pj

k=1
aj

k
Hj

μj
k then

κ =
n∑

j=1

pj∑
k=1

aj
k

Hj
μj

k.

(ii) If

l−1∑
j=1

pj∑
k=1

ãj
k

Hj
μ̃j

k +
b−1∑
k=1

ãl
k

Hl
μ̃l

k ≤ N <
l−1∑
j=1

pj∑
k=1

ãj
k

Hj
μ̃j

k +
b∑

k=1

ãl
k

Hl
μ̃l

k (4.20)

for some 1 ≤ l ≤ n and 1 ≤ b ≤ pl then κ = G(l, b) and

κ ∈
( n∑

j=l

dj −
b∑

k=1
μ̃l

k + N,
n∑

j=l

dj −
b−1∑
k=1

μ̃l
k + N

]
.

Proof. Let us first assume that N ≥ ∑n
j=1

∑pj

k=1
aj

k
Hj

μj
k . Noting that 0 < Hl

ãl
b

< 1 we can
estimate

G(l, b) ≥
l−1∑
j=1

pj∑
k=1

ãj
kHl

ãl
bHj

μ̃j
k +

b∑
k=1

ãl
k

ãl
b

μ̃l
k +

n∑
j=l

dj −
b∑

k=1
μ̃l

k +
n∑

j=1

pj∑
k=1

ãj
k

Hj
μ̃j

k −
n∑

j=1

pj∑
k=1

ãj
kHl

ãl
bHj

μ̃j
k

= −
pl∑

k=b+1

ãl
k

ãl
b

μ̃l
k −

n∑
j=l+1

pj∑
k=1

ãj
kHl

ãl
bHj

μ̃j
k +

n∑
j=l

dj −
b∑

k=1
μ̃l

k +
n∑

j=1

pj∑
k=1

ãj
k

Hj
μ̃j

k

≥ −
pl∑

k=b+1
μ̃l

k −
n∑

j=l+1

pj∑
k=1

μ̃j
k +

n∑
j=l

dj −
b∑

k=1
μ̃l

k +
n∑

j=1

pj∑
k=1

ãj
k

Hj
μ̃j

k

= −dl −
n∑

j=l+1
dj +

n∑
j=l

dj +
n∑

j=1

pj∑
k=1

ãj
k

Hj
μ̃j

k

=
n∑

j=1

pj∑
k=1

aj
k

Hj
μj

k,

where we used (4.17) in the second inequality. It remains to prove (ii). So suppose that (4.20)
holds for some 1 ≤ l ≤ n and 1 ≤ b ≤ pl. Then using (4.17) we can estimate

G(l, b) <
l−1∑
j=1

pj∑
k=1

ãj
kHl

ãl
bHj

μ̃j
k +

b∑
k=1

ãl
k

ãl
b

μ̃l
k +

n∑
j=l

dj −
b∑

k=1
μ̃l

k +
l−1∑
j=1

pj∑
k=1

ãj
k

Hj
μ̃j

k +
b∑

k=1

ãl
k

Hl
μ̃l

k

−
l−1∑
j=1

pj∑
k=1

ãj
kHl

ãl
bHj

μ̃j
k −

b∑
k=1

ãl
k

ãl
b

μ̃l
k
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=
n∑

j=l+1
dj +

pl∑
k=b+1

μ̃l
k +

l−1∑
j=1

pj∑
k=1

ãj
k

Hj
μ̃j

k +
b∑

k=1

ãl
k

Hl
μ̃l

k

≤
n∑

j=l+1

pj∑
k=1

ãj
k

Hj
μ̃j

k +
pl∑

k=b+1

ãl
k

Hl
μ̃l

k +
l−1∑
j=1

pj∑
k=1

ãj
k

Hj
μ̃j

k +
b∑

k=1

ãl
k

Hl
μ̃l

k

=
n∑

j=1

pj∑
k=1

aj
k

Hj
μj

k.

Now let us show that G(l, b) ≤ G(j, k) for all 1 ≤ j ≤ n and 1 ≤ k ≤ pj or, equivalently
G(l, b) − G(j, k) ≤ 0. We divide the proof into the case that either 1 ≤ j ≤ l − 1 or j = l and
1 ≤ b ≤ k and the case that either l + 1 ≤ j ≤ n or j = l and k < b ≤ pl. Let us first consider
the case that either 1 ≤ j ≤ l − 1 or j = l and 1 ≤ b ≤ k. For simplicity let us assume that
j = l and 1 ≤ b ≤ k, since the case 1 ≤ j ≤ l − 1 is proven analogously. Then using (4.17)
and (4.20) we can estimate

G(l, b) − G(j, k) =
l−1∑
i=1

pi∑
q=1

ãi
qHl

ãl
bHi

μ̃i
q +

b∑
q=1

ãl
q

ãl
b

μ̃l
q −

l−1∑
i=1

pi∑
q=1

ãi
qHl

ãl
kHi

μ̃i
q −

k∑
q=1

ãl
q

ãl
k

μ̃l
q +

k∑
i=b+1

μ̃l
i

+ (
Hl

ãl
k

− Hl

ãl
b

) · N

<
l−1∑
i=1

pi∑
q=1

ãi
qHl

ãl
bHi

μ̃i
q +

b∑
q=1

ãl
q

ãl
b

μ̃l
q −

l−1∑
i=1

pi∑
q=1

ãi
qHl

ãl
kHi

μ̃i
q −

k∑
q=1

ãl
q

ãl
k

μ̃l
q +

k∑
i=b+1

μ̃l
i

+ (
Hl

ãl
k

− Hl

ãl
b

) ·
( l−1∑

i=1

pi∑
q=1

ãi
q

Hi
μ̃i

q +
b∑

q=1

ãl
q

Hl
μ̃l

q

)

= −
k∑

q=b+1

ãl
q

ãl
k

μ̃l
q +

k∑
i=b+1

μ̃l
i ≤ 0.

Let us now consider the case that either l + 1 ≤ j ≤ n or j = l and k < b ≤ pl. Again let
us assume for simplicity that j = l and k < b ≤ pl, since the case l + 1 ≤ j ≤ n is proven
analogously. Then (4.17) and (4.20) yield

G(l, b) − G(l, k) =
l−1∑
i=1

pi∑
q=1

ãi
qHl

ãl
bHi

μ̃i
q +

b∑
q=1

ãl
q

ãl
b

μ̃l
q −

l−1∑
i=1

pi∑
q=1

ãi
qHl

ãl
kHi

μ̃i
q −

k∑
q=1

ãl
q

ãl
k

μ̃l
q −

b∑
i=k+1

μ̃l
i

+ (
Hl

ãl
k

− Hl

ãl
b

) · N

≤
l−1∑
i=1

pi∑
q=1

ãi
qHl

ãl
bHi

μ̃i
q +

b∑
q=1

ãl
q

ãl
b

μ̃l
q −

l−1∑
i=1

pi∑
q=1

ãi
qHl

ãl
kHi

μ̃i
q −

k∑
q=1

ãl
q

ãl
k

μ̃l
q −

b∑
i=k+1

μ̃l
i

+ (
Hl

ãl
k

− Hl

ãl
b

)
( l−1∑

i=1

pi∑
q=1

ãi
q

Hi
μ̃i

q +
b−1∑
q=1

ãl
q

Hl
μ̃l

q

)

= μ̃l
b +

b−1∑
q=k+1

μ̃l
q −

b∑
i=k+1

μ̃l
i = 0
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as desired. Altogether if (4.20) holds we have

κ = G(l, b) ≤ μ̃l
b +

n∑
j=l

dj −
b∑

k=1
μ̃l

k + N =
n∑

j=l

dj −
b−1∑
k=1

μ̃l
k + N

and

κ = G(l, b) >
n∑

j=l

dj −
b∑

k=1
μ̃l

k + N.

This completes the proof.

As usual the proof of Theorem 4.13 is divided into proving the upper and lower bounds
separately. Let us first show that the upper bounds in (4.18) and (4.19) follow from Corollary
4.12 and a covering argument, where one has to take into account the anisotropic behavior
of operator scaling random sheets. Before doing this let us state the following Remark.

Remark 4.15. Assume that the conditions of Theorem 4.2 hold. Then by Corollary 4.3 for
any c > 0

{Xα(cẼj x) : x ∈ Rd} f.d.= {cHj Xα(x) : x ∈ Rd}.

If we define Êj = Ẽj

Hj
we have

{Xα(cÊj x) : x ∈ Rd} f.d.= {(c
1

Hj )Hj Xα(x) : x ∈ Rd} = {cXα(x) : x ∈ Rd},

i.e. the random field Xα satisfies (4.1) with Ẽj = Êj and Hj = 1, 1 ≤ j ≤ n. Thus, unless
stated otherwise without loss of generality we will assume that Hj = 1, 1 ≤ j ≤ n, which by
Theorem 4.2 implies that 1 < aj

1 < . . . < aj
pj

.

Proof of the upper bounds in Theorem 4.13. According to Corollary 4.12 there exists a
modification X∗ of X such that (4.16) holds. Note that X and X∗ are indistinguishable
by the continuity of X∗. Therefore, without loss of generality we will assume that X itself
almost surely satisfies (4.16).

Let us first note that according to Remark 1.1

dimH X([0, 1]d) ≤ dimH RN = N a.s,

so in the proof of the upper bound in (4.18) we only need to prove the inequality

dimH X([0, 1]d) ≤
n∑

j=1

pj∑
k=1

aj
kμj

k a.s. (4.21)

Throughout this proof, let c be an unspecified positive constant and let us use the notation
x = (x1, . . . , xn) ∈ Rd1 × . . . × Rdn = Rd for any vector x. Furthermore, let us write

xj = x1
j + . . . + x

pj

j

38



4. Operator scaling stable random sheets

as the direct sum decomposition with respect to Ej for any vector xj ∈ Rdj , 1 ≤ j ≤ n. By
(4.16) combined with Remark 2.10 for any non-empty compact set Gd ⊂ Rd, any x, y ∈ Gd

and any constants 0 < γj,k < γ′
j,k < 1

aj
k

, 1 ≤ j ≤ n, 1 ≤ k ≤ pj

‖X(x) − X(y)‖ ≤ c
n∑

j=1

pj∑
k=1

‖xk
j − yk

j ‖γ′
j,k a.s. (4.22)

Let us choose compact subsets V j
k ⊂ W j

k , 1 ≤ j ≤ n, 1 ≤ k ≤ pj , such that

[0, 1]dj ⊂ V j
1 + . . . + V j

pj
,

where V j
1 + . . . + V j

pj
= {x1

j + . . . + x
pj

j : xi
j ∈ V j

i , 1 ≤ i ≤ pj}. Moreover, let p = max1≤j≤n pj

and if pj < p we define V j
k = {0}, aj

k = μj
k = 0 for k = pj + 1, . . . , p. Then we can write

[0, 1]d = [0, 1]d1 × . . . × [0, 1]dn ⊂ (V 1
1 + . . . + V 1

p1) × . . . × (V n
1 + . . . + V n

pn
)

= (V 1
1 × . . . × V n

1 ) + . . . + (V 1
p × . . . × V n

p ).

For any integer k ≥ 2 we cover V̂l = V 1
l × . . . × V n

l , 1 ≤ l ≤ p, by mk,l sub-rectangles

{Rk,l,ik,l
= Rk,l,ik,l,1 × . . . × Rk,l,ik,l,n}, 1 ≤ ik,l ≤ mk,l,

where each Rk,l,ik,l,j ⊂ V j
l has side-lengths k−aj

l , 1 ≤ j ≤ n, if and only if V j
l �= {0} and

Rk,l,ik,l,j = {0} if and only if V j
l = {0}. Thus, in case V j

l �= {0} the diameter and volume of
the rectangle Rk,l,ik,l,j satisfy

diam(Rk,l,ik,l,j) = ck−aj
l

and
vol(Rk,l,ik,l,j) = ck−aj

l
μj

l ,

where the volume is taken with respect to the Lebesgue measure on Rμj
l . Thus, the volume

of Rk,l,ik,l
with respect to the Lebesgue measure on Rdj is given by

vol(Rk,l,ik,l
) =

n∏
j=1

vol(Rk,l,ik,l,j) = ck
−
∑n

j=1 aj
l
μj

l (4.23)

for all 1 ≤ l ≤ p, 1 ≤ ik,l ≤ mk,l and k ≥ 2. Note that since {Rk,l,ik,l
, 1 ≤ ik,l ≤ mk,l} cover

V̂l, we have
mk,l∑

ik,l=1
vol(Rk,l,ik,l

) ≤ c

or, equivalently

mk,l ≤ ck
∑n

j=1 aj
l
μj

l . (4.24)
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Note that X([0, 1]d) can be covered by

X(Rk,1,ik,1 + . . . + Rk,p,ik,p
), 1 ≤ ik,1 ≤ mk,1, . . . , 1 ≤ ik,p ≤ mk,p

for any integer k ≥ 2. Furthermore, by (4.22) the diameter of the image X(Rk,1,ik,1 + . . . +
Rk,p,ik,p

) almost surely satisfies

diam X(Rk,1,ik,1 + . . . + Rk,p,ik,p
)

≤ c sup
xl

j ,yl
j∈Rk,l,ik,l

n∑
j=1

pj∑
l=1

‖xl
j − yl

j‖γ′
j,l

≤ c
n∑

j=1

pj∑
l=1

k−aj
l
γ′

j,l ≤ c max
j,l

k−aj
l
γ′

j,l = k−1+δ

(4.25)

with δ = max{1−aj
l γ′

j,l, 1 ≤ j ≤ n, 1 ≤ l ≤ pj} and 1−δ ∈ (0, 1). Let us choose γ′
j,l ∈ (γj,l,

1
aj

l

)
for all 1 ≤ j ≤ n, 1 ≤ l ≤ pj such that

(1 − δ)
n∑

j=1

pj∑
l=1

1
γj,l

μj
l >

n∑
j=1

pj∑
l=1

aj
l μj

l .

Then with β =
∑n

j=1
∑pj

l=1
1

γj,l
μj

l it follows from (4.24) and (4.25) that

mk,1∑
ik,1=1

. . .

mk,p∑
ik,p=1

diam X(Rk,1,ik,1 + . . . + Rk,p,ik,p
)β

≤ cmk,1 . . . mk,p · k−(1−δ)β

≤ ck
∑p

l=1
∑n

j=1 aj
l
μj

l · k−(1−δ)β

= ck
∑n

j=1
∑pj

l=1 aj
l
μj

l · k−(1−δ)β → 0

as k → ∞. Then by the definition of the Hausdorff dimension (see Chapter 1.1) this proves
that

dimH X([0, 1]d) ≤ β =
n∑

j=1

pj∑
l=1

1
γj,l

μj
l a.s.

Since this holds for any γj,l < 1
aj

l

or, equivalently any 1
γj,l

> aj
l , we derive (4.21) by letting

1
γj,l

↓ aj
l .

Now we turn to the proof of the upper bound in (4.19). We will show that there are
two different ways of covering Gr X([0, 1]d), each of which leads to an upper bound of
dimH Gr X([0, 1]d).

Note that for any fixed integer k ≥ 2 the graph Gr X([0, 1]d) can be covered by

(Rk,1,ik,1 + . . . + Rk,p,ik,p
) × X(Rk,1,ik,1 + . . . + Rk,p,ik,p

),

1 ≤ ik,1 ≤ mk,1, . . . , 1 ≤ ik,p ≤ mk,p. Combining this with (4.25) we see that Gr X([0, 1]d)
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can be covered by mk,1 . . . mk,p cubes in Rd+N with side-lengths at most ck−1+δ. Then by
exactly the same arguments as above we obtain

dimH Gr X([0, 1]d) ≤
n∑

j=1

pj∑
l=1

aj
l μj

l a.s. (4.26)

We fix integers 1 ≤ l ≤ n and 1 ≤ b ≤ pl. Observe that each

(Rk,1,ik,1 + . . . + Rk,p,ik,p
) × X(Rk,1,ik,1 + . . . + Rk,p,ik,p

)

can be covered by m̃k,b,l cubes in Rd+N of side-lengths k−ãl
b so that each cube has volume

ck−ãl
b(d+N). From (4.23) and (4.25) it follows that

vol
(
(Rk,1,ik,1 + . . . + Rk,p,ik,p

) × X(Rk,1,ik,1 + . . . + Rk,p,ik,p
)
)

≤ ck
−
∑n

j=1
∑pj

q=1 aj
qμj

q+(−1+δ)N

and therefore

m̃k,b,lk
−ãl

b(d+N) ≤ ck
−
∑n

j=1
∑pj

q=1 aj
qμj

q+(−1+δ)N = ck
−
∑n

j=1
∑pj

q=1 ãj
qμ̃j

q+(−1+δ)N
. (4.27)

Let us further note that by (4.17)

−
n∑

j=1

pj∑
q=1

ãj
qμ̃j

q + ãl
b · d = −

n∑
j=1

pj∑
q=1

ãj
qμ̃j

q + ãl
b

n∑
j=1

pj∑
q=1

μ̃j
q

=
l−1∑
j=1

pj∑
q=1

(ãl
b − ãj

q)μ̃j
q +

n∑
j=l+1

pj∑
q=1

(ãl
b − ãj

q)μ̃j
q +

b−1∑
q=1

(ãl
b − ãl

q)μ̃l
q +

pl∑
q=b

(ãl
b − ãl

q)μ̃l
q

≤
n∑

j=l+1

pj∑
q=1

(ãl
b − ãj

q)μ̃j
q +

pl∑
q=b

(ãl
b − ãl

q)μ̃l
q.

Combining this with (4.27) yields

m̃k,b,l ≤ ck
∑n

j=l+1
∑pj

q=1(ãl
b−ãj

q)μ̃j
q+
∑pl

q=b
(ãl

b−ãl
q)μ̃l

q+(ãl
b−1+δ)N

. (4.28)

Hence, Gr X([0, 1]d) can be covered by mk,1 . . . mk,pm̃k,b,l cubes in Rd+N with side-lenths
k−ãl

b . Denote

ηb,l =
l−1∑
j=1

pj∑
q=1

ãj
q

ãl
b

μ̃j
q +

b∑
q=1

ãl
q

ãl
b

μ̃l
q +

n∑
j=l

dj −
b∑

q=1
μ̃l

q + (1 − γ̃l,b)N,

where 0 < γ̃l,b < 1
ãl

b

is chosen such that 1 − δ > ãl
bγ̃l,b. In order to obtain

dimH Gr X([0, 1]d) ≤ ηb,l a.s.

we want to show that
mk,1 . . . mk,pm̃k,b,l · (k−ãl

b)ηb,l → 0
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as k → ∞. Recall from (4.24) that

mk,1 . . . mk,p ≤ ck
∑n

j=1
∑pj

q=1 aj
qμj

q = ck
∑n

j=1
∑pj

q=1 ãj
qμ̃j

q

and that the constants γj,q, 1 ≤ j ≤ n, 1 ≤ q ≤ pj , are chosen such that 1 − δ > ãl
bγ̃l,b.

Combining this with (4.28) we obtain

mk,1 . . . mk,pm̃k,b,l · k−ãl
bηb,l

≤ ck
∑n

j=1
∑pj

q=1 ãj
qμ̃j

q+
∑n

j=l+1
∑pj

q=1(ãl
b−ãj

q)μ̃j
q+
∑pl

q=b
(ãl

b−ãl
q)μ̃l

q+(ãl
b−1+δ)N−ãl

bηb,l

→ 0

as k → ∞, since the exponent in the last expression equals

n∑
j=1

pj∑
q=1

ãj
qμ̃j

q +
n∑

j=l+1

pj∑
q=1

(ãl
b − ãj

q)μ̃j
q +

pl∑
q=b

(ãl
b − ãl

q)μ̃l
q + (ãl

b − 1 + δ)N

− ãl
b

(
l−1∑
j=1

pj∑
q=1

ãj
q

ãl
b

μ̃j
q +

b∑
q=1

ãl
q

ãl
b

μ̃l
q +

n∑
j=l

dj −
b∑

q=1
μ̃l

q + (1 − γ̃l,b)N
)

=
l−1∑
j=1

pj∑
q=1

ãj
qμ̃j

q +
b−1∑
q=1

ãl
qμ̃l

q +
n∑

j=l+1

pj∑
q=1

ãl
bμ̃

j
q + (ãl

b − 1 + δ)N

+
pl∑

q=b

ãl
bμ̃

l
q −

l−1∑
j=1

pj∑
q=1

ãj
qμ̃j

q −
b∑

q=1
ãl

qμ̃l
q − ãl

b

( n∑
j=l

dj −
b∑

q=1
μ̃l

q + (1 − γ̃l,b)N
)

= −ãl
bμ̃

l
b +

n∑
j=l+1

pj∑
q=1

ãl
bμ̃

j
q +

pl∑
q=b

ãl
bμ̃

l
q +

(
ãl

b − 1 + δ − ãl
b + ãl

bγ̃l,b

)
N

− ãl
b

n∑
j=l

dj + ãl
b

b∑
q=1

μ̃l
q

= −ãl
bμ̃

l
b + ãl

b

n∑
j=l+1

dj +
pl∑

q=b

ãl
bμ̃

l
q +

( − 1 + δ + ãl
bγ̃l,b

)
N − ãl

b

n∑
j=l

dj + ãl
b

b∑
q=1

μ̃l
q

=
( − 1 + δ + ãl

bγ̃l,b

)
N < 0

by assumption. This shows that

dimH Gr X([0, 1]d) ≤ ηb,l a.s.

Since this holds for any 0 < γ̃l,b < 1
ãl

b

, by letting γ̃l,b ↑ 1
ãl

b

we derive that

dimH Gr X([0, 1]d) ≤
l−1∑
j=1

pj∑
q=1

ãj
q

ãl
b

μ̃j
q +

b∑
q=1

ãl
q

ãl
b

μ̃l
q +

n∑
j=l

dj −
b∑

q=1
μ̃l

q + (1 − 1
ãl

b

)N a.s. (4.29)

Combining (4.26) and (4.29) yields the upper bound in (4.19). �
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Before proving the lower bounds in Theorem 4.13 we need several Lemmata. The following
result is the statement of [6, Lemma 3.1 (a)].

Lemma 4.16. Let X be a random vector with values in RN having a continuous probability
density. Then

E[‖X‖−δ] < ∞

for any 0 < δ < N .

The following Lemma is needed in order to determine a lower bound for dimH Gr X([0, 1]d)
and it will also be of importance in the last chapter. Its proof can be seen as a generalization
of the methods used in the proof of [9, Theorem 5.6].

Lemma 4.17. Let {Y (x) : x ∈ Rd} be a random field with values in RN . If γ > N there
exists a positive and finite constant C5,8 > 0 such that

E
[(‖x − y‖2 + ‖Y (x) − Y (y)‖2)− γ

2
]

≤ C5,8‖x − y‖−γ
∫
RN

E
[

exp
(
i〈θ,

Y (x) − Y (y)
‖x − y‖ 〉)]dθ

for any x, y ∈ Rd.

Proof. Let us define a function fγ : RN → R given by fγ(ξ) = (‖ξ‖2 + 1)− γ
2 . Suppose first

that N ≥ 2. Then by using classical polar coordinates we obtain for some unspecified positive
constant c

∫
RN

fγ(ξ)dξ =
∫
RN

(‖ξ‖2 + 1)− γ
2 dξ ≤ c

∫ ∞

0
(r2 + 1)− γ

2 rN−1dr.

Using the substitution u = r2 + 1 we further calculate
∫ ∞

0
(r2 + 1)− γ

2 rN−1dr = c

∫ ∞

1
u− γ

2 (u − 1)
N−1

2 (u − 1)− 1
2 du

≤ c

∫ ∞

1
u− γ

2 + N−2
2 du < ∞,

(4.30)

since −γ < −N by assumption. If N = 1 (4.30) is proven analogously. Let f̂γ be the Fourier
transform of fγ . Then using (4.30) we obtain

|f̂γ(ξ)| = |
∫
RN

ei〈ξ,y〉fγ(y)dy| ≤
∫
RN

|ei〈ξ,y〉fγ(y)|dy

=
∫
RN

fγ(y)dy < ∞

for any ξ ∈ RN , i.e. f̂γ(ξ) is essentially bounded and one can find a constant c independent
of ξ such that

|f̂γ(ξ)| ≤ c. (4.31)
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Using Fourier inversion (see also [7, Lemma 4.1]) we can write

fγ(ξ) =
1

(2π)N

∫
RN

e−i〈ξ,y〉f̂γ(y)dy

for any ξ ∈ RN so that we can calculate

E
[(‖x − y‖2 + ‖Y (x) − Y (y)‖2)− γ

2
]

= ‖x − y‖−γE
[(

1 +
(‖Y (x) − Y (y)‖

‖x − y‖
)2)− γ

2
]

= ‖x − y‖−γE
[
fγ

(‖Y (x) − Y (y)‖
‖x − y‖

)]

= c‖x − y‖−γE
[ ∫

RN
e

i〈ξ,
‖Y (x)−Y (y)‖

‖x−y‖ 〉
f̂γ(ξ)dξ

]
.

Note that the integral in the last expression is of product structure so that Fubini’s theorem
applies. Combining this with (4.22) the last expression becomes

c‖x − y‖−γ
∫
RN

E
[
e

i〈ξ,
‖Y (x)−Y (y)‖

‖x−y‖ 〉]
f̂γ(ξ)dξ

≤ C5,8‖x − y‖−γ
∫
RN

E
[
e

i〈ξ,
‖Y (x)−Y (y)‖

‖x−y‖ 〉]
dξ

for some suitable C5,8 > 0.

In the following for any x, y ∈ Rd let

σ(x, y) = ‖Xα(x) − Xα(y)‖α

=
[ ∫

Rd

∣∣∣ n∏
j=1

(ei〈xj ,ξj〉 − 1) −
n∏

j=1
(ei〈yj ,ξj〉 − 1)

∣∣∣α n∏
j=1

|ψj(ξj)|−α−qj dξ

] 1
α

be the scale parameter of the 1-dimensional stable random variable Xα(x)−Xα(y) according
to Corollary 3.6. The following Theorem is crucial for proving the lower bounds in Theorem
4.13. Its proof is based on [49, Theorem 1] and also on [50, 51, 52]. Let us remark that
a similar method of the following proof has been applied in [50, Theorem 3.4] for certain
α-stable random fields if 1 ≤ α ≤ 2. In the following we are able to extend this method
for 0 < α < 1 and, in particular this shows that the statement of [50, Theorem 3.5] can be
formulated for 0 < α < 1 as well.

Theorem 4.18. There exists a constant C5,9 > 0, depending on q1, . . . , qn and d only such
that for all x = (x1, . . . , xn), y = (y1, . . . yn) ∈ [1

2 , 1)d1 × . . . × [1
2 , 1)dn we have

σ(x, y) ≥ C5,9

n∑
j=1

τEj (xj − yj),

where τEj (·) is the radial part with respect to Ej , 1 ≤ j ≤ n.

Proof. Throughout this proof, we fix x = (x1, . . . , xn), y = (y1, . . . yn) ∈ [1
2 , 1)d1 ×. . .×[1

2 , 1)dn

and an unspecified positive constant c independent of x and y. We will show that for any
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1 ≤ j ≤ n

σ(x, y) ≥ cjτEj (xj − yj), (4.32)

for some cj > 0, since this implies that

σ(x, y) ≥ C5,9

n∑
j=1

τEj (xj − yj)

with C5,9 = min1≤j≤n cj

n . Without loss of generality assume that j = 1 and let r = τE1(x1−y1).
Note that for r = 0 (4.32) always holds, thus in the following we will assume that r > 0. For
every 1 ≤ j ≤ n we consider a so-called bump function δj ∈ C∞(Rdj ) with values in [0, 1]
such that δj(0) = 1 and δj vanishes outside the open ball

B(Kj , 0) = {z ∈ Rdj : τEj (z) < Kj}

for

Kj = min
{

1,
Kj

1
Kj

2
(
√

dj
1
2

)
1

a
j
1

− 1
a

j
pj

+2ε

,
Kj

3
Kj

4
(
√

dj
1
2

)
1

a
j
pj

− 1
a

j
1

−2ε

,
Kj

1
Kj

4
,
Kj

3
Kj

2
,

Kj
1(
√

dj
1
2

)
1

a
j
1

+ε

, Kj
3(
√

dj
1
2

)
1

a
j
pj

−ε}
,

where ε > 0 is some (sufficiently) small number and Kj
1 , . . . , Kj

4 are the suitable constants
C3,1, . . . , C3,4 derived from Lemma 2.5 corresponding to the matrix Ej . The choice of the
positive constant Kj will be clear later in this proof. Let δ̂j be the Fourier transform of δj .
Then by the Riemann-Lebesgue Lemma (see, e.g., [26, Chapter 1 Theorem 4.1])

|δ̂j(ξj)| → 0

as ‖ξj‖ → ∞ and δ̂j ∈ C(Rdj ). Moreover, the bump functions δj can be chosen such that the
integral

c =
∫
Rd

( n∏
j=1

|ψj(ξj)|−1− qj
α
)− β

k

n∏
j=1

|δ̂j(ξj)|βdξ (4.33)

is a positive and finite constant for any β > 0 and k ∈ N (see the proof of [49, Theorem 1]).
By the Fourier inversion formula we can write

δj(sj) =
1

(2π)dj

∫
R

dj
e−i〈sj ,λj〉δ̂j(λj)dλj (4.34)

for all sj ∈ Rdj . Let δr
1(s1) = 1

rq1 δ1
(
(1

r )E1s1
)
. Then by using the change of variables ξ1 =
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(1
r )ET

1 λ1 and the fact that dξ1 = 1
rq1 dλ1 we obtain from (4.34)

δr
1(s1) =

1
rq1

1
(2π)d1

∫
Rd1

e−i〈( 1
r

)E1 s1,λ1〉δ̂1(λ1)dλ1

=
1

rq1

1
(2π)d1

∫
Rd1

e−i〈s1,( 1
r

)ET
1 λ1〉δ̂1(λ1)dλ1

=
1

(2π)d1

∫
Rd1

e−i〈s1,ξ1〉δ̂1(rET
1 ξ1)dξ1.

(4.35)

By Lemma 2.5 we have

τEj (xj) ≥ min
{

Kj
1‖xj‖

1
a

j
1

+ε

, Kj
3‖xj‖

1
a

j
pj

−ε}

≥ min
{

Kj
1(
√

dj
1
2

)
1

a
j
1

+ε

, Kj
3(
√

dj
1
2

)
1

a
j
pj

−ε}
≥ Kj ,

(4.36)

where the second inequality follows from xj ∈ [1
2 , 1)dj . Furthermore, using the fact that τE1(·)

is E1-homogeneous (see Chapter 2.3) we have

τE1

(
(
1
r

)ET
1 (x1 − y1)

)
=

τE1(x1 − y1)
r

= 1 ≥ Kj , (4.37)

and by Lemma 2.5 we obtain

τE1

(
(
1
r

)ET
1 x1

)
=

1
r

τE1(x1)

≥ min
{

K1
1

K1
4

‖x1‖
1

a1
1

+ε

‖x1 − y1‖
1

a1
1

+ε
,
K1

1
K1

2

‖x1‖
1

a1
1

+ε

‖x1 − y1‖
1

a1
p1

−ε
,
K1

3
K1

4

‖x1‖
1

a1
p1

−ε

‖x1 − y1‖
1

a1
1

+ε
,

K1
3

K1
2

‖x1‖
1

a1
p1

−ε

‖x1 − y1‖
1

a1
p1

−ε

}

≥ min
{

K1
1

K1
4

,
K1

1
K1

2
(
√

d1
1
2

)
1

a1
1

− 1
a1

p1
+2ε

,
K1

3
K1

4
(
√

d1
1
2

),
1

a1
p1

− 1
a1

1
−2ε

,
K1

3
K1

2

}

≥ K1,

(4.38)

where we used that x1, y1 ∈ [1
2 , 1)d1 in the second inequality. (4.36), (4.37) and (4.38) imply

that δj(xj) = 0, 1 ≤ j ≤ n, δr
1(x1 −y1) = 0 and δr

1(x1) = 0. Hence, combining this with (4.34)
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and (4.35) it follows that

I :=
∫
Rd

( n∏
j=1

(ei〈xj ,λj〉 − 1) −
n∏

j=1
(ei〈yj ,λj〉 − 1)

)

×
n∏

j=1
e−i〈xj ,λj〉δ̂1(rET

1 λ1)
n∏

j=2
δ̂j(λj)dλ

=
∫
Rd1

(ei〈x1,λ1〉 − 1)e−i〈x1,λ1〉δ̂1(rET
1 λ1)dλ1

×
n∏

j=2

∫
R

dj
(ei〈xj ,λj〉 − 1)e−i〈xj ,λj〉δ̂j(λj)dλj

−
(∫

Rd1
(ei〈y1,λ1〉 − 1)e−i〈x1,λ1〉δ̂1(rET

1 λ1)dλ1

×
n∏

j=2

∫
R

dj
(ei〈yj ,λj〉 − 1)e−i〈xj ,λj〉δ̂j(λj)dλj

)

= (2π)d1 . . . (2π)dn

(
δr

1(0) − δr
1(x1)

) n∏
j=2

(
δj(0) − δj(xj)

)

− (2π)d1 . . . (2π)dn

(
δr

1(x1 − y1) − δr
1(x1)

) n∏
j=2

(
δj(xj − yj) − δj(xj)

)

= (2π)d 1
rq1

δ1(0) = (2π)d 1
rq1

.

(4.39)

Let us choose k ∈ N such that kα ≥ 1. We now show that

(∫
Rd

∣∣∣ n∏
j=1

(ei〈xj ,λj〉 − 1) −
n∏

j=1
(ei〈yj ,λj〉 − 1)

∣∣∣kα n∏
j=1

|ψj(λj)|−α−qj dλ

) 1
kα

≤ 2n+1σ(x, y)
1
k .

(4.40)

Note that for α ≥ 1 we have k = 1 and (4.40) is trivially true. For λ = (λ1, . . . , λn) ∈
Rd1 × . . . × Rdn let

z(λ) =
n∏

j=1
(ei〈xj ,λj〉 − 1) −

n∏
j=1

(ei〈yj ,λj〉 − 1)

and note that since |eit − 1|2 = 2 − 2 cos t ≤ 4 for all t ∈ R, it follows that

|z(λ)| ≤
n∏

j=1
|ei〈xj ,λj〉 − 1| +

n∏
j=1

|ei〈yj ,λj〉 − 1| ≤ 2 · 2n = 2n+1.

From this we obtain

( ∫
Rd

|z(λ)|kα
n∏

j=1
|ψj(λj)|−αHj−qj dλ

) 1
kα

=
( ∫

{λ∈Rd:|z(λ)|≤1}
|z(λ)|kα

n∏
j=1

|ψj(λj)|−α−qj dλ
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+
∫

{λ∈Rd:|z(λ)|>1}
|z(λ)|kα

n∏
j=1

|ψj(λj)|−α−qj dλ
) 1

kα

≤
( ∫

{λ∈Rd:|z(λ)|≤1}
|z(λ)|α

n∏
j=1

|ψj(λj)|−α−qj dλ

+
∫

{λ∈Rd:|z(λ)|>1}
|z(λ)|kα+α

n∏
j=1

|ψj(λj)|−α−qj dλ
) 1

kα

≤ 2n+1
( ∫

Rd
|z(λ)|α

n∏
j=1

|ψj(λj)|−α−qj dλ
) 1

kα

= 2n+1σ(x, y)
1
k .

Let β > 1 be the constant such that 1
kα + 1

β = 1. Recall from (4.39) that I = |I| ∈ R. Then
by Hölder’s inequality and (4.40)

I =
∫
Rd

( n∏
j=1

(ei〈xj ,λj〉 − 1) −
n∏

j=1
(ei〈yj ,λj〉 − 1)

)

×
n∏

j=1
e−i〈xj ,λj〉δ̂1(rET

1 λ1)
n∏

j=2
δ̂j(λj)dλ

≤
(∫

Rd

∣∣∣ n∏
j=1

(ei〈xj ,λj〉 − 1) −
n∏

j=1
(ei〈yj ,λj〉 − 1)

∣∣∣kα n∏
j=1

|ψj(λj)|−α−qj dλ

) 1
kα

×
( ∫

Rd

1(∏n
j=1 |ψj(λj)|−α−qj

) β
kα

|δ̂1(rET
1 λ1)

n∏
j=2

δ̂j(λj)|βdλ
) 1

β

≤ 2n+1σ(x, y)
1
k

( ∫
Rd

1(∏n
j=1 |ψj(λj)|−α−qj

) β
kα

|δ̂1(rET
1 λ1)

n∏
j=2

δ̂j(λj)|βdλ
) 1

β
.

Using the change of variables ξ1 = rET
1 λ1, dξ1 = rq1dλ1 and that ψ1 is ET

1 -homogeneous the
last expression becomes

2n+1σ(x, y)
1
k · r

− 1
k

− q1
kα

− q1
β

( ∫
Rd

( n∏
j=1

|ψj(ξj)|−1− qj
α
)− β

k

n∏
j=1

|δ̂j(ξj)|βdξ
) 1

β

= cσ(x, y)
1
k · r− 1

k
−q1 = c

(
σ(x, y) · r−1−kq1

) 1
k ,

(4.41)

where we used that 1
kα + 1

β = 1 and (4.33) in the first equality. Overall combining (4.39) with
(4.41) yields

(2π)dr−q1 ≤ c
(
σ(x, y) · r−1−kq1

) 1
k ,

which is equivalent to (4.32) for some suitable constant c1. This finishes the proof of the
Theorem.

Proposition 4.19. For γ > 0 let

Eγ =
∫

[ 1
2 ,1]2d1

. . .

∫
[ 1

2 ,1]2dn

( n∑
j=1

τEj (xj − yj)
)−γ

dxdy.
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Then Eγ is finite for any 0 < γ ≤ min{N,
∑n

j=1
∑pj

k=1
aj

k
1+εμj

k}, where ε > 0 is a sufficiently
small number.

Proof. Throughout this proof, let c and c′ be two unspecified positive constants. Let us first
observe that for any 0 < γ < min{N,

∑n
j=1

∑pj

k=1
aj

k
1+εμj

k} there exist integers 1 ≤ l ≤ n, 1 ≤
b ≤ pl such that

n∑
j=l

pj∑
k=b+1

aj
k

1 + ε
μj

k < γ ≤
n∑

j=l

pj∑
k=b

aj
k

1 + ε
μj

k, (4.42)

where
n∑

j=l

pj∑
k=pj+1

aj
k

1 + ε
μj

k :=
n∑

j=l+1

pj∑
k=1

aj
k

1 + ε
μj

k

with the convention that
∑n

j=n+1
∑pj

k=1
aj

k
1+εμj

k = 0. In the following without loss of generality
we will only consider the case l = 1 and b = 1, since the remaining cases are simpler because
they require less steps of integration using Lemma 4.7. Thus, assuming (4.42) with l = b = 1
we choose positive constants δ1

1 , . . . , δ1
p1 , δ2

1 , . . . , δ2
p2 , . . . , δ1

n, . . . , δn
pn

such that δj
k > 1+ε

aj
k

for
each 1 ≤ j ≤ n, 1 ≤ k ≤ pj and

p1∑
k=2

μ1
k

δ1
k

+
n∑

j=2

pj∑
k=1

μj
k

δj
k

< γ <
a1

1
1 + ε

μ1
1 +

p1∑
k=2

μ1
k

δ1
k

+
n∑

j=2

pj∑
k=1

μj
k

δj
k

. (4.43)

For any vector xj ∈ Rdj , 1 ≤ j ≤ n, let

xj = x1
j + . . . + x

pj

j

be its direct sum decomposition with respect to Ej . Recall that Rdj = W j
1 ⊕ . . . ⊕ W j

pj
. Note

that

Eγ ≤ c

∫
‖x1‖≤2

. . .

∫
‖xn‖≤2

( n∑
j=1

τEj (xj)
)−γ

dx.

Since the W j
i (1 ≤ i ≤ pj) are orthogonal in the associated euclidean norm, it follows that

‖xj‖ ≤ 2 implies ‖xi
j‖ ≤ 2 for i = 1, . . . , pj . Then Remark 2.10 yields

Eγ ≤ c

∫
‖xk

j ‖≤2
j=1,...,n
k=1,...,pj

( n∑
j=1

pj∑
k=1

‖xk
j ‖

1+ε

a
j
k

)−γ
dxk

j .

By using the change to (classical) polar coordinates we further get

Eγ ≤ c

∫
rj

k
∈(0,2)

j=1,...,n
k=1,...,pj

( n∑
j=1

pj∑
k=1

(rj
k)

1+ε

a
j
k

)−γ
(rj

k)μj
k

−1drj
k.
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Applying Lemma 4.7 with

A =
n−1∑
j=1

pj∑
k=1

(rj
k)

1+ε

a
j
k +

pn−1∑
k=1

(rn
k )

1+ε
an

k , h =
1 + ε

an
pn

, k = μn
pn

, u = γ and δ = δn
pn

we integrate with respect to drn
pn

in the last expression and obtain that

Eγ ≤ c′ + c

∫
rj

k
∈(0,2)

(j,k) 
=(n,pn)

(
n−1∑
j=1

pj∑
k=1

(rj
k)

1+ε

a
j
k +

pn−1∑
k=1

(rn
k )

1+ε
an

k

)−γ+
μn

pn
δn

pn ∏
j=1,...,n
k=1,...,pj

(j,k) 
=(n,pn)

(rj
k)μj

k
−1drj

k.

By repeating this procedure, i.e. by repeatedly using Lemma 4.7 to the integral in the
last expression, integrating with respect to drn

pn−1, . . . , drn
1 , . . . , dr2

p2 , . . . , dr2
1, dr1

p1 , . . . , dr1
2 we

derive that

Eγ ≤ c′ + c

∫ 2

0

(
(r1

1)
1+ε

a1
1
)−γ+(

∑p1
k=2

μ1
k

δ1
k

+
∑n

j=2
∑pj

k=1
μ

j
k

δ
j
k

)
· (r1

1)μ1
1−1dr1

1. (4.44)

Note that from (4.43) we get

1 + ε

a1
1

·
(

− γ +
( p1∑

k=2

μ1
k

δ1
k

+
n∑

j=2

pj∑
k=1

μj
k

δj
k

))
+ μ1

1 − 1 > −1 + ε

a1
1

a1
1

1 + ε
μ1

1 + μ1
1 − 1 = −1.

Thus, the integral on the right-hand side of (4.44) is finite. This proves the assertion.

Proposition 4.20. Let 1 ≤ l ≤ n and 1 ≤ b ≤ pl be two integers such that

l−1∑
j=1

pj∑
k=1

ãj
kμ̃j

k +
b−1∑
k=1

ãl
kμ̃l

k ≤ N <
l−1∑
j=1

pj∑
k=1

ãj
kμ̃j

k +
b∑

k=1
ãl

kμ̃l
k.

For γ > N define

Gγ =
∫

[ 1
2 ,1]d×[ 1

2 ,1]d
‖x − y‖N−γ

( n∑
j=1

τEj (xj − yj)
)−N

dxdy.

Then if ε > 0 is sufficiently small Gγ is finite for any

N < γ ≤
l−1∑
j=1

pj∑
k=1

ãj
k

ãl
b

μ̃j
k +

b∑
k=1

ãl
k

ãl
b

μ̃l
k +

n∑
j=l

dj −
b∑

k=1
μ̃l

k + (1 − 1 + ε

ãl
b

)N.

Proof. To simplify notation let gj
k = 1+ε

ãj
k

, 1 ≤ j ≤ n, 1 ≤ k ≤ pj , and let us choose ε > 0
small enough such that

l−1∑
j=1

pj∑
k=1

μ̃j
k

gj
k

+
b−1∑
k=1

μ̃l
k

gl
k

< N <
l−1∑
j=1

pj∑
k=1

μ̃j
k

gj
k

+
b∑

k=1

μ̃l
k

gl
k

. (4.45)
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Assume that

N < γ <
l−1∑
j=1

pj∑
k=1

gl
b

gj
k

μ̃j
k +

b∑
k=1

gl
b

gl
k

μ̃l
k +

n∑
j=l

dj −
b∑

k=1
μ̃l

k + (1 − gl
b)N. (4.46)

Let c and c′ be two unspecified positive constants. Furthermore, let

xj = x1
j + . . . + x

pj

j

be the direct sum decomposition with respect to Ej for any vector xj ∈ Rdj , 1 ≤ j ≤ n.
Without loss of generality let ‖ · ‖ = ‖ · ‖2 be the 2-norm so that by the equivalence of norms
we have

‖x‖2 = ‖(x1, . . . , xn)‖2 =

√√√√ n∑
j=1

‖xj‖2
2 ≤ c

n∑
j=1

‖xj‖2

= c
n∑

j=1

√√√√ pj∑
k=1

‖xk
j ‖2

2 ≤ c
n∑

j=1

pj∑
k=1

‖xk
j ‖2,

where we used that the spectral components W j
i , 1 ≤ i ≤ pj , are orthogonal in the associated

euclidean norm in the last equality. Using this we obtain

Gγ ≤ c

∫
‖x‖≤2

‖x‖N−γ
( n∑

j=1
τEj (xj)

)−N
dx

≤ c

∫
‖xk

j ‖≤2
j=1,...,n
k=1,...,pj

( n∑
j=1

pj∑
k=1

‖xk
j ‖
)N−γ( n∑

j=1

pj∑
k=1

‖xk
j ‖gj

k

)−N
dxk

j ,

where the last inequality follows from Remark 2.10 and the fact that ‖x‖ ≤ 2 implies ‖xk
j ‖ ≤ 2

for 1 ≤ j ≤ n, 1 ≤ k ≤ pj . By using the change to (classical) polar coordinates we can further
estimate

Gγ ≤ c

∫
rj

k
∈(0,2)

j=1,...,n
k=1,...,pj

( n∑
j=1

pj∑
k=1

rj
k

)N−γ( n∑
j=1

pj∑
k=1

(rj
k)gj

k

)−N ∏
j=1,...,n
k=1,...,pj

(rj
k)μ̃j

k
−1drj

k. (4.47)

In order to show that the integral in (4.47) is finite we will integrate dr1
1, . . . , drl

b iteratively.
Furthermore, we will assume that l �= 1 and b �= 1 in (4.45), since for l = b = 1 one can use
(4.8) of Lemma 4.8 to obtain (4.49) directly. Indeed, if l = b = 1 (4.45) gives

g1
1N < μ̃1

1

so that by (4.8) of Lemma 4.8 with

B =
p1∑

k=2
r1

k +
n∑

j=2

pj∑
k=1

rj
k, α = g1

1, β = N, k = μ̃1
1 and η = γ − N
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we obtain

Gγ ≤ c

∫
rj

k
∈(0,2)

(j,k)=(1,2),...,(1,p1)
j=2,...,n
k=1,...,pj

( p1∑
k=2

r1
k +

n∑
j=2

pj∑
k=1

rj
k

)N−γ−g1
1N+μ̃1

1

·
p1∏

k=2
(r1

k)μ̃1
k−1 ∏

j=2,...,n
k=1,...,pj

(rj
k)μ̃j

k
−1drj

k,

which is (4.49) below with l = b = 1. So in the following assume that l �= 1 and b �= 1 in
(4.45). We first integrate with respect to dr1

1. Since l �= 1 and b �= 1, by (4.45) we have

N >
μ̃1

1
g1

1
,

which is equivalent to
Ng1

1 > μ̃1
1.

Thus, we can use (4.6) of Lemma 4.8 with

A =
p1∑

k=2
(r1

k)g1
k +

n∑
j=2

pj∑
k=1

(rj
k)gj

k , B =
p1∑

k=2
r1

k +
n∑

j=2

pj∑
k=1

rj
k, α = g1

1, β = N, k = μ̃1
1

and η = γ − N to obtain that

Gγ ≤ c

∫
rj

k
∈(0,2)

(j,k) 
=(1,1)

( p1∑
k=2

r1
k +

n∑
j=2

pj∑
k=1

rj
k

)N−γ( p1∑
k=2

(r1
k)g1

k +
n∑

j=2

pj∑
k=1

(rj
k)gj

k

)−N+ μ̃1
1

g1
1

·
p1∏

k=2
(r1

k)μ̃1
k−1 ∏

j=2,...,n
k=1,...,pj

(rj
k)μ̃j

k
−1drj

k.

Note that by (4.45) we can repeat this procedure for integration with respect to dr1
2, . . . , drl

b−1
and obtain

Gγ ≤ c

∫
rj

k
∈(0,2)

(j,k)=(l,b),...,(l,pl)
j=l+1,...,n
k=1,...,pj

( pl∑
k=b

rl
k +

n∑
j=l+1

pj∑
k=1

rj
k

)N−γ

·
( pl∑

k=b

(rl
k)gl

k +
n∑

j=l+1

pj∑
k=1

(rj
k)gj

k

)ξ pl∏
k=b

(rl
k)μ̃l

k−1 ∏
j=l+1,...,n
k=1,...,pj

(rj
k)μ̃j

k
−1drj

k

(4.48)

with

ξ = −N +
l−1∑
j=1

pj∑
k=1

μ̃j
k

gj
k

+
b−1∑
k=1

μ̃l
k

gl
k

.
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Note that by (4.45) we now have

N <
l−1∑
j=1

pj∑
k=1

μ̃j
k

gj
k

+
b∑

k=1

μ̃l
k

gl
k

,

which is equivalent to (
N −

l−1∑
j=1

pj∑
k=1

μ̃j
k

gj
k

−
b−1∑
k=1

μ̃l
k

gl
k

)
· gl

b < μ̃l
b.

Thus, we can integrate with respect to drl
b in (4.48) by using (4.8) of Lemma 4.8 with α = gl

b,
β = −ξ, k = μ̃l

b, η = γ − N and get that

Gγ ≤ c

∫
rj

k
∈(0,2)

(j,k)=(l,b+1),...,(l,pl)
j=l+1,...,n
k=1,...,pj

( pl∑
k=b+1

rl
k +

n∑
j=l+1

pj∑
k=1

rj
k

)ξ′

·
pl∏

k=b+1
(rl

k)μ̃l
k−1 ∏

j=l+1,...,n
k=1,...,pj

(rj
k)μ̃j

k
−1drj

k

(4.49)

with

ξ′ = k − αβ − η = N − γ − gl
b

(
N −

l−1∑
j=1

pj∑
k=1

μ̃j
k

gj
k

−
b−1∑
k=1

μ̃l
k

gl
k

)
+ μ̃l

b

= (1 − gl
b)N + gl

b

( l−1∑
j=1

pj∑
k=1

μ̃j
k

gj
k

+
b−1∑
k=1

μ̃l
k

gl
k

)
+ μ̃l

b − γ.

Observe that by (4.46)

ξ′ > −
n∑

j=l

dj +
b∑

k=1
μ̃l

k = −
n∑

j=l+1
dj −

pl∑
k=b+1

μ̃l
k.

Note that the number of integrals in (4.49) is given by

pl − b +
n∑

j=l+1
pj

and the sum of the exponents in the integral in (4.49) satisfies

ξ′ +
pl∑

k=b+1
μ̃l

k − (pl − b) +
n∑

j=l+1
dj −

n∑
j=l+1

pj > −(pl − b +
n∑

j=l+1
pj).

Thus, the integral in (4.49) is finite and this completes the proof.

Proof of the lower bounds in Theorem 4.13. Throughout this proof, let c be an unspecified
positive constant. Let us first prove the lower bound in (4.18). Note that by the monoticity
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of the Hausdorff dimension (see Remark 1.1)

dimH X([0, 1]d) ≥ dimH X([
1
2

, 1]d).

Thus, it suffices to show that

dimH X([
1
2

, 1]d) ≥ min{N,
n∑

j=1

pj∑
k=1

aj
kμj

k} a.s.

According to Frostman’s theorem (see Chapter 1.2) it suffices to show that

Eγ = E
[ ∫

[ 1
2 ,1]d

∫
[ 1

2 ,1]d
‖X(x) − X(y)‖−γdxdy

]
< ∞

in order to obtain dimH X([1
2 , 1]d) ≥ γ almost surely.

Let us remark that the characteristic function of the α-stable random vector X(x)−X(y) =(
X1(x) − X1(y), . . . , XN (x) − XN (y)

)
, x, y ∈ Rd, is given by

E
[

exp
(
i〈θ, X(x) − X(y)〉

)]
= E

[
exp

(
i

N∑
j=1

θj
(
Xj(x) − Xj(y)

))]

=
N∏

j=1
E
[

exp
(
iθj

(
Xj(x) − Xj(y)

))]

=
N∏

j=1
E
[

exp
(
iθj

(
Xα(x) − Xα(y)

))]

=
N∏

j=1
exp

( − |θj |ασ(x, y)α) = exp
(

−
N∑

j=1
|θj |ασ(x, y)α

)

for any θ ∈ RN with scale parameter σ(x, y) defined as in the proof of Theorem 4.18. In
particular, for Y (x, y) = 1

σ(x,y)
(
X(x) − X(y)

)
with x �= y we obtain that

E
[

exp
(
i〈θ, Y (x, y)〉

)]
= E

[
exp

(
i〈 1

σ(x, y)
θ, X(x) − X(y)〉

)]

= exp
(

−
N∑

j=1
|θj |α

)
,

which shows that the distribution of Y (x, y) is independent of x and y. Thus, since the
probability densities of α-stable random variables exist and are continuous (see Corollary
3.6) by Lemma 4.16 we can find a constant c independent of x and y such that

E[‖Y (x, y)‖−γ ] ≤ c

for any 0 < γ < N . Using this we obtain

Eγ =
∫

[ 1
2 ,1]d

∫
[ 1

2 ,1]d
σ(x, y)−γE[‖Y (x, y)‖−γ ]dxdy
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≤ c

∫
[ 1

2 ,1]d

∫
[ 1

2 ,1]d
σ(x, y)−γdxdy

≤ c

∫
[ 1

2 ,1]d

∫
[ 1

2 ,1]d

( n∑
j=1

τEj (xj − yj)
)−γ

dxdy

= c

∫
[ 1

2 ,1]2d1
. . .

∫
[ 1

2 ,1]2dn

( n∑
j=1

τEj (xj − yj)
)−γ

dxdy,

where we used Theorem 4.18 in the last inequality. By Proposition 4.19 the integral in the
last expression is finite for any

0 < γ < min{N,
n∑

j=1

pj∑
k=1

aj
k

1 + ε
μj

k}

and any ε > 0 arbitrarily small. Thus, Frostman’s criterion yields

dimH X([
1
2

, 1]d) ≥ min{N,
n∑

j=1

pj∑
k=1

aj
k

1 + ε
μj

k} a.s.

Since this holds for any small ε > 0, the lower bound in (4.18) follows by letting ε → 0.
Now we prove the lower bound in (4.19). First assume that

n∑
j=1

pj∑
k=1

aj
kμj

k ≤ N.

By Corollary 1.3 (ii) and (4.18)

dimH Gr X([0, 1]d) ≥ dimH X([0, 1]d) ≥
n∑

j=1

pj∑
k=1

aj
kμj

k a.s.

Therefore, it suffices to prove that for any 1 ≤ l ≤ n, 1 ≤ b ≤ pl

dimH Gr X([0, 1]d) ≥ G(l, b) a.s.,

where G(l, b) is defined as in Theorem 4.13. By Lemma 4.14 and the assumption Hj = 1,
1 ≤ j ≤ n, (see Remark 4.15) it remains to consider the case that

l−1∑
j=1

pj∑
k=1

ãj
kμ̃j

k +
b−1∑
k=1

ãl
kμ̃l

k ≤ N <
l−1∑
j=1

pj∑
k=1

ãj
kμ̃j

k +
b∑

k=1
ãl

kμ̃l
k

for some 1 ≤ l ≤ n, 1 ≤ b ≤ pl. Again by Frostman’s criterion (Chapter 1.2) it is sufficient to
show that

Gγ =
∫

[ 1
2 ,1]d

∫
[ 1

2 ,1]d
E
[(‖x − y‖2 + ‖X(x) − X(y)‖2)− γ

2
]
dxdy < ∞

in order to obtain dimH Gr X([1
2 , 1]d) ≥ γ almost surely. Assume that γ > N . Applying
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Lemma 4.17 with the characteristic function computed above we get

Gγ ≤ c

∫
[ 1

2 ,1]d

∫
[ 1

2 ,1]d
‖x − y‖−γ

∫
RN

exp
(

−
N∑

j=1
|θj |α σ(x, y)α

‖x − y‖α

)
dθdxdy

= c

∫
[ 1

2 ,1]d

∫
[ 1

2 ,1]d
‖x − y‖N−γσ(x, y)−N

∫
RN

exp
(

−
N∑

j=1
|uj |α

)
dudxdy,

where we used the change of variables uj = θj
σ(x,y)
‖x−y‖ , duj = σ(x,y)

‖x−y‖dθj in the last equality. Note
that by using the change of variables vj = uα

j we get

∫
RN

exp
(

−
N∑

j=1
|uj |α

)
du =

N∏
j=1

∫
R

exp(−|uj |α)duj =
N∏

j=1
2
∫ ∞

0
exp(−uα

j )duj

= c
N∏

j=1

∫ ∞

0
v

1
α

−1
j exp(−vj)dvj = cΓ(

1
α

)N ,

where Γ(z) =
∫∞

0 vz−1e−vdv is the gamma function. Combining this with Theorem 4.18 we
can estimate

Gγ ≤ c

∫
[ 1

2 ,1]d

∫
[ 1

2 ,1]d
‖x − y‖N−γ

( n∑
j=1

τEj (xj − yj)
)−N

dxdy.

By Proposition 4.20 the last expression is finite for any

N < γ <
l−1∑
j=1

pj∑
k=1

ãj
k

ãl
b

μ̃j
k +

b∑
k=1

ãl
k

ãl
b

μ̃l
k +

n∑
j=l

dj −
b∑

k=1
μ̃l

k + (1 − 1 + ε

ãl
b

)N

and any ε > 0. Thus, by Frostman’s theorem

dimH Gr X([
1
2

, 1]d) ≥
l−1∑
j=1

pj∑
k=1

ãj
k

ãl
b

μ̃j
k +

b∑
k=1

ãl
k

ãl
b

μ̃l
k +

n∑
j=l

dj −
b∑

k=1
μ̃l

k + (1 − 1 + ε

ãl
b

)N

almost surely for any ε > 0. Since this holds for any arbitrarily small ε > 0, this proves the
lower bound in (4.19) by letting ε → 0. This completes the proof of Theorem 4.13. �

We are now interested in properties of the 1-dimensional random field Xα given in Theorem
4.2. Let us first recall the definition of the Hölder critical exponent [9, Definition 5.1].

Definition 4.21. Let β ∈ (0, 1). A real-valued random field {X(x) : x ∈ Rd} is said to
have Hölder critical exponent β if there exists a modification X∗ of X such that the following
properties hold.

(i) For any s ∈ (0, β) the sample paths of X∗ almost surely satisfy a uniform Hölder
condition of order s on [0, 1]d, i.e. there exists a positive and finite random variable A
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such that

|X∗(x) − X∗(y)| ≤ A‖x − y‖s (4.50)

for all x, y ∈ [0, 1]d.

(ii) For any s ∈ (β, 1) (4.50) fails almost surely.

We now state the following which is an easy consequence of Theorem 4.13.

Corollary 4.22. Assume that the conditions of Theorem 4.13 hold and let Xα be the random
field given in (4.2). Then with probability one

dimH Gr X([0, 1]d) = d + 1 − H1
a1

p1

. (4.51)

Furthermore, Xα admits H1
a1

p1
as the Hölder critical exponent.

Proof. By Remark 4.15 without loss of generality we may assume that H1 = 1 or, equivalently
a1

1 > 1. From Theorem 4.13 and Lemma 4.14 with N = 1 we get

dimH Gr X([0, 1]d) = G(1, 1) a.s.,

since
N = 1 < ã1

1μ̃1
1

by assumption. By definition we have

G(1, 1) = μ̃1
1 +

n∑
j=1

dj − μ̃1
1 + (1 − 1

ã1
1
) · 1 = d + 1 − 1

a1
p1

.

It remains to prove that Xα admits 1
a1

p1
as the Hölder critical exponent. Let c be an unspecified

positive constant. From Corollary 4.12 with N = 1 we get that there exists a modification
X∗ of Xα such that

|X∗(x) − X∗(y)| ≤ c
n∑

j=1
τEj (xj − yj)s a.s.

for any 0 < s < 1 and x, y ∈ [0, 1]d, which is by Lemma 4.5 equivalent to

|X∗(x) − X∗(y)| ≤ cτE(x − y)s a.s.

Combining this with Lemma 2.5 and the fact that, by (4.17), a1
p1 is the largest real part of

the eigenvalues of E we get that

|X∗(x) − X∗(y)| ≤ c‖x − y‖s a.s.

for any s ∈ (0, 1
a1

p1
). Thus X∗ almost surely satisfies (4.50) with s ∈ (0, 1

a1
p1

). It remains to

prove that (4.50) with s ∈ ( 1
a1

p1
, 1) almost surely fails. We prove this by contradiction. So
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assume that for some s ∈ ( 1
a1

p1
, 1) we have

|X∗(x) − X∗(y)| ≤ c‖x − y‖s

with positive probability. Then Lemma 1.2 with m = 1 and α1 = s yields

dimH Gr X([0, 1]d) ≤ d + 1 − s

with positive probability. But this contradicts (4.51). The proof of Corollary 4.22 is complete.

Remark 4.23. Corollary 4.22 shows that the components of (d, N)-harmonizable operator
scaling stable random sheets almost surely satisfy a Hölder condition. However, for N ≥ 2 the
upper bounds for the Hausdorff dimension of the image and the graph one gets from Lemma
1.4 are not sharp as soon as E �= a1

1Id, that is as soon as the random field is anisotropic.
Furthermore, comparing Theorem 4.13 for N ≥ 2 with Corollary 4.22 is quite surprising and
shows that in the 1-dimensional case the Hausdorff dimension of the graph only depends on
solely one real part of the eigenvalues of the scaling matrices E1, . . . , En, namely the largest,
whereas in higher dimensions the Hausdorff dimension of the graph depends in general on all
the real parts of the eigenvalues and even the multiplicity of the eigenvalues.

We close this chapter with two examples which show that Theorem 4.2 includes a very
large class of random fields.

Example 4.24. Let α = 2, dj = Ej = 1 for all j = 1, . . . , n and consider the functions
ψ(ξj) = |ξj | for all ξj ∈ R. Clearly, ψj is 1-homogeneous and satisfies ψj(ξj) �= 0 for all
ξj �= 0. Thus, by Theorem 4.2 we can define

X2(x) = Re
∫
Rd

d∏
j=1

(eixjξj − 1)|ξj |−Hj− 1
2 M2(dξ), x = (x1, . . . , xd) ∈ Rd,

for all 0 < Hj < 1, 1 ≤ j ≤ d. Let M be a Gaussian random measure as in Remark 3.12 and
define

fx(ξ) =
d∏

j=1
(eixjξj − 1)|ξj |−Hj− 1

2 .

Note that fx(ξ) = fx(−ξ) for all x, ξ ∈ Rd so that by Remark 3.12

X2(x) d=
∫
Rd

fx(ξ)M(dx).

In [18] it is shown that up to a multiplicative constant the latter is an integral representation
of the fractional Brownian sheet at time x ∈ Rd with Hurst indices H1, . . . , Hd. Moreover,
the statement of Theorem 4.13 becomes that with probability one

dimH X([0, 1]d) = min{N,
d∑

j=1

1
Hj

}
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and

dimH Gr X([0, 1]d) = min
{ d∑

j=1

1
Hj

;
k−1∑
j=1

Hk

Hj
+ d − k + 1 + (1 − Hk)N, 1 ≤ k ≤ d

}
.

Thus, Theorem 4.13 can be seen as a generalization of [5, Theorem 3.1]. In particular, from
Corollary 4.22 in the 1-dimensional case we get

dimH Gr X2([0, 1]d) = d + 1 − H1 a.s.,

which generalizes [4, Theorem 1.3] and X2 admits H1 as the Hölder critical exponent.

Example 4.25. Let n = 1, d = d1 and E = E1. As noted above the random field Xα given
by (4.2) coincides with the operator scaling random field in [9, Theorem 4.1] and Theorem
4.13 reads as

dimH X([0, 1]d) = min{N,
p1∑

k=1

a1
k

H1
μ1

k}

and

dimH Gr X([0, 1]d) = min
{ p1∑

k=1

a1
k

H1
μ1

k;
b∑

k=1

ã1
k

ã1
b

μ̃1
k + d −

b∑
k=1

μ̃1
k + (1 − H1

ã1
b

)N, 1 ≤ b ≤ pl

}

almost surely. Let us remark that in the Gaussian case α = 2 this generalizes the Hausdorff
dimension results stated in [32, Section 3]. Furthermore, in the 1-dimensional case from
Corollary 4.22 we obtain

dimH Gr Xα([0, 1]d) = d + 1 − H1
a1

p1

a.s.,

which is the statement of [9, Theorem 5.6] for α = 2 and [10, Proposition 5.7] for α ∈ (0, 2).
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5. Multivariate Gaussian operator-self-similar
random fields

As noted in the Introduction in this chapter we give the solution to some open problems
formulated in [33]. We first recall the definition of operator-self-similar random fields and
results concerning their existence established in [33].

5.1. Definition and existence

Throughout this chapter, let E ∈ Rd×d be a matrix with distinct positive real parts of its
eigenvalues given by 0 < a1 < . . . < ap for some p ≤ d, q = trace(E) and let D ∈ Rm×m be
a matrix with positive real parts of its eigenvalues given by 0 < λ1 ≤ λ2 ≤ . . . ≤ λm. Note
that λ1, . . . , λm are not necessarily different.

Definition 5.1. A random field {X(x) : x ∈ Rd} with values in Rm is called multivariate
operator-self-similar for E and D or (E, D)-operator-self-similar if

{X(cEx) : x ∈ Rd} f.d.= {cDX(x) : x ∈ Rd} (5.1)

for all c > 0.

An important class of multivariate Gaussian operator-self-similar random fields is given by
the so-called operator-fractional Brownian motion BD with state space scaling exponent D

introduced in [36]. The random field BD fulfills the self-similarity relation

{BD(ct) : t ∈ Rd} f.d.= {cDBD(t) : t ∈ Rd}

for any c > 0, i.e. it is (Id, D)-operator-self-similar. We remark that Mason and Xiao [36]
studied several sample path properties of BD including fractal dimensions of the range and
the graph of BD. More precisely, for any arbitrary Borel set U ⊂ Rd, under some additional
assumptions (see [36, Theorem 4.1]), they showed that almost surely the Hausdorff dimension
of the range and graph are given by

dimH BD(F ) = min
{

m,
(

dimH F +
j∑

i=1
(λj − λi)

)
λ−1

j , 1 ≤ j ≤ m
}
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and

dimH Gr BD(F ) =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

dimH BD(F ) if dimH F ≤
m∑

i=1
λi,

dimH F +
m∑

i=1
(1 − λi) if dimH F >

m∑
i=1

λi.

In particular, if F = [0, 1]d they obtain that almost surely

dimH BD([0, 1]d) = min
{

m,
(
d +

j∑
i=1

(λj − λi)
)
λ−1

j , 1 ≤ j ≤ m
}

(5.2)

and

dimH Gr BD([0, 1]d) =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

dimH BD([0, 1]d) if d ≤
m∑

i=1
λi,

d +
m∑

i=1
(1 − λi) if d >

m∑
i=1

λi.

(5.3)

In the following let φ : Rd → [0, ∞) be an E-homogeneous (β, E)-admissible function
according to Definition 2.3 and Definition 2.4. Recall that 0 < β ≤ a1. Moreover, let W2 be
an Rm-valued symmetric Gaussian random measure on Rd according to Chapter 3.3. The
following is due to [33, Theorem 2.5] and provides the existence of moving-average operator-
self-similar Gaussian random fields.

Theorem 5.2. If λm < β the random field

Xφ(x) =
∫
Rd

[φ(x − y)D− q
2 Im − φ(−y)D− q

2 Im ]W2(dy), x ∈ Rd (5.4)

exists and is a stochastically continuous (E, D)-operator-self-similar Gaussian random field
with stationary increments.

For the sake of simplicity let us denote the kernel matrix in (5.4) by

Q(x, y) = [φ(x − y)D− q
2 Im − φ(−y)D− q

2 Im ]

and let us recall that according to Chapter 3.3 Xφ exists, since
∫
Rd

‖Q(x, y)‖2dy < ∞

for all x ∈ Rd, as shown in the proof of [33, Theorem 2.5].
Let us now turn to the existence of harmonizable operator-self-similar Gaussian random

fields constructed in [33, Theorem 2.6]. Suppose that ψ : Rd → [0, ∞) is a continuous ET -
homogeneous function such that ψ(x) �= 0 for x �= 0. Moreover, let M̃2 be a Cm-valued
symmetric Gaussian random measure on Rd as given in Chapter 3.3.
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Theorem 5.3. If λm < a1 the random field

Xψ(x) = Re
∫
Rd

(ei〈x,y〉 − 1)ψ(y)−D− q
2 ImM̃2(dy), x ∈ Rd (5.5)

exists and is a stochastically continuous (E, D)-operator-self-similar Gaussian random field
with stationary increments.

As in the above Xψ is well defined, since the kernel matrix in (5.5) satisfies
∫
Rd

(|1 − cos〈x, y〉|2 + | sin〈x, y〉|2)‖ψ(y)−D− q
2 Im‖2dy < ∞

for all x ∈ Rd, which is shown in the proof of [33, Theorem 2.5].
Let us recall that an Rm-valued random field {Y (x) : x ∈ Rd} is said to be proper if for

every x ∈ Rd the distribution of Y (x) is full, i.e. it is not supported on any proper hyperplane
in Rm, which is in the Gaussian case well-known to be equivalent to det Cov

(
Y (x)

)
> 0. In

[33] it is shown that Xψ is proper, whereas Xφ is proper if q
2 is not an eigenvalue of D (see

[33, Remark 2.1]). For the sake of simplicity we will always assume that the latter holds in
order to ensure that both Xφ and Xψ are proper.

Remark 5.4. Assume that the conditions of Theorem 5.2 and Theorem 5.3 hold so that, in
particular λm < a1. Let X be (E, D)-operator-self-similar and define Ẽ = E

H and D̃ = D
H for

some H ∈ (λm, a1). Then X is (Ẽ, D̃)-operator-self-similar as well, since for any c > 0

{X(cẼx) : x ∈ Rd} f.d.= {(c
1
H )DX(x) : x ∈ Rd} = {cD̃X(x) : x ∈ Rd}.

Note that the real parts of the eigenvalues of D̃ are smaller than 1, whereas the real parts of
the eigenvalues of Ẽ are larger than 1. So without loss of generality we will always assume
that

0 < λ1 ≤ λ2 ≤ . . . ≤ λm < 1 < a1 < . . . < ap. (5.6)

As in the previous chapter a main tool for the study of sample paths of multivariate (E, D)-
operator-self-similar random fields will be the change to generalized polar coordinates with
respect to the scaling matrix E. Before studying their sample paths, in the next section we
state and prove a Lemma which might be of independent interest in fractal geometry.

5.2. Preliminaries

Let us adapt the notation of the previous chapters and let
(
τE(x), lE(x)

)
be the generalized

polar coordinates with respect to E. Furthermore, let Rd = W1 ⊕ . . . ⊕ Wp be the direct sum
decomposition with respect to E as introduced in Chapter 2.1 and define

μk = dim Wk, μ̃k = dim Wp+1−k, ãk = ap+1−k
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for 1 ≤ k ≤ p. Note that

ã1 > ã2 > . . . > ãp. (5.7)

The following Lemma is a generalization of Lemma 1.4.

Lemma 5.5. Let f = (f1, . . . , fm) : [0, 1]d → Rm satisfy the following generalized Hölder
condition with respect to E:

|fi(x) − fi(y)| ≤ c τE(x − y)αi , 1 ≤ i ≤ m, (5.8)

where c > 0 and 0 < αi ≤ 1 are constants such that

0 < α1 ≤ α2 ≤ . . . ≤ αm ≤ 1. (5.9)

Then

dimH f([0, 1]d) ≤ min
{

m;
∑p

k=1 akμk +
∑j

i=1(αj − αi)
αj

, 1 ≤ j ≤ m
}

(5.10)

and

dimH Gr f([0, 1]d) ≤ min
{∑p

k=1 akμk +
∑j

i=1(αj − αi)
αj

, 1 ≤ j ≤ m;

l∑
j=1

ãj

ãl
μ̃j +

p∑
j=l+1

μ̃j +
m∑

i=1
(1 − αi

ãl
), 1 ≤ l ≤ p

}
.

(5.11)

Proof. Throughout this proof, let c be an unspecified positive constant which might change
in each occurence. Note that we clearly have

dimH f([0, 1]d) ≤ dimH Rm = m

and by Corollary 1.3 (ii)

dimH f([0, 1]d) ≤ dimH Gr f([0, 1]d).

So it suffices to prove (5.11). We first show that

dimH Gr f([0, 1]d) ≤
∑p

k=1 akμk +
∑j

i=1(αj − αi)
αj

(5.12)

for every fixed 1 ≤ j ≤ m. Let us choose compact subsets V1 ⊂ W1, . . . , Vp ⊂ Wp such that

[0, 1]d ⊂ V1 + . . . + Vp,

where V1 + . . . + Vp = {x1 + . . . + xp : xi ∈ Vi, 1 ≤ i ≤ p}. For any integer n ≥ 2 we cover Vl

(1 ≤ l ≤ p) by kn,l cubes {Rn,l,il
} (1 ≤ il ≤ kn,l) with edge-lengths n−al so that the diameter
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and volume of Rn,l,il
satisfy

diam(Rn,l,il
) ≤ cn−al (5.13)

and
vol(Rn,l,il

) ≤ cn−alμl ,

where the volume is taken with respect to the μl-dimensional Lebesgue measure. Since the
cubes {Rn,l,il

} (1 ≤ il ≤ kn,l) cover Vl, we have

kn,l ≤ cnalμl

for all 1 ≤ l ≤ p, which yields that

kn,1 . . . kn,p ≤ cn
∑p

l=1 alμl . (5.14)

For any vector x ∈ Rd let x = x1 + . . .+xp be the direct sum decomposition with respect to E

and let ε > 0 denote an unspecified (small) constant which might change in each occurence.
From (5.8) and Remark 2.10 we get for 1 ≤ i ≤ m and ε > 0

|fi(x) − fi(y)| ≤ cτE(x − y)αi ≤ c
p∑

k=1
‖xk − yk‖

αi
ak

−ε
.

Thus, each f(Rn,1,i1 + . . . + Rn,p,ip) can be covered by a rectangle Tn,i1,...,ip ⊂ Rm of sides
c( 1

n)αi−ε (1 ≤ i ≤ m). Note that

vol(Tn,i1,...,ip) ≤ c(
1
n

)
∑m

j=1 αi−ε
.

For each fixed 1 ≤ j ≤ m we can cover Tn,i1,...,ip by at most c( 1
n)
∑j

i=1(αi−αj)−ε cubes Tn,i1,...,ip,k(
1 ≤ k ≤ c( 1

n)
∑j

i=1(αi−αj)−ε) of edge-lengths c( 1
n)αj , since

c(
1
n

)
∑j

i=1(αi−αj)−ε · vol(Tn,i1,...,ip,k) = c(
1
n

)
∑j

i=1(αi−αj)−ε · (
1
n

)mαj

= c(
1
n

)
∑j

i=1 αi+(m−j)αj−ε

≥ c(
1
n

)
∑m

i=1 αi−ε

by (5.9). Note that

Gr f([0, 1]d) ⊂
⋃

i1,...,ip

⋃
k

(Rn,1,i1 + . . . + Rn,p,ip) × Tn,i1,...,ip,k

and since
diam(Tn,i1,...,ip,k) ≤ c(

1
n

)αj ,
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(5.13) shows that

diam
(
(Rn,1,i1 + . . . + Rn,p,ip) × Tn,i1,...,ip,k

) ≤ c(
1
n

)αj . (5.15)

Let γ > ε. Then by (5.14) and (5.15)

∑
i1,...,ip

∑
k

diam
(
(Rn,1,i1 + . . . + Rn,p,ip) × Tn,i1,...,ip,k

)[γ+
∑p

l=1 alμl+
∑j

i=1(αj−αi)
]
/αj

≤ c kn,1 . . . kn,p · (
1
n

)
∑j

i=1(αi−αj)−ε · (
1
n

)γ+
∑p

l=1 alμl+
∑j

i=1(αj−αi)

≤ c (
1
n

)γ−ε → 0

as n → ∞. This proves

dimH Gr f([0, 1]d) ≤ ε +
∑p

k=1 akμk +
∑j

i=1(αj − αi)
αj

for all 1 ≤ j ≤ m and ε > 0. Hence, (5.12) follows by letting ε → 0. It remains to prove

dimH Gr f([0, 1]d) ≤
k∑

j=1

ãj

ãk
μ̃j +

p∑
j=k+1

μ̃j +
m∑

i=1
(1 − αi

ãk
) (5.16)

for any 1 ≤ k ≤ p. Let us fix an integer 1 ≤ k ≤ p. We observe that each

(Rn,1,i1 + . . . + Rn,p,ip) × Tn,i1,...,ip

can be covered by �n,k cubes in Rd+m of sides n−ãk . Further note that since

vol
(
(Rn,1,i1 + . . . + Rn,p,ip) × Tn,i1,...,ip

) ≤ cn−
∑p

l=1 ãlμ̃l−
∑m

i=1(αi+ε),

we can achieve that
�n,kn−ãk(d+m) ≤ cn−

∑p

l=1 ãlμ̃l−
∑m

i=1(αi+ε)

or, equivalently
�n,k ≤ cn−

∑p

l=1 ãlμ̃l+dãk−
∑m

i=1(αi−ãk+ε)

and the exponent in the last expression equals

−
p∑

l=1
(ãl − ãk)μ̃l −

m∑
i=1

(αi − ãk + ε) ≤
p∑

l=k+1
(ãk − ãl)μ̃l −

m∑
i=1

(αi − ãk + ε), (5.17)

where the last inequality follows from (5.7). Let 0 < α′
i < αi − ε, 1 ≤ i ≤ m, and define

ηk =
k∑

j=1

ãj

ãk
μ̃j + d −

k∑
j=1

μ̃j +
m∑

i=1

(
1 − α′

i

ãk

)
.

Note that Gr f([0, 1]d) can be covered by kn,1 . . . kn,p · �n,k cubes in Rd+m with edge-lengths
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n−ãk . We will now show that

kn,1 . . . kn,p · �n,kn−ãkηk → 0 (5.18)

as n → ∞ in order to obtain dimH Gr f([0, 1]d) ≤ ηk. Using (5.14) and (5.17) we get

kn,1 . . . kn,p · �n,kn−ãkηk ≤ nγ

with

γ =
p∑

j=1
ãjμ̃j +

p∑
j=k+1

(ãk − ãj)μ̃j −
m∑

i=1
(αi − ãk + ε) −

k∑
j=1

ãjμ̃j

− ãk

(
d −

k∑
j=1

μ̃j +
m∑

i=1

(
1 − α′

i

ãk

))

= ãk

p∑
j=k+1

μ̃j −
m∑

i=1
(αi − ãk + ε) − ãk

p∑
j=k+1

μ̃j −
m∑

i=1
(ãk − α′

i)

=
m∑

i=1
(α′

i − αi + ε) < 0

by assumption so that (5.18) holds and implies dimH Gr f([0, 1]d) ≤ ηk. Therefore, (5.16)
follows by letting α′

i → αi − ε and ε → 0. The proof of Lemma 5.5 is complete.

Remark 5.6. Let f = (f1, . . . , fm) : [0, 1]d → Rm and assume that f satisfies (5.8) with αi

replaced by βi for every βi < αi. Then in view of the proof of Lemma 5.5 we see that (5.10)
and (5.11) are still valid.

Example 5.7. Let the assumptions of Lemma 5.5 hold with E = Id the identity operator
on Rd. By Example 2.2 we have τId

(x) = ‖x‖ for all x ∈ Rd. Further note that p = 1, a1 = 1
and the direct sum decomposition with respect to Id is Rd = W1 so that dim W1 = d. Thus,
Lemma 5.5 reads as

dimH f([0, 1]d) ≤ min
{

m,
d +

∑j
i=1(αj − αi)

αj
, 1 ≤ j ≤ m

}

and

dimH Gr f([0, 1]d) ≤ min
{

d +
∑j

i=1(αj − αi)
αj

, 1 ≤ j ≤ m, d +
m∑

i=1
(1 − αi)

}
,

which coincides with the statements in Lemma 1.4.

5.3. Uniform modulus of continuity

From now on throughout this chapter, let the assumptions of Chapter 5.1 hold and let us
write X to indicate that we consider either the random field Xφ in Theorem 5.2 or Xψ in
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Theorem 5.3. We will now state a result about the modulus of continuity for the components
of X = (X1, . . . , Xm). Before doing this, let us recall that from the Jordan decomposition
theorem (see e.g. [19, p. 129]) there exists a real invertible matrix A ∈ Rm×m such that
A−1DA is of the real canonical form, i.e.

A−1DA =

⎛
⎜⎜⎜⎝

J1 0
. . .

0 Jk

⎞
⎟⎟⎟⎠

for some k ≤ m and some block matrices J1, . . . , Jk, where each Jj , 1 ≤ j ≤ k, is either a
Jordan cell matrix of the form

Jj =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

λ 1
λ 1

. . . . . .
. . . 1

λ

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

with λ a real eigenvalue of D or Jj is of the form

Jj =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

Λ I2

Λ I2
. . . . . .

. . . I2

Λ

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

with Λ =
(

a −b

b a

)
and I2 =

(
1 0
0 1

)
,

where the complex numbers a ± ib, b �= 0, are complex conjugated eigenvalues of D.

Proposition 5.8. If the operator D itself is of the real canonical form there exist positive
and finite constants 1 ≤ pj ≤ m (j = 1, . . . , m), C6,1, depending only on D, d and m, and a
modification X∗ of X such that for every j = 1, . . . , m

sup
x,y∈[0,1]d

x 
=y

|X∗
j (x) − X∗

j (y)|
τE(x − y)λj | log τE(x − y)| 1

2 +2(pj−1)+ε
≤ C6,1 a.s. (5.19)

for every ε > 0. In particular, one can find a positive and finite constant C6,2 such that for
every 1 ≤ j ≤ m and ε > 0

|X∗
j (x) − X∗

j (y)| ≤ C6,2τE(x − y)λj−ε (5.20)

holds almost surely for any x, y ∈ [0, 1]d.

Proof. The proof of this Proposition is essentially based on the proof in [36, Proposition 4.1]
and the idea is to apply Proposition 4.9. Let c be an unspecified positive constant and define
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r = τE(x − y) for some fixed x, y ∈ [0, 1]d. By Proposition 4.9 it suffices to show that

E
[(

Xj(x) − Xj(y)
)2] ≤ cr2λj | log r|2(pj−1). (5.21)

As before let ‖Q‖ = max‖x‖=1 ‖Qx‖ for any matrix Q ∈ Rm×m. Let us recall that the
operator norm is submultiplicative, i.e.

‖AB‖ ≤ ‖A‖‖B‖ (5.22)

for all A, B ∈ Rm×m (see, e.g., [38, Proposition 2.1.3]) and that

max
1≤i,j≤m

|aij | ≤ ‖A‖ ≤
√

m3 max
1≤i,j≤m

|aij | (5.23)

for any A = (aij) ∈ Rm×m (see [36, p. 60]).
Fix 1 ≤ j ≤ m and let J1, . . . , Jk be the diagonal blocks of D for some k ≤ m. Suppose

that the block corresponding to the eigenvalue αj = λj + iβj is Jl. For notational simplicity
we will suppress the subscript l. Denote the standard basis of Rm by (e1, . . . , em). Since X is
(E, D)-operator-self-similar and has stationary increments, using the change to generalized
polar coordinates with respect to E we get

E
[(

Xj(x) − Xj(y)
)2] = E

[〈X(x) − X(y), ej〉2]
= E

[〈τE(x − y)DX
(
lE(x − y)

)
, ej〉2]

= E
[( m∑

k=1
Xk

(
lE(x − y)

)〈τE(x − y)Dek, ej〉
)2]

.

Note that 〈rDek, ej〉 is the (j, k)th entry of rD and a = 〈rDek, ej〉 �= 0 only if j ≤ k and a is
also an entry of rJ , since D is assumed to be of the real canonical form. Now we distinguish
two cases. First we assume that J is a p ×p Jordan cell matrix with eigenvalue λ = λj . Then

Jk =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

λk kλk−1 . . . . . .
( k

p−1
)
λk−p+1

λk kλk−1 ...
. . . . . . ...

. . . kλk−1

λk

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

for all k ∈ N so that

rJ =
∞∑

k=0

(log r)k

k!
Jk =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

rλ rλ log r . . . . . . rλ

(p−1)!(log r)p−1

rλ rλ log r
...

. . . . . . ...
. . . rλ log r

rλ

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

.
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Note that for small r we have

max
1≤k,j≤m

|〈rDek, ej〉| =
rλ

(p − 1)!
(log r)p−1. (5.24)

Furthermore, since

Γ(θ) = E
[( m∑

k=1
Xk(θ)

)2] =
∫
Rd

( m∑
k=1

|ei〈θ,y〉 − 1|‖ψ(y)−D− q
2 ek‖

)2
dy

is continuous and bounded on the unit sphere SE , there exists 0 < M < ∞ such that
maxθ∈SE

Γ(θ) ≤ M . Combining this with (5.24) we obtain

E
[( m∑

k=1
Xk

(
lE(x − y)

)〈rDek, ej〉
)2] ≤ cr2λ(log r)2(p−1)E

[( m∑
k=1

Xk

(
lE(x − y)

))2]

≤ cMr2λ(log r)2(p−1),

which proves (5.21).
Now we consider the case that J is a 2p × 2p matrix of the form

J =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

Λ I2

Λ I2
. . . . . .

. . . I2

Λ

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

with Λ =
(

λj −βj

βj λj

)
.

Let us define a 2p × 2p matrix M(A1, . . . , Ap) by

M(A1, . . . , Ap) =

⎛
⎜⎜⎜⎜⎜⎜⎝

A1 A2 . . . Ap

. . . . . . ...
. . . A2

A1

⎞
⎟⎟⎟⎟⎟⎟⎠

so that we can write J = M(Λ, I2, 0, . . . , 0) and

rJ = M
(
rΛ, rΛ log r, . . . , rΛ (log r)p−1

(p − 1)!

)

= M(rΛ, 0, . . . , 0) · M
(
I2, I2 log r, . . . , I2

(log r)p−1

(p − 1)!

)
.

By using the fact that ‖rΛu‖ ≤ rλj ‖u‖ for every u = (u1, u2) ∈ R2 (see [36, p. 65]) we obtain
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for u ∈ R2p that

‖rJu‖ = ‖M(rΛ, 0, . . . , 0) · M
(
I2, I2 log r, . . . , I2

(log r)p−1

(p − 1)!

)
u‖

≤ ‖M(rλj I2, 0, . . . , 0) · M
(
I2, I2 log r, . . . , I2

(log r)p−1

(p − 1)!

)
u‖.

(5.25)

Assume that the component vector of X
(
lE(x − y)

)
corresponding to the block rJ of rD is

given by X̃
(
lE(x − y)

)
. Further let (ẽ1, . . . , ẽ2p) be the canonical basis of R2p. Then for some

1 ≤ i ≤ 2p by the Cauchy-Schwarz inequality and (5.25)

E
[(

Xj(x) − Xj(y)
)2] = E

[〈rDX
(
lE(x − y)

)
, ej〉2]

= E
[〈rJX̃

(
lE(x − y)

)
, ẽi〉2]

≤ E
[‖rJX̃

(
lE(x − y)

)‖2‖ẽi‖2]
≤ E

[‖M1(r)M2(r)X̃
(
lE(x − y)

)‖2]
≤ E

[‖M1(r)M2(r)‖2‖X̃
(
lE(x − y)

)‖2]

with M1(r) = M(rλj I2, 0, . . . , 0) and M2(r) = M
(
I2, I2 log r, . . . , I2

(log r)p−1

(p−1)!

)
. Noting that

maxθ∈SE
E[‖X̃(θ)‖2] ≤ c the last expression can be estimated from above by

cE
[
‖M1(r)M2(r)‖2

]
≤ c‖M1(r)‖2‖M2(r)‖2 ≤ cr2λj (log r)2(p−1),

where we used (5.22) in the first inequality and (5.23) in the last inequality. Hence, this
proves (5.21).

Finally, (5.20) follows from (5.19) and (2.3) exactly as in the proof of Proposition 4.11.

5.4. Hausdorff dimension of the sample paths

In this section we state our results on the Hausdorff dimension of the range and the graph of
a trajectory of X over the unit cube [0, 1]d. Recall that Rd = W1 ⊕ . . . ⊕ Wp is the direct sum
decomposition with respect to E, μj = dim Wj , μ̃j = dim Wp+1−j , ãj = ap+1−j for 1 ≤ j ≤ p

so that by (5.6)
0 < λ1 ≤ . . . ≤ λm < 1 < ãp < . . . < ã1. (5.26)

Theorem 5.9. With probability one

dimH X([0, 1]d) = min
{

m;
∑p

k=1 akμk +
∑j

i=1(λj − λi)
λj

, 1 ≤ j ≤ m
}

=

⎧⎨
⎩

m if
∑m

i=1 λi <
∑p

k=1 akμk,∑p

k=1
akμk+

∑l

i=1
(λl−λi)

λl
if
∑l−1

i=1 λi <
∑p

k=1 akμk ≤ ∑l

i=1 λi

(5.27)
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and

dimH Gr X([0, 1]d) = min
{

dimH X([0, 1]d); G(l), 1 ≤ l ≤ p

}

=

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

dimH X([0, 1]d) if
p∑

k=1

akμk ≤
m∑

i=1

λi,

G(l) if
l−1∑
k=1

ãkμ̃k ≤
m∑

i=1

λi <

l∑
k=1

ãkμ̃k,

(5.28)

where

G(l) =
l∑

j=1

ãj

ãl
μ̃j +

p∑
j=l+1

μ̃j +
m∑

i=1
(1 − λi

ãl
).

The second equality in (5.27) and the second equality in (5.28) are verified by the following
elementary Lemma whose proof is analogous to the proof of Lemma 4.14. Denote

ζ = min
{

m,

∑p
k=1 akμk +

∑j
i=1(λj − λi)

λj
, 1 ≤ j ≤ m

}

and

κ = min
{ l∑

j=1

ãj

ãl
μ̃j +

p∑
j=l+1

μ̃j +
m∑

i=1
(1 − λi

ãl
), 1 ≤ l ≤ p

}
.

Lemma 5.10. If (5.26) holds then the following statements are true.

(i) If ∑l−1
i=1 λi <

∑p
k=1 akμk ≤ ∑l

i=1 λi for some 1 ≤ l ≤ m then

ζ =
∑p

k=1 akμk +
∑l

i=1(λl − λi)
λl

and ζ ∈ (l − 1, l].

(ii) If ∑m
i=1 λi <

∑p
k=1 akμk then ζ = m.

(iii) If there is 1 ≤ k ≤ p such that ∑k−1
j=1 ãjμ̃j ≤ ∑m

i=1 λi <
∑k

j=1 ãjμ̃j then

κ =
k∑

j=1

ãj

ãk
μ̃j +

p∑
j=k+1

μ̃j +
m∑

i=1
(1 − λi

ãk
)

and κ ∈
(
m +

∑p
j=k+1 μ̃j , m +

∑p
j=k μ̃j

]
.

Proof. We first prove (i). So assume that for some 1 ≤ l ≤ m

l−1∑
i=1

λi <
p∑

k=1
akμk ≤

l∑
i=1

λi. (5.29)
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Define

ζj =
∑p

k=1 akμk +
∑j

i=1(λj − λi)
λj

for 1 ≤ j ≤ m. We first show that ζ = ζl. Let l ≤ b ≤ m and note that λb ≥ λl. Then

ζl − ζb = l − b + (λb − λl) ·
∑p

k=1 akμk

λlλb
− λb ·

∑l
i=1 λi

λlλb
+ λl ·

∑b
i=1 λi

λlλb

≤ l − b + (λb − λl) ·
∑l

i=1 λi

λlλb
− λb ·

∑l
i=1 λi

λlλb
+ λl ·

∑b
i=1 λi

λlλb

= l − b + λl ·
∑b

i=l+1 λi

λlλb
= l − b +

∑b
i=l+1 λi

λb

≤ l − b + b − l = 0,

where we used (5.26) in the last inequality. Thus, we have ζl ≤ ζb for l ≤ b ≤ m. Similarly
one shows ζl ≤ ζb for b ≤ l ≤ m so that ζ = min1≤j≤m ζj = ζl, since by (5.29)

ζl ≤
∑l

i=1 λl

λl
= l ≤ m

and

ζl >

∑l
i=1 λl − λl

λl
= l − 1.

Now we prove (ii). Assume that

m∑
i=1

λi <
p∑

k=1
akμk.

Then

ζj >

∑m
i=1 λi +

∑j
i=1(λj − λi)

λj
=

∑m
i=j+1 λi +

∑j
i=1 λj

λj

≥
m∑

i=j+1
1 +

j∑
i=1

1 = m

for all 1 ≤ j ≤ m, where we used (5.26) in the last inequality. This shows ζ = m.
We now turn to the proof of (iii). Suppose that

k−1∑
j=1

ãjμ̃j ≤
m∑

i=1
λi <

k∑
j=1

ãjμ̃j (5.30)

for some 1 ≤ k ≤ p. For 1 ≤ l ≤ p define

κl =
l∑

j=1

ãj

ãl
μ̃j +

p∑
j=l+1

μ̃j +
m∑

i=1
(1 − λi

ãl
).
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We want to show that κ = κk. First assume that 1 ≤ l ≤ k. Then using (5.30) and (5.26)

κk − κl =
k∑

j=1

ãj

ãk
μ̃j −

l∑
j=1

ãj

ãl
μ̃j −

k∑
j=l+1

μ̃j + (
1
ãl

− 1
ãk

)
m∑

i=1
λi

≤
k∑

j=1

ãj

ãk
μ̃j −

l∑
j=1

ãj

ãl
μ̃j −

k∑
j=l+1

μ̃j + (
1
ãl

− 1
ãk

)
k−1∑
j=1

ãjμ̃j

= μ̃k +
k−1∑

j=l+1

ãj

ãl
μ̃j −

k∑
j=l+1

μ̃j

≤ μ̃k +
k−1∑

j=l+1
μ̃j −

k∑
j=l+1

μ̃j = 0,

i.e. κk ≤ κl. On the other hand if k ≤ l ≤ p we obtain from (5.30) and (5.26) that

κk − κl =
k∑

j=1

ãj

ãk
μ̃j −

l∑
j=1

ãj

ãl
μ̃j +

l∑
j=k+1

μ̃j + (
1
ãl

− 1
ãk

)
m∑

i=1
λi

<
k∑

j=1

ãj

ãk
μ̃j −

l∑
j=1

ãj

ãl
μ̃j +

l∑
j=k+1

μ̃j + (
1
ãl

− 1
ãk

)
k∑

j=1
ãjμ̃j

= −
l∑

j=k+1

ãj

ãl
μ̃j +

l∑
j=k+1

μ̃j

≤ −
l∑

j=k+1
μ̃j +

l∑
j=k+1

μ̃j = 0,

i.e. κk < κl. This proves κ = min1≤l≤p κl = κk. Finally, by (5.30) we have

κ = κk ≤ μ̃k +
p∑

j=k+1
μ̃j + m =

p∑
j=k

μ̃j + m

and

κ = κk >
p∑

j=k+1
μ̃j + m.

Proposition 5.11. Fix 1 ≤ j ≤ m and let ε > 0 be sufficiently small. Then the integral

Eγ =
∫

[0,1]d

∫
[0,1]d

τE(x − y)−γλj+
∑j

i=1(λj−λi)dxdy

is finite for any

0 < γ ≤ min
{

m,

∑p
k=1

ak
1+εμk +

∑j
i=1(λj − λi)

λj

}
.

Proof. In this proof let c and c′ be two unspecified positive constants. Note that

Eγ ≤
∫

‖x‖≤2
τE(x)−γλj+

∑j

i=1(λj−λi)dx.
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In order to show that the integral in the last expression is finite we observe that for any

0 < γ < min
{

m,

∑p
k=1

ak
1+εμk +

∑j
i=1(λj − λi)

λj

}

there exists an integer 1 ≤ l ≤ p such that

∑p
k=l+1

ak
1+εμk +

∑j
i=1(λj − λi)

λj
< γ <

∑p
k=l

ak
1+εμk +

∑j
i=1(λj − λi)

λj
. (5.31)

In the following we only consider the case l = 1, since the remaining cases are easier because
they require less steps of integration using Lemma 4.7. So assuming (5.31) with l = 1 we can
choose positive constants δ2, . . . , δp such that δj > 1+ε

aj
, 2 ≤ j ≤ p and

∑p
k=2

μk
δk

+
∑j

i=1(λj − λi)
λj

< γ <

a1
1+εμ1 +

∑p
k=2

μk
δk

+
∑j

i=1(λj − λi)
λj

. (5.32)

Let x = x1 + . . . + xp for xi ∈ Wi, 1 ≤ i ≤ p be the direct sum decomposition with respect
to E. Since the Wi are orthogonal in the associated euclidean norm, it follows that ‖x‖ ≤ 2
implies ‖xi‖ ≤ 2 for 1 ≤ i ≤ p. Then by Remark 2.10

Eγ ≤ c

∫
‖x1‖≤2

. . .

∫
‖xp‖≤2

(‖x1‖
1+ε
a1 + . . . + ‖xp‖

1+ε
ap

)−γλj+
∑j

i=1(λj−λi)dx1 . . . dxp.

By using the change to (classical) polar coordinates we can further estimate

Eγ ≤ c

∫ 2

0
dr1 . . .

∫ 2

0
drp

(
r

1+ε
a1

1 + . . . + r
1+ε
ap

p
)−γλj+

∑j

i=1(λj−λi)
p∏

j=1
r

μj−1
j . (5.33)

Applying Lemma 4.7 to the integral in (5.33) with

A =
p−1∑
j=1

r
1+ε
aj

j , u = γλj −
j∑

i=1
(λj − λi) and k = μp

we integrate with respect to drp in the last expression and obtain that

Eγ ≤ c′ + c

∫ 2

0
dr1 . . .

∫ 2

0
drp−1

(
r

1+ε
a1

1 + . . . + r
1+ε

ap−1
p−1

)−γλj+
∑j

i=1
(λj−λi)+ μp

δp

p−1∏
j=1

r
μj−1
j .

By repeating this procedure (p − 2)-times, we derive

Eγ ≤ c′ + c

∫ 2

0

(
r

1+ε
a1

1
)−γλj+

∑j

i=1(λj−λi)+
∑p

k=2
μk
δk · rμ1−1

1 dr1. (5.34)

Note that from (5.32) we get

1 + ε

a1
·
(

− γλj +
j∑

i=1
(λj − λi) +

p∑
k=2

μk

δk

)
+ μ1 − 1
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>
1 + ε

a1
·
(

− a1
1 + ε

μ1
)

+ μ1 − 1 = −1.

Thus, the integral in (5.34) is finite and this proves the assertion.

Proposition 5.12. Let 1 ≤ k ≤ p be an integer such that

k−1∑
j=1

ãjμ̃j ≤
m∑

i=1
λi <

k∑
j=1

ãjμ̃j .

For γ > m define

Gγ =
∫

[0,1]d

∫
[0,1]d

‖x − y‖m−γτE(x − y)−
∑m

i=1 λidxdy.

Then if ε > 0 is sufficiently small Gγ is finite for any

m < γ ≤
k∑

j=1

ãj

ãk
μ̃j +

p∑
j=k+1

μ̃j +
m∑

i=1
(1 − λi

1 + ε

ãk
).

Proof. Let us first note that by a change of variables

Gγ ≤ c

∫
‖x‖≤2

‖x‖m−γτE(x)−
∑m

i=1 λidx.

Let c and c′ be two unspecified positive constants. To simplify notation let gj = ãj

1+ε , 1 ≤
j ≤ p. Then by assumption for sufficiently small ε > 0 we have

k−1∑
j=1

gjμ̃j <
m∑

i=1
λi <

k∑
j=1

gjμ̃j . (5.35)

Let us write x = x1 + . . . + xk + y for xi ∈ W̃i, 1 ≤ i ≤ k and y ∈ W̃k+1 ⊕ . . . ⊕ W̃p. As in
the proof of Proposition 4.20 we remark that

‖x‖ ≤ c‖x‖2 = c

√√√√√ k∑
j=1

‖xj‖2
2 + ‖y‖2

2 ≤ c
( k∑

j=1
‖xj‖2 + ‖y‖2

)

≤ c
( k∑

j=1
‖xj‖ + ‖y‖

)

and that ‖x‖ ≤ 2 implies ‖xi‖ ≤ 2, 1 ≤ i ≤ k, and ‖y‖ ≤ 2. Combining this with Remark
2.10 we get

Gγ ≤ c

∫
‖x1‖≤2

. . .

∫
‖xk‖≤2

∫
‖y‖≤2

( k∑
j=1

‖xj‖
1

gj + ‖y‖
1

gp

)−
∑m

i=1 λi

×
( k∑

j=1
‖xj‖ + ‖y‖

)m−γ
dx1 . . . dxkdy.
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By using the change to (classical) polar coordinates we further get

Gγ ≤ c

∫ 2

0
dr

∫ 2

0
drk . . .

∫ 2

0
dr1

( k∑
j=1

r
1

gj

j + r
1

gp

)−
∑m

i=1 λi

×
( k∑

j=1
rj + r

)m−γ k∏
j=1

r
μ̃j−1
j · r

∑p

j=k+1 μ̃j−1
.

(5.36)

In order to show that the integral in (5.36) is finite we will integrate dr1, . . . , drk iteratively.
Furthermore, we will assume that k > 1 in (5.35), since for k = 1 we can use (4.8) of Lemma
4.8 to obtain (5.38) directly. Indeed, if k = 1 in (5.35) we have

1
g1

m∑
i=1

λi < μ̃1

so that by (4.8) of Lemma 4.8 with

B = r, α =
1
g1

, β =
m∑

i=1
λi, η = γ − m, k = μ̃1

we obtain

Gγ ≤ c

∫ 2

0
r

m−γ− 1
g1

(
∑m

i=1 λi)+μ̃1 · r
∑p

j=2 μ̃j−1
dr,

which is (5.38) below with k = 1. So in the following assume that k > 1 in (5.35). Let us
first integrate with respect to dr1. Since by (5.35)

1
g1

m∑
i=1

λi > μ̃1

we can use (4.6) of Lemma 4.8 with

A =
k∑

j=2
r

1
gj

j + r
1

gp , B =
k∑

j=2
rj + r, α =

1
g1

, β =
m∑

i=1
λi, η = γ − m, k = μ̃1

to get that

Gγ ≤ c

∫ 2

0
dr

∫ 2

0
drk . . .

∫ 2

0
dr2

( k∑
j=2

r
1

gj

j + r
1

gp

)−
∑m

i=1 λi+g1μ̃1

×
( k∑

j=2
rj + r

)m−γ k∏
j=2

r
μ̃j−1
j · r

∑p

j=k+1 μ̃j−1
.

Using (5.35), we can repeat this procedure for integration with respect to dr2, . . . , drk−1 and
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obtain

Gγ ≤ c

∫ 2

0
dr

∫ 2

0
drk

(
r

1
gk
k + r

1
gp

)−
∑m

i=1 λi+
∑k−1

j=1 gj μ̃j

×
(
rk + r

)m−γ
rμ̃k−1

k · r
∑p

j=k+1 μ̃j−1
.

(5.37)

Since by (5.35) we have ( m∑
i=1

λi −
k−1∑
j=1

gjμ̃j

) 1
gk

< μ̃k

we can use (4.8) of Lemma 4.8 to the integral in (5.37) with

B = r, α =
1
gk

, β =
m∑

i=1
λi +

k−1∑
j=1

gjμ̃j , η = γ − m, k = μ̃k

and obtain

Gγ ≤ c

∫ 2

0
r

m−γ− 1
gk

(∑m

i=1 λi−
∑k−1

j=1 gj μ̃j

)
+μ̃k · r

∑p

j=k+1 μ̃j−1
dr. (5.38)

Observe that for

m < γ <
k∑

j=1

gj

gk
μ̃j +

p∑
j=k+1

μ̃j +
m∑

i=1
(1 − λi

1
gk

)

we have

m − γ − 1
gk

( m∑
i=1

λi −
k−1∑
j=1

gjμ̃j

)
+ μ̃k +

p∑
j=k+1

μ̃j − 1

> −μ̃k −
p∑

j=k+1
μ̃j + μ̃k +

p∑
j=k+1

μ̃j − 1 = −1.

Thus, the integral in (5.38) is finite and this completes the proof.

We now give a proof of Theorem 5.9 which further takes into account some methods used
in the proof of [36, Theorem 4.1] and [53, Theorem 2.1].

Proof of Theorem 5.9. By the Jordan decomposition Theorem (see Chapter 5.3) there exists
a real invertible matrix A ∈ Rm×m such that D̃ = A−1DA is of the real canonical form.
Consider the random field Y given by

Y (x) = A−1X(x), x ∈ Rd.

Then using the fact that cD̃ = A−1cDA for any c > 0 (see [38, Proposition 2.2.2]) and the
fact that X is (E, D)-operator-self-similar we get that

Y (cEx) = A−1X(cEx) d= A−1cDX(x) = A−1cDAA−1X(x)

= cD̃A−1X(x) = cD̃Y (x)
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for any c > 0 and x ∈ Rd. Hence, Y is an (E, D̃)-operator-self-similar Gaussian random field
in Rm and has stationary increments. Moreover, the mapping y 
→ Ay is bi-Lipschitz, since
by [38, Proposition 2.1.3] we have

1
‖A−1‖‖y‖ ≤ ‖Ay‖ ≤ ‖A‖‖y‖

for all y ∈ Rm. Therefore, from Corollary 1.3 (ii) we get

dimH Y ([0, 1]d) = dimH X([0, 1]d)

and
dimH Gr Y ([0, 1]d) = dimH Gr X([0, 1]d).

Thus, without loss of generality we may and will assume that D itself is of the real canonical
form. Furthermore, by Proposition 5.8 there exists a modification X∗ of X such that (5.20)
holds. Since X∗ is continuous, X and X∗ are indistinguishable and we may also assume that
X itself satisfies (5.20).

Let us now first prove (5.27). Since X satisfies (5.20), the upper bound in (5.27) follows from
Lemma 5.5 and Remark 5.6. It remains to prove the lower bound in (5.27). By Frostman’s
theorem (see Chapter 1.2) it suffices to show that

Eγ =
∫

[0,1]d

∫
[0,1]d

E[‖X(x) − X(y)‖−γ ]dxdy < ∞

to obtain that dimH X([0, 1]d) ≥ γ almost surely. From now on let c and c′ be two unspecified
positive constants and let us further recall some well-known facts taken from [53, p. 279].
For any positive definite matrix T ∈ Rm×m with rank m and any vector u ∈ Rm one can
estimate

uT T −1u ≥ cuT u. (5.39)

Furthermore, for any a > 0 we have
∫ ∞

0
(y2 + a2)− γ

2 dy = c1(γ)a−γ+1 for γ > 1 (5.40)

and
∫ ∞

0
(y2 + a2)− γ

2 e−yp
dy = c2(γ)a−γ+1 + c3(γ) for 0 < γ < 1, p > 0, (5.41)

where c1(γ), c2(γ) and c3(γ) are positive constants depending only on γ.
Note that since X is (E, D)-operator-self-similar with stationary increments

X(x) − X(y) d= X(x − y) = X
(
τE(x − y)ElE(x − y)

)
d= τE(x − y)DX

(
lE(x − y)

)
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for all x, y ∈ Rd. For the covariance matrix this implies that

det Cov
(
X(x) − X(y)

)
=
(

det τE(x − y)D)2 det Cov X
(
lE(x − y)

)
=

m∏
j=1

τE(x − y)2λj det Cov X
(
lE(x − y)

)
,

where in the last equality we used that D is of the real canonical form and the fact that
det τE(x − y)D =

∏m
j=1 τE(x − y)λj . Since X is Gaussian, continuous and proper, we have

det Cov X
(
lE(x − y)

) ≥ min
θ∈SE

det Cov X(θ) > 0.

For x �= y let

Yj(x, y) =
Xj(x) − Xj(y)

τE(x − y)λj
, j = 1, . . . , m.

Then

det Cov
(
Y (x, y)

)
=

1∏m
j=1 τE(x − y)2λj

det Cov
(
X(x) − X(y)

)
= det Cov X

(
lE(x − y)

) ≥ c

for some positive constant c independent of x and y with x �= y. Since Y (x, y) is Gaussian, this
implies that Cov

(
Y (x, y)

)
is a positive definite matrix with rank m. Therefore, using (5.39)

with T = Cov
(
Y (x, y)

)
and the fact that X is a Gaussian field with stationary increments

by the definition of Y (x, y) we obtain for γ > 0

ξγ := E[‖X(x) − X(y)‖−γ ]

=
∫
Rm

1
(2π)

m
2

1√
det Cov

(
Y (x, y)

)[
m∑

j=1

(
ujτE(x − y)λj

)2]− γ
2

× exp
(

− 1
2

uT Cov
(
Y (x, y)

)−1
u
)
du

≤ c

∫
Rm

[ m∑
j=1

(
ujτE(x − y)λj

)2]− γ
2 exp

(
−

m∑
j=1

u2
j

)
du1 . . . dum.

(5.42)

We now consider two cases. First assume that there exists an integer 1 ≤ l ≤ m such that

l−1∑
i=1

λi <
p∑

k=1
akμk ≤

l∑
i=1

λi.

Then by Lemma 5.10 we may and will assume that l − 1 < γ < l. We first integrate with
respect to du1 in the last integral in (5.42) by using exp(−u2

1) ≤ 1 and (5.40) with

a =
(

m∑
j=2

(
ujτE(x − y)λj−λ1

)2
) 1

2
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so that

ξγ ≤ cτE(x − y)−γλ1 ·
∫
Rm

[
u2

1 +
m∑

j=2

(
ujτE(x − y)λj−λ1

)2]− γ
2 exp

(
−

m∑
j=2

u2
j

)
du1 . . . dum

≤ cτE(x − y)−γλ1 ·
∫
Rm−1

[ m∑
j=2

(
ujτE(x − y)λj−λ1

)2]− (γ−1)
2 exp

(
−

m∑
j=2

u2
j

)
du2 . . . dum

≤ cτE(x − y)−γλ1−(γ−1)(λ2−λ1) ·
∫
Rm−1

[
u2

2 +
m∑

j=3

(
ujτE(x − y)λj−λ2

)2]− (γ−1)
2

× exp
(

−
m∑

j=3
u2

j

)
du2 . . . dum.

By iterating this argument for integration with respect to du2, . . . , dul−1 we find that

ξγ ≤ cτE(x − y)−γλl+
∑l

i=1(λl−λi) ·
∫
Rm−l+1

[
u2

l +
m∑

j=l+1

(
ujτE(x − y)λj−λl

)2]− (γ−l+1)
2

× exp
(

−
m∑

j=l

u2
j

)
dul . . . dum.

Note that 0 < γ − l +1 < 1 by assumption so that we can use (5.41) to integrate with respect
to dul in the last expression and obtain that

ξγ ≤ cτE(x − y)−γλl+
∑l

i=1(λl−λi) ·
∫
Rm−l

([ m∑
j=l+1

(
ujτE(x − y)λj−λl

)2]− (γ−l)
2 + c′

)

× exp
(

−
m∑

j=l+1
u2

j

)
dul+1 . . . dum.

Since −(γ − l) > 0 by assumption, we can get an upper estimate of the integral in the last
expression by a change of polar coordinates and obtain

c

∫
Rm−l

([ m∑
j=l+1

u2
j

] l−γ
2 + c′

)
exp

(
−

m∑
j=l+1

u2
j

)
dul+1 . . . dum

≤ c

∫ ∞

0

(
rl−γ + c′)e−r2

rm−l−1dr < ∞.

To summarize this we have

ξγ ≤ cτE(x − y)−γλl+
∑l

i=1(λl−λi).

On the other hand if
m∑

i=1
λi <

p∑
k=1

akμk

by Lemma 5.10 we may assume that γ < m and the above calculations show that

ξγ ≤ cτE(x − y)−γλm+
∑m

i=1(λm−λi).
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Altogether we obtain that for some 1 ≤ l ≤ m

Eγ ≤ c

∫
[0,1]d

∫
[0,1]d

τE(x − y)−γλl+
∑l

i=1(λl−λi)dxdy.

By Proposition 5.11 the above integral is finite for any

0 < γ < min
{

m,

∑p
k=1

ak
1+εμk +

∑l
i=1(λl − λi)

λl

}
,

where ε > 0 is arbitrarily small. Frostman’s theorem then yields

dimH X([0, 1]d) ≥ min
{

m,

∑p
k=1

ak
1+εμk +

∑l
i=1(λl − λi)

λl

}

almost surely. Since this holds for any arbitrarily small ε > 0, the lower bound in (5.27)
follows by letting ε → 0.

We now turn to the proof of (5.28). First assume that

p∑
k=1

akμk ≤
m∑

i=1
λi.

Then combining (5.27), Corollary 1.3 (ii) and Lemma 5.5 we obtain almost surely

min
{∑p

k=1 akμk +
∑j

i=1(λj − λi)
λj

, 1 ≤ j ≤ m
}

= dimH X([0, 1]d)

≤ dimH Gr X([0, 1]d) ≤ min
{∑p

k=1 akμk +
∑j

i=1(λj − λi)
λj

, 1 ≤ j ≤ m
}

so that dimH X([0, 1]d) = dimH Gr X([0, 1]d) almost surely. Now we consider the case that

l−1∑
j=1

ãjμ̃j ≤
m∑

i=1
λi <

l∑
j=1

ãjμ̃j

for some 1 ≤ l ≤ p. Then the upper bound in (5.28) follows from (5.20), Lemma 5.5 and
Remark 5.6. It remains to prove dimH Gr X([0, 1]d) ≥ γ almost surely for all

0 < γ <
l∑

j=1

ãj

ãl
μ̃j +

p∑
j=l+1

μ̃j +
m∑

i=1
(1 − λi

ãl
).

By Lemma 5.10 we may and will assume that γ > m +
∑p

j=l+1 μ̃j . Again by Frostman’s
theorem it is sufficient to show that

Gγ =
∫

[0,1]d

∫
[0,1]d

E
[(‖x − y‖2 + ‖X(x) − X(y)‖2)− γ

2
]
dxdy < ∞.

If Y (x, y) is defined as above we obtain

ηγ := E
[(‖x − y‖2 + ‖X(x) − X(y)‖2)− γ

2
]
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=
∫
Rm

1
(2π)

m
2

1√
det Cov

(
Y (x, y)

)[‖x − y‖2 +
m∑

i=1

(
uiτE(x − y)λi

)2]− γ
2

× exp
(

− 1
2

uT Cov
(
Y (x, y)

)−1
u
)
du

≤ c

∫
Rm

[
‖x − y‖2 +

m∑
i=1

(
uiτE(x − y)λi

)2]− γ
2
du1 . . . dum

= c τE(x − y)−γλ1 ·
∫
Rm

[
u2

1 +
‖x − y‖2

τE(x − y)2λ1
+

m∑
i=2

(
uiτE(x − y)λi−λ1

)2]− γ
2
du1 . . . dum.

We first integrate with respect to du1 using (5.40) to obtain that

ηγ ≤ c τE(x − y)−γλ1 ·
∫
Rm−1

[ ‖x − y‖2

τE(x − y)2λ1
+

m∑
i=2

(
uiτE(x − y)λi−λ1

)2]− (γ−1)
2

du2 . . . dum.

Since γ > m, we can repeat this procedure for integration with respect to du2, . . . , dum and
obtain that

ηγ ≤ c τE(x − y)−γλm+
∑m

i=1(λm−λi)‖x − y‖−(γ−m)τE(x − y)(γ−m)λm

= c τE(x − y)−
∑m

i=1 λi‖x − y‖−(γ−m)

so that

Gγ ≤ c

∫
[0,1]d

∫
[0,1]d

τE(x − y)−
∑m

i=1 λi‖x − y‖−(γ−m)dxdy.

By Proposition 5.12 the above integral is finite for all

m < γ <
l∑

j=1

ãj

ãl
μ̃j +

p∑
j=l+1

μ̃j +
m∑

i=1
(1 − λi

1 + ε

ãl
)

with an arbitrarily small ε > 0 and we obtain

dimH Gr X([0, 1]d) ≥
l∑

j=1

ãj

ãl
μ̃j +

p∑
j=l+1

μ̃j +
m∑

i=1
(1 − λi

1 + ε

ãl
)

almost surely. Therefore, the lower bound in (5.28) follows by letting ε → 0. This completes
the proof of Theorem 5.9. �

Let us close this chapter with the following two examples.

Example 5.13. As noted in Chapter 5.1 the operator fractional Brownian motion is (Id, D)-
operator-self-similar. Let us assume that E = Id in Theorem 5.2 and Theorem 5.3. Then
Theorem 5.9 can be written as

dimH X([0, 1]d) = min
{

m,
d +

∑j
i=1(λj − λi)

λj
, 1 ≤ j ≤ m

}
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and

dimH Gr X([0, 1]d) =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

dimH X([0, 1]d) if d ≤
m∑

i=1
λi,

d +
m∑

i=1
(1 − λi) if d >

m∑
i=1

λi

almost surely, which coincides with (5.2) and (5.3).

Example 5.14. Assume that D = H · Im for some 0 < H < 1, i.e. D is a diagonal matrix
with constant diagonal entries H. In this situation the random field X coincides with the
same random field as in Example 4.25 with α = 2 and Theorem 5.9 further becomes

dimH X([0, 1]d) = min
{

m,
p∑

k=1

ak

H
μk

}

and

dimH Gr X([0, 1]d) = min
{ p∑

k=1

ak

H
μk;

l∑
k=1

ãk

ãl
μ̃k +

p∑
k=l+1

μ̃k + (1 − H

ãl
)m, 1 ≤ l ≤ p

}

almost surely so that we recover the results in Example 4.25.
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6. Multivariate stable harmonizable
operator-self-similar random fields

The purpose of this chapter is to establish the corresponding results of Chapter 5 for α-stable
harmonizable operator-self-similar random fields. Indeed, we will see that these fields have
the same kind of regularity properties as the Gaussian fields given in Chapter 5. We first
recall the definition of stable harmonizable operator-self-similar random fields from [33].

6.1. Definition and existence

Throughout this chapter, let us adopt the notation of the preceding chapter and assume that
(5.6) holds. Let ψ : Rd → [0, ∞) be a continuous ET -homogeneous function according to
Definition 2.3 and assume that ψ(x) �= 0 for x �= 0. Moreover, let M̃α, α ∈ (0, 2), be a Cm-
valued SαS random measure on Rd as introduced in Chapter 3.3. Recall that q = trace(E).
The following is due to [33, Theorem 2.6].

Theorem 6.1. If (5.6) holds the random field

Xα(x) = Re
∫
Rd

(ei〈x,y〉 − 1)ψ(y)−D− q
α

ImM̃α(dy), x ∈ Rd (6.1)

is well-defined, proper, stochastically continuous and (E, D)-operator-self-similar SαS with
stationary increments.

Let us recall that Xα is well-defined, since the kernel matrix in (6.1) satisfies
∫
Rd

| expi〈x,y〉 −1|α‖ψ(y)−D− q
α

Im‖αdy < ∞

for all x ∈ Rd, which is shown in the proof of [33, Theorem 2.6]. Moreover, according to
Theorem 3.14 the characteristic function of Xα(x), x ∈ Rd, is given by

E
[
exp

(
i〈θ, Xα(x)〉)]

= exp
(

−
∫
Rd

√
(1 − cos〈x, y〉)2 + (sin〈x, y〉)2

α

‖ψ(y)−DT − q
α

Imθ‖αdy

)

= exp
(

−
∫
Rd

|ei〈x,y〉 − 1|α‖ψ(y)−DT − q
α

Imθ‖αdy

) (6.2)

for any θ ∈ Rm.
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Before studying the sample paths of the random field given in (6.1) we establish results
about exponential powers of linear operators in the next section.

6.2. Exponential powers of linear operators

The following Proposition is due to [38, Proposition 2.2.11].

Proposition 6.2. Let A ∈ Rm×m be a matrix and let ‖ · ‖ be an arbitrary norm on Rm. The
following statements hold.

(i) If every eigenvalue of A has real part less than β1 then for any t0 > 0 there exists a constant
C > 0 such that ‖tAu‖ ≥ Ctβ1‖u‖ holds for all 0 < t ≤ t0 and all u ∈ Rm.

(ii) If every eigenvalue of A has real part less than β2 then for any s0 > 0 there exists a
constant C > 0 such that ‖sAu‖ ≤ Csβ2‖u‖ holds for all s ≥ s0 and all u ∈ Rm.

Corollary 6.3. Assume that D is of the real canonical form (see Chapter 5.3) and let ‖ · ‖
be an arbitrary norm on Rm. The following statements hold.

(i) For any t0 > 0 there exists a constant C7,1 > 0 such that for any ε > 0

‖tDθ‖ ≥ C7,1

m∑
j=1

tλj+ε|θj |

holds for all 0 < t ≤ t0 and all θ = (θ1, . . . , θm) ∈ Rm.

(ii) For any s0 > 0 there exists a constant C7,2 > 0 such that for any ε > 0

‖s−Dθ‖ ≤ C7,2

m∑
j=1

s−λj+ε|θj |

holds for all s ≥ s0 and all θ = (θ1, . . . , θm) ∈ Rm.

Proof. We only prove part (i). Part (ii) is proven exactly the same way. In this proof let c

be an unspecified positive constant. Assume that the distinct real parts of the eigenvalues of
D are given by λ1, . . . , λk for some k ≤ m and let us write

D =

⎛
⎜⎜⎜⎜⎜⎝

J1

J2
. . .

Jk

⎞
⎟⎟⎟⎟⎟⎠

for some block matrices Jj so that each Jj is associated with λj , 1 ≤ j ≤ k. Furthermore,
write θ = (θ1, . . . , θk) for any θ = (θ1, . . . , θm) ∈ Rm and let ‖ · ‖1 be the 1-norm. Then
applying Proposition 6.2 and noting that every eigenvalue of each Jj has real part less than
λj + ε, 1 ≤ j ≤ k for all ε > 0, t0 > 0 and all 0 < t ≤ t0 we have

‖tDθ‖ ≥ c‖tDθ‖1 = c
k∑

j=1
‖tJj θj‖1
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≥ c
k∑

j=1
tλj+ε‖θj‖1 = c

m∑
j=1

tλj+ε|θj |,

where we used the equivalence of norms in the first inequality.

6.3. Uniform modulus of continuity

As before let
(
τE(x), lE(x)

)
denote the generalized polar coordinates with respect to E. For

notational convenience let us suppress the subscript α and simply write X instead of Xα.
The following is the main result of this section.

Proposition 6.4. Let the assumptions of Theorem 6.1 hold and suppose that D is of the real
canonical form. Then there exists a modification X∗ of X such that for any ε > 0 and any
δ > 0

sup
x,y∈[0,1]d

x 
=y

|X∗
j (x) − X∗

j (y)|
τE(x − y)λj−ε

[
log

(
1 + τE(x − y)−1)]δ+ 1

2 + 1
α

< ∞ (6.3)

holds almost surely for all 1 ≤ j ≤ m. In particular, for every ε > 0 and j = 1, . . . , m there
exists a constant C7,3 > 0 such that X∗ almost surely satisfies

|X∗
j (x) − X∗

j (y)| ≤ C7,3τE(x − y)λj−ε (6.4)

for all x, y ∈ [0, 1]d.

The proof of Proposition 6.4 takes into account some methods used in the proof of [11,
Proposition 5.1] and the key point is to remark that the components Xj , 1 ≤ j ≤ m, behave
like 1-dimensional operator scaling harmonizable random fields given in [9].

Proof. Fix 1 ≤ j ≤ m and denote by (e1, . . . , em) the canonical basis of Rm. The main idea
is to apply Proposition 4.10 with an appropriate choice of the function ψα. Indeed, let Y be
the random field given in (4.12), more precisely

Y (x) = Re
∫
Rd

(ei〈x,ξ〉 − 1)ψα(ξ)Mα(dξ)

for any x ∈ Rd, with
ψα(ξ) = ‖ψ(ξ)−DT − q

α
Imej‖,

where ‖ · ‖ is an arbitrary norm on Rm. We now show that

{Xj(x) : x ∈ Rd} f.d.= {Y (x) : x ∈ Rd}. (6.5)

Let t1, . . . , tn ∈ Rd and θ1, . . . , θn ∈ R. By (6.2) and Theorem 3.11 we have

E
[

exp
(
i

n∑
k=1

θkXj(tk)
)]

= E
[

exp
(
i〈

n∑
k=1

θkej , X(tk)〉
)]
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= exp
(

−
∫
Rd

∣∣∣ n∑
k=1

θk

(
ei〈tk,y〉 − 1

)∣∣∣α‖ψ(y)−DT − q
α

Imej‖αdy

)

= E
[

exp
(
i

n∑
k=1

θkY (tk)
)]

and this proves (6.5). Let c be an unspecified positive constant. Let us remark that Corollary
6.3 can also be applied to the block diagonal matrix DT + q

αIm. Then using this, the fact
that ψ is ET -homogeneous and (2.1) we see that

ψα(y) = ‖ψ(y)−DT − q
α

Imej‖ ≤ cψ(y)−λj+ε− q
α

= cψ
(
τET (y)ET

lET (y)
)−λj+ε− q

α

= cτET (y)−λj+ε− q
α · ψ

(
lET (y)

)−λj+ε− q
α

≤ cψτET (y)−(λj−ε)− q
α

for all y ∈ Rd with ‖y‖ > K > 0 and some cψ ∈ (0, ∞). Thus, Proposition 4.10 applies and
yields that there exists a modification Y ∗ of Y such that Y ∗ satisfies (4.13) with β = λj − ε.
Furthermore, since Y ∗ is a modification of Y , for θ1, . . . , θn ∈ R, t1, . . . , tn ∈ Rd we have

n∑
i=1

θiY
∗(ti) =

n∑
i=1

θiY (ti)

almost surely, which implies that

{Y ∗(x) : x ∈ Rd} f.d.= {Y (x) : x ∈ Rd}.

Combining this with (6.5) yields

{Y ∗(x) : x ∈ Rd} f.d.= {Xj(x) : x ∈ Rd}. (6.6)

Let us now show that there exists a (random) constant C such that

|Xj(x) − Xj(y)| ≤ CτE(x − y)λj−ε
[

log
(
1 + τE(x − y)−1

)]δ+ 1
2 + 1

α

for all x, y ∈ [0, 1]d ∩Qd, x �= y, almost surely. Indeed, from (6.6) for any x, y ∈ [0, 1]d, x �= y,
we get

P

(
|Xj(x) − Xj(y)| ≤ CτE(x − y)λj−ε

[
log

(
1 + τE(x − y)−1

)]δ+ 1
2 + 1

α

)

= P

(
|Y ∗(x) − Y ∗(y)| ≤ CτE(x − y)λj−ε

[
log

(
1 + τE(x − y)−1

)]δ+ 1
2 + 1

α

)

= 1,

87



6. Multivariate stable harmonizable operator-self-similar random fields

which yields that P (Ω∗) = 1 for

Ω∗ :=
{

|Xj(x) − Xj(y)| ≤ CτE(x − y)λj−ε
[

log
(
1 + τE(x − y)−1

)]δ+ 1
2 + 1

α

∀x, y ∈ [0, 1]d ∩ Qd, x �= y

}
,

since [0, 1]d ∩ Qd is countable. We now define a modification X∗
j of Xj on [0, 1]d such that

(6.3) holds with probability one as follows. If ω /∈ Ω∗ we set

X∗
j (u)(ω) = 0

for all u ∈ [0, 1]d. Now suppose that ω ∈ Ω∗. Then for any u ∈ [0, 1]d ∩ Qd we set

X∗
j (u)(ω) = Xj(u)(ω).

Now assume that u ∈ [0, 1]d is arbitrary and ω ∈ Ω∗. Then since [0, 1]d ∩ Qd is dense in
[0, 1]d, there exists a sequence (un)n∈N in [0, 1]d ∩ Qd such that limn→∞ un = u. It follows
from Corollary 2.6 that

lim
m,n→∞ |X∗

j (un)(ω) − X∗
j (um)(ω)|

≤ lim
m,n→∞ CτE(un − um)λj−ε

[
log

(
1 + τE(un − um)−1

)]δ+ 1
2 + 1

α

= 0 a.s.

so that
(
X∗

j (un)(ω)
)

n∈N
is a Cauchy sequence in R and, thus converges. We set

X∗
j (u)(ω) = lim

n→∞ X∗
j (un)(ω) = lim

n→∞ Xj(un)(ω).

Note that this limit does not depend on the choice of (un)n∈N and that X∗
j is well-defined.

We now show that X∗
j is a modification of Xj . Let u ∈ [0, 1]d and let (un)n∈N be a sequence

in [0, 1]d ∩ Qd with un → u as n → ∞. Since Xj is stochastically continuous, we have

Xj(u) = plim
n→∞

Xj(un).

Moreover, there exists a subsequence (unk
)k∈N of (un)n∈N such that

Xj(u) = lim
k→∞

Xj(unk
) a.s.

Using this, from the definition of X∗
j we get

P
(
X∗

j (u) = Xj(u)
)

= P
(

lim
k→∞

Xj(unk
) = Xj(u)

)
= 1,

which shows that X∗
j is a modification of Xj . Let us now show that X∗

j satisfies (6.3) almost
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surely. Recall that τE is continuous. Then for any u, v ∈ [0, 1]d we can find a constant C

such that

|X∗
j (u)(ω) − X∗

j (v)(ω)| = lim
n→∞ |X∗

j (un)(ω) − X∗
j (vn)(ω)|

≤ lim
n→∞ CτE(un − vn)λj−ε

[
log

(
1 + τE(un − vn)−1

)]δ+ 1
2 + 1

α

= CτE(u − v)λj−ε
[

log
(
1 + τE(u − v)−1

)]δ+ 1
2 + 1

α

for every ω ∈ Ω. This proves (6.3). Finally, (6.4) follows from (6.3) and (2.4) exactly as in
the proof of Proposition 4.11. This concludes the proof.

Proposition 6.4 compared to Proposition 5.8 shows that (E, D)-operator-self-similar stable
random fields satisfy the same generalized Hölder condition with respect to the matrix E as
the Gaussian ones. Therefore, it is natural to have also the same results of Theorem 5.9 for
the Hausdorff dimension of their images and graphs on [0, 1]d, which we state in the next
section.

6.4. Hausdorff dimension of the sample paths

As in the previous chapter let Rd = W1 ⊕ . . . ⊕ Wp be the direct sum decomposition with
respect to E, define μj = dim Wj , μ̃j = dim Wp+1−j , ãj = ap+1−j for 1 ≤ j ≤ p and assume
that (5.26) holds. As before let X = Xα for some α ∈ (0, 2) be the random field given by
(6.1).

Theorem 6.5. With probability one

dimH X([0, 1]d) = min
{

m;
∑p

k=1 akμk +
∑j

i=1(λj − λi)
λj

, 1 ≤ j ≤ m
}

=

⎧⎨
⎩

m if
∑m

i=1 λi <
∑p

k=1 akμk,∑p

k=1
akμk+

∑l

i=1
(λl−λi)

λl
if
∑l−1

i=1 λi <
∑p

k=1 akμk ≤ ∑l

i=1 λi

(6.7)

and

dimH Gr X([0, 1]d) = min
{

dimH X([0, 1]d); G(l), 1 ≤ l ≤ p

}

=

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

dimH X([0, 1]d) if
p∑

k=1

akμk ≤
m∑

i=1

λi,

G(l) if
l−1∑
k=1

ãkμ̃k ≤
m∑

i=1

λi <

l∑
k=1

ãkμ̃k,

(6.8)

where

G(l) =
l∑

j=1

ãj

ãl
μ̃j +

p∑
j=l+1

μ̃j +
m∑

i=1
(1 − λi

ãl
).
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Before proving Theorem 6.5 we first prove two Lemmata. The result stated in the following
Lemma is taken from [53, p. 283]. However, since the proof is omitted in [53], for the sake of
completeness let us prove it.

Lemma 6.6. Let Y be a random vector with values in Rm and characteristic function φ.
Then for each γ > 0

2
γ
2 −1Γ(

γ

2
)E
[‖Y ‖−γ] = (2π)− m

2

∫ ∞

0

∫
Rm

exp
( − ‖y‖2

2
)
φ(uy)dyuγ−1du. (6.9)

Proof. By the definition of φ the right hand side of (6.9) equals

(2π)− m
2

∫ ∞

0

∫
Rm

uγ−1 exp
( − ‖y‖2

2
) ∫

Rm
exp

(
i〈x, uy〉)PY (dx)dydu,

where PY denotes the distribution of Y . Using Fubini’s theorem and the characteristic
function of a multivariate normal distribution the last expression becomes

(2π)− m
2

∫ ∞

0

∫
Rm

uγ−1
∫
Rm

exp
(
i〈ux, y〉) exp

( − ‖y‖2

2
)
dyPY (dx)du

= (2π)− m
2

∫ ∞

0

∫
Rm

uγ−1(2π)
m
2 exp

( − 1
2

u2‖x‖2)PY (dx)du.

By using the substitution v = u‖x‖ and Fubini’s theorem again the last expression further
equals

∫
Rm

∫ ∞

0
vγ−1‖x‖1−γ exp

( − 1
2

v2)‖x‖−1dvPY (dx)

=
∫
Rm

‖x‖−γPY (dx) ·
∫ ∞

0
vγ−1 exp

( − 1
2

v2)dv

with
∫ ∞

0
vγ−1 exp

( − 1
2

v2)dv =
∫ ∞

0
2

γ
2 −1u

γ
2 −1 exp(−u)du

= 2
γ
2 −1Γ(

γ

2
),

where we used the change of variables u = 1
2v2 in the first equality. This proves (6.9).

The following Lemma shows that the assumption (H3) made in [53, Section 3], which states
that there is an upper bound for the characteristic function of multivariate SαS random fields
in terms of the characteristic function of their components, is superfluous in order to determine
the Hausdorff dimension of the range and the graph of the sample paths of multivariate α-
stable random fields. This assumption is used in the proof of [53, Theorem 3.1] in order to
derive a statement which coincides with the statement of the following Lemma. However, in
the following proof we will see that the aforementioned assumption is in fact superfluous.

Lemma 6.7. Assume that D is of the real canonical form. Then for all t ∈ [0, 1]d, θ ∈ Rm
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and ε > 0 there exists a constant C7,4 > 0, depending only on ε, such that

E
[
exp

(
i〈X(t), θ〉)] ≤ exp

(
− C7,4

m∑
j=1

∣∣τE(t)λj+εθj

∣∣α).

Let us recall that the characteristic function of the SαS random vector X(t) is given by
(6.2).

Proof. Let
(
τE(t), lE(t)

)
be the generalized polar coordinates of t with respect to E and recall

that SE = {t ∈ Rd : τE(t) = 1}. Further, let c be an unspecified positive constant. Using
(6.2) and the change to generalized polar coordinates we get

E
[
exp

(
i〈X(t), θ〉)]

= exp
(

−
∫
Rd

| exp
(
i〈τE(t)ElE(t), y〉) − 1|α‖ψ(y)−DT − q

α
Imθ‖αdy

)

= exp
(

−
∫
Rd

| exp
(
i〈lE(t), τE(t)ET

y〉) − 1|α‖ψ(y)−DT − q
α

Imθ‖αdy

)

= exp
(

−
∫
Rd

| exp
(
i〈lE(t), z〉) − 1|α‖τE(t)DT + q

α
Imψ(z)−DT − q

α
Imθ‖ατE(t)−qdz

)
,

where we used the substitution z = τE(t)ET
y, dz = τE(t)qdy and the ET -homogeneity of ψ

in the last equality. Let us note that the function

Γ(ξ) =
∫
Rd

|ei〈ξ,z〉−1|αψ(z)−(λm−ε)α−qdz

is positive and finite on the compact SE and, hence due to the continuity of Γ

mα := min
ξ∈SE

Γ(ξ) > 0.

Using this and Corollary 6.3 the above calculations show that for all t ∈ [0, 1]d we can estimate

E
[
exp

(
i〈X(t), θ〉)]

≤ exp
(

− c

∫
Rd

| exp
(
i〈lE(t), z〉) − 1|αψ(z)−(λm−ε)α−qdz

∣∣∣ m∑
j=1

τE(t)λj+ε+ q
α θj

∣∣∣ατE(t)−q

)

= exp
(

− c

∫
Rd

| exp
(
i〈lE(t), z〉) − 1|αψ(z)−(λm−ε)α−qdz

∣∣∣ m∑
j=1

τE(t)λj+εθj

∣∣∣α
)

≤ exp
(

− cmα ·
∣∣∣ m∑

j=1
τE(t)λj+εθj

∣∣∣α
)

so that, in particular

E
[
exp

(
i〈X(t), θ〉)] ≤ exp

(
− cmα ·

∣∣∣τE(t)λj+εθj

∣∣∣α) (6.10)
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for all 1 ≤ j ≤ m. Now let X(1), . . . , X(m) be independent copies of X(t). Since X(t) is SαS,
from Corollary 3.4 we get

m− 1
α (X(1) + . . . + X(m)) d= X(t).

Using this and (6.10) we obtain

E
[
exp

(
i〈X(t), θ〉)] = E

[
exp

(
i〈m− 1

α

m∑
j=1

X(j), θ〉)]

=
m∏

j=1
E
[
exp

(
im− 1

α 〈X(j), θ〉)]

≤
m∏

j=1
exp

(
− c

∣∣τE(t)λj+ε|θj |∣∣α)

= exp
(

− c
m∑

j=1

∣∣τE(t)λj+ε|θj |∣∣α)

as desired.

Proof of Theorem 6.5. As in the proof of Theorem 5.9 without loss of generality we will
assume that D is of the real canonical form and that X satisfies (6.4).

Let us first prove (6.7). Since X satisfies (6.4), the upper bound in (6.7) follows from
Lemma 5.5 and Remark 5.6. Now we prove the lower bound by applying Frostman’s theorem
(see Chapter 1.2). Let

Eγ =
∫

[0,1]d

∫
[0,1]d

E[‖X(t) − X(s)‖−γ ]dtds

and, throughout this proof let c be an unspecified positive constant. Using the fact that X

has stationary increments, Lemma 6.6 and Lemma 6.7 for all λ′
j > λj , 1 ≤ j ≤ m, we obtain

ζγ := E[‖X(t) − X(s)‖−γ ] = E[‖X(t − s)‖−γ ]

≤ c

∫ ∞

0

∫
Rm

exp(−‖y‖2

2
)E
[

exp
(
i〈X(t − s), uy〉)]dyuγ−1du

≤ c

∫ ∞

0

∫
Rm

exp
(

− ‖y‖2

2
− c

m∑
j=1

∣∣τE(t − s)λ′
j u|yj |∣∣α

)
dy1 . . . dymuγ−1du

= c

∫
Rm

exp
(

− c
m∑

j=1

∣∣τE(t − s)λ′
j |xj |∣∣α

)

×
∫ ∞

0
uγ−m−1 exp

( − ‖x‖2

2u2
)
dudx1 . . . dxm,

(6.11)

where we used Fubini’s theorem and the change of variables x = uy in the last equality. Note
that by using the substitution v = ‖x‖2

2u2

∫ ∞

0
uγ−m−1 exp

( − ‖x‖2

2u2
)
du =

∫ ∞

0

‖x‖γ−m−1
√

2γ−m−1 v− γ−m−1
2 2‖x‖ 1√

23 v− 3
2 exp(−v)dv
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= c‖x‖γ−m
∫ ∞

0
v

m
2 − γ

2 −1 exp(−v)dv

= c‖x‖γ−mΓ(
m

2
− γ

2
).

Combining this with (6.11) we get

ζγ ≤ c

∫
Rm

‖x‖γ−m exp
(

− c
m∑

j=1

∣∣τE(t − s)λ′
j |xj |∣∣α

)
dx

= cτE(t − s)−
∑m

j=1 λ′
j

∫
Rm

[ m∑
i=1

(
τE(t − s)−λ′

i |yi|
)2] γ−m

2 exp
(

−
m∑

i=1
c|yi|α

)
dy,

(6.12)

where we used the change of variables yi = τE(t − s)λ′
ixi in the last equality. Now let us first

consider the case where there is an integer 0 ≤ l ≤ m − 1 such that

m−l−1∑
i=1

λi <
p∑

k=1
akμk ≤

m−l∑
i=1

λi.

By Lemma 5.10 we may and will assume that m − l − 1 < γ < m − l. By using (5.40) and
(5.41) we will integrate with respect to dym, . . . , dym−l in the integral in (6.12). We first
integrate with respect to dym to find that

ζγ ≤ cτE(t − s)−
∑m

j=1 λ′
j+(m−γ)λ′

m

∫
Rm

[
y2

m +
m−1∑
i=1

(
τE(t − s)λ′

m−λ′
i |yi|

)2] γ−m
2

× exp
(

−
m−1∑
i=1

c|yi|α
)
dym . . . dy1

≤ cτE(t − s)−
∑m

j=1 λ′
j+(m−γ)λ′

m

∫
Rm−1

[m−1∑
i=1

(
τE(t − s)λ′

m−λ′
i |yi|

)2] γ−m−1
2

× exp
(

−
m−1∑
i=1

c|yi|α
)
dym−1 . . . dy1.

By repeating this argument for dym−1 . . . dym−l exactly as in the proof of Theorem 5.9 we
obtain

ζγ ≤ cτE(t − s)−
∑m−l

j=1 λ′
j+(m−l−γ)λ′

m−l

= cτE(t − s)
∑m−l

j=1 (λ′
m−l−λ′

j)−γλ′
m−l .

On the other hand if
m∑

i=1
λi <

p∑
k=1

akμk

by Lemma 5.10 we can assume that γ < m and the above calculations yield

ζγ ≤ cτE(t − s)−γλ′
m+

∑m

j=1(λ′
m−λ′

j)
.

93



6. Multivariate stable harmonizable operator-self-similar random fields

Altogether we have shown that for some 1 ≤ l ≤ m

Eγ ≤ c

∫
[0,1]d

∫
[0,1]d

τE(t − s)−γλ′
l+
∑l

j=1(λ′
l−λ′

j)
dtds.

By Proposition 5.11 the last integral is finite for any

0 < γ < min
{

m,

∑p
k=1

ak
1+εμk +

∑l
i=1(λ′

l − λ′
i)

λ′
l

}
,

with an arbitrarily small ε > 0 so that

dimH X([0, 1]d) ≥ min
{

m,

∑p
k=1

ak
1+εμk +

∑l
i=1(λ′

l − λ′
i)

λ′
l

}

almost surely. Since this holds for any ε > 0 and λ′
j > λj , 1 ≤ j ≤ m, the lower bound in

(6.7) follows by letting ε → 0 and λ′
j → λj , 1 ≤ j ≤ m.

Now we turn to the proof of (6.8). If
∑p

k=1 akμk ≤ ∑m
i=1 λi then the almost sure equality

dimH X([0, 1]d) = dimH Gr X([0, 1]d)

is proven exactly by the same argument as in the proof of Theorem 5.9. So let us consider
the case that

l−1∑
j=1

ãjμ̃j ≤
m∑

i=1
λi <

l∑
j=1

ãjμ̃j

for some 1 ≤ l ≤ p. Note that the upper bound in (6.8) follows from (6.4), Lemma 5.5 and
Remark 5.6 as before. It remains to prove the lower bound in (6.8). Again we will do this by
applying Frostman’s theorem. Let

0 < γ <
l∑

j=1

ãj

ãl
μ̃j +

p∑
j=l+1

μ̃j +
m∑

i=1
(1 − λi

ãl
)

and according to Lemma 5.10 assume that

m +
p∑

j=l+1
μ̃j < γ < m +

p∑
j=l

μ̃j .

For s, t ∈ [0, 1]d define

ηγ = E
[(‖t − s‖2 + ‖X(t) − X(s)‖2)− γ

2
]
.

From the fact that X has stationary increments, Lemma 4.17 and Lemma 6.7 we get for any
λ′

j > λj , 1 ≤ j ≤ m,

ηγ ≤ c‖s − t‖−γ
∫
Rm

E
[

exp
(
i〈y,

X(t − s)
‖t − s‖ 〉

)]
dy
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≤ c‖s − t‖−γ
∫
Rm

exp
(

− c
m∑

j=1

∣∣τE(t − s)λ′
j | yj

‖s − t‖|∣∣α)dy

= c‖s − t‖m−γ
∫
Rm

exp
(

− c
m∑

j=1

∣∣τE(t − s)λ′
j |xj |∣∣α)dx

= c‖s − t‖m−γτE(t − s)−
∑m

j=1 λ′
j ,

where we used that ∫
Rm

exp
(

−
m∑

j=1
|uj |α

)
du < ∞

in the last equality as shown in the proof of the lower bound in Theorem 4.13. Overall we
have shown that

Gγ =
∫

[0,1]d

∫
[0,1]d

E
[(‖s − t‖2 + ‖X(s) − X(t)‖2)− γ

2
]
dsdt

≤ c

∫
[0,1]d

∫
[0,1]d

‖s − t‖m−γτE(t − s)−
∑m

j=1 λ′
j dsdt.

By Proposition 5.12 the above integral is finite for any

m < γ <
l∑

j=1

ãj

ãl
μ̃j +

p∑
j=l+1

μ̃j +
m∑

i=1
(1 − λ′

i

1 + ε

ãl
)

and any ε > 0 as soon as λ′
j > λj , 1 ≤ j ≤ m, such that

l−1∑
j=1

ãjμ̃j ≤
m∑

i=1
λ′

i <
l∑

j=1
ãjμ̃j .

This proves that

dimH Gr X([0, 1]d) ≥
l∑

j=1

ãj

ãl
μ̃j +

p∑
j=l+1

μ̃j +
m∑

i=1
(1 − λ′

i

1 + ε

ãl
)

almost surely for any ε > 0 and λ′
j > λj , 1 ≤ j ≤ m. Thus, the lower bound in (6.8) follows

by letting ε → 0 and λ′
j → λj , 1 ≤ j ≤ m. Finally, the second equality in (6.7) and the

second equality in (6.8) follow from Lemma 5.10. �

Let us close this thesis with the following short remark about the relation between the time
scaling matrix E and the state space scaling operator D.

Remark 6.8. In (5.26) we made use of the fact that the matrices E and D of (E, D)-operator-
self-similar random fields are in general not unique. However, Theorem 5.9 and Theorem 6.5
enlighten the property that the quotients of the real parts of the eigenvalues of E and D

are always unique, since the Hausdorff dimension of the range and the graph depends on the
quotients ai

λj
and λj

ai
, 1 ≤ i ≤ p, 1 ≤ j ≤ m. Let us also remark that any (E, D)-operator-
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self-similar random field is also ( E
H , D

H )-operator-self-similar for any H ∈ (λm, a1). However,
the quotients of the real parts of E and D are the same as those of E

H and D
H .
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Index of notation
f.d.= equality of finite-dimensional distributions
diam(U) diameter of the set U

‖ · ‖ arbitrary norm
Hs(U) s-dimensional Hausdorff measure of the set U

dimH U Hausdorff dimension of the set U

f(U) range of the function f over the set U

Gr f(U) graph of the function f over the set U

‖ · ‖p p-norm for p ≥ 1
B(U) Borel σ-algebra over the set U

Rk×n set of real matrices with k rows and n columns(
τE(x), lE(x)

)
generalized polar coordinates of the vector x with respect to the matrix E

SE unit sphere with respect to τE

Ik identity operator on Rk

(Ω, A, P ) probability space
d= equality in distribution
SαS symmetric α-stable
N (μ, Σ) multivariate normal distribution with mean vector μ and covariance matrix Σ
X ∼ N (μ, Σ) X is normally distributed with mean vector μ and covariance matrix Σ
Sm unit sphere in Rm with respect to a norm ‖ · ‖
AT transpose of the matrix A

λd Lebesgue measure on Rd

E0 {A ∈ B(Rd) : λd(A) < ∞}
a.s. almost surely
Lα(λ) {f : Rd → C :

∫
Rd |f(x)|αλd(dx) < ∞}

plim limit in probability
trace(E) trace of the matrix E

vol(U) volume of the set U

C∞(U) set of smooth functions on U

C(U) set of continuous functions on U

Γ(z) gamma function, i.e.
∫∞

0 vz−1e−vdv
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