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Zusammenfassung

Die vorliegende Arbeit handelt von einer semiempirischen multikonfigurellen Methode, na-
mens DFT/MRCI, welche auf spezielle Weise die Ergebnisse der Dichtefunktionaltheorie mit
Multireferenz-Konfigurationswechselwirkung kombiniert. Auf Grundlage der urspriinglichen
Publikation von Grimme und Waletzke [J. Chem. Phys. 111, 5645 (1999)] wird ein neues
Parametrisierungsschema fiir angeregte Zustiande mit ausgepragtem Doppelanregungscharak-
ter vorgeschlagen. Durch die Einfiihrung einer individuellen energetischen Verschiebung fiir
jede Zustandsfunktion in einer Konfiguration ist der modifizierte DFT/MRCI-Hamiltonope-
rator weniger empirisch, ohne dabei die hohe Effizienz des Standardoperators zu verlieren. Er
beinhaltet vier globale spin-invariante Parameter, welche eine ausgewogene und konsistente
Beschreibung fiir Excimere mit Singulett-, Triplett- und Quintett-Multiplizitat liefern.

Diese Arbeit ist wie folgt strukturiert. Im ersten Kapitel werden die Definitionen von
dynamischer und nicht-dynamischer Elektronenkorrelation als Korrekturen der Hartree-Fock
Theorie eingefiihrt. Die mathematischen Konzepte hinter dem Kohn-Sham-Ansatz, der die
korrelierte Elektronenbewegung beriicksichtigt, und der Konfigurationswechselwirkung, die
die statische Korrelation erfasst, werden ausfiihrlich dargestellt. Kapitel 2 beinhaltet eine
Ubersicht vorheriger Versuche, beide Theorien zu verbinden, sowie eine allgemeine Diskus-
sion iiber den neuen Hybrid-Hamiltonoperator. Kapitel 3 und 4 beurteilen hauptséchlich die
Leistungsfahigkeit des neu konzipierten Hamiltonoperators. Ergebnisse der Berechnungen von
Eigenschaften elektronisch angeregter Zustdnde kleiner und mittlerer organischer Molekiile
werden kritisch mit denen aus Grimmes Ansatz sowie aus aufwindigen storungstheoretischen
ab-initio-Methoden verglichen. Besondere Aufmerksamkeit bekommen dabei energetisch nied-
rig liegende doppelt angeregte Zustande. Dariiber hinaus wird die Methode hinsichtlich
ihrer Fahigkeit, die Relaxationsdynamik angeregter Zustédnde einiger kurzkettiger Polyene zu
beschreiben, getestet. In diesen Systemen bestimmt die vibronische Wechselwirkung zwischen
multidimensionalen Potentialflichen kovalenter und ionischer Zustinde an und in der Nihe
der Franck-Condon-Region die Kinetik des priméren Schrittes der Anregungsloschung und die
Feinstruktur des hochaufgelésten Absorptionsspektrums.

Insgesamt beschreibt der neu konzipierte DFT/MRCI-Hamiltonoperator Einelektronen-
Ubergangsenergien im UV /vis-Bereich fiir die untersuchten organischen Systeme mit einem
mittleren quadratischen Fehler von < 0.2 eV. Berechnete Ein- und Zweielektroneneigenschaften
der betrachteten Zustiinde, wie Ubergangswahrscheinlichkeiten und Spin-Bahn-Matrixelemen-
te, weisen auf die Robustheit der Parametrisierung hin. Weiterhin stimmen die Positionen
groflerer Banden und ihrer Oberténe im Absorptionsspektrum der Polyene mit experimentellen
Ergebnissen gut iiberein. Der hier présentierte Weg, die Hamiltonmatrix zu modifizieren,
sollte die Standardwahl sein bei der Untersuchung photophysikalischer Prozesse gekoppelter

bi-chromophorer Systeme.



Summary

The present work deals with a semi-empirical multiconfigurational method which com-
bines in a special way the results of density functional theory with multireference configuration
interaction, namely DFT/MRCI. On the basis of the original work by Grimme and Waletzke
[J. Chem. Phys. 111, 5645 (1999)] a new parameterization scheme is proposed for treat-
ing excited states with pronounced double excitation character. By constructing an individual
energy shift for each of the state functions in a configuration, the modified DFT/MRCI Hamil-
tonian has less empiricism and at the same time preserves the high computational efficiency
of the standard approach. It incorporates four global spin-invariant parameters which provide
a balanced description for excimers with regard to singlet, triplet and quintet multiplicity.

This thesis is structured as follows: in Chapter (1), the definitions of dynamic and non-
dynamic electron correlation are introduced as the corrections to the mean-field Hartree-Fock
theory. The mathematical concept behind the Kohn-Sham approach which captures the effects
of correlated electron motion and a computational scheme of configuration interaction which
encompasses the static electron correlation are rigorously presented. Chapter (2) contains an
overview of previous attempts to merge the theories together and discusses the novel hybrid
Hamiltonian in detail. Chapter (3) and Chapter (4) are mainly dedicated to the assessment of
the redesigned parameterization. Calculation results of electronically excited state properties
for small and medium sized organic molecules are critically compared with Grimme’s ansatz
and high level ab initio methods based on a perturbative treatment. Special attention is given
to the energetically low-lying doubly excited states. Besides that, the method is tested for
its capability to describe the excited state relaxation dynamics in some short-chain polyenes.
In these systems, the vibronic interaction between multidimensional potential energy surfaces
of the covalent and ionic states at and near the Franck-Condon region governs the kinetics
of the primary step of the excitation quenching and the fine structure of the high-resolution
absorption spectrum.

Overall the redesigned DFT/MRCI Hamiltonian accurately delivers one-electron transi-
tion energies in the UV /vis range for a benchmark set of organic systems with a RMS error
<0.2 eV. Computed one-electron properties of the states such as transition probability and
spin-orbit matrix elements support the robustness of the parameterization. Furthermore, the
position of major bands and their overtones in the absorption spectra of polyenes agree well
with experimental findings. The presented way of modifying the Hamiltonian matrix shall
be considered as default choice when investigating the photophysical processes of coupled

bi-chromophoric systems.
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Introduction

Modern quantum chemistry of molecular excited states increasingly touches upon a sub-
ject of complex nanoscale systems such as light-emitting diodes, organic solar cells, biologically
active sites and molecular aggregates. Often these systems comprise hundreds of electrons
which must be correlated at some point to deliver a correct physical picture. At this in-
stance there are only some well-tested computational methods which allow to conduct a study
of excited state properties in many-electron systems. The calculation time for high-order
post-Hartree-Fock methods such as configuration interaction, coupled-cluster and methods
based on perturbation theory scales up steeply with the number of particles. In addition, they
require an employment of a primitive-rich basis set that makes ab initio approaches even more
tedious or impracticable on the whole. Nowadays, the popular workhorse is density functional
theory (DFT) which offers moderate calculation time demands due to faster basis set conver-
gence and acceptable system size dependence. Although its conceptual background was derived
from first principles, it is often used in conjunction with semiempirical exchange-correlation
functionals. However, the Kohn-Sham theory has its own drawbacks. As an approximation for
the ground state electron density, it uses a one-determinant wave function which is insufficient
when the ground state exhibits strong multireference character. Furthermore, the standard ex-
tension of DF'T for the optical problems is built upon a time-dependent linear density response
function covering only one-electron transitions for excited states and neglects higher excitation
classes. For this reason, the theory is fundamentally blind for low-lying two-photon transitions
unless the response function is modified appropriately. In this context, the employment of spe-
cially tuned semiempirical methods for electronic structure calculations have recommended
themselves as a relatively fast way to obtain desirable molecular quantities. They are built
on the assumption that some terms of the equations of an underlying first-principles theory
can be omitted to alleviate the computational speed. Hereafter, to recover from a major
part of the introduced error, the working equations are modified with empirical parameters
which are calibrated against verified empirical or ab initio data. [1-5] Among the variety of
semiempirical schemes there are some which statistically perform similar to density functional
approximations on the excited state studies. [6, 7] One of the most successful approaches is
DFT/MRCI which incorporates advantages of density functional theory and multireference
configuration interaction. It has been extensively used for the description of organometallic
complexes [8-12|, extended systems |13-16|, and biologically relevant chromophores [17-25|
shedding light on the excited states nature.

Nevertheless, like all semiempirical methods, DFT/MRCI is not without shortcomings.
For example, in weakly coupled bi-chromophoric 7-systems by virtue of substantial exchange
interaction between electron and hole the triplet @ — 7* states are regularly lower by a
few electronvolts than the corresponding singlets. This fact facilitates the formation of the

low-lying singlet, triplet and quintet excitons bounded by the Coulomb and Fermi interparticle
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Figure I.1. Potential energy cuts of the 2'A, and 1B, states in all-s-trans-butadiene along the
disrotatory twist of -CHs groups.

terms spawned among two electrons and two holes. Although DFT/MRCT is able to account for
two-photon transitions via the configuration expansion level, the vertical excitation energies
for the coupled triplet pair states appear artificially much lower than expected. The main
reason for this failure is the obvious underestimation of the interaction energy between four
active orbitals involved in the configuration. It consequently hampers the elucidation of singlet
fission where an optically accessible exciton is effectively split into two triplets yielding a
four-open-shell configuration and its reverse process — triplet-triplet upconversion.

A simple and illustrative example of the effect of the problematic configurations is
the adiabatic potential energy surface of the dark (2'A,) and bright (1'B,) states state in
s-trans-butadiene along the simultaneous disrotatory methylene rotation about the double
bonds. The configuration amplitudes of doubly excited configurations are gradually growing
with an increasing of twisting angle and becomes dominant at ~90°. Figure (I.1) depicts
the significant change at 80° of the DF'T/MRCI potential curves. Computed CASPT2 profile
convinces that these kinks are attributed to methodological artifacts caused by the interaction
with lowlying two-photon states. It is worth noting that even at the ground state geometry
some aromatic compounds containing, for example, a nitro group tend to suffer from low-lying
intruder states [26] which make the method inconvenient for the investigation of excited state
relaxation processes where the performance of doubly excited configurations is essential.

The present work aims to improve the energetics of four-open-shell electron configurations
using the main ideas of the original DFT/MRCI method. The resulting parameterization
must be as fast as the original formulation while maintaining the excellent performance of the
standard parameterization for singly excited states. Starting from the theoretical background,
briefly explained in Chapter (1), the methodological framework of new hybrid Hamiltonian
will be discussed in Chapter (2) and verified in subsequent Chapter (3) and Chapter (4).



Chapter 1

The many-body problem of electron correlation

The total non-relativistic Hamiltonian for an electronic system can be written as a sum

of nuclear motions 7,,,. with the electron-electron and electron-nuclear interaction term H,;:

]f[tot == Tnuc<R> + Hel(ra R)
1
2m

ZA Z‘R 1 Z|rl—r]| Z|R R

Tnuc - - I

(1.1)

vl

where r and R denote the set of electronic and nuclear coordinates, respectively. The separa-
tion of r and R is an essential simplification of the molecular Schrodinger equation. Within
the Born-Oppenheimer (BO) framework [27], the total wave function (WF) is represented as

a product of the electronic and nuclear wave function:

\Ijtot (I‘, R) = wnuc(R)wel(ra R)
Ha(r,R)ih(r,R) = Eq(R)tha(r, R) (1.2)
{Tnuc(R> + Eel(R>}¢nuc<R> = Etotwnuc(R)

Taking into account the mass ratio of electron and nucleus, the electronic part of the prob-
lem (1.2) can be solved by fixing all nuclei at momentarily positions. In this spirit electrons
follow the nuclear motions instantaneously (adiabatically). However, for systems of chemical
interest, the electronic part is still too complicated to be treated exactly. Even for two electrons
which orbit around a nucleus, a solution for 1 (r,R) is analytically inaccessible. Standard
computational schemes are based on the iterative procedure of finding the extremum of the
electronic energy as a function of R. [28] The electronic wave function of an N-particle system
is given by the normalized and anti-symmetrized linear combination of Hartree products built

from one-electron wave functions, usually written in the form of a Slater determinant:

¢1(r1,01)  ¢i(r2,02) ... di(rn,oN)
1 | ¢2(ri,00)  ¢o(re,00) ... Ga(ry,oN)

|¢1¢2--'¢N’ = W

on(r1,01) On(re,02) ... én(Tn,0oN)

where ¢(r,0) denote the molecular spin orbitals. [28] Therefore, the accuracy of the many-
electron WF (1.3) and all its related properties critically relies on a rigorous description of the
molecular orbitals (MO).



1.1. Hartree-Fock equations

Hartree-Fock (HF) theory is fundamental in the electronic structure calculations. It solves
the electronic part of the Schrodinger equation (1.2) after invoking the BO approximation.
For the sake of simplicity, let us rewrite the electronic Hamiltonian for a many-electron system

as:

H= Zh + " gij + ho

1<j

e daly 4 A ' (1.4)
—_ — — — - = g _
b It = Ry S

and izo is an additive constant for nuclei-nuclei repulsion at a fixed nuclear position. Evalu-
ation of the total energy for the wave function in the form of Slater determinant (1.3) as an

expectation value of the Hamiltonian (1.4) yields:

B U] = (U|H[W) = Zh+ Z[W Vi (1.5)

where the two terms inside the double summation are the Coulomb and exchange interaction

energy between two electrons, correspondingly written in short Mulliken notation:

dI‘l dI'2 d0'1 d0'2

T — 13|

Vijkr = (0id5] 12| or ) = / ¢; (r1,01)0;(r1,01) P (T2, 02) (T2, 02) (1.6)

The first term in equation (1.4) includes the one-electron kinetic and potential energies:

hy = (Cbz’;ll‘@) = Z/¢i(r1701)< - %A - |f—MR>¢i(I’1,Ul)dP1d01 (1.7)

. Iy "
Now the task is to find a set of MO {¢;} which minimizes the total electronic energy (1.5).
The latter can be solved by applying the variational principle {¢;} — {¢; +9®;} to the energy
expression with the assumptions that the set of MO is orthonormal and the best orbitals lead
to the lowest energy at a fixed R [28]. The result is a set of N one-body problems, written

with introduction of the one-electron Fock operator F, as:



where J(r1) and K(r;) are local Coulomb and non-local exchange integral operators [28]:

dI‘2 dO'Q

Ji(r1)i(r1,00) = [ m|¢j(r2702)|2} ¢i(r1,01)

K;(r1)pi(ry,00) = { _drydoy

(1.9)
¢;(r2, 02)d;(ra, 02)} ¢;(r1,01)

vy — 1o

The important thing to note is that the summation over all occupied orbitals in the Fockian
is resulting in mean-field terms. Therefore pairwise electron-electron interaction is not treated
explicitly, instead the solution for every electron is given by the interaction of this electron
with the effective potential generated by others.

The spin orbitals can be factorized to the product form of a function explicitly dependent
on spatial coordinates of the electron and the spin coordinates ¢. Within the Pauli principle,

the ¢(r, o) can be classified as:
¢%(r,a) =¢(r) a0 ¢°(r,8) = ¢"(r) - B (1.10)

Equation (1.10) accounts for the fact that the spatial part of a spin orbital depends on the elec-
tron spin. Two sets of spin orbitals are independent solutions of Hartree-Fock equations (1.8)
adopted for each spin component Fo and FP (so called unrestricted HF method for different
orbitals for different spins). Within UHF theory the wave function 1), for arbitrary electron
occupation is expressed in the form of a single determinant, leading to the invariance of all
physical properties (energy, charges, spin-densities etc.) of the system under the rotation
of spin orbitals [29]. However, the use of spin orbitals constitutes the notorious problem of
spin contamination for open-shell systems caused by the commutation disparity [H’, 5'2] # 0.
Thereby, the knowledge of the spin multiplicity of the electronic system is obscured and the
UHF solution represents a mixing of high-spin and low-spin multiplets. It can be easily shown
that a linear combination of determinants, built from one set of space functions for a- and
[-electrons involving all possible spin arrangements of singly occupied orbitals associated with
a given multiplicity, remedies the aforementioned problem. Because the resulting WF, built as
linear combinations of factored determinants, is an eigenvalue of the 52 operator, such form is
called a spin-adapted function or more often configuration state function (CSF). Note, that the
high-spin component of the WF necessarily represents a single determinant, and the solution
for its energy is given by the restricted open-shell HF equation (ROHF). Both UHF and ROHF
schemes for open-shells system slightly modify the Fockian (1.8) and energy expression (1.5)
due to the presence of unpaired electrons [28].

The Hartree-Fock approach for the Slater wave function represents an immense simpli-
fication with regard to the original Schrodinger equation. The resulting self-consistent field
(SCF) equations (1.8) can be simplified by decomposing a spatial molecular orbital ¢(r) to
the linear combination of atomic orbitals (MO-LCAQ) [30, 31]. In turn, atomic orbitals (AO)

represent the linear sum of primitives or their contractions centered on nuclear positions R.



The form of AO (analytic functions, all kinds of local potentials) is then a matter of the
task under consideration. For molecular purposes, the well-established way is to use Gaussian

functions leading eventually to Hartree-Fock-Roothaan equation |32, 33|:
FC = SCe (1.11)

where F is the Fock matrix, C is the matrix of coefficients, € is the matrix of orbital energies,
S is the primitive overlap matrix. The Gaussian form of primitives provides a physically
intuitive picture of the one-electron density decaying to zero by moving away from the nuclei
and predicts the maximum of the single-particle probability at the region close to a nucleus.
From a chemical point of view, the Gaussian basis can be easily adapted to various kinds
of problems. For example, the description of radicals requires an introduction of polarized
functions. Properties of charged systems and van der Waals complexes are highly dependent
on the diffuseness of the basis set. One-electron wave functions and one-electron energies as
defined in Equation (1.11) are the solution of the secular equation. Such a set of orbitals which
diagonalizes the Fock matrix is called canonical. To this end, the machinery task is to find
coefficients in front of Gaussian contractions or stand-alone functions using iterative methods
of the self-consistent field (SCF) approach to achieve a minimum of the electronic energy at a
given nuclear potential.

The assumption that electrons do not really recognize each other as unit charges in HF is
a pretty severe approximation. Imagine two particles with opposite spin occupying the same
or neighboring atomic shells. At the moment when the electrons are spatially located apart
from each other, a small magnitude of the electron-electron repulsion force causes a small
kinetic component. Another extreme is when two electrons are relatively nearby with a large
Coulomb energy which must be contracted with the fast electron motions as clearly seen from
Equation (1.5). The different electron velocities at different pair coordinates create an intuitive
picture that the particle motions must be correlated. The effect that electrons tend to avoid
each other inducing an instantaneous fluctuation of the density is usually called the dynamic
electron correlation. As it has been discussed above, in the mean-field formalism each electron
motion is described by a single-particle function which does not depend on the motions and
instant coordinates of the other electrons. Therefore the HF approach neglects the dynamic
correlation, and the probability to find opposite-spin particles at the same coordinate is given
by the product of probabilities of independent events. It is common to say that there is no
Coulomb hole for keeping a probe electron away from the reference one. It can be shown that
the probability to find both electrons with same spin coordinate at the same place is zero due
to the non-local exchange term in Equation (1.8). This exclusion satisfies the Pauli principle
and it is said that there is a Fermi hole which correlates two electrons of equal spin in HF.
The pairwise Coulomb and Fermi correlations are parts of many-body effects associated with
the movement of the particles.

Often the use of a one-determinant wave function leads to a poor description of some



chemical processes. Bond breaking, transition states on potential energy surfaces and near-de-
generacy effects are among the instances which require additional electronic configurations to
be considered in general. An error associated with the use of a single-determinant approach
is attributed to non-dynamic or static electron correlation. The most trivial solution for the
treatment of this error is to exploit a linear connection between the electronic configurations,

thereby the wave function is written as follows:

Ve = coto + Y iU+ Y el Y e (1.12)

abij abcijk

The first term in Equation (1.12) is the HF wave function, the second term is a sum over singly
excited configurations with respect to the ground state g, the third term consists of a sum
over doubly excited configurations and so on. Different schemes of configuration interaction
(CI) incorporate different excitation orders resulting in the exact WF, and therefore exact

molecular properties within the basis set error, upon complete configuration expansion. All

coefficients co, cf, c?;’ and so on are variationally optimized, filling up the configuration vector
V of the equation:

(H—E1)V =0 (1.13)

where 1 is unit matrix, E is the configuration interaction energy and H is the Hamiltonian
matrix. One of the advantages of the CI is that Equation (1.13) is universal and applicable
for the ground and electronically excited states. For these purposes, the energies of all CSF in
the configuration space together with the inter-configuration couplings need to be computed.

This can be legibly done using the formalism of second quantization.

1.2. Coulomb hole and density function theory

Density functional theory starts from the Thomas-Fermi (TF) model |34, 35| as an ap-
proximate method to find electronic properties of atoms using the one-electron density p(r)
neglecting relativity corrections. The model provides a functional form for the kinetic energy

of uniform electronic gas as follow:

Tl = Cp / A Cp = %(3#)”3 (1.14)

The result shows that in combination with the classical expression for electrostatic repulsion
J1pl; 1 ,
Jp] = —/Mdrdr’ (1.15)

2 |r — 1|
the interaction of electrons in an atom is exhaustively given in terms of the electron density.

Expressions (1.15) and (1.14) can be supplemented with the exchange energy of the free
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electron gas [36, 37|

373

Ex|p] = —C’X/p4/3(r)dr Cx = Z(;)lﬂ (1.16)

resulting in the Thomas-Fermi-Dirac model. Although Equation (1.14) was deduced from
phase space consideration within the assumption that particles do not interact, it serves as a
good starting point in modern Density Functional Theory (DFT).

The core of the DFT are two statements formulated and proven by Hohenberg and Kohn.
Consider the Slater determinant (1.3) t(ry,--- ,ry) which is built from integrally occupied

orthonormal single-particle orbitals, then the total electron density is defined as:

p(r) =N / Y*(r,ro,r3,...)0(r,ra, T3, . . . )dradrs . .. (1.17)

and this is the central quantity in DF'T. The first theorem postulates that the external potential
Vet (r) generated by the nuclear framework, and hence the total energy, is uniquely defined by
the electron density p(r) [38|. Thus,

Elp] = Tolo] + Jlo] + / Veat (£)p(0)dr + Excly) (1.18)

where the first term is the kinetic energy of non-interacting particles, the second is due to
Coulomb repulsion of electrons and the last is the exchange and correlation (XC) energy. The
second theorem states that the energy of an electronic system, written as a functional of the
electron density, has a minimum, which corresponds to the ground state energy. Expression
of an electron density via a set of occupied orbitals with an imposed constraint for an N-body

system
pr) =Yl N = [ p)ar (1.19)

leads to well-known Kohn-Sham (KS) equations [39] of energy-minimizing orbitals:

( — %A + 'UKS(I')>¢i(r) = €i¢i(r)

Vs (T) = Ve (T) + / Tﬁrl)iﬂf +oxe(r)

(1.20)

with vxo(r) = 0Exc[p]/op(r). So, electrons in atoms, molecules and solids are viewed in DFT
formalism as independent particles, moving in the common effective Kohn-Sham potential
vks(r). One can read the KS theory as an attempt to do something wrong (7y[p] and J[p] in
Equation (1.18) are derived from the TF model) and then recover an error by an additional

term Ex¢|[p] which encodes the many-body contributions:

Exclp) = (Tle] = Tolel) + (Veelpl = J16]) (1.21)
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The introduction of an exchange-correlation potential in Equation (1.20) is the point where
all electron correlation effects are acquired. The fact that the true T[p] and V..[p| are still
unreachable means that some density functional approximation (DFA) should be brought into
play, opening a zoo of various kinds of Fxc. The robustness of the correction (1.21) determines
the quality of the theory on the whole, and failures of DF'T are considered due to the spurious
formulation of XC.

Certainly, Fx¢ should include both exchange and correlation factors to be passable for
solving different chemical problems by overcoming the shortcomings of the independent par-
ticle approximation. The concept of pair density needs to be introduced for the correlation

treatment purpose. The one-particle density matrix normalized to N electrons is given as:
rW(x|x)) = N/de o dx Nt (X X, - X)W (X, Xy, XY (1.22)

where x shall be understood as a combination of spin-space coordinate x = (r, o). The diagonal
elements of the one-particle density F(l)(x1|x1) matrix are interpreted as the probability that
an electron is at position r; with spin oy, which is p(x;) by definition. Next, the two-body

reduced density matrix normalized to N(N — 1) electron pairs is:

'@ (x;,x5|x),x5) = N(N — 1) /dx3 o dx N (X, XD, X3, X)W (X, X2, X3, -, XY
(1.23)
The quantity of diagonal elements of the two-particle density matrix (1.23) (so called pair-
density) measures the probability density of finding one electron at spin-space point x; and
another at xy [40]. The pair-density encodes dynamical two-particle correlation and can be
viewed as follow:

D (xy, xa[x1, %2) = D (x1]31)- T (x2]%) + D (x1, Xa|x1, X2) = (1.24)

= p(x1)p(x) + TG (x1, %) = T® (%1, %)

Here in Equation (1.24), the first term is a probability product of the independent particle
approximation as following from HF theory. The last term describes the correlation of the
electrons due to Fermi and Coulomb interactions which reduces the probability amplitude of
finding them close to each other. By other words, a quality of I’g?)chj(xl, X3 ) tells how strongly
motions of two electrons ¢;(x;) and ¢;(x2) are correlated [40]. The many-body correlation in
the DFA is treated in an approximate way as a set of independent electron pairs leading to

the expression for the XC energy:

1 dI‘l dI’Q

Bxe =3 [ o pg M@ mr) = plre(r)| (1.25)

where the integrand is the difference between the correlated and uncorrelated pair-densities.

KS-DFT operates with an exchange-correlation hole function which gives an intuitive picture

12



to show how the Fermi and Coulomb correlation affects the electron density distribution. It

has the following form with imposed normalization:

F(Q) (I'l, I'g)

e

- p(I‘g) /hXc(I'l,I‘Q)dI'Q =-1 (126)
The XC can be partitioned into the sum of exchange Ex and correlation E- contributions,
each of which are related to their respective holes hx(ry,ry) and ho(ry, rs):

1 p(ry

Ex/c[p(r)] = - / th/c(rl,rg)drldrz (127)

2 |I'1 — I‘2|
The Fermi hole hx(ry, r9) is due to the antisymmetry of the wave function the electronic density
is constructed from. This exceptional factor in HF' theory prevents the like-spin electrons from
occupying the same region in space as the consequence of Pauli exclusion and reduces the
probability density of finding a probe electron at r, close to the reference electron ry. The

Fermi hole can be expressed with help of the one-particle density matrix:

hx(ri|rz) = —%|F(1)(r1|rz)|2/[)(r1) (1.28)

resulting in the exact HF-exchange expression. If one assumes that the hy is symmetric and
centered around the reference electron with constant density, one can at arrive to the already

mentioned Dirac formula:

B0 =3 (2)" [ o war (1.29)

™

with slightly modified prefactor, however, known as Slater-exchange [41|. Replacing the com-
putationally complicated non-local exchange term (1.28) by this simple approximation (1.29),
which depends on the local density only, is the first type of DFA, namely local density ap-
proximation (LDA). It turns out that the spin-independent Coulomb correlation, which was
obscured in the mean-field approach, has no explicit expression as yet and, therefore, accurate
numerical Monte-Carlo simulations are used to interpolate an analytic expression for he [42].
Correlation effects can be treated in LDA either by VWN [43] or PW |44] formulation. Nowa-
days, the most popular exchange functionals contain suitably tuned gradient corrections as
the second term of the Taylor expansion to the p(r) in order to account for weak density fluc-
tuations. This opens a second family of DFA  generalized gradient approximations (GGA).

As an example

x2dr

Bz - sinh™ ')

ERlp) = 5710 - 0 [ o0

. _ V()]
z =x(p, Vp) P73 (1)

(1.30)
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is known as B88 exchange functional with the single parameter 5 optimized by a fit to the
atomic exchange energy of the noble gas atoms [45]. It can be effectively combined with
LYP [46-48| correlation and has no relation to the uniform electron gas. For a closed-shell

systems it reads:

LYP p(r)dr
Ec" "ol = —a/ L+ep 3(r)
—ab [ 6)[Cro P (e) + (Vo) (3 — 025) = 5, Vo) (3

_ exp(—cp/3(x)) ~11/3 . 1/3 ep 3(x)
T Tiep (r) () o=+

with a set of empirical parameters {a,b,c, e} yielding together with B88 exchange (1.30) to
the BLYP functional of the GGA approximation.

One of the important note in KS-DFT is an apparent disconnect between the interacting
particle picture which is described by the true T'[p] and V..[p] and non-interacting particles
with Ty[p] and J[p|. From one site, these two cases have the same external potential and
thus, as follows from the first Hohenberg-Kohn theorem, the same density. From another
— they have different Hamiltonian, which should lead to the different solutions. The latter
discontinuity is remedied by the adiabatic connection [49, 50| of two extreme cases controlled

by the interaction strength A:

HA:Z(—%AZ-—I—USM ) ZZ Irg—rz (1.32)

% ];éz %

A

Here, vz,

is the external potential that delivers the electron density for the scaled electron-
electron interaction. The key result is that the corresponding pair-density and hence the
exchange-correlation energy are expressed through the exchange-correlation hole integrated

over the coupling constant:

1 1
f‘(2)(x1,x2) = /F(Q)A(xl,xg)d)\ or BXC(rl,rg) = /hé{c(rl,m)d}\ (1.33)
0 0

Equation (1.33) connects the KS independent particle reference (A = 0) with the fully interact-
ing picture (A = 1) via a continuum of partially interacting particles. Now one should define
the XC energy for the boundaries and connect them by interelectronic coupling. At the lower
limit of A, the electrons experience no dynamic correlation whatsoever, and practically it is

desirable to evaluate the exchange energy in the exact way:

ra
EHF_——/| E (LT, (1.34)
1

—I'2|

Equation (1.34) is nothing else than the HF exchange EX! evaluated using KS orbitals. The
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upper limit of the integration (1.33) opens a flexibility for a functional form by which particle
motions are correlated. The first attempt of constructing hybrid XC was done by Becke, who

mixed the non-local exchange with LDA.

Exclol = 3 BRI + 524210 (1.35)

is known as Becke half-and-half functional [51].

Nowadays there are tens of different general-purpose XC functionals designed for vari-
ous applications in chemistry, physics and material science [52-54]. Density functional theory
is not viewed as rigorous many-body theory only due to the fact that it exploits the effec-
tive KS potential yielding to the mean-field formalism again. The solution of self-consistent
Kohn-Sham equation can be viewed as the result for non-interacting pseudo-particles moving
in the KS potential. However, DFT orbitals contain two-body Coulomb correlation terms,
which are omitted in the HF theory. For each two KS-particles the pair-density is not given
by the product of individual densities, but instead, the probability of finding a particle at a
certain position in space correlates with the coordinate of the reference particle by the DFA.
So, the one-particle wave functions are reconciled with the actual true electronic density to
derive all the following molecular properties. For this reason, KS-orbitals represent non-in-
teracting fictitious particles with no particular physical meaning, which are mapped to the

physical characteristic p(r) via a mathematical construct.

1.3. The second quantization and non-dynamic effects

The formalism of second quantization starts with the introduction of the Fock space
in a basis of occupation vectors |n). For a system with m spin orbitals, the Slater wave
function (1.3) in second quantization notation is represented by the Fock vector |n) with

components defined by the occupation number n, of one-electron spin-orbital ¢y:

1 if ¢y is occupied

’n> - |n17n27"'7nm>7nk - { (136)

0 if ¢ is unoccupied

We introduce a creation operator ZA)I through the definition that ISI acting on an occupation

number vector gives zero if spin-orbital ¢; is occupied and non-zero if ¢; is vacant:

BTn,n,...Oi...nm = (-1 (Zz;llnj)n,n,...li...nm
in1s ne ) ) 1, ng ) (137

(
0

ZA)“nl,ng, . ]-z .. nm>

The annihilation operator b; is defined as the Hermitian adjoint of the creation operator and
has the opposite meaning of ZA)I to reduce the occupation number of the i-th component of
|n). The product of these two operators IA)ZIA)] acting on arbitrary occupation vector represents a

one particle-hole excitation from ¢; to ¢;, producing a new vector. The complete set of vectors
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in Fock space is grown by one-body generators lA)ZTIA)j, two-body generators Ejl;;l;kl;l and so on,
therefore the solution of Equation (1.13) of such an expansion gives full-CI accuracy. For a
given spin-orbital basis, there is a one-to-one mapping between the set of Slater determinants
A; and the occupation number vectors |n);. This defines the simplicity of working with linear
generators — if a reference vector is built from the orthonormal single particle functions they
produce an orthonormal set of vectors which are eigenvalues of the number operator BZ@Z
The second quantization analogue for any one-electron operator in the coordinate repre-

sentation f(r, o) has the following structure:
f=D fblby  fiy= / 07 (r.0)f (x,0)9;(r, 0)drdo (1.38)
]

where the constant f;; is identified by calculating the matrix elements of f between two
spin-orbitals. Equation (1.38) in a like manner can be adapted for any arbitrary two-electron
operator. Thus, one arrives at the electronic Hamiltonian in terms of creation and annihilation

operators obeying Fermi statistics through anti-commutation relations:

=3 0y b+ 5 3 Vi S bl b
i o

i (1.39)
[l bje], = 0ii0or [bl,01,], = [biobjs], =0

10 10

Here Greek letters 0,7 denote the spin component and Latin letters ¢,7,k,[  the spatial
component of spin-orbitals [28|. It is convenient to define two new operators é{ and € which
act only on space and spin coordinates, respectively. They allow to rewrite the electronic

Hamiltonian in the form:

. o1 A A
H = Z hiél + B Z Vijki (5352 - 5]'1652)
ij gk (1.40)

~

1 1 A 1
$ =53 (e - Eme)  So= -

The operators & commute with $2 and S, and hence H conserves the spin state [55, 56]. Tn
this form the occupation vector |n) refers to individual MOs rather than to spin-orbitals, thus
the allowed occupation elements are 0, 1 and 2. If w indexes a linear combination of open-shell
spins corresponding to a particular eigenfunction of gg, then an eigenfunction of 52 with total

spin S and m, component may be defined as:
IS, ms,n,w) = Z ci(S,mg, w)A;(mg,n) (1.41)

Here the Slater determinants are related to each other by permutation of the spin functions
among the various singly occupied MOs. In this basis, the matrix elements of the spin inde-

pendent Hamiltonian (1.40) will depend solely on the spin eigenfunctions w and occupation
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vectors:
(S, mg,n,w|H|S',ml,n' W) = 855:0mm (0, w|H|n', ') (1.42)

The functions |n,w) form the complete antisymmetrized basis for the calculation.

The fundamental problem lies in efficient evaluation of pairwise interaction terms (1.42)
encompassing various spin arrangements. In general, a number of spin states w exist for a
particular spatial occupation |n) and given (S2). When the excitation operator acts on a state
|n,w), it produces a new occupation vector with a new spin occupation |n’,w’). Likewise,
for the parent vector there are a number of spin states compatible with the final occupation
allowed by permutation of spins among the open shells. The final spin function must be
expressible as a linear combination of weighted coefficients 7 which explicitly depend on the

initial and final total functions:
ln,w) = an(n,w, n', W', W) = nln, W) (1.43)

where the sum runs over all possible CSF of |n/), and 1 is vector of weighted spin coefficients
to represent a result of different interactions between the parent CSF and the w’ set [55, 56].
In evaluating of the expectation value of two-body operators in the Hamiltonian (1.40), the
combination of two terms can be split into the product of individual results of one-electron

operators acting on the bra- and ket-vectors as follows:

(n,wlglein”, ") =(&In,w)) (EIn",w") =
S i ) (o ) = i (1.44)
UJ/

Here in Equation (1.44) an intermediate configuration |n’) is involved to couple two states
|n,w) and |n” w").
The self-consistent field energy E°“F and Fock matrix elements Fj; for a given reference

occupation vector |n) are:

1
BT = 5 Fyun; — E <‘/iijj - §Wjji>ﬁiﬁj
v (1.45)

1] — h’z] + Z ( ijkk — 1k:kj>ﬁk

When combining together the results of Equation (1.45) and the second quantization Hamil-

tonian (1.40), one arrives to:
H— E5OF = Z Fyn + - Z ( iijj — Z V%jjz‘) nin; + Z Fyél—
—Z< ijkk — zkzkg>nk€ + = Z‘/;jkl (5 gk — gk€l)

ijk zyk:l

(1.46)
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The easiest way of working with the latter equation is to derive individual formulae for separate
cases. Applying two arbitrary occupation vectors |n) and |n’) to the left- and right-hand side
of the Hamiltonian (1.46), all matrix elements are effectively split into three separated cases:

Diagonal case |n) = |n/):

3 1
(n,w|H — E5Fln,w') = Y FuAn, + 3 > ViigiAniAnj+
i i
1 1 1 N1 1 1
+ 5 ; Vz’jji( — iAniAnj + éninj —n; + 77%) + 5 Zl: Viiii (iAnzAnl + §nlnl — nl>
(1.47)

One electron-hole difference between configurations |n) and |n'):
X . . 1 ,
(n,wlHn',w') = Fym] + Z VijerAngm] + Z Vz’kkj( - §An;c"7§+
k#i,j k#i,j (1.48)
1, 1 1N 1 |
+§n2;"7§ -0, + nf,i) + Viiij <§A"§ + 5”2) 7 — Vijjj <§A”} + o — 1)"7?
Two electron-hole difference between configurations |n) and |n'):

1
(1 + i) (1 + di5)

(n,w|H|n',w') = (Vijkmg;i + Vilkjng;) (1.49)
where An; is the occupation number difference of the i-th MO between parent and actual
configurations, V;j; is the two-particle electrostatic energy as defined in Equation (1.6). The
Hamiltonian expression (1.46) contains only one- and two body generators, so no coupling
arise between configurations which differ by more than two electrons in their occupation. As
soon as the Hamiltonian matrix (1.13) is built with the help of the latter equations, the WF
and its state energy are determined employing a diagonalization scheme.

Each new configuration to be added in the CI space possesses a nodal plane with zero
probability of finding correlated electrons and holes. High-order excited states are not directly
coupled to the reference, but rather affect those configurations which interact with a reference
through Equation (1.48) and (1.49). This leads to one noticeable feature of the CI matrix — its
sparseness. Therefore, to retrieve the dynamic electron correlation, the CI expansion requires
to be quite large going beyond singly and doubly excited configurations with respect to the
reference vector. Solving the full CI matrix is computationally tedious even for small organic
systems. The latter can be alleviated by the truncation of the configuration space resulting in
various configuration interaction levels. In this regard, a use of multireference ansatz (MRCI)

alleviates demands for time consuming triple- and quadruple electron-hole permutations.
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Chapter 2
Combined MRCI and DFT

As it is been discussed in Chapter (1), let us distinct between static and dynamic electron
correlations which correct the errors of the Hartree-Fock approximation stabilizing the total
electronic energy. On the one hand, the short-range correlation associated with electron
motions can be recovered in the KS formalism, but one the other hand DFT is one-determinant
theory in general. The non-dynamic part can in turn be captured within the configuration
interaction ansatz. The first attempt to merge these two theories was done by Grimme who
confined the CI expansion by accounting all singly excited configurations. The DFT/SCI

equations are:

<¢Z|H - E'KSW}Z» = ng - FaIZS _plx/aarr + 2Vm’7‘a + A

. (2.1)
<?/JZ\HW§> = _plvabrs + 2varbs

with
A = —0.025¢ + peexp(—psVarra) (2.2)

where an empirical shift (2.2) helps to properly describe core excitations and excited states
with small overlap between electron and hole densities [57]. FE% in Equation (2.1) represent

a one-particle KS wave function optimized in the BBLYP vxc(r) potential:
FiS = hij + ($ilvxeley) + > Vigik (2.3)
k

Three global empirical parameters were determined by a least-squares fit of selected reference
data. It was found that the computational scheme described above yields an error for vertical
excitations not exceeding 0.2-0.3 eV for closed-shell molecules. The valence and Rydberg-type
excited states are calculated with the same accuracy for singlet and triplet multiplets.

The DFT/CIS method represents an improvement compared to the HF /CIS. However,
the capability of the method does not surpass the time-dependent variation of DFT based
on a linear density response function, which is a conceptual extension of KS theory used for
excited states. Despite being a single reference theory, TD-DFT allows to reconstruct CIS-like
wave functions using variationally optimized field amplitudes. A remarkable disadvantage of
TD-DFT is the single reference wave function for the ground state (GS) delivering an inade-
quate description of molecular properties in certain circumstances. In contrast, the entire set of
excited configurations in the DFT/CIS is evaluated by the modified CI Equations (2.1), (2.2)

which remedy the aforementioned problem for describing the near-degeneracy of the GS.
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2.1. Original formulation of semiempirical DFT/MRCI

A further improvement of the DET/CIS model is straightforward at a first glance — to
extend configuration expansion level. The DFT/MRCI approach, formulated by Grimme and
Waletzke [58, 59|, allows to account for doubly excited configurations in an approximate man-
ner to depict their influence on low-lying excited states, for example in carotenoids, polyenes
etc. Likewise DFT/CIS, the second generation employs the KS one-particle basis for build-
ing configuration space. It incorporates the BHLYP functional with 50% fraction of exact
exchange. An employment of an exchange-rich DFA leads to better accuracy compared to
B3LYP [58]. BHLYP reads as,

ERERP (o] = 05 B[] + 0.5( EZ*[o] + EEP(p]) + BE () (2.4)

B88[p] and ELP4[p] are given by Equations (1.34), (1.30),
(1.29), correspondingly, and the correlation functional EEYT[p] by Equation (1.31). The
principal extension of the DE'T/MRCI over the DFT /CIS scheme is modified interaction terms,

originating from the idea, that multiple electron excitations can be viewed as averaged sum of

where the exchange terms E4X[p]

3

single excitation contributions:
(n,w|HPTT — EXS|n,w) = (n,w|H™ — B |n, w)—
1
— FHF — FKS FHF - FKS - [ Vaacc - ‘/acac:|
zc:( cc cc )+za:< aa aa)+n6xzajzc: b1 b2 (25)
<Tl, W‘ﬁDFT|n/7 wl> = <n7 w’f{HFlnlv wl>fdamp fdamp =P3- exp( - p4AEﬁn/)

where a and c refer to annihilation and creation indices of excitation operators used to obtain
an actual configuration, and n., is the excitation class of |n) with respect to the reference

FHF is replaced by its KS counterpart F%% and the

|n) occupation. Thus, the Fock matrix
diagonal elements are supplemented by scaled Coulomb and exchange energies over the whole
set of electron-hole pairs. The exchange parameter py explicitly depends on the number of

open shells N in |n) as:

S
=
!

p(0)+ N o (2.6)

leading to different parameter sets for singlet and triplet states. It is noteworthy that in most
cases the energy difference of spin-functions in a configuration is already included in the HF
term (n,w|H"F — E7F|n, w) and therefore all CSFs are shifted by the same energy, however,
inconsistently with respect to different spin multiplets owing to the linear relation of py and
the open-shells number N. The couplings between different CSFs within one configuration
are left unchanged. The interconfiguration coupling is required to be damped in order avoid

overcounting of dynamic correlation arising from large CI expansions. Therefore, off-diagonal
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elements are scaled by factor p; by further multiplication on a damping function, magnitude of
which is regulated by the configuration energy difference AF,,, . Because the main part of dy-
namic electron correlation is captured by DFT, all energetically high-lying configurations can
be effectively discarded from the Hamiltonian matrix. The damping function fg4,,, smoothly
reduces the interaction between energetically distant CSFs to zero, which makes it feasible to
introduce a simple procedure for selecting the most important configurations to be included
in the CI matrix. It is based on an estimate of the configuration energy gap as the difference

of orbital energies with respect to the parent configuration:

By — By = ZFCfS—ZFO{;S (2.7)
a

If this difference is less then the sum of the highest-energy root among the desired states

in the reference space and the § cutoff parameter, a configuration is included in the eigen-

value problem. This preselection of the CI space mitigates the computational time of the

method compared to the standard post-HF ab initio approaches significantly reducing the CI
expansion.

Throughout Equation (2.5), the KS one-particle functions are used to calculate one- and

two-electron integrals. Due to high storage demands for the direct evaluation of four-index

MO integrals (ij|kl), the resolution of the identity (RI) approach |60] is used to compute the

two-electron integrals:

(ij|kl) ~ Zb bf; = Z(zﬂ@) 72 (2.8)

Q

Here, P and () list auxiliary basis functions, and Vpg in Equation (2.8) is the Coulomb metric.

Besides capturing the dynamic correlation effects, another advantage of KS orbitals is
that the electronic potential is generated consistently for occupied and virtual orbitals unlike
in HF theory. Each of the occupied orbitals is treated in an averaged field generated by N —1
particles, contrary to virtual orbitals, which are optimized for an N-electron potential. There-
fore, the occupied set appears to be more compact compared to the unoccupied orbitals in HF
theory. This effect is avoided in DFT due to the density normalization (1.19) and the entire
set of KS orbitals is solved consistently in the mean-field of all electrons. A disadvantage of
KS-DF'T is the so-called self-interaction error — the result of a non-zero interaction term be-
tween an electron and its own density. This pathological problem does not arise in HF because
the obvious cancellation of the self-interaction by the construction of the Fock Equations (1.8).
As a consequence, each KS-particle feels a net charge generated by N electrons and reduced
by electron-nuclei attraction, yielding a wrong electrostatic potential in the outer region. The
self-interaction error is partly diminished in hybrid DFAs which explicitly contain a residual
exchange counterpart to the unphysical Coulomb term. From this point of view, it is favorable

to use a functional for DF'T/MRCI which comprises a large fraction of exact exchange in XC
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Table 2.1. DFT/MRCI © — #* vertical excitation energies of ethylene |sy,0), tetrafluoroethylene
|s2,0) and their mymy — wi7; dimer states |S,0, s1, s2) energies.

Singlet (eV) Triplet (eV) Quintet (eV)
computed expected computed expected computed expected
|s1,0) 8.05 4.42
Monomer - o) 8.99 4.90
|s1,0) 7.84 8.05 4.29 4.42
|52, 0) 8.72 8.99 4.79 4.90
Dimer |S,0,1,1) 2.19 9.32 4.21 9.32 9.32
|S,0,0,1) 9.56 12.95
|5,0,1,0) 10.26 13.41
|S,0,0,0) 13.56 17.04

(0.5 in BHLYP) if one wants to stick with conventional hybrids.

Overall DFT/MRCI shows great efficiency for the evaluation of excited-state energies
which mainly originate from one-electron transitions. [6] Furthermore, the method has been
shown to perform well in extended 7-systems such as polyenes |13, 61| and mini-carotenes |62
where doubly excited configurations of HOMO,HOMO —LUMO,LUMO type are essential
for the proper description of the 2'A, state. However, it fails for electronic states where
four-open-shell configurations play a leading role in the CI vector. Consider, for example,
local excitations in ethylene m — 7] and tetrafluoroethylene my — 73 which are spatially well
separated. If the molecules are excited simultaneously, the various orientations of individual
spin moments m; and msy of the monomers define the eigenstates of the dimer as components
of [s1,m1) ® |sg, ms). This product is generally reducible and can be decomposed into sixteen
S, M, s1, s5) components each of which is represented as a linear sum of weighted products
|51, m1) |82, ms) of local excitations. The genealogical coupling coefficients are determined by
the Clebsch-Gordan decomposition with normalization requirement. All possible states can
be grouped into two/three/one singlet/triplet/quintet multiplets within the framework of a
spin-free Hamiltonian. In a similar fashion, the mymy — 77} transition energies of the dimer
states |S,0,my, mg) can be expressed as a sum of the energies of the local transitions. The
first two dimer states of singlet and triplet multiplicity, respectively, shown in Table (2.1)
correspond to one-electron local excitations on one monomer in the presence of the unper-
turbed second one. Among all states of non-interacting monomers there is a symmetry which
manifests itself in the degeneracy of one singlet, one triplet and the quintet composed of the
monomer triplet states. As it is seen from Table (2.1), this symmetry is not retained by
DFT/MRCI. Instead, the energies of the spin-coupled triplet pairs are vastly underestimated.
Let us also point out that the second singlet component |0, 0, 0,0) must be isoenergetic to the
sum of the singlet energies of the monomers. Likewise, the second [1,0,0,1) and the third

11,0, 1,0) triplets correspond to combinations of singlet and triplet energies of the monomers,
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respectively. This is a very pictorial example to show the drastic DFT/MRCI errors in the
energy of four-open-shell configurations.

A later modification of a combined density functional theory and CI expansion was done
by Beck and coworkers [63, 64]. In their graphical unitary group approach-based DFT/MRCI
code, the authors used series of 'update’ and 'remove’ operations for the KS correlation to in-
corporate it in the HF ansatz. The diagonal elements of the Hamiltonian matrix are computed
like in HF-based MRCI and only two spin-invariant parameters are employed to adjust off-di-
agonal elements. This way of parameterization allows to calculate odd multiplicity systems
exploiting correlation potential and correlation energy for a-electrons. However, the main
application of the method was related to the calculation of spin-orbit effects of uranium com-
plexes and the scheme is not well tested so far for medium or small sized systems. The hybrid
formulation of Roemelt et. al. |65, 66| exploits the open-shell variation of DET to incorporate
them into DFT/ROCIS. To overcome a barrier 'occupied-orbitals-only’ of standard DFT, two
different KS equations are used to obtain orbital sets for paired and unpaired electrons. In
this way, the authors have arrived at a universal three-parameter expression accounting only
one-electron excitations from the reference of arbitrary multiplicity. Due to the shortened
configuration expansion, DFT/ROCIS estimates energies for organic compounds at UV /vis
excitation range remarkably worse than compared to DFT/MRCI. In contrast, it has been
shown to perform well in describing [.-edge spectra of X-ray absorption of transition metal

compounds in various spin states.

2.2. Redesign of the DFT/MRCI Hamiltonian

The DFT/MRCI parameterization of Grimme and Waletzke (called as DFT/MRCI-S
hereinafter) looks consistent with DFT/CIS for one-electron excitations. Both exploit KS
one-particle energies and one-particle WFs, and scale electron-hole Coulomb interactions by
a factor which is closely related to the amount of HF exchange in the DFT part. The orbital
energy gap and the Coulomb integral are the dominant contributions to a CSF energy in most
cases, especially when the density clouds of electron and hole overlap a little or do not overlap
whatsoever. The example of the ethylene-tetrafluoroethylene dimer reveals a methodological
artifact of DFT/MRCI-S which is apparently connected to an incorrect parameterization for
four-open-shell state energies. One can easily see it by considering only the classical electro-
static terms of interacting particles. Assigning m-orbitals as 1 and 2 and unoccupied orbitals
as 3 and 4, so that pairs (1,3) and (2,4) belong to different monomers, the Coulomb term for
the (12 — 34) configuration reads:

Vitoa + Vazaa — Viigs — Vitaa — Vaosg — Vagus (2.9)

Here in Equation (2.9), the first two terms describe the electron-electron and hole-hole in-

teraction and the remaining four electron-hole attraction. Because the monomers are situ-
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ated far apart, two of the four integrals are close to zero due to the long distance and only
(—Vi133 — Vaguq) survives. The DFT/MRCI-S shift, introduced in Equation (2.5), is taking care
of these two integrals consistently for one-electron transitions. However, the excitation factor
ne, reduces the correction by a factor 2. As consequence, the total energy of the resulting
configuration suffers from the excess of Coulomb energy.

Another important aspect to consider is that the symmetry conservation of the ethylene-te-
trafluoroethylene dimer in Tab. (2.1) requires to design an identical parameterization for dif-
ferent spin states. In HF-based MRCI, the Fermi correlation is accounted via the HF exchange
energy between interacting orbitals producing the state function, thus making the multiplicity
dependency of the exchange parameters (2.6) unsuitable. The energy splitting between CSFs
In,w) and |n,w’) is determined by the structural constants (1.44) in front of the exchange

integrals according to Equation (1.47):

(n,wlH|n,w) = (n,o/|Hln, o) =Y [0](w) = 0 ()] Viggs (2.10)
i,J

Due to the symmetry in the summation of the two-electron integrals in Equation (1.47), only
the spin constants for orbitals of unpaired electrons in the Fock vector |n) are in the focus of
interest. All other contributions are either zero or vanish due to cancellation by other parts
of the matrix element. Therefore, a correction of the exchange energy part in a CSF should
obviously account for spin-coefficients arising from the application of one-body operators with
indices running over all singly occupied MOs in the actual configuration as follows from Equa-
tion (1.44). They explicitly contain all possible spin arrangements the unpaired electrons can
adopt for a given multiplicity. The same arguments hold for the coupling energy between CSFs
within a configuration. In order to maintain a consistent energy splitting between states of
different multiplicities in the ethylene-tetrafluoroethylene dimer, similar exchange corrections
must be applied for this case, too. Worthwhile to note, these matrix elements are built only
from exchange integrals between all combinations of open-shell orbitals o. Accordingly, the

resulting parameterization for diagonal Hamiltonian blocks is (Paper I):

(n,w|HPTT — EXS|n,w) = (n,w|H™ — B |n, w)—

=D (BT = FE) 4 ) (Rl = Fi) —p2 ) Vi~

i,j€o
P (2.11)
— I Z Viijj — Z Viijj + Z Z (Plvn'jj - EWjji)
1;]>€Ja z%]>€Jc i€a jEC

(n, W HP T, ') = (1= pa)(n, w| T, )

All integrals calibrated by p; in Equation (2.11) are attributed to the correction of electrostatic
interaction which, in general, is exact for arbitrary occupation vectors. As usual, an issue is the
nonclassical exchange part to be supplied for diagonal elements. Preliminary results revealed

a lack of exchange energy in some circumstances if we link an exchange contribution to be
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added together with m-factors only. Among the critical cases are the triplet m — 7* energies
where the exchange integral is significant although the spin-coefficient is zero. A second
example for which an exchange correction is not addressed, too, comprises states which exhibit
large contributions from excited closed-shell configurations. In both instances, the excitation
energy was exorbitantly overestimated indicating a desire to add a spin-invariant fraction of
exchange. Test calculations showed that, to improve the energetics of the states, it is sufficient
to introduce an additional exchange shift connecting created-annihilated orbital pairs only, as
it is given in Equation (2.11).

To retain the high computational efficiency of the original parameterization and reduce
the overcounting of dynamical correlation arising in the DFT part, the configuration coupling
needs to be damped off. By examining the effects of various damping functions on the vertical

energies of extended m-systems, the optimal shape was found to be:

<n7w|]:[DFT\n’,w') = <n,w|I:IHF|n’,w/> + faamp

P3 . ) P
57 atam 77 (P Aw)

2.12
fdamp - ( )

Similar to DFT/MRCI-S, the interconfiguration coupling is reduced with respect to the en-
ergy difference of two configurations, unless they are near degenerate. In case an electron
configuration has more than one CSF, the factor E,, in Equation (2.12) is estimated as the

difference between the mean values of the CSF energies.

Table 2.2. Optimized DFT/MRCI-R Hamiltonian parameters.

1.0f 0.5079 0.3559 0.5682 1.788 0.17 0.54
0.8 0.5035 0.3681 0.5798  2.187f 0.20 0.63

t kept fixed during optimization.

Four global spin-invariant parameters entering the Hamiltonian (2.11), (2.12) (called
hereafter as DFT/MRCI-R) were optimized with respect to the smallest root-mean-square
deviation (RMSD) against experimentally well-studied singlet and triplet excited-state ener-
gies of small organic compounds. The results of the minimization employing different values
of the damping decay parameter p4 is presented in Table (2.2). The decay of the damping
function as function of the energy difference between two coupled configurations is presented
in Figure (2.1). As long as £, is smaller than 0.4 E,, the configuration coupling is modified
according to the scaling parameter p;. Excited configurations of higher energies are giving
a contribution to the dynamical correlation in MRCI, and the curve steeply goes down by
prompt convergence to zero mitigating their effects. It implies that at 1.0 E; almost all static
correlation (>97%) for the actual configuration is already encompassed and it is not neces-

sary to evaluate the entire MRCI matrix. Thereby, the optimized damping constant p, allows
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Figure 2.1. DFT/MRCI-R damping function (left) and DFT/MRCI-R error (right) for different
energy cutoffs with respect to the experimental values taken from Paper I.

to use a similar preselection of important configurations (2.7) as in DFT/MRCI-S ignoring
energetically high-lying CSFs. The right side of Figure (2.1) shows the convergence of the
electronic transition energy for some small systems with regard to the selection threshold ¢.
Confirming previous arguments, the results of the calculations are found to be converged at
values of 0.9-1.0 E;, for the energy cutoff parameter. In large molecular systems, for example
organic light-emitting diodes, it is often required to solve secular equations with the size of
billions of configurations. A steeper damping alleviates the dimensional demands of the Hamil-
tonian matrix resulting in a different parameter set to be used in conjunction with a smaller
selection threshold, however with slightly worse statistical balance as is seen in Table (2.2).
The incorporation of the energy cutoff § tremendously accelerates the computational speed

compared to ab initio multireference methods.

Table 2.3. DFT/MRCI-R results for ethylene-tetrafluoroethylene dimer.

Singlet (eV) Triplet (eV) Quintet (eV)
computed expected computed expected computed expected

Monomer |s1,0) 7.82 4.38

|59, 0) 8.70 4.81

|s1,0) 7.82 7.82 4.38 4.38

|s2,0) 8.70 8.70 4.81 4.81
Dimer

|5,0,1,1) 9.17 9.19 9.18 9.19 9.20 9.19

|5,0,0,1) 12.66 12.63

|S,0,1,0) 13.13 13.08

|S,0,0,0) 16.59 16.52

By the end, let us emphasize that DFT/MRCI-R parameterization accurately delivers

the energy of four-open-shell states, which are reproduced with fairly good precision for the
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ethylene-tetraflyoroethylene dimer (Table (2.3)). By the mathematical construct of the cor-
rections, all symmetry considerations, with respect to the excited states of the critical case,

are retained for different multiplets as discussed in Section (2.1).
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Chapter 3
Assessment of DFT/MRCI-R

3.1. Excited state properties of small organic systems

For a judgement on the performance of the DFT/MRCI-R Hamiltonian, the method
was tested against a benchmark set of excitation energies measured by electron impact spec-
troscopy in gas phase [67] (Paper I). Similar to the fitting set, this benchmark set contains
™ — 7", n — 7 as well as valence-to-Rydberg transition energies of oxides and small organic
compounds. The comparison of the performance of two parameterizations with respect to ver-
tical excitation energies of singlet and triplet states is graphically illustrated in Figure (3.1).
The error distributions over the sample shows the same statistical results for both meth-
ods. The mean deviations from the 160 experimental data (0.02 eV for DFT/MRCI-S, 0.06
for DFT/MRCI-R) are extremely gratifying. Also the standard (0.16 eV for DF'T/MRCI-S,
0.14 for DFT/MRCI-R) and root-mean-square deviations (0.16 eV for DET/MRCI-S, 0.15 for
DFT/MRCI-R) are very satisfactory. DF'T/MRCI-R maintains the high quality of the original
formulation DFT/MRCI-S for states produced by the promotion of one electron out of the
KS closed-shell reference. The biggest error was observed for triplet states in systems with
a triple bond (acetylene, propyne, 1-butyne, 3,3,3-trifluoropropyne). The wave functions of
these systems exhibit strong multiconfigurational character dominated by six CSFs. By an-
alyzing the second triplet transition arising from their linear combination we concluded that
the error originates from the way of parameterizing off-diagonal elements. Another general
trend shifts n — 7* states toward lower excitation energies as computed by DFT/MRCI-S. In
the majority of cases, results for these states obtained with the redesigned Hamiltonian are in
better agreement with experiment than those computed with the standard parameterization.

The DFT/MRCI-S has been shown to be a useful approach for the treatment of elec-
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Figure 3.1. DFT/MRCI-S and DFT/MRCI-R error distribution.
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tronic spin-orbit (SO) interaction [68 72]. In combination with SPOCK [68, 73, 74|, which
uses an effective mean-field operator for representing the two-electron SO terms in the Breit-
Pauli operator and neglects differential multicenter integrals, the new parameterization was
critically compared to DE'T/MRCI-S and MR-MP2 results against a set of diatomic and poly-
atomic systems (Paper IT). The states selected for the comparison are mainly the ground and
low-lying photophysically and photochemically important excited states with m — #* and
n — 7w character. Because both parameterizations use identical one-electron bases for the
CSF construction, the difference in LS coupling originates only from the composition of the
CI vectors. As usual, the non-trivial cases are those which involve states with a non-negligible
diffuse character and those which exhibit significant weights of doubly excited configurations.
Particular interest attracts the energetics of two-electron transitions from the HF reference
listed in Table (3.1). Because the states are not detectable in experimental spectra, the mul-
tireference methods based on perturbation theory (MRMP2 and CASPT2) were applied with
similar AO basis sets for the quality validation of the DE'T/MRCI energies.

For two-photon transitions, caused mainly by electron-hole interaction from the 7-frame-
work, the redesigned Hamiltonian shows good agreement with ab initio results (see o-ben-
zyne, thioformaldehyde, dithiin in Table (3.1)). However, the striking difference between
DFT/MRCI-R and the reference values is the prominent underestimation of state energies with
a leading configuration produced by the annihilation of two electrons from lone-pair orbitals
(formaldehyde, dithiosuccinimide, nitromethane). Moreover, the discrepancy is enhanced by
a rising number of open shells in the resulting configuration. Although DFT/MRCI-R looks

convincing for one-photon n — 7* state, this is something that has been overlooked in Paper 1.

Table 3.1. Energy (in eV) of doubly excited states of molecules taken from Paper II.

DFT/  DFT/

System State  Character MRCLS MRCLR MRMP2 CASPT2
o-Benzyne 2'A, 7w — 4.24 6.50 6.43

2B, 7m— 7t 5.74 7.25 7.22

2A,  wr — T 5.69 6.37 6.27
Formaldehyde 5,  n?— 7?2 11.06 9.20 10.67 10.29
Thioformaldehyde 3'A,  nm — 7*2 7.19 7.70 7.61 7.66

5'A, n? — 7*2 7.84 6.06 7.27 7.11

43Ay  nm — w2 7.77 7.28 7.11 7.19
Dithiin 3A, 7w — n*? 4.80 4.69 4.39
Dithiosuccinimide 2'A; nn — 7*71* 4.71 3.40 =>6.0

5'A, n? — 7*2 6.07 5.08 9.0l

2By nn — w2 4.60 3.87 5.70

22A,  nn — 71" 4.68 3.36 6.67
Nitromethane 250" nn — 72 7.31 6.12 8.70 8.97
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The fact that the method shows remarkable data for the first group of transitions (usually
m-orbitals are delocalized over several atomic centers) and inadequate for the second group
(n-orbitals are strongly localized) implies that, likely, some part of dynamic correlation needs
to be adjusted in the semi-empirical Hamiltonian as well. Also, the dependence on the number
of open-shells can not be ignored in severe cases, pointing toward the needs of deep insight to
the origin of the error. The doubly-excited states in these systems energetically appear in the
range of one-electron transition energies. Their small energetic distance allows them to inter-
act with each other and mix the configurations in their CI vectors. It results in pronounced
outliers in the correlation plot of spin-orbit coupling components, which is directly related
to the unbalanced description of the critical cases by the DFT/MRCI-R and DFT/MRCI-S
parameterizations. Besides this, good agreement between the excitation energies and the LS
coupling elements was found for the benchmark set, which is also corroborated by MRMP2

results (see Paper II).
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Figure 3.2. Correlation plot of excitation energies (left) and spin-orbit matrix elements (right) for
polyatomic molecules as calculated with DFT/MRCI-S and DFT/MRCI-R levels.

3.2. Bridged-naphthalene systems

One of the test cases for the performance of the DFT/MRCI-R methods was the ex-
citonic splitting of bridged naphthalene (N2) dimer states (Paper I). In these systems, two
naphthalene units are held at fixed distance and orientation by a rigid bridge of variable length
(Figure (3.3)). The absorption band of N2 with maximum at about ~44000 cm~! (5.45 €V)
originates from the most intense transition of naphthalene perturbed by the o-framework of
the norbornene fragment. Due to the bridge, the N2 peak is blue shifted by ~0.45 eV with
respect to the By, transition in naphthalene. Like the Ly state, the By, state of naphthalene is
dominated by the two HOMO—=LUMO+1 and HOMO-1—=LUMO excitations. The 'A; —'By,
transition moment of N2 is located in the naphthalene plane which is oriented almost perpen-

dicular (~90°) to another naphthalene in the dimers. Therefore, positive and negative linear
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Figure 3.3. Measured and DFT/MRCI-R absorption spectra of bridged naphthalene dimers. The
experimental spectrum was reprinted and adopted with permission from J. Am. Chem. Soc. 115,
4345 (1993). Copyright 2016 American Chemical Society.
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vield peaks of approximately equal intensities, where 1% denotes the Frenkel exciton By,

1B§ —
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on monomer A, etc. |75, 76| Through-space and through-bond interaction mechanisms of
monomers cause a splitting between the resulting states in the dimer, i.e. E('B})—E(B;),
which is governed by the interchromophore distance. Thus, the two states must energetically
approach the peak of N2 from the red- and blue-shifted zones when increasing the length of
the bridge. Apparently, this is the case, indeed, as may be seen from Figure (3.3), where the
simulated and experimental absorption spectra of the bridged naphthalene series are shown.
The fact, that the positions and intensities of the simulated peaks coincide well with the ex-
perimental results tells about robustness of the DFT/MRCI-R excited-state WFs.

3.3. Singlet fission in quinoidal oligothiophenes

Singlet fission (SF) is a spin-allowed sub-picosecond process in multichromophoric sys-
tems, where one singlet Frenkel exciton undergoes delocalization onto surrounded monomers
and can be converted into two triplet excitons thereafter. To be efficient, SF must mainly
obey a two-step scheme:

1S+ S E5 () 5 0 40 (3.1)

Excitation from the GS leads to the formation of a Frenkel exciton !S;, which should exhibit
a large transition probability. Upon geometry relaxation on the singlet potential manifold,
a system should proceed to a triplet pair overall coupled to the singlet Y(7,7}) as the state
of minimum energy with rate constant k_; in Scheme (3.1). By this reason, the k_; (and,
therefore, feasibility of the SF) fatefully depends on a cofacial orientation of the neighbors |77

80] often favoring a slip-stacked geometry configuration of monomers for the initial exciton
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delocalization [81]. Because of the multi-exciton character of resulting state, the light emission
is hindered and the coupled triplets can be split with k_s into two independent triplets. Triplets
offer a longer excited-state lifetime of the electron-hole pair compared to the singlet and provide
more opportunities for injection which ideally double the photocurrent per photon. However
the k_s decoherence, which thermalizes the population of uncorrelated triplets due to their
vibronic coupling to bath modes, is not well studied computationally as yet. It is clear, that the
latter process should be exoergic, therefore, imposing an energy requirement for the high-yield

fission to suppress all recombination mechanisms.

SINGLET

FISSION

Figure 3.4. Slip-stacked conformation of quinoidal oligothiophenes.

Similar as in linear polyenes, the first two excited states in quinodal bithiophene (QBT)
are seen as ionic 1'B, (at 2.03 eV) and covalent 2'A, (at 2.17 eV) in nature. The bright 1'B,
originates from the HOMO—LUMO transition and, therefore, a large exchange interaction
between the frontier m-orbitals locates the corresponding triplet substantially lower than the
singlet (at 0.61 eV vertically). The energetic position of the states motivated a study for
intramolecular singlet fission, all the more so since time-resolved spectroscopy of a QBT in
dilute solution revealed the ultrafast formation of a long-lived species with high quantum
yield [82]. The authors of the experimental study claimed the SF to be an intramolecular
process, but subsequent theoretical studies [83| involving spin-flip RAS methods could not
locale a reasonable pathway for reaching the {(7,7}) state. In our group, possible intra- and
intermolecular pathways were studied employing the DF'T/MRCI-R method (Paper III). One
dimensional cuts of the DFT/MRCI-R potential energy surfaces (PES) along coordinates
which break the conjugation, and, therefore, localize covalently linked m-fragments, namely
the potentials along the twisting about the central C=C bond and PES along the conrotatory
twist of the dicyano groups, showed a crossing between the bright and dark states mediating
the population of 2'A, upon geometry relaxation. However, no indication for the formation
of a coupled-triplet-pair state at large twisting angles was found in the monomer calculations.
Due to the energetic proximity of the excited singlet states and 1%A,, even small SO coupling

could give rise to fast inter-system crossing, which rise the population of triplet states. A
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1

torsion of QBT about the central bond by 20° requires only 370 cm™" of activation energy

! L of LS coupling energy for the x— and y—component,

and generates 2.3 cm™ and 1.4 cm™
correspondingly, between 13Ag and 1'B,. Then, the lowest triplet state 1°B, can be populated
by internal conversion. Both 1°B, and 1'A, are long-lived and the excited-state absorption
from these states resembles well the brightest experimental peak. Taking into account the
energy gap between the bright and (7,7;) states on the PESs of ~0.3 eV for a conrotatory
twist of the dicyano end groups, and >2.0 eV gap for torsion about the central bond, no
evidence for intermolecular singlet fission in QBT was found.

The ground state geometry of the slip-stacked conformation of QBTs places the monomers
at 3.5 A apart due to weak van der Waals forces. Interestingly, the energy requirement for
SF is met already at the Franck-Condon point  1.98 eV for coupled triplets and 0.94 eV
for the first and second triplet states. Moreover, the bright singlet state (2.00 eV) is almost
adiabatically degenerate to the two-exciton state which may result in fast population of the
latter by the displacement of GS geometry. Although quantitative rates were not calculated,
the rigid scans of PESs along the normal distortions revealed two active modes describing
symmetric and antisymmetric elongation of the double bonds of the monomers. These two

vibrations mediate the intermolecular singlet fission dynamics in the slip-stacked dimer.
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Chapter 4

Ab initio excited states dynamics of linear polyenes

Linear polyenes have been the subject of various spectroscopical and theoretical investi-
gations due to their non-trivial photophysical properties of electronically excited states and
relaxation processes. A biologically important class of polyenes are the carotenoids which
play a big role in light harvesting complexes [84-86| and chemical quenching of singlet oxy-
gen [87 89]. Also, the knowledge on linear m-systems with alternating single and double bonds
can serve as a basis for elucidating mechanisms of photodynamics in visual pigments [89 92].

It is well known that for short polyenes with two and three double bonds the ionic 1B,
state is located vertically lower than the valence 2'A, state. These two states describe the elec-
tron-hole interaction of the m-manifold and possess different physical natures from the point
of view of static correlation. The dark multiconfigurational 2'A, state manifests itself as a
two-photon state which is characterized by three electronic CSFs, whereas the optically bright
1'B,, is generated by a one-electron excitation from the highest bonding orbital to the lowest
unoccupied antibonding orbital. The amplitude of the bosonic configuration 72 — 7*2 in the
wave function of the valence state is enhanced relative to two other CSFs upon increasing
the number of double bonds [93, 94|. Absorption spectra of polyenes show non-trivial band
structures as a result of the interaction between the 1B, and 21Ag states. An extension of
the m-framework gradually reduces the E(2'A,)—E(1'B,) energy gap and shifts the absorp-
tion spectrum toward the infrared region [13, 94-96|. The primary step of the mechanism of
excitation quenching S, ~~ Sy involves a coherent population of S; caused by vibronic inter-
actions. The energetic position and the coupling strength between two low-lying states 1B,
and 2'A, guide the wave packet (WP) evolution after the excitation at UV /vis range. As has
been shown in previous experimental and computational studies on butadiene |97, 98|, hexa-
triene [98-100] and octatetraene [101-103|, the depopulation time of the 1B, becomes longer
when going from a two- to four-double-bond system. In this chapter, the results of quantum
dynamics simulations for some short-chain polyenes employing DET/MRCI potential energy

surfaces are presented (Papers IV and V).

4.1. Vibronic Hamiltonian

All linear polyenes belong to the Cq;, molecular point group and its entire set of vibrational
modes Q spans over the a,, b, a, and b, irreducible representations (irreps). Apparently, the
light absorption populates the bright 1'B,, state at first. However, a model for the calculation
of a vibronically resolved excitation spectrum needs to be adjusted in a way that it should
be able to account for non-Condon effects due to the presence of the close-lying 2'A, dark
state. Generally speaking, the quantum Hamiltonian must encompass both the interaction of

electronic states with itself (intrastate) as well as the coupling between two electronic states
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adiabatic
— — — quasi-diabatic

Figure 4.1. Quasi-diabatic states along a coupling mode in LVC model.

caused by nuclear motions (interstate). Following the well-established notations, all vibrations
of the first type will be called tuning Q. and vibrations of the second type as coupling Qcoup
modes. Use of symmetry-adapted internal coordinates makes the definition of two sets Qune
and Q.oyp feasible and straightforward. The non-vanishing interstate coupling modes are those

for which the product of the irreps yields the totally symmetric representation:
I'®l®lq.,., O lym (4.1)

where I'; and I' are the irreps of the two electronic states considered and I'q,,,, is a pertur-
bation irrep to couple the electronic states. By analogy, the intrastate coupling motions for

each of the states (I'y=T"3) must obey following relationship:

FQtune = Fsym (42)

In the context of this paper, Vi u,, and Vy,,. are considered as electronic potentials along
the distortion of the nuclear framework, Qcsyp and Qyune correspondingly. By the symmetry
constraint imposed in Equation (4.1), it is clear that all Q. modes should possess b, sym-
metry. Such vibrations break the C, generator of Cs,, and retain the molecular plane. An
interaction of electronic configurations with b, distortions reduces the symmetry of the wave
functions, such that the 1'B, and 2'A, states transform under the same irrep A’ of the C
point group. The evaluation of electronic potentials Vi, along the Q... set appears to be
trivial and does not require additional computational work, unlike the V., potentials. One
of the simplest solutions to overcome the diabatization problem is the linear vibronic coupling
scheme (LVC) [104 106].

At the ground state geometry (Q), the wave functions of the states transform under
different irreps and it is assumed that diabatic and adiabatic state energies are identical. The
LVC model [106] postulates that in a two-level system, in the presence of a b, deformation
generated by the coupling mode ¢; C Qoup, the quasi-diabatic potentials can be expressed

with the help of a coupling function u(g;) as:

Ulg)+35  pla)

Veour () = w(g)  Ulg) —3

] €12(qi) € spec(Veoup(di)) (4.3)



where ¢ is the interstate energy spacing between two levels at Q. The solution of the secular

Equation (4.3) brings back the adiabatic potentials €; 5(g;) as a function of an applied distortion

q;:
2

era(a:) = Ulg) + % + 13(qi) (4.4)

From Equation (4.4) it is seen that U(g;) represents an average curve of two adiabatic poten-
tials. In this way, two surfaces are topologically nested and shifted with respect to each other
by ¢ in the quasi-diabatic representation. They remain equidistant along the complete range
of the coupling coordinate ¢; as graphically represented in Figure (4.1). The knowledge of
€12(q;) allows to estimate the quasi-coupling f1(g;) by the least-square-fit of Equation (4.4).
For setting up the vibronic Hamiltonian, the kinetic energy operator which describes the
nuclear motions needs to be set up. Employment of the GF technique [107, 108] yields the

full Hamiltonian:
H - T12 + Vtune(Qtune) + Vcoup(Qcoup) + EU(QO) (45)

with the kinetic energy
2T =) p; Gip; (4.6)
,J

where p; refers to the momentum conjugate to the symmetry coordinate ¢;. The last term ¢,
of Equation (4.5) denotes a two-by-two diagonal matrix with elements of vertical energies at
the Franck-Condon (FC) point. The second and third terms describe the sum of 1D-cuts of
diabatic potential energy surfaces (PESs) of the two considered states along the tuning (a,)

and the coupling (b,) modes, respectively:

Vtune = Z

Qtune

Ui(g) 0
0 U2(Qz’)

()

qi
(@) 49

Vcoup - Z

1
Qeoup M(QZ) U

The kinetic energy in Equation (4.6) was built with the help of the G;;-matrix, the elements
of which are analytically tabulated in Ref. |[109]. Kinetic energy coefficients for momenta p;
and p; conjugate to two distinct symmetric internal coordinates ¢; and ¢; (as will be defined
later) represent a sum of factored pairwise interactions of all local momenta the p,; and p; are
composed from. The Hamiltonian (4.5) for the two-level system was treated within the fully

quantal, time-dependent scheme of wave packet propagation as formulated in MCTDH.

4.2. All-trans-octatetraene

Numerous theoretical works have reported the results of semiempirical schemes [7, 13, 95],
ab initio multireference [93, 94, 110, 116, 117] and density functional based [6, 118] methods
(see the surveys in Ref. |6, 7, 116|) and often ambiguously predict the order and energy of
the first two excited singlet states of all-trans-octatetraene (OT). Besides the fact that the
excitation energy is highly dependent on the ground-state geometry [13], the challenge is the
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Table 4.1. Excitation energies (in eV) of first valence states in all-trans-octatetraene. Experimental
values for vertical excitations are estimated.

CASPT2¢ MRMP® DFT/MRCI-R  DFT/MRCI-S Exp.
vertical transitions
1B, 4.42 4.66 4.05 4.16 ~4.4
21A, 4.38 4.47 4.10 3.85 ~4.1
0-0 transitions
1B,  4.35 4.34 3.67 3.80 3.985F 4.40¢ 4.415h
21Ag 3.61 3.50 3.44 3.30 3.55¢ 3.59¢ 3.54F
emission maxima
1B,  4.14 3.80 3.74 3.87 412" 4.20¢ 4.319
21A, 2.95 2.80 2.92 2.60 ~3.1!
@ CASPT?2 from Ref. [110] I jet from Ref. [102]
® MRMP form Ref. [94] 9 4.2K in n-hexane from Ref. [111]
¢ 77K in hexane from Ref. [112] " jet from Ref. |113]
4 gas phase from Ref. [112] ¥ 4.2K in n-octane from Ref. |114]
¢ jet from Ref. [115] ! vapor from Ref. [103]

different nature of these states, which deserves a different consideration in the computational
treatment. The DFT/MRCI-R vertical excitation of 4.05 eV is somewhat too small for the
dipole allowed state when compared to the best estimated value by at least 0.35 eV. The calcu-
lated position of the 0-0 origin and the emission energy are also red shifted by the same energy.
The fact, that a perfect match of the DFT/MRCI-R with the experiment was found for 1'B,
in trans-butadiene, and the slightly worse agreement (0.2 eV below the experiment) in linear
hexatriene suggests, that the latter method is unable to accurately describe the properties
of the bright state upon extending the conjugation length. Presumably, the DFT/MRCI-R
inherits the methodological drawbacks from DFT, which is known to systematically under-
estimate the energies of ionic states for polyenes of longer chain length [119]. Apart from
this, the DFT/MRCI-R yields a qualitatively good energy of 4.10 €V for 2'A,, which is indeed
close to what is expected. The mapping of the calculated transition origin with measured
values also corroborates this finding (see Table (4.1)). As a result, the two states are almost
isoenergetic at Qo with a gap E(1'B,)—E(2'A,) of -0.05 eV. Although both states are offset by
0.25 eV in the DFT/MRCI-S with regard to the experiment, they are both shifted downward
consistently. Thus, contrary to the DFT/MRCI-R, the standard parameterization perfectly
maintains the experimental splitting of 0.3 eV for the CASPT2 geometry.
At the ground-state geometry, the vibrational modes of all-trans-octatetraene transform
under
I'q = 17a, @ 8a, ® 7b, & 16b, (4.8)

By incorporating ten in-plane and two out-of-plane nuclear degrees of freedom in the underly-
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ing Hamiltonian, adapted to the LVC model, the results of the time evolution of the excited
WP are discussed (Paper IV). The absorption spectra of OT in the 3.5-5.0 eV region, shifted

DFT/MRCI-R DFT/MRCI-S
| ‘ — 30 fs deﬁhasing | | ‘ ‘ — 30 fs deﬁhasing |
1 ——1000 fs dephasing 1 ——1000 fs dephasing
0.8f 0.8
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Figure 4.2. Calculated 1'B, <« 1'A, absorption spectra of all-trans-octatetraene (upper panels).
Experimental spectra was reprinted from J. Chem. Phys. 81, 4210 (1984) with the permission of
AIP Publishing.

to the location of the 0-0 band, are shown in Figure (4.2). The intensities of all peaks are
normalized to the maximum peak height corresponding to the origin. For comparison, the
high-resolution absorption spectrum, recorded in a jet-cooled experiment, is also presented in
Figure (4.2). The most prominent mode (denoted by vy) with the most intense progression
is associated with the carbon-carbon double-bond stretching ¢ and gs. DFT/MRCI-R places
the peak at 1727 cm™! to the right of the origin (denoted by vg), whereas DFT/MRCI-S —
at 1736 cm~!. Both methods here overshoot by ~70 cm™! the reported values of 1645 cm ™!
measured in the jet-cooled experiment [102] and 1666 cm ! in the gas phase [112]. The peak
displayed in the experimental spectrum at 1235 ¢cm ~! (denoted to v1) gives rise to the secondary
vibrational progression, and is attributed to the symmetric single C-C bond alternations ¢,
and ¢4. This band appears with very low intensity in both the DF'T/MRCI-R spectrum and
the DFT/MRCI-S spectrum. Despite the almost dark v; peak, the DFT/MRCI-R and the
DFT/MRCI-S outline the v;; overtone at 2846 cm ™! and 2839 cm ™! respectively, whilst the
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Figure 4.3. Population decay followed by the 1'B, excitation.

low-temperature experimental value is 2872 cm .

All overtones of v; and vy bands appear
with low frequency shoulders, which are likely caused by symmetric in-plane angle bending
@3, qro and g2 motions detected experimentally at 197 cm !, 348 ¢cm ™!, 547 ¢cm™! [102]. The
activity of these modes is also apparent in the simulated spectra, however the positions of
minor bands are difficult to precisely locate due to the intricate low-intensity structure.

The initially excited wave packet was propagated over 600 femtoseconds in the 1B,
and 2'A, potential manifolds. Figure (4.3) shows the population dynamics of the bright
state utilizing DFT/MRCI-R and DFT/MRCI-S PESs. Like in the all-s-trans-butadiene and
trans-hexatriene, the energy transfer to 21Ag in octatetraene proceeds on the sub-picosecond
time scale. DFT/MRCI-S completes the first step of photodynamics within 7=157 fs after
the excitation to the bright state, as estimated from the curve fit to the exponential function
exp(—t/7). The population curve of the ionic state decays monotonously, with 10% of the
entire wave packet remaining localized on the 1'B, surfaces. This outcome is in good agree-
ment with the value of ~0.3 ps deduced from the experimentally observed 0-0 bandwidth
for excitation at the origin [102, 103]. The DFT/MRCI-R predicts a slightly different picture
with exponentially fitted lifetime 795 fs. The 1'B,, population abruptly sweeps down and the
wave packet reaches its meta-stable localization among the two manifolds after 100 fs of the
propagation time, yielding 70% of its density to the dark state. Hereafter, the remaining half
is lost in the next 200 fs. This is somewhat too fast for OT compared to what is experimentally
estimated and the results for ¢rans-hexatriene dynamics (see Section (4.3)). However, one can
anticipate such effect appealing to the negligible energy splitting between the states at the
Franck-Condon point as the pivotal quantity in the internal conversion process. This explains
the very steep slope of DFT/MRCI-R curve, and, therefore, the nonradiative lifetime of the

bright state is clearly underrated.
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Figure 4.4. Calculated DFT/MRCI-R absorption spectra in UV range of trans-hexatriene (upper)
and cis-hexatriene (lower). Jet absorption spectra (right panels) was reprinted from J. Chem. Phys.
81, 4218 (1984) with the permission of AIP Publishing.

4.3. Trans- and cis-hexatriene

The dynamics of the nonadiabatically coupled lowest singlet excited states of cis- and
trans-hexatriene were also studied theoretically employing DFT/MRCI-R potentials. For the
trans- isomer the bright 1'B, is found at 4.84 eV and the dark 2'A, — at 5.22 eV, whilst
the experiment locates the states at 5.08 eV and 5.21 eV, correspondingly [120]. An effect
of underestimating the ionic state energy is also observed here, although the discrepancy is
smaller ~0.2 eV compared to all-trans-octatetraene. The same holds for cis-hexatriene: 4.87
eV for the bright state and 5.15 eV for the dart state from the theory and 5.16 eV for the
experimentally assigned 1'B, [121, 122|. Here the energetic positions agree, however, the
DFT/MRCI-R overshoots the energy gap at the Franck-Condon center again. Vibrational

modes transform as follow:

g™ = 13a; & 6a, @ 5by @ 12b,

. (4.9)
as = 13&1 D 6&2 D 5b1 D 12b2
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For the construction of the underlying vibronic Hamiltonian (4.5), up to nine curvilinear
degrees of freedom were included in the simulations. Among them are four totally symmetric
internal coordinates, namely the stretching of the two terminal double bonds, the stretching of
the single bonds, the stretching of the central double bond and the last relevant distortion is
the deformation of terminal angles. Q. includes the antisymmetric stretching of the single
bonds and the antisymmetric bending of the inner angles. In addition, three out-of-plane
motions were included: disrotatory and conrotatory twists of CHy groups and the skeletal
torsion about the middle bond.

The DFT/MRCI-R absorption spectra of trans- and cis-hexatriene in the 5 eV range,
incorporating eight modes to the potential energy matrix, is shown on Figure (4.4). Due to the
high coupling strength between two nonadiabatic surfaces (see Paper V), the high-resolution
spectra dephased by 1000 fs depict rather a non-trivial structure for any kind of interpretation.
In contrast, the vibronic bands in the low-resolution 35 fs picture are quite diffuse, similar to
the jet-cooled spectra. For comparison, the spectra recorded in a jet experiment by Leopold
et. al. [98] is illustrated in Figure (4.4). Similar to the OT, spectra of hexatrienes show
three most prominent bands arising from vibronic progressions of bond deformations [98] each
of which appears with a fine structure in experiment. However, the shoulders are hardly
visible in the simulated spectra for the same reason as in OT, namely — no intensity for the
fundamental single-bond alternation mode at 1200 cm ! from the right of the origin. This
causes an intensity disbalance of the major peaks when comparing to the experimental finding,

although their position with respect to the origin agrees well with experiment.

1 1
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Figure 4.5. Population decay of the bright excited state of trans-hexatriene (left) and cis-hexatriene
(right) using DF'T/MRCI-R potentials.

The time-dependent electronic population of the 1'B, /1'B, state for trans- /cis-hexatriene
following the energy absorption is displayed in Figure (4.5) as calculated using only in-plane
modes (6 modes curve) and in-plane modes combined with CH, twists potentials (8 modes
curve). The population transfer proceeds in the ultra-fast regime and appears to be more com-
plete with inclusion of out-of-plane modes, which also reduces the fluctuations for both isomers.

The short-time dynamics of the WP is much faster than the time scale of dipole-allowed emis-
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sion, which is supported by experimental findings. However, a long-time average leaves ~15%
and ~10% of entire density on the surfaces of the ionic states for the ¢rans- and cis-isomer,
correspondingly. It somewhat contradicts the experimental findings for trans-hexatriene as
a nonfluorescent system, and, although under special conditions, cis-hexatriene as weakly

emissive [123, 124|. For further discussion and nine modes spectra see Paper V.
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Conclusions

A new way of parameterizing the semiempirical DF'T/MRCI Hamiltonian was developed
and implemented. As in the original approach, it incorporates dynamic and static electron cor-
relation through a combination of KS-DFT and tuned configuration interaction. By separate
calibration of spin-independent and exchange-like integrals in the diagonal matrix elements,
the new DFT/MRCI-R was shown to be suitable for the description of the excimeric states.
By construction, it yields consistent results for singlet, triplet, and quintet states in monomers
and dimers, which is essential for the quantum chemical treatment of singlet fission. Through
introduction of off-diagonal damping, for avoiding dynamic electron correlation contribution
arising from the configuration expansion, the calculations can be performed at relatively low
computational cost. Benchmark analysis on low-lying one-electron vertical transition ener-
gies of valence-to-valence and valence-to-Rydberg types in organic molecules gave a similar
statistical picture as the original formulation of Grimme and Waletzke. The result of the
DFT/MRCI-R assessment showed a root-mean-square deviation of 0.15 eV with the maximum
error not exceeding 0.40 eV, which surpasses a convenient TD-DFT performance. Furthermore,
one-electron interstate properties such as oscillator strength and spin-orbit coupling demon-
strate the reliability of the DFT/MRCI-R singlet and triplet excited state wave functions.
The application of DFT/MRCI-R potentials for the 1'B, and 2'A, states in cis-hexatriene,
trans-hexatriene and all-trans-octatetraene describes well the main vibronic progressions due
to Franck-Condon effects. However, the band associated with carbon-carbon single bond
deformations is lacking intensity, which might be the result of the additivity assumption of
the multidimensional potential energy surface. One shall bear in mind, that the family of
polyenes represents a big challenge for computational chemistry due to the different nature of
two low-lying valence states. They require an accurate and balanced description to model the
absorption spectra and nonradiative internal conversion dynamics, which might be another
explanation for the low intensity of the C—C activities in DFT/MRCI-R results.

Currently the method is being tested with regard to its performance in metal organic
systems. Of particular interest are spin crossover complexes containing a transition metal
where singlet-quintet and quintet-quintet transition energies are experimentally available. Al-
though the DFT/MRCI-R Hamiltonian was not parameterized against quintet spin states, one
might rely on the proposed spin-independent parameterization in elucidating the latter optical
phenomenon. Another work in progress is the construction of a hybrid calculation scheme for
even multiplicity systems. The difficulty here is that the standard Kohn-Sham approach limits
itself to occupied orbitals and is intractable for the ground state with unpaired electrons.

It turns out that DFT/MRCI-R inherits all asymptotical drawbacks from the underlying
BHLYP functional. One may clearly see this in the test calculation of the first charge-transfer
state energy in the ethylene dimer (Figure (C.1)). When the interchromophore distance R

is large enough, the charge-transfer state is seen as the interaction of a positively charged
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Figure C.1. DFT/MRCI-R energy of the first charge-transfer state (left) and half of the energy gap
between first two localized transitions in ethylene dimer.

electron density located on one monomer and a negatively charged density on the other side.
Therehy, the state energy must asymptotically approach with —1/R to the difference of the
monomeric energies of the ionization potential and electron affinity with respect to the ground
state of the dimer. Contrary to this, as Figure (C.1) implies, the outer-range DFT/MRCI-R
potential is reduced by a factor of p; owing to the scaled Coulomb interaction in the diagonal
matrix elements of the Hamiltonian. It necessarily leads to the underestimation of the ener-
getics of charge-transfer and high-lying Rydberg excitations. A similar effect is illustratively
observed by deducing the excitonic coupling between two localized Frenkel excitations from
the DFT/MRCI-R outcome. At large spatial distance, as the first approximation, two local
transitions are part of a 2x2 eigenvalue problem with degenerate configuration energies. In
this case, the interstate gap is given by a double off-diagonal term of the Hamiltonian. As-
suming that the molecules are situated on a parallel plane with face-to-face conformation, the
interaction of two local transitions is reduced to the interaction of local transition moments
with known asymptotic behavior, which must obey —1/R? dependency. However, this is again
not the case for DE'T/MRCI-R, which underestimates the excitonic splitting with regard to
the off-diagonal scaling parameter ps (Figure (C.1)). The Coulomb calibration by p; and ps
for local excitations is essential in the context of DFT/MRCI and is playing a counterpart to
the small KS-orbital energy gap. Fortunately, there is a known solution to remedy the latter
problems. It lies in the partitioning of the Coulomb operator into a short-range interaction,
where some portion of the exact exchange is preferred, and a long-range part, which must

comprise the entire nonlocal integral in the KS equations. The most simple form reads as:

i . a+ 3 -erf(ur) n 1—- [oz + - erf(,urij)}

rij Tij rij

(4.10)

where p is the damping parameter, whilst o and « 4 ( define the percentage of the HF ex-
change at 7;; — 0 and 7;; — oo, respectively. It is expected, that the condition a + 8 =1

44



shall be imposed in Equation (4.10) in order to enforce the correct asymptotic behavior.
The different fraction of exchange at different interparticle distances is widely used in the
family of range-separated hybrid functionals [125, 126]. The latter could be integrated into
the DFT/MRCI Hamiltonian with apparent needs to encounter both long-range and short-
-range terms at the configuration interaction level. It requires to evaluate an additional set of
Rl-assisted integrals of the attenuated Coulomb operator and its metrics in Equation (2.8).
Another fact pointing toward the use of a different density functional approximation is that
the DF'T/MRCI scheme exploits the KS-SCF energy for the initial Hartree-Fock reference.
Therefore, all excited state potentials rely on the rigorous ground state performance of the
incorporated functional, whereas short-range electron correlation in BHLYP is far from being
supreme in thermodynamical tasks. All these issues  related to the pathological tendency
of energy underestimation for states involving two electrons annihilated from n-orbitals, un-
paired electrons at the ground state problem, the choice of density functional approximation

for the next DFT/MRCI generation and some more — are intensively studied in our group.
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The combined density functional theory and multireference configuration interaction (DFT/MRCI)
method of Grimme and Waletzke [J. Chem. Phys. 111, 5645 (1999)] is a well-established semi-
empirical quantum chemical method for efficiently computing excited-state properties of organic
molecules. As it turns out, the method fails to treat bi-chromophores owing to the strong dependence
of the parameters on the excitation class. In this work, we present an alternative form of correcting
the matrix elements of a MRCI Hamiltonian which is built from a Kohn-Sham set of orbitals. It
is based on the idea of constructing individual energy shifts for each of the state functions of a
configuration. The new parameterization is spin-invariant and incorporates less empirism compared
to the original formulation. By utilizing damping techniques together with an algorithm of selecting
important configurations for treating static electron correlation, the high computational efficiency
has been preserved. The robustness of the original and redesigned Hamiltonians has been tested on
experimentally known vertical excitation energies of organic molecules yielding similar statistics
for the two parameterizations. Besides that, our new formulation is free from artificially low-lying
doubly excited states, producing qualitatively correct and consistent results for excimers. The way of
modifying matrix elements of the MRCI Hamiltonian presented here shall be considered as default
choice when investigating photophysical processes of bi-chromophoric systems such as singlet fission

@ CrossMark
«click for upda

or triplet-triplet upconversion. © 2016 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4940036]

I. INTRODUCTION

Methods of combining dynamic and static electron
correlation are powerful tools in the hands of quantum
chemists for studying molecular excited-state processes. One
of them, the so-called complete active space second-order
perturbation theory (CASPT2),'” treats static correlation in
a rather small electron-orbital space (usually the complete
active space configuration interaction treatment does not
exceed 16 electrons in 16 orbitals) adding second-order
perturbation corrections to the total energy afterwards for
accounting dynamic correlation. The method appears to be
robust for exploring vertical excitation energies and excited-
state dynamics of molecular systems,” but it is computationally
time demanding due to the tremendous rise of configurations
when increasing the active space. The restricted active space
(RAS)* scheme alleviates the demands on the size of the
active space to some extent, but this remains the bottleneck
for the treatment of electronically excited states in extended
heteroaromatic compounds. Another concept of looking at
this issue is to combine results of density functional theory
(DFT) calculations for treating dynamic correlation with a
multi-reference configuration interaction (MRCI) approach
which takes care in turn of non-dynamic effects.>® The
methodological idea behind DFT/MRCI is to employ a
Kohn-Sham orbital set for constructing configuration state
functions (CSFs) and to dress the MRCI matrix elements by
appropriate portions of Coulomb- and exchange-like integrals.

DE-mail:  Christel. Marian@hhu.de.  Tel.:
+49-211-8113446.

+49-211-8113209.  Fax:

0021-9606/2016/144(3)/034104/10/$30.00

144, 034104-1

In the original work by Grimme and Waletzke,’ different
parameter sets were employed for singlet and triplet state
calculations.

DFT/MRCI shows great efficiency for the evaluation
of excited-state energies which mainly originate from one-
electron transitions.’ Furthermore, the method has been shown
to perform well in extended m-systems such as polyenes'’
and mini-carotenes'' where doubly excited configurations of
HOMO, HOMO—-LUMO, LUMO type are essential for the
proper discussion of the 2'A, state. However, it fails for
electronic states where four-open-shell configurations play
a leading role in the CI vector. Consider, for example,
local excitations in ethylene 7r; — 7} and tetrafluoroethylene
my — m; which are spatially well separated (Figure 1).
If the molecules are excited simultaneously, the various
orientations of individual spin moments m; and my of the
monomers define the eigenstates of the dimer as components
of |s1,m ) ® |s2,my). This product is generally reducible and
can be decomposed into sixteen components |S, M, s1,s,) of
the state wave functions, each of which is represented by
linear combinations of local one-electron excitations

IS, M, s1,52) = Z Coi M |S1,m1) |52, mo).

mimy

As long as |s;, m;) are solutions of the spin-free Hamiltonian in
the absence of external electromagnetics fields, all components
M of a total spin-moment S with fixed s; and s, are
energetically degenerate. Thus, the sixteen possible product
states can be grouped into two/three/one singlet/triplet/quintet
multiplets. In a similar fashion, the w7, — 77 transition

©2016 AIP Publishing LLC
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FIG. 1. Simultaneous local 7 — 7* excitations on ethylene and tetrafluoroethylene in a model dimer system.

energies of the dimer states |S,0,m,m,) can be expressed as
a sum of the energies of the local transitions m; — 7} and
my — m; (Table I). The first two dimer states of singlet and
triplet multiplicity, respectively, shown in Table I correspond
to one-electron local excitations on one monomer in the
presence of the unperturbed second one. Among all states
of non-interacting monomers there is a symmetry which
manifests itself in the degeneracy of one singlet, one triplet
and the quintet composed of the monomer triplet states. As
it is seen from Table I, this symmetry is not retained by
DFT/MRCI. Instead, the energies of the spin-coupled triplet
pairs are vastly underestimated. Let us also point out that the
second singlet component |0,0,0,0) must be isoenergetic to
the sum of the singlet energies of the monomers. Likewise, the
second |1,0,0, 1) and the third |1,0, 1,0} triplets correspond to
combinations of singlet and triplet energies of the monomers,
respectively.

These failures are apparently linked to an incorrect
parameterization of the Hamiltonian. Due to this fact,
aromatic compounds containing, for example, a nitro group
tend to suffer from low-lying intruder states'’> which makes
the method inconvenient for the investigation of excited-
state relaxation processes. Other obstacles are related to
bichromophores and singlet fission. In the latter process,
an optically accessible exciton is effectively split into
two triplets, thereby generating a four-open-shell state in
the dimer. In the present work, an alternative way of
designing a hybrid DFT/MRCI Hamiltonian is presented.
The challenge is to enhance the energetics of doubly excited
configurations with varying number of open shells and
multiplicity while maintaining the perfect performance of
the standard parameterization for singly excited CSFs.

Il. THEORY

Let ¢; be the i-th component of the reference occupation
vector |@) in Fock space. The second-quantization form of
the electronic Hamilton operator in terms of one-electron
operators é{ is then given by

. 1 (I
H - E*S = - Z Fiigi + 5 Z(Viijj - zvijfi)?)i@j

r 1 o
+ Z F;&! - Z(Vijkk ) ikk ) PKE]
ij

ijk

NG (1)
ijkl

where we have used the Mulliken notation of the four-index
integral V;;z;. In the formulation according to Eq. (1), a high
degree of symmetry exists in the summation of two-electron
integrals. Also the use of a closed-shell anchor configuration
for configuration comparison and matrix element evaluation
is wise in this context. The general case for systems with an
even number of electrons will always be the Hartree-Fock
(HF) reference. So an arbitrary occupation vector |p) will
be considered as N-tuple electron-hole permutation of the
closed-shell HF configuration. The energies of the states in
|@) are then determined with regard to the HF energy by the
interaction of all active orbitals and their Fock matrix elements.
For configuration-based CI, the complete Hamiltonian can be
split up into three separate cases: diagonal elements, one
electron-hole and two electron-hole differences between two
coupled configurations |@,) and |g,). Their mathematical
expressions can be found in the work by Wetmore and
Segal.!3!4

TABLE I. DFT/MRCI 7 — 7" vertical excitation energies of ethylene |s, 0), tetrafluoroethylene |s,, 0) and their

myy — myn; dimer state |S, 0, 51, 52) energies.

Singlet (eV) Triplet (eV) Quintet (eV)
Computed Expected Computed Expected Computed Expected

Monomer [s1,0) 8.05 4.42

[s2,0) 8.99 4.90

[s1,0) 7.84 8.05 4.29 442

|s2,0) 8.72 8.99 4.79 4.90
Dimer [S,0,1,1) 2.19 9.32 4.21 9.32 ... 9.32

S,0,0,1) 9.56 12.95

[S.,0,1,0) 10.26 13.41

[S.,0,0,0) 13.56 17.04
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In the original DFT/MRCI ansatz, the Becke half-and-half
functional (BHLYP'”) with 50% of Hartree-Fock exchange
was found to be appropriate if mainly excited states are
considered,®

b

EZMYP = 0.5EY +0.5(E® + El) + EYP.(2)

For conceptual reasons, it is convenient to choose canonical
orbitals as the one-particle basis for generating the
configuration space, although the Fock matrix in DFT has
a different form compared to HF,

q SE.lp] | ]
FL =hi,~+<z|—6pp D+ Y Vi 3)
k

Thereby, diagonal elements of the Fock matrix are replaced
by KS orbital energies in the DFT/MRCI formalism and
off-diagonal elements are zero.

A. Matrix element adjustment

The symmetry conservation of the ethylene-
tetrafluoroethylene dimer in Table I requires to design identical
parameterization for different spin states. In HF-based MRCI,
the Fermi correlation is accounted via the HF exchange energy
between interacting orbitals producing the state function. In
terms of CI matrix elements, the energy splitting between
CSFs in |p) is determined by the structural constants in front
of the exchange integrals V;; ;.

T Hop = 7 Hop = Z(U'TI}"} =7 Wijji- “4)
ij
Herein, o; is a spin part of |p) and the 773 arise from the dot
product of one-electron operators over the spin states o’ of the
intermediate spatial occupation ¢’ produced by the promotion
of an electron from orbital i to orbital j,

nl: = (pori8letpora) = (Ellpa)) - (llpoa))
= > (e o . o)) (9o o). ()

The coefficients n(p, o, p’,0’) represent the weights associ-
ated with all possible combinations of spin functions o and o’
for a given pair of space occupations |p) ® |¢’).'* Numerical
algebra for the evaluation spin-coefficients in Eq. (5) between
CSFs of, in general case, an arbitrary number of open shells
can be found elsewhere.'>!* As was pointed out before, due to
the symmetry in the summation of the two-electron integrals
in Eq. (1), only the structural constants for singly occupied
orbitals are in the focus of interest. All other contributions
are either zero or vanish due to cancelation by other parts
of the matrix element. The number of unpaired electrons n,
dictates the multiplicity manifold m; an electronic system
can adopt |52, m;). It is useful to analyze the singlet-triplet
energy splitting of a two open-shell state where non-dynamic
correlation effects can be disregarded at first approximation.
The difference of the two-electron spin integral parameters
Anj; in Eq. (4) brings about a factor of 2 for this case.
Fig. 2 shows that the HF exchange integral between created
and annihilated BHLYP orbitals correlates nearly linearly
with the experimental singlet-triplet splitting and can thus be

J. Chem. Phys. 144, 034104 (2016)
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FIG. 2. Correlation between the exchange energy of BHLYP annihilated-
created orbital pairs and experimental singlet-triplet splittings. For details see
Table 1 of the supplementary material.'

reasonably scaled. This fact makes it possible to introduce
an exchange-dependent parameter pr as the prefactor of the
weighted coefficients ’71]; Based on this result, py is found
to be near 0.3. In case of multiple excitations, configurations
with more than a single CSF can be generated. In order to
maintain a consistent energy splitting between states of one
multiplicity, pr must be applied for off-diagonal elements of
the configuration as well. Worthwhile to note, these elements
contain only exchange integrals over all combinations of
open-shell orbitals. Hence, they can be simply scaled by
(1 =pp).

The magnitude of one-electron excitation energies of
valence-Rydberg or charge-transfer transitions is usually
dominated by the electron-hole orbital energy gap reduced
by the Coulomb interaction. In DFT theory, the orbital gap
of the Kohn-Sham eigenvalues is much smaller compared
to HF theory. Thus, a complementary Coulomb portion for
diagonal elements is required.® In TDDFT, such scaling factor
ps depends on the contribution of pure exchange in the KS
functional py = 1 — x5y, i.e., 0.5 for BHLYP. By analyzing
matrix elements of various configurations generated from
the HF reference and generalizing the results for multiple
excitations, a concise form of the spin-independent energy
shift for diagonal elements is given by

AE. = py(= Z Viijj = Z Viijj + Z Z Viijj)s  (6)
i,jea i,jec i€a jec
i>j i>j
where ¢ and a denote created and annihilated orbitals,
correspondingly. The first and the second terms in Eq. (6)
basically represent electron-electron and hole-hole repulsion
while the third term is about electron-hole attraction. AE,
can be associated with a correction for electrostatic Coulomb
interaction. However, we detected cases where the use the
energy shift AE, does not lead to satisfactory results. The first
case relates to triplet 7 — 7" transitions where the exchange
integral between m-electrons is significant although n;;’i,
defined in Eq. (5), is zero for triplet multiplets. The second
critical type of states exhibits large contributions from closed-
shell configurations where no Fermi hole is observed and



034104-4 Lyskov, Kleinschmidt, and Marian

hence the exchange interaction is not properly treated by the
n-coeflicients either. The omission of an exchange correction
has a drastical impact on the excitation energies of these
states, i.e., they are exorbitantly overestimated. Therefore, an
additional spin-invariant fraction of exchange is desired. Our
test calculations showed that, to improve the energetics of the
states, it is sufficient to introduce an additional exchange shift
for the corresponding created-annihilated orbital pairs only.
Moreover, the scaling parameter was found to be almost equal
to half the value of pr. On these grounds, we decided to have
one parameter for all exchange loops in the diagonal elements.
In this way, the diagonal matrix elements for different spin
components of a configuration become

’ > rei h s
o =0 Hoy=Hl, = Y (F = F)
iec

+ Z(Fihf — F}) + AE,

ica

_pF(%ZZViijj"‘ Z Vijjiﬂ{;) )

i€a jec i,j€o
i>j

o# o Hyp=(1 —pp)ﬁégj. (8)

As in the original parameterization of DFT/MRCI, the orbital
energies of HF are replaced by their Kohn-Sham counterparts
which contain information about dynamic electron correlation
effects (Egs. (2) and (3)). The summation indices in the last
term in Eq. (7) run over all singly occupied orbitals o. Herein,
the effects of Pauli electron repulsion are contained in the
spin-coupling coefficients 7.

Generally speaking, the same parameters p; and pp
need to be adjusted for off-diagonal elements in a similar
fashion as in the diagonal case. Unfortunately, four-index
integrals become ambiguous in the sense that spin-dependent
and spin-independent parts of the interaction between two
doubly excited CSFs cannot easily be distinguished. Here, one
shall note that an inconsistent application of the parameters
inevitably leads to asymmetric excited-state wave functions for
systems with a high degree of spatial symmetry. For a further
discussion of this topic see the supplementary material.'®

Large parts of the dynamic correlation are treated by the
Kohn-Sham operators at the DFT level, thus the configuration
coupling needs to be damped off in order to avoid its double
counting. One way to judge the effect of damping is to look
at conjugated systems. Upon increasing the length of the
conjugation, the number of valence electrons which have to
be correlated at the CI level is rising. Simultaneously, the
correlation energy of the excited states is gradually increased
and the magnitude of the increment is subject to the shape
of the applied damping (see Sec. III C). By examining the
effect of various damping functions on the vertical energies
of n-acenes and mini-n-carotenes, the optimal form for oft-
diagonal matrix elements was found to be

Pi 7 CI

H o 9
1 + (py - 6€) arctan(p; - de)> 9 ©
As in the original DFT/MRCI, an interaction between two
coupled configurations is damped with respect to its energy
difference e, unless they are degenerate and thus their
coupling is only scaled by the p; parameter. In case an

%9 Hop =
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electron configuration has more than one CSF, d¢€ is computed
as the mean value of its state energies. It is feasible to
introduce configuration selection based on de criteria. Only
those configurations which play an important role for the
reference wave functions are kept in the CI space for solving
the eigenvalue problem. In this work, we use the same
selection procedure for important configurations as in the
original version.® It is based on a simple estimate of the
configuration energy as the energy gap between the sum of
created and the sum of annihilated orbitals with respect to the
reference configuration

e~ Y Fl - FE. (10)

iec i€a

So, if d€ in Eq. (10) is less than the sum of the computed
excitation energy of the highest root in the reference space
and the energy cutoff 6 E,;, the configuration is included in the
secular equation. Such truncated MRCI technique, combined
with the implemented parallel multi-processor calculation
algorithm,'' yields an enormous gain in computational speed
compared to standard Hartree-Fock based multi-reference
methods.

B. Computational details

The ground-state geometry of all complexes has been
obtained by the DFT branch of TURBOMOLE'’ employing
the semi-local B3LYP'® exchange-correlation functional.
Herein, we have made use of the full point-group symmetry.
Two- and three-body dispersion terms were taken into account
by means of Grimme’s D3 correction'” that incorporates Becke
and Johnson (BJ) damping.? Valence split triple zeta basis
sets with polarisation functions def2-TZVPP?' were applied
for all atomic centers unless noted otherwise.

In order to evaluate excitations of valence-Rydberg type,
single-point BHLYP calculations for all systems were carried
out with the TZVP atomic orbital (AO) basis augmented by
diffuse functions for all non-hydrogen atoms. Their exponents
were taken from the aug-cc-pVTZ?> set. The resolution-
of-the-identity approach®?® for calculating four-index two-
electron molecular orbital (MO) integrals V; jx; was performed
with TZVP auxiliary basis** sets from the standard RI-MP2
Turbomole library. The reference space for DFT/MRCI was
generated by including all electron configurations having
expansion coefficients greater than 0.003 in intermediately
generated wave functions of probe DFT/MRCI runs within
the reference space of 10 electrons in 10 orbitals. Based on
the selector Eq. (10), all configurations with an energy higher
than 6 E; = 1.0 E;, were discarded.

CASPT?2 energies for the disrotatory twist of s-trans-
butadiene in Section III D were calculated with MOLPRO.>
Both CASPT2 and DFT/MRCI energies were obtained
using Dunning’s correlation-consistent valence triple zeta
(cc-pVTZ)?® basis set. The active space for the calculation
of the CASSCF wave functions included all 7-type orbitals.
The reference wave functions for RAS2%” were determined
by averaging equally weighted densities of the 1'A ground
state and the first two valence excited-state wave functions
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2'A and 1'B. The suggested ipea shift of 0.25%% together
with an energy level shift 0.1?° was used in the perturbative
treatment.

C. Parameter optimization

The four global Hamiltonian parameters were optimized
as follows. First, we collected experimentally well-studied
vertical excitation energies for small compounds with highly
resolved transition peaks. Second, we carried out standard
DFT/MRCI runs (later denoted as DFT/MRCI-S) and
assigned the states which are of particular interest. Then we
performed DFT/MRCI runs with a redesigned Hamiltonian
as described above (DFT/MRCI-R) and compared the CI
vectors by calculating their scalar product. Besides the
assignment, this procedure ensures that the wave function
of DFT/MRCI-R does not change drastically compared
to DFT/MRCI-S. In fact, this is important for the states
with strong multi-reference character where the standard
parameterization has proved to be effective. The set of
molecules together with selected transitions used as the
reference data for the fitting are listed in Table 3 in the
supplementary material.'® In addition, problematic cases of
dimers (C,Hy) - (CoHy) and (H,CO) - (H,CO) were included
in the parameterization. Herein, the monomers are spatially
separated by approximately 40 Bohr, thus well enough
to consider them as ideally coupled spin moments upon
local excitations. The parameter optimization has been done
by utilizing the simplex algorithm®® for root-mean-square
error function minimization. The chemical structures of the
molecular compounds in the fitting set are presented in the
supplementary material.'®

lll. RESULTS AND DISCUSSION
A. DFT/MRCI-R parameters

The set of four empirical parameters shown in Table II
minimizes the root-mean-square deviation (RMSD) of the
calculated energies with respect to their reference data. The
parameter p, deserves special attention because it is linked
to the shape of the damping function. The damping of
off-diagonal CI matrix elements shown in Fig. 3 implies
that the DFT/MRCI-R matrix can be effectively truncated
at e = 1.0 E,. In conjunction with the selection threshold
of 0E,,;=1.0 E;,, a RMSD of 0.17 eV could be achieved
on the fitting set, with a maximum absolute error (MAE)
of 0.54 eV. The correlation with the reference data is
shown pictorially in Fig. 4. For comparison, we computed
excitation energies for the fitting set also with the original
DFT/MRCI approach. Due to inability of the DFT/MRCI-S

TABLE II. Optimized DFT/MRCI-R Hamiltonian parameters.

S6Es (En)  pu PF pi p2(E;) RMSD(eV) MAE (eV)

1.0 0.5079 0.3559 0.5682  1.788 0.17 0.54
0.8 0.5035 0.3681 0.5798  2.187% 0.20 0.63

2Kept fixed during optimization.
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FIG. 3. Damping decay as function of the energy difference d€ between
configurations.

Hamiltonian to appropriately describe four-open-shell config-
urations, all dimer state energies appear at much lower
energies than expected. In Fig. 4, the DFT/MRCI-S dimer
energies show up as outliers of the otherwise good correlation
with experimental energies. In the case of DFT/MRCI-R
all outliers vanish on the correlation plot. So, in addition
to single-electron transitions and excited states of multi-
configurational character, DFT/MRCI-R accurately evaluates
the energy of four-open-shell states which are reproduced with
the same precision as for non-critical cases. Furthermore,
all symmetry considerations with respect to the excited
states of the ethylene-tetrafluoroethylene dimer (Fig. 1) are
retained for different multiplets (Table III) as discussed in the
introduction.

Due to its moderate computational cost and its good
performance, the DFT/MRCI method is ideal for calculating
the photophysical properties of emitters. However, the large
number of correlated electrons and holes in extended systems
requires sometimes to solve a Hamiltonian matrix with a
dimension of billions of configurations, even if a minimal
basis set is employed. To reduce the size of the CI matrix
in severe cases, the damping parameter p, was fixed at the
value pg =50 E;S and the remaining three parameters were
fitted in a similar way as before, resulting in another set
of four parameters to be used in conjunction with a tighter
selection threshold. By employing this parameter set, the
damping decay becomes steeper in the intermediate region.
Thereby, converged results can be reached at e = 0.8 Ej,.
When the parameter set in conjunction with the tighter
selection threshold of dE,; = 0.8 E; is employed, slightly
larger statistical errors are obtained. With regard to the
excitation energies in the fitting set, a RMSD of 0.20 eV
is found, with a maximum absolute error (MAE) of 0.63 eV
(see also Table II).

B. Assessment of the DFT/MRCI-R parameterization

For a fair judgement on the performance of the original
and redesigned DFT/MRCI Hamiltonians, we have chosen
a benchmark set of excitation energies not contained in the
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FIG. 4. Correlation between calculated and experimental vertical transition energies of the fitting set listed in Table 3 of Ref. 16.

fitting set. Similar to the fitting set, this benchmark set contains
n— ", n— " as well as valence-to-Rydberg transition
energies of oxides and small organic compounds (see Table 4
in the supplementary material'®). The chemical structures
and molecular geometries of the compounds are presented in
Ref. 16 as well.

In a first step, it seems reasonable to investigate
whether DFT/MRCI-R does maintain the high quality of
the original DFT/MRCI-S approach for states produced by
the promotion of one electron out of the Kohn-Sham closed-
shell reference. We have compared the performance of the
two parameterizations with respect to vertical excitation
energies of singlet and triplet states as obtained by electron
impact spectroscopy in the gas phase.’! Several n — 7* states
of this set were omitted due to their low spectroscopic
resolution. Instead, we added n — 7 transition energies from
other experimental sources.*>=’ The error distributions over
the sample (Fig. 5) in principle show the same statistical
results for the DFT/MRCI-S and DFT/MRCI-R methods. The
mean deviations from the 160 experimental data (0.02 eV
for DFT/MRCI-S, 0.06 for DFT/MRCI-R) are extremely
gratifying. Also the standard (0.16 eV for DFT/MRCI-S,
0.14 for DFT/MRCI-R) and root-mean-square deviations
(0.16 eV for DFT/MRCI-S, 0.15 for DFT/MRCI-R) are
very satisfactory. In the following, we shall discuss only
the states with a tendency to deteriorate the DFT/MRCI-R
statistics.

The biggest error compared to the experimental results is
observed for triplet multiplets in systems with a triple bond
(acetylene, propyne, l-butyne, 3,3,3-trifluoropropyne). The
wave functions of these systems have strong multi-reference
character and are represented dominantly by six CSFs with
almost equal CI coefficients. Inspection of Table 4 of Ref. 16
shows that the energies of the lowest excited triplet states
are overestimated by DFT/MRCI-R whereas the energies
of the second states almost hit the experimental values.
Using DFT/MRCI-S instead, the energetic splitting of the two
triplet states remains nearly constant while their barycenter is
shifted toward lower energies. As the consequence, the first
transitions are in a good agreement with experiment whereas
the second ones are not. We also note that valence-to-Rydberg
excitations of these compounds are slightly underestimated by
both parameterizations. However, the equivalent first 7 — 3s
states in methylated ethylenes and fluoroethylenes are well
represented energetically. Hence, errors in this case can be
attributed to the statistical distribution.

Second, let us address fluorobenzenes. The computed
DFT/MRCI-R and DFT/MRCI-S energies of the first singlet
and first triplet m — n* states tend to overestimate the
experimental values. These states arise from the interaction of
two degenerate CSFs. Thereby, the configuration coupling is
scaled by p; in Eq. (9) and Eq. (8) of Ref. 6, respectively. The
most likely reason for these errors is the artificial exchange
adjunct in Eq. (7), which is substantial for these systems

TABLE III. DFT/MRCI-R 7 — 7" vertical excitation energies of ethylene |s1,0), tetrafluoroethylene |s,,0), and

their 77177, — {7} dimer state [S, 0, 51, 52) energies.

Singlet (eV) Triplet (eV) Quintet (eV)
Computed Expected Computed Expected Computed Expected

Monomer |s1,0) 7.82 4.38

[s2,0) 8.70 4.81

[s1,0) 7.82 7.82 4.38 438

|s2,0) 8.70 8.70 4.81 4.81
Dimer [S,0,1,1) 9.17 9.19 9.18 9.19 9.20 9.19

S,0,0,1) 12.66 12.63

[S.,0,1,0) 13.13 13.08

|S,0,0,0) 16.59 16.52
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FIG. 5. DFT/MRCI-S and DFT/MRCI-R error distributions (E¢uc—Eeyp) from a sample of 160 data points from the benchmark set presented in Table 4 of

Ref. 16.

(~0.3 eV), in combination with the parameterization of the
off-diagonal elements.

On one hand it is obvious that the highest energy deviation
is caused by the fact that a constant global parameter
p1 is introduced in Eq. (9) instead of decorating the off-
diagonal elements with different portions of Coulomb- and
exchange-like integrals. On the other hand, an individually
tailored damping of the off-diagonal coupling elements might
increase the computational cost of the CI matrix construction
dramatically since the number of off-diagonal elements is
much bigger than the number of diagonal elements. We leave
this question open for later refurbishment, all the more because
the root-mean-square error of 0.15 eV for the DFT/MRCI-R
Hamiltonian looks convincing. Further, it seems that the
DFT/MRCI-S has a general trend to shift n — 7* states toward
lower excitation energies (see Tables 3 and 4 of Ref. 16). In
the majority of all cases, the vertical excitation energies for
n — " states obtained with the redesigned Hamiltonian are in
better agreement with experiment than those computed with
the standard parameterization. For some of the nitrogen con-
taining heteroaromatic compounds (pyridine, pyrazine, pyrim-
idine, and triazine) we obtain higher excitation energies than
the experimental ones by 0.2-0.3 eV and the DFT/MRCI-R
excitation energies are even higher. The only exception is
found in s-tetrazine where the DFT/MRCI-R energies of the

Energy (eV)
)

—=— ', Experiment
—=—IL, DFT/MRCI-S
t —=—1L, DFT/MRCI-R
- = -, Experiment

-= -, DFT/MRCI-S
-=-1, DFT/MRCI-R

2 3 4 5 6
N

N

1

n — n* states are marginally lower (by at most 0.05 eV) than
for DFT/MRCI-S.

C. Extended 1 systems

In practice, the adequate description of m — 7™ states
demands much more correlation compared to n — n* and
Rydberg states. The effect is enhanced upon extending the
conjugation length because the number of 1 — 7* CSFs within
one irreducible representation is increased. In DFT/MRCI this
fact is important since the coupling between configurations
is damped in Eq. (9) and the shape of the applied damping
governs the total correlation energy of the states.

One of the simplest aromatic molecules with six -
electrons is benzene. Due to its high spatial symmetry,
the two lowest optically allowed transitions are inherently
different from the viewpoint of static correlation. The wave
function of the first state ('L;) requires at least two CSFs
which are degenerate and with regard to the high spatial
symmetry have to appear with equal CI coefficient in
the state vector. The second state ('L,) can efficiently be
described by the interaction of the corresponding electron-
hole pair, similar to the 1'A, state in mini-carotenoids
and polyenes. Figure 6 shows the dependence of the first
valence excited state energies on the m-conjugation length

—=— 1A, Experiment
—=—1A, DFT/MRCI-S S
I ——1A, DFT/MRCLR
-=-1A, DFT/MRCI-S
-=-1A, DFT/MRCI-R

3 5 7 9 11
N+2

N

FIG. 6. DFT/MRCI-S and DFT/MRCI-R vertical excited-state energies of n-acenes and mini-n-carotenes as function of the conjugation length N. Polyacenes:
TZVP AO-basis for B3LYP geometry, TZVP AO-basis for DFT/MRCI, experimental values were taken from Ref. 10; Mini-carotenes: TZVP AO-basis for
B3LYP geometry, def-SV(P)*® AO-basis for DFT/MRCI, experimental values were taken from Ref. 11.
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FIG. 7. Measured and DFT/MRCI-R absorption spectra of bridged naphthalene dimers. The experimental data were read from Figure 3 of Ref. 40.

for n-acenes (going from naphthalene to pentacene) and
mini-n-carotenes (going from mini-3 to mini-11). It is
clearly seen that the two parameterizations perform equally
well for the 'L, state of polyacenes which are dominated
by HOMO-1—-LUMO and HOMO—LUMO+1 excitations.
This state remains covalent in character and can be well
described also by TDDFT.!>*® In valence bond theory, the
1L, state exhibits large contributions from ionic components.
It results mainly from a HOMO—LUMO excitation and is
substantially underestimated by TDDFT.*® With regards to
the DFT/MRCI parameterizations, we see that both perform
well, with a slight tendency to underestimate the excitation
energies. Due to selection rules, the 21Ag state of carotenes
and polyenes cannot be reached from the electronic ground
state by one-photon absorption. Vertical excitation energies
are therefore not observable from experiment in all the series.
However, its presence has been proven by transient excited-
state absorption and resonance Raman spectroscopy.”’ The
state is known to have significant contributions of doubly
excited CSFs, similar to the corresponding state in linear
polyenes. It is important to note that the excitation energies of
21Ag and 1'A,, at N=7 are almost identical ~3.3 eV.

Next, we address the family of bridged naphthalene
dimers. In these systems, two naphthalene units are held at
fixed distance and orientation by a rigid bridge of variable
length (Fig. 7). The absorption band of N2 with maximum at
about ~44 000 cm™! (5.45 eV) originates from the most intense
transition of naphthalene perturbed by the o -framework
of the norbornene fragment. Due to the bridge, the N2
peak is blue shifted by ~0.45 eV with respect to the 'B,
transition in naphthalene. Like the 'L, state, the 'By, state of
naphthalene is dominated by the two HOMO— LUMO+1 and
HOMO-1—-LUMO excitations. In contrast to 'L, the phases
are such that the transition dipole moments add up instead
of canceling each other. Through-space and through-bond
interaction mechanisms of the monomers cause a splitting
between the resulting states in the dimer,

1
By = SWavs Ul
where ¢, denotes the Frenkel exciton B, on monomer
A, etc**! In principle, the excitonic splitting, i.e.,
E('B;) - E('B}), is governed by the interchromophore
distance. Thus, the two states must energetically approach
the peak of N2 from the red- and blue-shifted zones when

increasing the length of the bridge. In Table IV, we summarize
the corresponding transition energies and their calculated
oscillator strengths. Besides lBi, there are other intense
peaks which were not resolved by the measurements and
therefore the comparison of their splitting gap is hindered.
Instead, we show the simulated absorption spectra of the
bridged naphthalene series in Figure 7 which incorporate
large Gaussian broadening. It is seen that the positions and
intensities of the DFT/MRCI-R peaks coincide well with the
experimental results. This is also the case for the DFT/MRCI-S
spectrum of DN-2 (not shown). When the interchromophore
separation increases, we observe a substantial change of the
oscillator strengths (Table I'V), however. In DN-6, for example,
the intensity ratio between the lower- and higher-energetic
peak is reversed in the DFT/MRCI-S spectrum.

TABLE IV. Vertical excitation energies and oscillator strengths of bridged
naphthalenes series calculated by DFT/MRCI with TZVP AO-basis. Experi-
mental energies were taken from Ref. 40. States corresponding to the bright
IB,, state of naphthalene are marked in boldface.

DFT/MRCI-S DFT/MRCI-R
E@eV) f(@L) E@V) f(L) Expt. (eV)
Naphthalene  'C,, 5.73 0.0 5.78 0.0
B, 594 175 583 175 5.89%
B, 625 032 615 035
N2b 'Ba 533  0.04 531 005
B, 549 098 544 141 5.45
Icy, 551 029 554  0.11
DN-2 B} 504 204 501 214 5.00
ey 538 030 541 023 ~53
B, 583 045 578 050 S 76
'B;, 5890 080 580 0.68 '
DN-4 'B;, 527 1.81 524 203 521
'c; 543 047 549 023 ~5.4
B 567 178 560 149
P 5.65
B 572 048 570 0.2
DN-6 'B;, 535  1.08 534  2.09 5.34
. 538 005 544 072
542 130 549 022
Ip- 5.54
B, 555 195 553 127
B 567 048 568 043

4From Ref. 47.

bFor the nomenclature of the compounds see Fig. 7.
“Due to the high density of states both can be attributed to ICZ.
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FIG. 8. BHLYP m-orbitals of s-frans-butadiene at 0 and 90° of disrotatory methylene twisting.

A case when four-open-shell configurations play an
important role may sometimes be disclosed in the task
of theoretically investigating the light-induced molecular
photodynamics of molecules. However, in applications such as
excitation-energy transfer from one chromophore to another,
the study of dimers is inevitable. As shown in Table III, the
newly designed DFT/MRCI correctly predicts the energy
of four-open-shell configurations for spatially separated
monomers. Note, however, that the two-electron integrals
between the two annihilated and two created orbital pairs
located on different monomers vanish due to the long distance
between the chromophores. This is different for a single
compact molecule such as, for example, trans-butadiene which
will be discussed in the following.

D. Butadiene twisting

Next, we examined the performance of DFT/MRCI-R
on the disrotatory twist about the s-trans-1,3-butadiene
double bonds. The first spin-allowed transition 1'B, of
s-trans-butadiene is well known by means of various measure-
ments.*>* It features a strong peak in the experimental
absorption spectrum at ~6.0 eV and is predominantly
described by a valence m — 7 single excitation. The
corresponding orbitals are displayed in Fig. 8. The second
valence transition 1'A, — 2'A, is dipole forbidden. The
state is known to exhibit strong multi-reference character.
At the ground-state geometry, its wave function shows
large contributions from the doubly excited configuration
momy — iy in addition to the two leading 7y — #; and
my — my single excitations. Because of its nature and
symmetry, it is very difficult to precisely locate the optically
dark state experimentally. However, ~6.4 eV may serve
as an estimate for the vertical absorption energy.***¢ To
demonstrate the improvement, we model the cuts through the
adiabatic potential energy surfaces (PESs) in s-trans-butadiene

along a symmetry-adapted internal coordinate as described in
Ref. 46, namely, along the simultaneous disrotatory methylene
twisting about the double bonds.

Upon twisting of the CHy groups, the m>- and nj-orbitals
of s-trans-butadiene are transformed to o-like ones locating
in the skeleton plane (; and 7 in Fig. 8), whereas the pair
of o-orbitals turns into z. It seems reasonable to include
the corresponding orbital pairs in the active space for a
CASPT?2 treatment, but we noticed that the contribution of
the determinants produced by o — " interactions in the
1'A, 1'B, and 2'A CAS wave functions is fairly small
and can be recovered in a perturbative manner. The ground
state (1'A state in Fig. 9) is naturally contaminated by the
closed-shell doubly excited configuration (DO) 7,7, — 737,
upon the twist. As already mentioned in the introduction,
the standard parameterization shows satisfactory results for
DO configurations, therefore all three curves exhibit similar
behavior. Our particular interest focuses on the PESs of
the 1'B and 2'A states. The weight of 77, — ;75 (D2)
and 7, — 737, (D4) in 1'B and 2'A, respectively, is
gradually growing with increasing twisting angle and becomes
prominent at ¢ ~ 90°. As shown in Fig. 9, the 1'B and 2'B
states come energetically close at ¢ ~ 80° and repel each
other which is contradictory to the CASPT2 result. While
the D2 weight is increased in the CI expansion of 1'B, the
DFT/MRCI-S state energy drops dramatically. In contrast, the
DFT/MRCI-R curve keeps rising and imitates the CASPT2
result. An even more pronounced effect was found for 2'A
where a D4 configuration in the DFT/MRCI-S expansion
causes a drastic change of the PES. As a consequence, the
2'A state energy falls off even steeper than the 1'B state,
giving rise to an energy difference of ~3 eV between CASPT2
and DFT/MRCI-S at 90°. Again, the redesigned DFT/MRCI-R
produces a qualitatively correct shape of the PES.

Concluding, we would like to emphasize that the
appearance of energetically low-lying D2 and D4 states in

1A state 1B state 2A state
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FIG. 9. Potential energy profiles of the simultaneous disrotatory twisting of the methylene groups in butadiene. Energies of different cuts are normalized to their

ground state values.
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DFT/MRCI-S wave functions is by no means a rare event.
In nitrobenzene and nitronaphthalene, for example, a strong
admixture of such configurations occurs even at the ground-
state geometry, messing up the DFT/MRCI-S excited-state
spectrum. As may be seen from the plots, DFT/MRCI-R is
free from these artificial features, more or less matching the
CASPT2 curve for all three states. These results corroborate
the robustness of the new parametrization, making the method
suitable for studying excited-state relaxation processes where
the performance of doubly excited configurations is essential.

IV. CONCLUSIONS

We have presented a new way of modifying MRCI matrix
elements between configuration state functions which are
built from a one-particle BHLYP orbitals basis. Maintaining
the good performance for standard excitations, the new
scheme has been shown to be applicable for doubly excited
configurations with varying number of open shells. The
new parameterization yields good qualitative agreement with
experiment for systems with an even number of electrons in
their singlet and triplet spin states with statistical errors not
exceeding 0.2 eV. Furthermore, the utilization of four global
spin- and seniority-invariant parameters predicts consistent
energetics of different multiplets for dimer systems of spatially
separated molecules. The truncation scheme of the MRCI
space retains the low computational cost of the original
parameterization for large molecules where post-Hartree-Fock
methods are computationally tedious.

The proposed parameterization extends the applicability
of the standard DFT/MRCI approach beyond one-electron
excitations, making the method convenient for exploring light-
induced processes such as singlet fission and triplet-triplet up
conversion within moderate time limits. The scheme is in
principle general and can be applied for any combination of
MRCI with hybrid density functionals.
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1. Cartesian coordinates of all systems listed in table 3, table 4 as well as geometry of bridged
naphthalenes are to be found in geometry.txt file.
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Figure 1: Chemical structure of the molecules used in parameters optimization.
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Figure 2: Chemical structures of the molecules used in the DFT/MRCI-R assessment.



2. The data points of Figure 2 are presented in Table 1.

3. Here we shall briefly discuss an effect of scaling parameter p;. The MRCI matrix elements
are given by the following expressions:
Diagonal case:

- 1
Hep, — E = Z N 3 Z Viijj Apidp;+
i 75
1 1 1 i
—i—§ ; %jji(_EA@iA@j + 5 PiP — P +175;)+ (1)
i#]

1 1 1
+§ Z Wiii(§A@iA@i + 59 — i)

One electron difference between configurations:
7:[@@’ = Fij??zj + Z VijkkA@;th‘i‘
ki,j
1 1 . L
+ k; Vi (=5 Ak + Soinl =l + i)+ (2)
i,j

1 1, 1 .
Vais (G A0+ 5o — Viggs(GA9; + 595 — L

Two electron difference between configurations:

n 1
H o=
P (4 0a) (14 035)

(‘/;jklngli + Vilkjml-i) (3)

Lets now focus on Eq. 2 and Eq. 3. Obviously, in the case where the configurations differ
by a one-electron excitation Vjji; plays a role of a Coulomb-like integral, meanwhile Vjj;
is exchange-like. In the case of a double excitation, the main trick is to separate the
spin-invariant part out of the spin-dependent terms in Eq. 3. Let us consider the extreme
case, namely an interaction of two degenerate CSFs. Then the damping function turns to
unity and the inter-configuration coupling is scaled simply by a factor of p;. Within this
model (Fig. 3), the total wave function of the states is given by the positive/negative linear
combination of CSFs. Their interaction, of course, results in an energy splitting between
¢, and ¢_, where A denotes to the absolute value of off-diagonal element in the secular
equation of rank 2. In Table 2, the some electron transitions matching to the model with

(L S S—
CSF 1 CSF 2 '
' 2A
v
Y/ S—
interaction off interaction on

Figure 3: two-degenerate-CSF's model

A computed according Eq. 3 are summarized. Now we represent H,,» as following:
A= Hopr| = [naVa + 0Vl (4)

Similar to the diagonal case, the eta-coefficients (7,;7) are found to be (-1;2) for singlet
and (-1;0) for triplet multiplets, which makes the distinction of the spin-dependent part

3



apparent. We shall now apply the approximate Coulomb correction parameter p;=0.5 and
exchange parameter pp=0.3 to these simple cases. Figure 4 implies that without loss of
accuracy the use of the scaling parameter p; can be avoided by utilizing the same parame-
ters py and pr as in diagonal elements. Besides less-empirism, such parameterization form

16 1.6
1.2t g 1.2
> © >
C o 2 o
c <
2 osf g osf
g g
i ai
o) o)
0.4F Ie) ° 0.4 [e] o
o
0 Q L L 0 Q L L
0 0.4 1.2 1.6 0 0.4 1.2 16

0.8 0.8
BHLYP/MRCI (eV) BHLYP/MRCI (eV)
Figure 4: Left plot: Off-diagonal elements are scaled by p; =0.6 (slope of red line); Right plot:
applied consistent parameters p;=0.5 and pr=0.3.

has another advantage. The gradual increase of the number of singly excited configuration

in CI space in highly symmetric molecules (benzene as an example) leads to a symmetric
wave function of states:

¢+ = by |CSF 1) 4+ by |CSF 2) + ... (5)

so the total wave function ¢, is given then by equal contributions of the degenerate
configurations with weight 0., as it is in HF-based CI. It is indeed cumbersome to generalize
this way of parameterizing off-diagonal elements for CI-SD which retains the symmetry of
Eq 5. All the more so since this symmetry is demolished by utilizing a damping function

for the off-diagonal elements in Eq. 2 and Eq. 3 even for CI-S which plays a major role in
DFT/MRCI ansatz.



Table 1: Comparison of the BH-LYP/MRCI exchange integral of a creator-annihilator pair K,
and the experimental singlet-triplet splitting d.,,. DFT/MRCI data (configuration weight in
parentheses) is given for original parameterization.

state type  exp, eV DFT/MRCI-S, eV 0epp, €V K, €V

butadiene

1]
B, 7 1t 5.92 ) 5.85 (0.95) 970 176
3.2211 3.08 (0.88)
cyclopentadiene
2]
B, & — 1+ 5.22 ; 5.36 (0.95) 07 1.49
3.154 3.07 (0.90)
glyoxal
3]
A, n— ¥ 2.8 3 263 (0.90) 0.3 0.27
2.5l 2.22 (0.91)
thioformaldehyde
[4)
Ay n — 7t 2'034 214 (0.91) 0.23 0.46
1.801% 1.83 (0.95)
aceton
[5]
Ayn 4.375 4.11 (0.87) 0.91 0.95
4.16] 3.73 (0.88)
acetaldehyde
, (6]
A g e A2 6 395 (0.88) 0.30 0.28
3.971% 3.53 (0.89)
tetrazine
(7]
By, n— 1t 2.25 ; 2.37 (0.92) 0.56 0.36
1.69!1] 1.86 (0.93)
8]
A, n— ¥ 342 9 3.64 (0.87) 0.47 0.15
2.9571 3.42 (0.86)
ethylene
[10]
B, 7 s 2t 7.65 " 7.60 (0.95) 599 501
4.36Y1 4.19 (0.83)
pyridine
[11]
Ay n — 7t 043 1 539 (0.88) 0.03 0.06
5.4014 4 5.30 (0.89)




Table 2: Comparison of the experimental splitting d.,, between degenerate CSFs and the
absolute value of the BHLYP/MRCI matrix element |H,|. SiO vertical transition energies

have been taken from RKR curves.

states type exp, €V dezp, €V Hyor, eV Vo, eV oV, eV
benzene
(Bs,/B * * 4.80112 2.15 1.5325 0.3316 -0.9321
(B3y/Bsy) m > *, m— 7 6.9512 . -1. -0. -0.
6.25(12
1
(Bou/Boy) m — 7, m — * 69512 0.70 1.1758  -0.3316 0.4221
, . . 3.0012
(Bou/Ba) m— a*,m > w* gy 090 03316 03316
3(B /Bsy) m— 7 m — ¥ 4.80112 0.79 0.3316 0.3316 —
3u/D3u) T ™, T ™ 559[12] . . -0.
naphthalene
1(Bs,/B * * 3.971% 1.93 1.2992 0.2453  0.7723
(B3y/Bgy) m = 1, m =7 = 30l13) . . . .
SiO
14
AV I S Sl 555 A 0.03 0.1069  0.2375 0.1722
5.5214
5.17014]
3(A/Z_) T T — 7 14 0.31 -0.2375 0.2375 —
5.48[44
5.1714
3(A/ST) m = f = F 14 0.47 -0.2375  0.2375 —
4,700+




Table 3:  Molecular states employed in the parameters
optimization. Vertical excitation energies for optimal-
parameters DFT/MRCI-S (§ Ey=1.0 E;,), DFT/MRCI-
R (0E;q=1.0 E;), tight DET/MRCI-R (§F4,=0.8 Ej)
in comparison with experimental data (reference values
used in fitting are set in bold face). All energies are given

in eV.
State Type Experiment DFT/MRCI-S DFT/MRCI-R tight DFT/MRCI-R
Pyridine C;H;N
1'B, n— m* 4.44% 4.45° 4.75 4.86 4.86
1'B, 71— 4.99%, 4.99° 5.10 5.13 5.12
21A, T — 7" 6.387, 6.38¢, 6.324 6.37 6.31 6.13

Nitromethane H;C—NO,
21A’ T — 6.25°, 6.23¢, 6.237 6.18 6.34 6.49
13A7 n — 7 3.80/ 3.49f 3.42f 3.271

Pyrrole C4H,;NH

1’8, m— Ry 4.219, 4.21" 4.2° 3.99 4.21 4.16
Furan C,H,0O

1'B, T — 6.049, 6.06" 6.047 6.12 6.09 6.09
3A, T — 7.82" 7.8 7.91 7.90 7.98
1°B, T — 4.0°, 3.99" 3.78 3.94 3.89
13A, T =7 5.2¢, 5.22" 4.94 5.15 5.09

Thiophene C,H4S

2, mo 5.48", 5.439, 5.52% 5.46 5.48 5.47
1B, w7 3.71, 3.749, 3.75" 3.77 3.77 3.73
1BA, T 4.62", 4.61, 4.7F 4.51 4.58 4.52

Cyclopentadiene C;Hg
1'B, T — 7" 5.229, 5.26!, 5.33™ 5.36 5.29 5.23
1°B, T— 7" 3.159, 3.10! 3.07 3.16 3.13

s-trans Butadiene C,Hg

1'B, T 7" 5.919, 59", 5.92° 5.85 5.75 2.67
21A, T =7 6.277 6.08 6.32 6.26
1°B, T 7" 3.249, 3.22°, 3.2" 3.08 3.18 3.13
%A, T 7" 4.929  4.91° 4.95" 4.77 4.99 4.94

Acrolein C3H,O



1'A” n—o7t 3.76%, 3.75", 3.71° 3.34 3.58 3.59
PA" n— 7t 3.08°%, 3.05¢ 3.08 3.33 3.33
Nitrobenzene C4HzNO9

21A, T — 7 5.17%, 5.11° 4.63 4.78 4.72
Styrene H;CsCH=CH,

21A’ T— 7t 4.43%, 4.43" 4.43 4.53 4.53
1347 T— 7t 3.40v 3.10 3.19 3.17
Benzene CgHg

1'B;, nw—7* 4.80Y, 4.90%, 4.894 4.97 5.00 4.72
1By, 7w—7* 6.25Y, 6.03° 6.19 6.12 5.94
2B;, w7 6.95%4 6.87% 6.97 6.92 6.97
1°By, w— 7t 3.90¢, 3.894 4.06 4.13 4.10
2Bs, w7 5.59Y, 5.694 5.47 5.49 5.36
Naphthalene C;yHg

1By, m—7* 4.08,3.97¢ 4.10 4.18 4.18
1'By, m—7* 4.458 4.45¢ 4.58 4.55 4.48
2B;, w7 5.898 5.89¢ 5.81 5.76 5.84
2By, w7 6.14¢ 6.13 6.09 6.10
Carbon monoxide CO

21A n— 1t 8.397° 8.02 8.16 8.14
Water H,O

1'B, n— Ry 7.5 7.4F 7.93 7.99 8.03
Thioformaldehyde H,C=S

1'A, n— 1t 2.03¢ 2.15 2.22 2.13
1A, n— 1.80¢ 1.84 1.95 1.88
Ethylene H,C=CH,

1'By, 7 — Ry 7.117 7117 7.19 7.20 7.20
1°By, 7w — 7" 4.367 4.19 4.36 4.29
Ethylene Dimer 2x[H,C=CH,]

2A - 2xE(1°Bsy,) 3.29 8.71 8.64
PA Tt 2xE(1°By,) 4.59 8.71 8.65




s-trans Glyoxal HOC—COH

1A, n—om 2.8K 2.62 2.71 2.74
1'B, n—n 4.2K 3.74 3.97 4.00
1BA, n—on 2.5K 2.22 2.37 2.41

Formaldehyde H,C=0

1Ay n—7 3.79%, 3.94M 3.69 3.83 3.85
1'By n— Ry 7.09Y, 7.099, 7.10" 7.20 7.11 7.22
2B,  n — Ry 7.97N, 7.979, 7.98" 7.95 7.93 8.00
’Ay n—7* 3.50%, 3.50M 3.25 3.49 3.50

Formaldehyde Dimer 2x[H;C=0]

2IA nn — Tt 2xE(13A,) 2.05 7.09 7.15
5'A nn — wfr* 2xE(11A,) 3.12 7.80 7.90
1A nn — 7t 2xE(13A,) 2.17 7.09 7.15
43N nn — E(13A)+E(1'Ay) 3.72 7.44 7.52
5A  nn — w7t E(13As)+E(1'Ay) 3.72 7.44 7.52
Acetone C3HgO
1'A, n— 4.38%, 4.37¢ 4.07 4.26 4.31
1'B, n — Ry 6.36%, 6.35%, 6.36% 6.53 6.47 6.66
1%A, n— 4.18%, 4.16% 3.63 3.97 4.00
Acetaldehyde C;H,O
1'A” n— 4.27" 3.95 4.09 4.12
13A" n— 3.97% 3.91% 3.53 3.78 3.81
Formamide HCONH,
A" n—n* 5.65% 5.22 5.38 5.44
13A” n— 5.307 4.86 5.14 5.17
s-Tetrazine CyHsNy
1'Bi, n— 2.35Y, 2.25%Y  2.34W 2.39 2.36 2.35
1A, n— 3.60Y, 3.42V 3.64 3.62 3.63
1'Bs, T — 7t 4.97Y 5.0 5.15 5.11 5.16
1°B1y n— 1.69Y% 1.70" 1.86 1.85 1.82
1°A, n— 2.95% 3.42 3.37 3.32

@ Ref. [11], * Ref. [15], © Ref. [16], ¢ Ref. [17], © Ref. [18], ¥ Ref. [19], 9 Ref. [2], " Ref. [20], * Ref. [21], 7 Ref. [22]
k Ref. [23], ! Ref. [24], ™ Ref. [25], ™ Ref. [26], © Ref. [1], P Ref. [27], 7 Ref. [28], " Ref. [29], * Ref. [30], * Ref. [31]
 Ref. [32], ¥ Ref. [33], “ Ref. [34], © Ref. [35], ¥ Ref. [12], * Ref. [36], # Ref. [37], B Ref. [38], ¢ Ref. [13], P Ref. [39]
E Ref. [40], I' Ref. [41], ¢ Ref. [4], 7 Ref. [42], T Ref.
O Ref. [47], T Ref. [48], @ Ref. [5], * Ref. [49], ¥ Ref.

x
)

43], 7 Ref. [44], & Ref. [3], & Ref. [6], ¥ Ref. [45] ¥ Ref. [46]

[
[50], T Ref. [51], Y Ref. [9], V Ref. [8], W Ref. [52], X Ref. [7]



Y Ref. [53]

T Accidentally, the first calculated triplet transition 1°A’ was used in the fitting procedure,
whilst the experimental energy shown in the table denotes to 12A” state and corresponds to
3.69 eV for DFT/MRCI-S, 3.79 eV for DFT/MRCI-R and 3.75 eV for tight DFT/MRCI-R.
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Table 4: Selected molecules and vertical absorption en-
ergies (in eV) used for benchmarking.

State Experiment® DFT/MRCI-S DFT/MRCI-R
carbon dioxide
A, (m = 7%) 8.6 8.75 8.80
carbon disulfide
A, (m— ) 3.36 3.39 3.37
Ay (m— %) 3.91 4.02 4.02
T, (7 — 7*) 6.79 6.71 6.69
carbonyl sulfide
B (r— ) 4.94 4.86 4.95
AL (m = 7%) 5.53 5.57 5.59
I, (7 — 3s) 7.36 7.29 7.31
Y (r— ) 8.02* 8.26 8.11
sulfur dioxide
By (n — ) 3.40 3.23 3.27
Ay (n — 7¥) 4.31 4.28 4.29
ethylene
Bs, (1 — ) 4.32 4.25 4.35
Biu (m — 3s) 7.28* 7.23 7.20
Bs, (1 — ) 7.6 7.64 7.51
Bsy (0 — 1) 8.25 8.21 8.25
By, (m — 3d) 8.91* 8.94 8.89
propene
A (m — ) 4.28 4.14 4.35
A" (7 — 35) 6.6 6.61 6.64
A" (m — 7%) 717 7.22 7.16
isobutene
Ay (m— ) 4.22 4.04 4.30
By (m — 3s) 6.1 6.26 6.29
A (7 — ) 6.71* 6.69 6.67
A (m — ) 7.78 7.88 7.88
cis-2-butene
By (1 — ) 4.21 4.27 4.41
By (m — 7) 7.10 7.40 7.32
trans-2-butene
B, (m — ) 4.24 4.18 4.37
A, (m — 3s) 6.3 6.31 6.33
B, (r = ) 6.95 7.12 7.06
trimethylethylene
A (m — ) 4.16 4.02 4.31
A" (m — 3s) 5.76 5.87 5.91
A" (7 — %) 6.47 6.59 6.60
A" (7 — %) 6.97* 7.20 7.19
tetramethylethylene
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A (m— ) 4.10
A (17 — 3s) 5.55
A (m— ) 6.57
fluoroethylene

A (mr — ) 4.40
A" (m — 3s) 7.02
A (m — %) 7.50
A" (7 — 3p) 8.08
A" (m — 3d) 8.87
1,1-difluoroethylene

Ay (m— ) 4.63
By (7 — 3s) 6.95
A (7 — ) 7.50
Ay (m — 3p) 8.23
cis-1,2-difluoroethylene
B (m — ) 4.43
By (7 — 3s) 6.52
By (r — 1) 7.82
Ay (7 — 3p) 8.38
By (7 — 3d) 9.01
trans-1,2-difluoroethylene
B, (1 — 7%) 4.18
B, (m — 3s) 6.44
B, (m — ) 7.39
trifluoroethylene

A (m — ) 4.43
A" (m — 3s) 6.56
W (7 — 1) 7.65
A" (m — 3p) 7.98
A" (m — 3d) 8.74
tetrafluoroethylene

By, (1 — ) 4.68
By, (m — 3s) 6.62
Boy (1 — ) 8.84
chlorotrifluoroethylene
A" (m — ) 4.43
A" (1 — 3s) 6.51
chloroethylene

A" (m— ) 4.08
A (7 — 7) 6.72*
acetylene

B (r— ) 5.2
A\, (= 7) 6.0
L, (7 — 3s) 8.16*
propyne

A" (m — ) 5.2
A" (m — ) 5.8
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4.07
5.67
6.65

4.34
7.09
7.66
7.88
9.02

4.47
6.98
7.67
7.93

4.43
6.43
7.96
8.29
8.81

4.27
6.60
7.68

4.39
6.47
7.85
7.79
8.77

4.85
6.81
8.79

4.41
6.54

4.08
6.82

5.23
5.72
7.96

5.16
5.62

4.27
5.70
6.64

4.46
7.09
7.53
7.89
8.98

4.68
6.99
7.59
7.98

4.53
6.48
7.80
8.24
8.79

4.37
6.70
7.53

4.61
6.56
7.7
7.78
8.78

4.84
6.80
8.58

4.51
6.59

4.22
6.73

5.43
5.87
7.91

5.48
5.89



A" (m — 3s) 7.18
1-butyne

A" (m — ) 5.2
A (m — ) 5.8
3,3,3-trifluoropropyne
A (r — ) 5.0
A (m— ) 5.8
A (7 — 3s) 8.80
1,3-butadiene

B, (1 — %) 3.22
A, (m— ) 4.91
B, (m = ) 5.92*
trans-1,3-pentadiene

A (m — ) 3.14
A (r — ) 4.87
A (m — %) 5.80
cis-2-trans-4-hexadiene
A" (m— ) 3.11
A" (m — ) 4.8
A (m — %) 5.69
1,3-cyclohexadiene

B (r — ) 2.94
B (r — ) 4.94
1,5-hexadiene

A (m — ) 4.25
1,4-cyclohexadiene
By, (7 — ) 4.29
B, (7 — ) 6.15
By, (m — ) 7.95
propadiene (allene)

Ay (m— ) 4.28
A (m— ) 7.24
benzene
By, (1 — ) 3.90
Bs, (1 — 7) 5.59
Bs, (1 — ) 4.80
By, (1 — ) 6.25
fluorobenzene

Ay (m— ) 3.90
By (r — 1) 5.72
By (m — ) 4.78
A (7 — ) 6.23
o-difluorobenzene

By (r — ) 3.92
Ay (m— ) 5.67
A (7 — ) 4.76
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6.91

5.11
2.57

5.27
2.75
8.55

3.13
4.84
5.88

3.14
4.83
2.83

3.12
4.93
5.71

2.89
5.06

4.00

4.15
6.27
7.88

4.38
7.16

4.12
5.51
5.04
6.23

4.16
2.63
5.02
6.26

4.17
2.65
5.04

6.94

5.45
5.85

5.39
5.81
8.52

3.18
4.99
5.75

3.19
4.99
5.81

3.17
5.02
5.61

2.95
4.96

4.29

4.35
6.30
7.89

4.61
7.14

4.13
5.49
5.00
6.12

4.19
5.61
5.00
6.15

4.19
5.63
5.01



By (m — 7)

6.22

1,3,5-trifluorobenzene

1,2,3,4-tetrafluorobenzene

Ay (m— )
Ay (7 — 7¥)
By (7 — )

1,2,4,5-tetrafluorobenzene

By, (1 — )
Bs, (1 — )
By, (m — )

pentafluorobenzene

A (m— )
By (7 — )
A (m— )

hexafluorobenzene

By (T — )
Bs, (1 — )
By, (m — 7¥)

furan

thiophene
By (m — )
Ay (m— )
A (m — )
)

pyrrole

By (m — )
A,y (m — 3s)
By (7 — )
azomethane
B, (n — )
1B (n — 1)
1B (n — 3p)
B, (m — )

azo-tert-butane

B, (n — )

3.95
5.62
4.87
6.20

3.95
4.85
6.43

4.0
4.69
6.3

3.90
4.79
6.36

3.86
4.80
6.36

3.99
5.22
6.06
7.82

3.66*
4.62
5.48
7.05

4.21
5.22
5.98

2.75

3.50

6.71
7.8

2.67
4.9
3.37
7.3

14

6.30

4.23
5.61
5.13
6.34

4.19
5.07
6.37

4.18
4.97
6.40

4.26
2.09
6.44

4.18
5.15
6.51

3.82
4.99
6.15
7.95

3.75
4.55
5.50
7.10

4.04
5.11
6.01

2.62
3.44
6.92
8.07

2.30
4.70
3.10
7.39

6.19

4.25
5.59
5.12
6.24

4.20
5.04
6.27

4.18
4.95
6.28

4.22
5.07
6.33

4.15
5.10
6.38

3.94
5.15
6.09
7.90

3.78
4.56
5.47
7.11

4.21
5.07
5.98

2.79
3.48
6.97
8.02

2.61
5.08
3.28
7.53



nitromethane

A" (n — %) 3.8 3.69 3.79
A" (n — 7*) 4.45 4.35 4.36
A" (7 — %) 6.23 6.31 6.34
thiophosgene

Ay (m— ) 3.1 3.08 3.10
Ay (n — 7¥) 2.61 2.65 2.68
A (7 — ) 4.89 4.91 4.88
1,3-cyclopentadiene

By (m — ) 3.1 3.11 3.16
By (7 — 7¥) 5.26 5.39 5.29
pyridine?

Ay (n — ) 5.43 5.39 5.43
pyrazine’

B, (n — 7) 3.33 3.55 3.61
Byy (n — %) 4.59 4.87 4.96
By (n — 7) 3.83 4.03 4.04
By, (n — 7*) 5.19 5.33 5.45
pyrimidine®

Ay (n — ) 4.62 4.83 4.86
s-triazine®

By (n — 7*) 4.59 4.62 4.66
acetone?

Ay (n— %) 4.16 3.70 3.97
Ay (n — ) 4.37 4.11 4.26
acetamide®

A" (n — ) 5.44 5.27 5.43
nitrobenzene’

Ay (n — 7¥) 3.65 3.32 3.52
dithiosuccinimide?

By (n — ) 2.63 2.44 2.58
By (n — ) 2.77 2.65 2.73
Ay (n — 7¥) 3.04 2.84 2.93
max. error(+), eV 0.36 0.39
max. error(-), eV -0.46 -0.28
standard dev., eV 0.16 0.14
RMS dev., eV 0.16 0.15

@ For experimental energies see Ref. [54] and references therein.
b Ref. [55], © Ref. [16], ¢ Ref. [5], ¢ Ref. [56], / Ref. [32], 9 Ref. [57]

* Band maximum.
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calculations on diatomics and polyatomic organic molecules
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ABSTRACT ARTICLE HISTORY
We have investigated the performance of different multi-reference quantum chemical methods with Received 1February 2016
regard to electronic excitation energies and spin—orbit matrix elements (SOMES). Among these meth- Accepted 2 June 2016

ods are two variants of the combined density functional theory and multi-reference configuration
interaction method (DFT/MRCI and DFT/MRCI-R) and a multi-reference second-order Mgller-Plesset Spin-orbit coupling;
perturbation theory (MR-MP2) approach. Two variants of MR-MP2 have been tested based on either multi-reference
Hartree-Fock orbitals or Kohn-Sham orbitals of the BH-LYP density functional. In connection with configuration interaction;

KEYWORDS

the MR-MP2 approaches, the first-order perturbed wave functions have been employed in the evalu- multi-reference perturbation
ation of spin-orbit coupling. To validate our results, we assembled experimental excitation energies theory; assessment;
and SOMES of eight diatomic and fifteen polyatomic molecules. For some of the smaller molecules, benchmark

we carried out calculations at the complete active space self-consistent field (CASSCF) level to obtain
SOMEs to compare with. Excitation energies of the experimentally unknown states were assessed
with respect to second-order perturbation theory corrected (CASPT2) values where available. Overall,
we find a very satisfactory agreement between the excitation energies and the SOMEs obtained with
the four approaches. For a few states, outliers with regard to the excitation energies and/or SOMEs are
observed. These outliers are carefully analysed and traced back to the wave function composition.
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I A A () ol . .
1 =0.9503 .

~ 150 | ;
= y
2 120 | R
= -
g 90 | .“-_l
=60 & .
E . rd

30 /

0 30 60 90 120 150 180
DFT/MRCI (em ™)
1. Introduction [2,8-15]. However, the DFT/MRCI method is not with-

out shortcomings. The impetus for the present study
came when we realised that the original DFT/MRCI
method has some difficulties providing a balanced
description of configurations with four open shells.
Obviously, this is the case in electronically excited dimers
and other weakly coupled bi-chromophores [16]. Less
obvious are cases such as nitrobenzene where artifi-
cially low-lying excited singlet states with four open
shells are encountered in the DFT/MRCI spectrum [17].
Recently, some of these shortcomings of the original
DFT/MRCI were remedied by the parameterisation of

The combined density functional theory and multi-
reference  configuration interaction (DFT/MRCI)
method by Grimme and Waletzke [1] has proven itself
as a very useful approach to an efficient treatment of
static and dynamic correlation in larger molecules.
In combination with Spock [2-4], which allows for
the inclusion of electronic spin-orbit coupling, and
ViBESs [5-7], capable of treating the vibronic part of the
problem, it has been used for the successful elucida-
tion of many spin-dependent properties in molecules
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a redesigned DFT/MRCI-R Hamiltonian [16], dubbed
DFT/MRCI-R in the following. A completely different
hybrid multi-configuration wave function and density
functional theory (DFT) ansatz has been presented by
Jensen and coworkers [18-22]. It combines a long-range
multi-configuration self-consistent field (MCSCF) treat-
ment with an adiabatic short-range DFT description of
electron correlation. Time-dependent MCSCF short-
range DFT (TD-MC-srDFT) has been implemented in
the DALTON program package [23] and might, therefore,
be used for computing spin-dependent properties. To
our knowledge, spin-orbit coupling calculations based
on this method have not yet been reported, however.

Alternative ab initio methods that are able to treat
static and dynamic electron correlation in sizeable
molecules and allow for the computation of spin-
orbit matrix elements (SOMEs) are sparse. Spin—orbit
coupling constants have been evaluated in a multi-
configuration linear response approach a long time
ago [24,25], but the amount of dynamic electron corre-
lation that can the covered by MCSCF is very limited.
State-averaged complete active space self-consistent field
(SA-CASSCEF) calculations followed by second-order per-
turbation theory (CASPT2) have become something
like a gold standard for computing excited-state ener-
gies when the active space can be made large enough
to include all important excitations [26-28]. Spin-
dependent properties are then evaluated by the so-called
CASPT2/CASSI-SO procedure where SA-CASSCF wave
functions are employed for computing SOMEs while
adapting the energies of the states by shifting them
to their CASPT2 energies [29-31]. The same applies
to CASSCF/NEVPT2 calculations of spin-orbit inter-
actions [32]. In that way, the perturbation corrections
to the CASSCF wave functions are not accounted for
when computing SOMEs. A slightly more general multi-
reference second-order Mgller-Plesset perturbation the-
ory (MR-MP2) approach, albeit with configuration selec-
tion, was devised by Grimme and Waletzke [33] and
is implemented in their MRcI code. In this approach,
all configurations, whose interactions with one of the
reference vectors exceed a user-defined threshold, are
included in the first-order space and contribute to the
first-order perturbed wave function that can subse-
quently be used to determine SOMEs. The discarded con-
figurations contribute solely to the MR-MP?2 energy.

In this work, we investigate how the DFT/MRCI-R and
MR-MP2 wave functions perform in spin-orbit coupling
calculations on light-element compounds. To validate our
results, we assembled data on energies and SOMEs of
eight diatomic and fifteen polyatomic organic molecules.
For the diatomic molecules, the excitation energies and
spin-orbit coupling constants can be checked directly

against experimental data. Energies of the polyatomic
molecules can be compared with experimental data to
a limited extent only. In particular, experimental data
on optically dark states — that are often essential for the
photophysical behaviour of a molecule and in particular
for intersystem crossing — are missing for compari-
son. For some of the smaller molecules (formalde-
hyde, thioformaldehyde, nitromethane, furan, and thio-
phene), we carried out benchmark calculations at the
CASSCF/CASPT2 level to obtain SOMEs and excita-
tion energies to compare with. Excitation energies of the
experimentally unknown states of the other molecules
were assessed with respect to CASPT2 values from the lit-
erature [28,34-38] where available.

Moreover, numerous examples exist in which the com-
bination of DFT/MRCI and Spock yielded higher order
spin-dependent properties such as phosphorescence and
intersystem crossing rates in excellent agreement with
experimental data [2,8-10,12,13]. Hence, these SOMEs
are considered reliable and may serve as a reference.

Furthermore, we shed light on an earlier assump-
tion that SOMEs are more robust with regard to the
wave function quality than energies [17]. In that work,
the relaxation pathways of photoexcited nitrobenzene
were studied. As mentioned already above, artificially
low-lying excited singlet states with four open shells
were encountered in the DFT/MRCI spectrum. For that
reason, energies from the algebraic diagrammatic con-
struction scheme ADC(3) were combined with SOMEs
from DFT/MRCI wave functions. The ab initio MR-
MP2 method treats the four open-shell configurations in
a qualitatively correct manner which allows us now to
quantitatively address this assumption.

2. Methods and computational details

2.1. Geometries and general remarks

The ground-state geometries of all polyatomic molecules
were optimised at the DFT level, employing Becke’s
three-parameter exchange functional combined with the
Lee-Yang-Parr correlation functional (B3LYP) [39-41].
Throughout, a valence triple zeta basis set with polar-
isation function (TZVP) [42] was used with additional
polarisation functions on sulphur atoms (TZVPP) [43].
These calculations were performed with the TURBOMOLE
program package, version 6.5 [44]. The ground-state
geometries were employed in all computations of excited-
state energies (which corresponds to vertical transitions)
as well as the SOMEs. For some molecules with low-
lying Rydberg states, we augmented the atomic orbital
(AO) basis by a diffuse Gaussian s, p, and d function [45]
after the geometry optimisation. These bases have been
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marked as augmented in contrast to valence for the pure
TZVP/TZVPP basis sets.

For the diatomic molecules, experimental equilibrium
bond distances of the ground and the first excited *TT (first
31'Ig for P,) states were used [46] to enable comparison
with experimental fine-structure splitting constants. In
these cases, adiabatic energies were calculated.

Excited-state energies and wave functions were
obtained by methods capable of treating multi-reference
character in an efficient way (see below). The MRrcI
program makes use of an interface to TURBOMOLE that
provides spin-independent one-electron integrals and
three-index-two-electron integrals. For the resolution-
of-the-identity (RI) approximation of the four-index-
two-electron integrals, optimised auxiliary basis sets
(TZVP, TZVPP) from the TuRBOMOLE library [43] were
utilised.

2.2. Electron correlation

Electron correlation calculations were carried out in four
different manners as described in more detail below. All
methods are implemented in the MRcI code originally
written by Grimme and Waletzke [1,33], later extended
and parallelised in our laboratory [16,47].

In the electron correlation calculations, all electrons
of the diatomic molecules and only the valence elec-
trons of the polyatomic molecules were explicitly corre-
lated. Unless noted otherwise, the initial reference space
was generated in a restricted active space (RAS) man-
ner with a maximum of two excitations out of ten elec-
trons in ten orbitals. In total, 21 singlet and 20 triplet
roots were obtained for all molecules. When molecu-
lar point-group symmetry is exploited, these roots do
not necessarily relate to the lowest eigenvalues. In C;
symmetric molecules, we solved for 11 'A” and 10 3A
states as well as for 10 roots each of 3A” symme-
try. In C,, point-group symmetry, we computed six
totally symmetric roots with singlet multiplicity and five
roots each for other combinations of spin and spatial
symmetry.

2.2.1. DFT/MRCI calculations

The DFT/MRCI method designed by Grimme and Walet-
zke [1] is a combination of DFT (which gives informa-
tion about dynamic correlation) and truncated MRCI
expansions (to take the static correlation into account). It
makes use of a semi-empirical Hamiltonian that has been
parameterised in combination with the BH-LYP func-
tional. In the original work, five parameters that depend
on the multiplicity, the excitation class with respect to
a closed-shell reference and the number of open shells
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of the configuration were fitted to experimental exci-
tation energies. Only a small number of configuration
state functions (CSFs), instead of the full MRCI space,
is used in the actual calculation. Double counting of
correlation is avoided by exponential scaling of the oft-
diagonal matrix elements. Configurations whose con-
tributions would have been scaled away are discarded
according to an energy gap criterion §Eg . §Es was set
to 0.8 Ey, for constructing the final reference space where
all configurations with a squared coefficient exceed-
ing 0.003 in one of the roots were kept. In the subse-
quent DFT/MRCI calculations that generate wave func-
tions and excitation energies, the threshold was increased
to 1.0 Ey,.

2.2.2. DFT/MRCI-R calculations

Recently, some of us presented an alternative form
of the DFT/MRCI method [16]. The new parameter-
isation is spin-invariant and incorporates less empiri-
cism compared to the original formulation while pre-
serving its computational efficiency. The robustness of
the redesigned Hamiltonian has been tested on exper-
imentally known vertical excitation energies of organic
molecules yielding similar statistics as for the origi-
nal parameterisation. Besides that, the new formula-
tion yields a consistent description of all multiplet com-
ponents of a doubly excited configuration with four
open shells. The DFT/MRCI-R method [16] is particu-
larly well suited for studying photophysical processes in
bi-chromophores. With regard to technical details, the
DFT/MRCI-R calculations are carried out exactly in the
same manner as the DFT/MRCI ones.

2.2.3. MR-MP2 calculations
The ab initio MR-MP2 method [33] is implemented in
the same MRcI code, but not parallelised. It is based on a
zeroth-order CI reference wave function. To make it feasi-
ble for applications on large molecules, extensive config-
uration selection is made in the construction of the first-
order perturbed wave function. The second-order energy
correction is evaluated then as the Hamiltonian matrix
element of the first-order perturbed and the zeroth-order
wave functions. Second-order energy contributions of
configurations discarded in the selection procedure are
added to the MR-MP2 energy. In the case of a single
closed-shell reference and a selection threshold of zero,
this approach is equivalent to the standard MP2 the-
ory [33]. The first-order perturbed wave function gen-
erated in this procedure can be employed for evaluating
properties.

If not stated otherwise, the initial reference space was
generated with the same procedure and size (10-10-2) as
for the DFT/MRCI case. To avoid cutting of the initial
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RAS space between degenerate orbitals, in most of the
diatomic molecules (AICI, AIF, BCI, BE P, and SiO), the
10-11-2 restricted active space was employed. Because of
the same reason, AlBr needed the inclusion of yet another
active orbital to obtain eventually a 10-12-2 RAS. In the
MR-MP2 calculations, orbitals with energies larger than
10 Ep, were discarded. After every iteration, all configura-
tions with a squared coeflicient exceeding 0.003 in one of
the roots were added to the reference space. The thresh-
old for the truncation of the first-order space was set to
10~7 By, as recommended in the original publication [33].
This general approach had to be altered for some diffi-
cult cases when using the augmented basis. The calcula-
tions on thiophene were performed with the 10-12-2 RAS
and the admixture of HF Rydberg and valence orbitals
in thioformaldehyde and nitromethane led to the use of
10-11-2 as the initial reference space. The biggest start-
ing RAS (12-12-2) was chosen for bithiophene in order
to include both linear combinations of the lone-pair n(S)
orbitals.

We employed the g0 operator as the unperturbed
zeroth-order Hamiltonian, which is given by a sum of
generalised one-particle Fock operators [33]. The MO
basis and Fock matrix elements were generated in two dif-
ferent ways. First, Hartree-Fock (HF) orbitals were used,
but this approach has possible difficulties because of the
diffuse character of the virtual orbitals since these are gen-
erated in the field of N (instead of N—1) electrons. In
their original publication, Grimme and Waletzke recom-
mended to employ improved virtual orbitals (IVOs) [33].
Instead, we use Kohn-Sham (BH-LYP) orbitals as a sec-
ond set of one-particle basis which do not suffer from
the same difficulties as the HF orbitals. This addition-
ally allows for a direct comparison of the performance
between the methods lifting the orbital influence.

2.2.4. CASSCF/CASPT2 calculations

State-averaged CASSCF and subsequent CASPT2 cal-
culations were carried out with the MOLPRO pack-
age [48-51] using exactly the same AO basis sets as in
the other calculations. We employed the minimum num-
ber of active electrons and active orbitals able to describe
the desired molecular states appropriately. As the chosen
active space varies from molecule to molecule, detailed
specifications will be given below where the results for the
individual molecules are presented.

2.3. Electronic spin-orbit coupling

Spin-orbit matrix elements for the DFT/MRCI and MR-
MP2 wave functions were calculated using the spin—orbit
coupling kit (Spock) developed in our laboratory [2-
4]. It employs an effective one-electron mean-field

approximation to the Breit-Pauli Hamiltonian [52]. A
turther simplification is introduced by neglecting all mul-
ticentre integrals, and atomic mean-field integrals are cal-
culated with the AMFI program [53]. These approxi-
mations introduce errors which are usually lower than
5% [54,55]. To match the DFT/MRCI and MR-MP2
SOMEs as closely as possible, SOMEs of the CASSCF
wave functions were computed with the one-centre
approximation (ALs option) for the one- and two-electron
Breit-Pauli spin—orbit integrals in MOLPRO [31].

The spin-orbit-free MRcI code [1,33] computes only
the M; = S sublevel of a multiplet state. This allows
the calculation of triplet-triplet SOMEs in addition to
singlet-triplet SOMEs which would not be possible if
only the M; = 0 wave function were available. To
enable the fast determination of SOMEs between the
other multiplet sublevels by means of the Wigner-Eckart
theorem [56], SPock expresses the spin part of the
Hamiltonian in terms of components of a first-rank ten-
sor operator, i.e. S‘H, 3‘0, and 3_1. In contrast, the spa-
tial part of the spin-orbit Hamiltonian is adapted to
the point-group symmetry of the molecule which cor-
responds, in most cases, to a Cartesian representation.
Because of the relations

Sn= 2@ +iS) &=84
+1—E( x+ly)’ 0 — Oz,
1

V2

it is easy to transform the mixed representation of the
Hamiltonian to a purely Cartesian one [57]. In the fol-
lowing, the x- and y-components of SOMEs between
the M; = 1 sublevel of a triplet state and a singlet
state (T, M, = 1|7:l50x/y|8) are presented, while the z-
component of the Hamiltonian couples a singlet state
with the M; = 0 sublevel of a triplet (T, M; = O|7:[SOZ|S).
The matrix elements between two triplet states are always
given in the form (T, M, = 1|7:[SOX/Y|T, M, = 0) and
(T, M, = 1|7:[SOZ|T, M; = 1). In the tables, the imagi-
nary unit (7) has been omitted from the complex-valued

Si= (S, —iS)), (1)

matrix elements of the ”;‘—AlsoX and 7:[502 operators and
absolute values are presented instead. For details with
regard to the transformation of the SOMEs, see the Sup-
plemental Material (SM).

3. Results and discussion

3.1. Test set

The selected test molecules include eight diatomic
molecules (AlBr, AICI, AlF, BCI, BE, CS, P,, SiO) and fif-
teen polyatomic molecules (see Figure 1). The diatomic



Molecular Physics

MOLECULARPHYSICS (&) 5

o s N
J e e O O T

o-benzyne Formaldehyde  Thioformaldehyde Furan Thiophene Quinoxaline
S
N
@ g S / \ o
N | | <\ /> \ / s N+
o HSC/ o
Quinazoline Pyranthione Dithiin Bithiophene Nitromethane

o A°
N o H
N N (0]
= \K
H S
s N s - \/ﬁ)kOH OiN)i’(NH
\V\_/V/ NHz o

Nitrobenzene Dithiosuccinimide

Figure 1. Test set of polyatomic molecules.

molecules primarily consist of first- and second-row
elements, where first-order spin-orbit interactions still
dominate the fine-structure splittings of spatially degen-
erate states. Their excitation energies and SOMEs will
be compared directly to experimentally derived adiabatic
transition energies and spin—orbit coupling constants.
Unfortunately, such a comparison is not possible for
spatially non-degenerate states of polyatomic molecules.
In these cases, only off-diagonal SOMEs may adopt
significant values. However, numerous examples have
been presented in which the combination of DFT/MRCI
and Spock yielded higher order spin-dependent prop-
erties such as phosphorescence and intersystem cross-
ing rates in excellent agreement with experimental data
[2,8-10,12,13]. Hence, these results can serve as a ref-
erence. In addition, CASSCF/CASPT2 calculations on
some of the smaller polyatomic molecules were carried
out for comparison. The polyatomic molecules in the
test set are chosen such that substantial spin-orbit cou-
pling is expected which involves the presence of het-
eroatoms and states of different electronic characters. The
states selected for comparison are mainly the ground
and low-lying excited, photophysically and photochem-
ically important states with 77" and nz” characters,
which allows for an easier correspondence between the
methods. In some cases, higher lying excited states with
significant SOMEs are also included. Because their wave
functions tend to be mixed with Rydberg excitations and

Methionine

Isoalloxazine

contributions from doubly excited configurations, the
correspondence is more difficult to determine. In the fol-
lowing, the singlet and triplet excitation energies and the
computed SOMEs of all polyatomic are presented and
analysed. Tables with detailed information on the exper-
imental reference data, oscillator strengths for electric
dipole-allowed transitions and the wave function com-
position, as well as the optimised geometries, are given
in the SM. Additionally, statistical data for each molecule
is shown there.

3.2. Diatomic molecules

Spatially degenerate states of diatomic molecules exhibita
first-order spin-orbit splitting. From spectral data involv-
ing different substates, the fine-structure parameter Ago
can be derived which quantitatively describes the first-
order zero-field splitting at the equilibrium bond distance
of the respective state [58]. Aso can be correlated with
calculated SOMEs and hence gives valuable reference
data for testing theoretical predictions. From the axial
symmetry of diatomic molecules, with the z-axis being
the internuclear axis, it follows that only the z-component
of the spin-orbit Hamiltonian couples the degenerate
states. This simplifies the phenomenological SO Hamil-
tonian to the expression

Hso = auﬁoéo = AsoL,S, (2)
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Table1. Calculated DFT/MRCI, DFT/MRCI-R, MR-MP2(HF) and MR-MP2(BH-LYP) adiabatic energies of the pure spin (unper-
turbed) 1311 (1311, for P,) state in selected diatomic molecules, together with the experimental values of the = 1

component.
Energies (cm™")
MRMP2 MRMP2
Molecule DFT/MRCI DFT/MRCI-R (HF) (BH-LYP) Experiment [46]
AlBr 23,145 23,47 23,003 22,769 23,779
AICI 24,206 24,506 24,195 23,957 24,594
AlF 27,135 27,302 27,132 27,445 27,241
BCl 19,961 20,503 19,821 19,752 20,200
BF 27,829 28,621 28,429 28,330 29,144
(&) 27,848 28,078 25,301 25,543 27,661
P2 28,105 27,915 26,974 27,189 28,197
Si0 32,594 32,263 31,431 31,664 33,947

and gives the fine-structure parameter for the equilibrium
structure as [57]

1 .
A, = EW(F’ Ro)[Hso | W(T, R.)). (3)

Here, A and X are projections of the total spatial and
spin angular momenta on the internuclear axis, respec-
tively. Our state of interest is the first triplet of IT sym-
metry, in which case A = ¥ = 1. The spin-orbit
coupling is introduced perturbatively. If we set up a
matrix for the first-order degenerate perturbation the-
ory in the basis of LS coupled states, we see that the
fine-structure parameter Ago is exactly equal to the off-
diagonal matrix element between the M; = 1 compo-
nents of the degenerate I, and I1, sublevels, i.e. Aso =
(T, M, = 1/Hso,°T1,, M, = 1).

The first triplet state of Il symmetry in the con-
sidered molecules is a regular state with configuration
olxl. In P,, it is symmetric with respect to inversion,
I, and its configuration is o m,m;. For a straight-
forward comparison with experimental data, adiabatic
energies are calculated using the experimental values
for the bond lengths. Tables 1 and 2 summarise the
calculated and experimental energies and fine-structure

parameters of the 1 311, states, while Tables 3 and 4
present the corresponding statistical data. As a general
trend, we notice from the graphs in Figure 2 that all
methods underestimate the excitation energies of the 1
31, state on the average. With correlation coefficients
of 0.9856 (DFT/MRCI-R) and 0.9834 (DFT/MRCI), the
MRCI methods perform somewhat better than the MR-
MP2 methods (0.9629 for MR-MP2(HF) and 0.9658 for
MR-MP2(BH-LYP)) when it comes to *II, excitation
energies. The maximum negative deviations are observed
for the SiO molecule. A reason may be the unusually
strong Si=0 bond with at least double bond character
(bond length 1.509739 A [46]) in the electronic ground
state which poses a challenge for the quantum chemical
description.

The correlation plots for the SOMEs of the diatomic
molecules are presented in Figure 3. (Note that the exper-
imentally derived zero-field splittings may contain also
higher order spin-orbit interactions and contributions
from electronic spin-spin coupling which are assumed
to be small.) The agreement with the experimental
splittings is excellent for all four methods, with equal
RMSD of 2 cm™!, and maximal positive/negative devi-
ations of 3.1/2.6, 3.0/2.7, 2.1/3.5 and 3.8/1.6 cm™! for

Table 2. Fine-structure splitting of the 1IT (131, for P,) state with the configuration o'’ (o, ﬂ,fngl) in selected diatomic
molecules, characterised by the presented spin-orbit coupling coefficient Aso(cm™). Experimental values are given for

comparison.
MRMP2 MRMP2

Molecule DFT/MRCI DFT/MRCI-R (HF) (BH-LYP) Experiment [46]
AlBr 135.1 135.0 134.1 135.8 132.0
AlCI 64.6 63.1 62.3 64.2 65.8
AlF 48.1 47.1 46.1 47.4 47.0
BCl 46.8 46.3 473 48.9

BF 24.0 23.6 24.9 25.5 24.2
(& 90.2 92.0 91.0 93.1 92.8
P, 130.7 129.9 126.4 1274 128.9
Sio 741 723 69.5 74 73.0
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Figure 2. Correlation plots for adiabatic energies of the 131 (131, for P,) state in selected diatomic molecules, calculated with DFT/MRCI,
DFT/MRCI-R, MR-MP2(HF) and MR-MP2(BH-LYP) methods vs. experimental data.

Table 3. Deviations in adiabatic excitation energies for the
1 3[1 state of diatomic molecules calculated with DFT/MRCI,
DFT/MRCI-R, MR-MP2(HF) and MR-MP2(BH-LYP) with respect to

the experimental data. The values are given in cm™".

Table 4. Deviations in fine-structure splittings for the 1311 state
of diatomic molecules calculated with DFT/MRCI, DFT/MRCI-R,
MR-MP2(HF) and MR-MP2(BH-LYP) with respect to the experi-
mental data. The values are given in (cm™).

Method RMSD Max. (+) Max. (—)
DFT/MRCI 727 187 1353
DFT/MRCI-R 667 417 1684
MR-MP2(HF) 1361 2516
MR-MP2(BH-LYP) 1277 204 2283

Method RMSD Max. (+) Max. (=)
DFT/MRCI 2 3.1 26
DFT/MRCI-R 2 3.0 27
MR-MP2(HF) 2 2.1 35
MR-MP2(BH-LYP) 2 3.8 1.6

DFT/MRCI, DFT/MRCI-R, MR-MP2(HF), and MR-
MP2(BH-LYP), respectively. This shows that SOME:s are
less sensitive to the level of correlation treatment than
excitation energies.

3.3. Polyatomic molecules

3.3.1. Vertical energies
Individual data regarding computed vertical excitation
energies of all polyatomic molecules are compiled in

Tables 5 and 6. Where available, also CASPT2 and exper-
imentally determined values are given there for compar-
ison. Note that the data for formaldehyde, thioformalde-
hyde, furan, thiophene, and nitromethane, shown in
Tables 5 and 6, have been obtained with the augmented
AO basis sets containing diffuse functions. The corre-
sponding data computed in the valence AO bases may be
found in the SM.
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Table 5. Vertical singlet excitation energies AE (eV).

Molecule (AO basis) State Dominant character DFT/MRCI DFT/MRCI-R MRMP2 (HF) MRMP2 (BH-LYP) CASPT2 Experiment

o-Benzyne 11A2 T — 7T|T 3.89 3.83 422 420
(valence) 1B, m— 3.97 392 427 421
2'A, T =t 424 6.50 6.43 6.44
1B, = 5.09 4.94 512 5.01 5.08
3'A, T 528 519 475 4.64
2'B, o 538 538 5.54 5.47
2'B, LI 574 7.25 722 7.22
3'B, T 6.38 6.23 6.34 6.08 6.25
Formaldehyde TA, n—n' 3.67 3.81 3.88 3.93 3.90,3.99 379,3.94
(augmented) 11B2 n—3s 7.02 6.93 6.99 6.99 6.77,6.87 7.09
2'B, n—3p, 7.86 7.84 7.92 8.17 7.68,7.76 813
2'A, n—3p, 7.96 7.88 7.99 8.04 7.78,7.84 7.98
2'A, n—3p, 8.40 8.26 814 8.24 7.95, 8.00 837
1B, o 8.81 8.90 9.12 920 921,943 9.00
4'A, T 9.51 9.50 9.64 9.64 9.33,10.41
5'A, n? — ' 1.06 920 10.67 10.75 10.29,10.87
Thioformaldehyde TA, n—m' 216 220 210 216 2.1 2.03
(augmented) 1B, n—4s 5.67 5.67 6.07 5.99 5.84 5.84
2'B, n—4p, 635 6.35 6.83 6.73 6.57 6.59
2'A, T 6.46 6.48 630 6.50 629 62
3'A, n—4p 6.53 6.53 7.04 6.45 6.78 6.84
2'A, n—4p, 6.67 6.65 719 7.08 6.94
B, oo 6.89 6.89 6.72 678 7.5
3'A, Tn—m? 7.19 7.70 7.61 7.58 7.66
5'A, n?— ' 7.84 6.06 7.27 7.26 7n
Furan TA, 7 —>3s 5.91 5.90 6.10 6.00 5.98 591
(augmented) 1B, T 6.05 6.04 6.47 6.48 6.1 6.04, 6.06
2'A, 77 6.29 630 6.1 5.93 6.22
1B, T —3p, 6.38 636 6.59 6.48 6.51 6.48
2'A, T—3p, 6.55 6.54 6.89 6.74 6.70 6.61
2'B, m—3p, 6.80 6.77 6.92 6.92 6.63 6.75
47, T 8.13 8.09 831 8.12 7.87 7.82,7.80
Thiophene 2'A, T 543 543 523 5.18 5.47 543
(augmented) 1B, T 5.65 562 6.14 5.62 5.47 5.61
B, 7w — o /4p, 5.83 5.88 6.29 6.21 6.28
1A, T — 4s 5.85 5.84 6.1 6.16 6.03 593
2'A, T —o /4p, 6.06 6.10 6.25 6.21 6.33
3'A, T 7.08 7.02 7.04 6.89 6.99 7.05
Quinoxaline 1B, n—n' 354 3.63 324 324
(valence) 2'A, T 4.4 413 375 361 3.96
8B, T 436 433 468 457
1A, n—na" 475 493 468 456
2'A, n—ma 5.05 514 447 428
Quinazoline 1A n—>n" 3.80 3.92 3.49 339
(valence) 2N T 427 426 3.90 3.55 4.07
3N T 472 468 4.86 462 466
2'A” n—n" 476 489 435 413
3'A” n—n 518 529 472 442
Pyranthione TA, n—>n 216 222 226 225 225
(valence) 1B, n—n" 376 3.66 3.95 3.85
2'A, T 3.92 3.90 376 371 378
1B, T 432 435 439 430
2'B, 77" 5.59 5.63 554 537
Dithiin 1B T 2.60 2.58 238 233 274
(valence) 2'A T 436 436 417 4,01 444
2'B 7 454 452 426 414 5.00
3'B T 473 4.69 420 3.97
3'A 72— 72 4.80 4,69 439 423
Bithiophene 1'B 77 417 415 4,02 3.93 3.86,4.11
(valence) 2'A T 481 4.87 4.66 439
2'B T 495 5.00 458 418 5.02
3'A T 5.02 5.11 4.69 428
41A >0 534 539 527 4.81
3'B 70" 542 5.46 5.44 492
Nitromethane 1A” n—n 3.83 3.92 3.64 371 3.92 425

(Continued)
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Table 5. (Continued)

Molecule (AO basis) State Dominant character DFT/MRCI DFT/MRCI-R MRMP2 (HF) MRMP2 (BH-LYP) CASPT2 Experiment

(augmented) 2'A” n - 426 428 3.97 4,03 432 4.50,4.45,
451,459
2N T 6.30 6.34 6.18 6.31 6.38 6.25,6.23
6.29, 6.26
3N n—3s 7.74 7.66 755 7.49 7.07
4N n —3s 8.00 7.87 7.62 772 7.55
Nitrobenzene TA, n—n' 329 3.46 325 3.47 3.672 3.65
(valence) 1B, n - 3.88 391 3.82 376 432
18, 7> 429 4.40 428 418 4542
2'B, mr—>n,m 463 7.19 7.00
2'A, T 477 4.81 533 5.08 5.10° 517
Dithiosuccinimide 18, n—ma" 2.66 273 258 245 277,2.82
(valence) 1A, n—na" 2.85 2,93 2.80 2.66 3.04,3.08
1B, -7 413 4.09 385 375 3.96,3.87
2'A, n—mx" 4.64 4.64 437 4.00
2'A, non — x* 7* 471 3.40
2'B, n—>n" 483 4.80 455 420
5'A; n? — ' 6.07 5.08 5.51 526
Methionine 2'A T — o*/Ry 512 532 5.99 5.24
(valence) 3'A ng — T 5.48 571 5.97 5.54
Isoalloxazine 20N T 3.03 3.00 2.84 2.64 2.85
(valence) Y n—n 316 328 352 3.85
2'A” n—n 334 3.46 3.45 3.1
3'A” n—n' 3.90 4.00 3.87 376
3N T 3.94 3.94 3.98 37 376

3CASPT2 (14,1) using an ANO-L-VDZP basis [38].
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Figure 3. Correlation plots of spin—orbit coupling coefficient Ag,(cm™) for the 131 (1311, for P,) state in selected diatomic molecules,
calculated with DFT/MRCI, DFT/MRCI-R, MR-MP2(HF) and MR-MP2(BH-LYP) methods vs. experimental data.
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Table 6. Vertical triplet excitation energies AE (eV).

Molecule (AO basis) State Dominant character DFT/MRCI DFT/MRCI-R MRMP2 (HF) MRMP2 (BH-LYP) CASPT2 Experiment

o-Benzyne 13B1 T = n"“ 243 230 225 225
(valence) A, = 349 344 368 3.64
7B, - 3.88 3.80 412 410
2B, 7 4.8 4.03 393 382
BA, T 4.83 4.67 458 446
2B, T 530 526 538 543
A, L 5.69 637 6.27 6.26
Formaldehyde A, n—nu' 323 3.46 342 3.46 3.45,3.56 3.50
(augmented) BA, T 5.58 571 6.13 6.18 6.04,6.04 5.82,5.86
B, n—3s 678 675 6.79 679 6.65,6.75
2B, n—3p, 7.67 771 7.82 7.86 7.57,7.65
A, n—3p, 7.76 772 7.90 8.1 7.67,7.73
B, o7 8.01 823 833 8.42 8.36,8.56
2, n—3p, 832 820 820 823 7.97,8.03
Thioformaldehyde A, n—m' 1.84 192 181 1.89 1.84 1.80
(augmented) BA, T 329 33 333 337 334
1B, n—4s 554 5.54 5.93 5.85 575
7B, o 6.04 6.12 5.81 5.85 6.24
4A, m,n—> " 777 7.28 7.1 724 719
Furan B, T 374 3.90 4,03 397 413 4.00,3.99
(augmented) BA, -7 5.03 515 515 510 5.25 5.20,5.22
A, 7 —3s 5.80 5.83 6.00 5.90 593 5.8
B, T —3p, 627 630 6.51 6.44 6.46
2A, 7 —3p, 6.48 6.50 6.84 6.72 6.69
Thiophene B, T 3.62 371 373 375 375 3.75,3.80
(augmented) BA, T 445 450 453 447 459 4.62,4.70
B, o /4p, 5.64 571 6.07 6.04 6.11
A, T —4s 577 578 6.09 6.09 6.00
2, T —o /4p, 579 5.86 595 5.88 5.99
A, -7 5.88 592 578 570 5.68
Quinoxaline B, - 3.06 3.02 3.00 2.88
(valence) B, n—n' 316 325 2.83 274
BA, 7 370 3.63 372 359
A, n—n" 442 457 432 417
2B, 7 453 441 422 410
Quinazoline B T 316 313 313 2.96
(valence) BAY n—n 3.54 3.66 316 310
BN T 4.06 4.00 3.91 372
BN T 438 433 450 427
B n—n" 444 458 4,03 375
Pyranthione A, n—m' 2.05 2.08 215 216
(valence) BA, T 228 219 222 219
B, T 370 371 3.57 349
7B, n—m' 3.80 361 3.94 383
A, T 4.85 4.82 474 4.66
Dithiin 7B T 2.00 2.06 1.86 184
(valence) 2B T 331 340 2.88 2.85
A T 375 382 374 3.68
3B T—>n 436 436 3.91 3.81
2A T 477 4.88 437 424
Bithiophene B T 278 2.81 2.62 244 232
(valence) A -7 372 379 3.50 325
2A T 417 422 4.02 372
2B T 421 426 3.98 371
3B T—>o 5.09 5.14 5.03 455
A o 5.09 514 535 476
4B -7 543 549 5.46 476
£A T 545 539 538 4.92
Nitromethane BA T 336 330 3.54 3.57 3.65
(augmented) BA n—nx 3.61 372 342 3.52 3.66
2N n—n 4.01 4.06 3.80 3.93 415
BN nn — "2 7.31 6.12 870 879 8.97
BN n—3s 7.65 7.56 7.50 7.46 743
BN n—3s 7.91 7.79 7.51 7.57 773

(Continued)
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Table 6. (Continued)
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Molecule (AO basis) State Dominant character DFT/MRCI DFT/MRCI-R MRMP2 (HF) MRMP2 (BH-LYP) CASPT2 Experiment
Nitrobenzene B, T 2.84 293 335 335
(valence) 13A2 n—n" 3.1 3.26 3.00 3.09
BA, T 3.66 365 362 351
7B, n -z 3.67 372 3.63 3.62
2B, 7 4.01 4.01 434 4.8
43B1 T, T, 5.88
Dithiosuccinimide B, n—>n 244 2.57 242 242 2.63
(valence) BA, n—n 2.64 2.77 2.67 259
B, T 277 2.84 2.67 2.55
BA, T 343 3.51 342 328
2B, nn —mx"? 4.60 3.87 570 529
2A, non' — a* 7* 4.68 336 6.67 6.55
2, n—>m 470 4.60 438 4.03
2B, n—>n" 4.87 473 450 414
Methionine A 7 — o*/Ry 4.65 494 5.62 477
(valence) 2A ng — m* 513 546 577 526
A 7 — o*/Ry 574 6.00 6.74 574
#A Ty g T 6.06 631 7.01 624
Isoalloxazine BA T 231 227 2.60 229
(valence) BA n—n 2.86 3.01 353 2.98
BN T 312 313 331 2.84
2N n—>n" 319 328 3.87 3.61

Table 7. Deviations in vertical excitation energies for poly-
atomic molecules calculated with DFT/MRCI, DFT/MRCI-R, MR-
MP2(HF) and MR-MP2(BH-LYP) with respect to the experimental
data (50 excited states; experimental energies used for calcula-
tion are given in bold in the Supplementary Materials). The val-
ues are given in (eV).

Method RMSD Max. (+) Max. (=)
DFT/MRCI 0.19 033 0.46
DFT/MRCI-R 0.17 0.29 0.48
MR-MP2(HF) 0.26 0.53 0.74
MR-MP2(BH-LYP) 0.29 0.44 0.86

General trends. Table 7 contains the RMSD values,
maximum positive as well as negative deviations for the
complete set of experimentally known excitation energies
of electronic states studied in this work. (Please note that
the total number of electronic states, for which SOMEs
have been determined, is substantially larger.) Very good
agreement between the computed and measured excita-
tion energies is observed for all methods (Figure 4). All
correlation coeflicients are close to 1. As for the diatomic
molecules, the semi-empirical DFT/MRCI methods per-
form slightly better than the MR-MP2 calculations that
also show a broader scattering (Table 7). In contrast to
our expectations, MR-MP2 is in somewhat better agree-
ment with experiment on the average when HF orbitals
are employed instead of BH-LYP KS orbitals.

If the excitation energies of all calculated states are
compared among the different computation methods,
the correlation deteriorates, of course. Excitation ener-
gies for low-lying Rydberg states have been computed

for formaldehyde, thioformaldehyde, furan, thiophene,
and nitromethane. For some of the singlet states, exper-
imental reference data are available; in the other cases,
CASPT2 energies may be used for comparison. Both
DFT/MRCI parameterisations and the two MR-MP2
variants show very good agreement with the reference
data. In general, the agreement for the valence-excited
states is satisfactory, but in a few cases, larger deviations
are recognised (Figure 5). Inspection of Tables 5 and 6
reveals that the deviations between the two DFT/MRCI
parameterisations are all related to doubly excited states
of one type or the other. These cases will be analysed in
the following on an individual basis. Furthermore, we will
address some cases where the different energy splittings
between states of equal symmetry in MR-MP2, as com-
pared to DFT/MRCI, result in different wave function
compositions, which in turn lead to deviations of the cor-
responding SOMEs.

Special cases.

Formaldehyde. Being the smallest of the polyatomic
molecules, formaldehyde represents the least demand-
ing system for the MR-MP2 methods with regard to
the size of the reference space and the first-order
space selection threshold. The energy contribution aris-
ing from discarded configurations of the first-order
space is less than one percent of the total corre-
lation energy, making the results for formaldehyde
nearly converged with respect to the selection pro-
cedures in the MR-MP2 approach. CASSCF/CASPT2
calculations were carried out for two different active
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Figure 4. Correlation plots of excitation energies for all polyatomic molecules calculated with DFT/MRCI, DFT/MRCI-R, MR-MP2(HF) and

MR-MP2(BH-LYP) methods vs. experimental band maxima.

spaces. The first active space where eight electrons were
distributed in nine active orbitals comprised two o
MOs, the valence # and 7* MOs, the n orbital and
the Rydberg 3s and 3p orbitals; in the larger (8,11)
calculations, two o* MOs were added to the active space.
The level shift of 0.2 that was used for CASPT2(8,9) had
to be increased to 0.3 in the CASPT2(8,11) calculations

due to problems with intruder states. In addition to our
CASPT?2 results, high-level ab initio values are available
from the literature for comparison [34-37,59].

For all methods, the calculated excitation energies of
the 1'A, state (Table 5) are in good agreement with
the experimentally observed energies of 3.79 [60] and
3.94 eV [61], respectively, for the energy-loss maximum
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Figure 5. Correlation plots of excitation energies for all polyatomic molecules calculated with DFT/MRCI-R, MR-MP2(HF) and MR-MP2(BH-

LYP) methods vs. excitation energies calculated with DFT/MRCI.
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(vapour) of the 1' A, state. Equally good correspondence
(Table 6) with the experimentally measured value of
3.50 eV [60,61] is found for the first triplet state, 13A,. The
excitation energy of the 1°A; (w7*) state is somewhat
underestimated by the DFT/MRCI methods, whereas the
results for the MR-MP2(HF) and MR-MP2(BH-LYP) are
abithigher than the energy-loss maximum at 5.82 eV [60]
or 5.86 ¢V [61]. All methods find the Rydberg n —
3sc and n — 3pc excitations in good agreement with
experimental data [62]. The DFT/MRCI and MR-MP2
approaches predict similar energies for the valence 4'A,
(r*) state (5' A} in DFT/MRCI-R) which is experimen-
tally not observed, but suspected to lie in the Rydberg
region between 7 and 12 eV [60,61]. Nevertheless, there
is one peculiarity with regard to the wave function of
that state that gives rise to two outliers when correlat-
ing the SOMEs of the DFT/MRCI and DFT/MRCI-R
methods. We recognise a pronounced weight of a dou-
bly excited closed-shell configuration (n* — 7*?2) in the
DFT/MRCI-R wave function which is not seen among
the leading configurations of the DFT/MRCI and MR-
MP2 wave functions (Tables S11 and S12 of the SM). The
state with leading (n*> — 7*2) term shows up at 9.2 eV
in DFT/MRCI-R, whereas DFT/MRCI and both MR-
MP2 variants places it at markedly higher excitation ener-
gies. The CASSCF/CASPT?2 results for the smaller (8,9)
active space support the order found by the DFT/MRCI
and MR-MP2 methods. The (n*> — 7*2) double excita-
tion exhibits only a small coefficient in the CASSCEF (8,9)
wavefunction, and an optically very bright w7 state is
obtained with an excitation energy of 9.33 eV after PT2
correction. The state with leading (n> — 7*?) configu-
ration is found at 10.29 eV in these calculations. Liter-
ature values of the vertical 4'A; (w7*) excitation ener-
gies range between 9.47 eV for EOM-CCSD [35] over
9.77 eV for CASPT?2 [37] and 9.80 for MR-CISD+Q [34]
to 10.15 eV for MR-CISD [34]. For the doubly excited n?
— 7% 2 state, MR-CISD(+Q) results are available for com-
parison [34] that place this state at 10.63 eV (10.54 eV).
All these data point toward a problem of the redesigned
DFT/MRCI-R in properly describing this closed-shell
double excitation of type (n*> — 7*2). The mixture of
these high-lying singly and doubly excited configurations
is also an issue in the CASSCF/CASPT?2 calculations. In
the larger active space (8,11) that was primarily cho-
sen to improve the description of the (6 — 7*) exci-
tations, strong configuration interaction of the A; sym-
metric (1 — 7*), (n* - 7*?2), and (7 — 3p,) excita-
tions takes place leading to a substantially higher excita-
tion energies for these states than the CASPT2(8,9) treat-
ment (see Tables S10 and S12 in the SM).
Thioformaldehyde. Substitution of oxygen in
formaldehyde by sulphur to obtain thioformaldehyde
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additionally lowers the energy of the zero-open shell
doubly excited 'A; state (n}, — m;2). The effect is very
pronounced in the case of the DFT/MRCI-R Hamilto-
nian which brings this state below the 'A; (71 — 7})
state and quite close to it (Table 5). The energetic prox-
imity results in strong wave function mixing so that the
LA, state with leading (54%) (7y—; — ;) term exhibits
major contributions (22%) from the (n?; — 7;%) double
excitation. In addition, contributions from the nearby
(ny — 4p) excitation are found in the wave function
(Table S19 in the SM). In contrast, the admixture is quite
small for the standard DFT/MRCI with minor configura-
tions contributing by only 2% (Table S18 in the SM). All
methods slightly overestimate the vertical energy of the
bright (7y_; — 7}") state of thioformaldehyde. With a
value of 6.30 eV, MR-MP2(HF) is closest to the CASPT?2
(8,11) value of 6.29 eV and the experimentally measured
peak maximum which is located at 6.2 eV [63]. No exper-
imental reference data are available for the doubly excited
'A; state with leading (n?, — 7;2) term. The original
DFT/MRCI parameterisation places this state about
0.7 eV above the CASPT2 value, whereas DFT/MRCI-
R places it about 1 eV below the CASPT2 reference.
The MR-MP2 methods yield energies in good agree-
ment with CASPT2. Notice, however, that the CASSCF
wave function shows configuration mixings very sim-
ilar to the DFT/MRCI-R Hamiltonian (Table S19 in
the SM).

We find also a pronounced difference for the excita-
tion energy of another pair of dark states which are dou-
bly excited with respect to the electronic ground state.
The (7}, _,nl7}?) occupation gives rise to a singlet and a
triplet state of A, spatial symmetry, 3'A, and 4°A,. The
energy of the 3' A, state (7.19 eV) is markedly lower for
the standard DFT/MRCI method than for all other meth-
ods employed (see Table 5). Since it is also substantially
lower than the energy of the corresponding 4> A, state, we
consider this to be a problem of the original DFT/MRCI
parameterisation. The energy shift of that configuration
has almost no consequence with regard to the SOMEs,
however, as there is no close-lying state of equal symme-
try with which the wave function could mix.

o-Benzyne. The 2'A; state of o-benzyne is domi-
nated by a configuration with four open shells which
arises from an excitation of the in-plane | orbital and
the highest occupied out-of-plane orbital to the corre-
sponding antibonding 7 and 7/, orbitals. In the stan-
dard DFT/MRCI calculations, it is located at 4.24 eV. A
hint that there might be something wrong comes from
the fact that the lowest triplet state with the same leading
configuration appears at 5.69 eV. The other methods place
this doubly excited 'A; state more than 2 eV higher in
energy (Table 5) while the corresponding triplet is shifted
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upwards by about 0.7 eV (Table 6). In all cases except for
DFT/MRC]J, it is located well below the respective sin-
glet state. The reason for the problems of the standard
DFT/MRCI method in describing doubly excited states
with four open shells properly has been traced back to
the parameterisation of the effective Hamiltonian [16].
In particular, the parameter that scales the exchange con-
tributions to the diagonal elements depends strongly on
the excitation class, the number of open shells, and the
multiplicity [1]. Also for the second low-lying singlet
state with four open shells, 2'B; (77| 75, 77 /), good
agreement among the DFT/MRCI-R (7.25 eV) and the
MR-MP2 methods (both 7.22 eV) is observed, whereas
the standard DFT/MRCI value is substantially smaller
(5.74 eV).

Nitrobenzene. The questionable description of dou-
bly excited singlet and triplet states with four open shells
by the DFT/MRCI method as manifested, for example,
in large negative singlet—triplet energy splittings, actually
was the reason why we started looking for an alterna-
tive method to compute SOMEs of nitrobenzene. Double
excitations with four open shells play an important role
even in low-lying excited states of this molecule. The stan-
dard DFT/MRCI parameterisation associates with them
too low energies, and as a consequence, too high con-
tributions in the state vector [17]. Our calculated sin-
glet excitation energies of nitrobenzene can be com-
pared with experimental data for an (n — n™*) tran-
sition and an optically bright (w — 7*) transition. In
addition, high-level CASPT2 (14,11) excitation energies
are available in the literature for comparison [38]. As a
general trend, all methods employed in this work place
the singlet states at too low excitation energies. Particu-
larly problematic is the description of the B, states in the
standard DFT/MRCI, where a configuration with spatial
occupation (r},_,m}mf'nf}|) dominates the wave func-
tion of the lowest 'B; state. The electron density in the
7 -2 and 7t} MOs of nitrobenzene is mainly localised on
the NO, group, whereas 75 and 7/, | are pure benzene
MOs (see Figure S6 in the SM). In this way, nitroben-
zene exhibits a tendency towards a bi-chromophoric sys-
tem for which the redesigned DFT/MRCI-R method [16]
was developed. In the DFT/MRCI-R wave function, the
two CSFs associated with this configuration contribute
only with about 0.1% each. The MR-MP2 wave func-
tions have this configuration contributing by less than 2%.
The next DFT/MRCI vector (2!B;) has, as a dominant,
the four open-shell configurations (33%). Its excitation
energy of 4.63 eV is much lower than that of the corre-
sponding triplet state (4°B;) which is found at 5.88 eV.
For that reason, the DFT/MRCI description of the 2'B,
state is regarded as being unphysical. The MR-MP2 meth-
ods place the singlet state with leading (r},_, 7}, 7 }))

configuration at 7.19 eV (MR-MP2(HF)) and 7.00 eV
(MR-MP2(BH-LYP)). In the DFT/MRCI-R calculation,
a state of that type does not appear among the five low-
est roots of 'B; symmetry. Its energy must, therefore, be
higher than that of 5'By, i.e. >7.3 eV.

Dithiosuccinimide. DFT/MRCI-R finds a low-lying
pairof A states (1°A; at3.36 eV and 2! A, at 3.40 eV) with
aleading configuration that corresponds to a double exci-
tation from the in-plane lone-pair orbitals on sulphur, i.e.
ng—_1 in the a; irreducible representation (irrep) and ny
in the b, irrep, to 7r; and 7/, | which correspond to the
ay symmetric (77;) and b; symmetric (7r/, ) linear com-
bination of the antibonding thiocarbonyl 7* orbitals. In
addition, 7/, exhibits contributions from nitrogen p, .
The standard DFT/MRCI places these states with lead-
ing np,_ nymflnfl, term at 4.68 eV (2°A;) and 4.71 eV
(2'A}), about 1.3 eV higher in energy. Since the param-
eters of the redesigned DFT/MRCI-R Hamiltonian are
spin independent, we carried out a calculation for the
lowest quintet states, too. Not surprisingly, we find a state
with leading ny,_,n}7r;'nf}, configuration as the 1°A,
state with an excitation energy of 3.24 eV. This means,
that the 1°A;, 12A,, and 2! A, states of dithiosuccinimide,
as obtained from DFT/MRCI-R calculations, originate
from a rather loosely coupled pair of *(n — 7*) excita-
tions. While the multiplet splitting appears to be of sim-
ilar size in the DFT/MRCI Hamiltonians, the Coulomb
repulsion between the pairs is substantially larger in the
original DFT/MRCI case. MR-MP2(HF) puts the corre-
sponding triplet at 6.67 eV (4’A;) and the quintet at 6.47
(1°A;). In the singlet manifold, a state with such elec-
tronic structure is not found among the lowest six states
of A; symmetry. We, therefore, performed an additional
MR-MP2(HF) calculation where we solved for 10 roots
in A; symmetry. In that calculation, the desired singlet-
coupled wave function is found for the 5' A; state with an
energy of 6.37 eV. At present, it is not clear whether the
DFT/MRCI methods, and in particular the redesigned
DFT/MRCI-R method, have problems with a balanced
description of this particular (n, n' — 7*7"*) double exci-
tation in dithiosuccinimide or whether the true problem
lies rather in the truncation of the MR-MP2 first-order
space.

Also, the 3'A; state of the DFT/MRCI-R at 5.08 eV
stems from a double excitation, in this case with two lead-
ing closed-shell configurations, i.e. n%7; % and n?,_,7;2.
MR-MP2(BH-LYP) finds this state as 4'A; at 5.26 eV,
MR-MP2(HF) at 5.51 eV (MR-MP2(HF) with ten roots
in 'A; symmetry yields 5.26 eV), whereas it is the fifth
root of 'A; symmetry in the DFT/MRCI calculation with
an energy of 6.07 eV. This finding is consistent with the
observations made for n* — 7*% double excitations in
formaldehyde and thioformaldehyde. The second pair of
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A, states, 2°A, and 2'A,, should be uncritical as their
wave functions are primarily made up from single exci-
tations with nj7r}'!, as the leading term. Their ener-
gies agree well among the DFT/MRCI and DFT/MRCI-R
methods (Table 5 and 6). In this case, the MR-MP2 meth-
ods add stronger contributions from doubly excited con-
figurations involving the wy_, orbital (the b; symmet-
ric combination of the bonding thiocarbonyl 7 orbitals)
and one of the n orbitals. This brings their energy fur-
ther down. While the MR-MP2 (HF) energies are in rea-
sonable agreement with the DFT/MRCI results, MR-MP2
(BH-LYP) places these states at much lower energies. A
similar observation is made for the second pair of B,
states, 2°B; and 2!B; (see Tables S52 and S53 of the SM)
which has a similar composition as the just described
23A, and 2! A, states. In B, symmetry, we observe a triplet
state, 2°B, in DFT/MRCI and 3°B, in MR-MP2, with a
very large spread of excitation energies, ranging from 3.87
eV in DFT/MRCI-R over 4.60 eV in DFT/MRCI, 5.29 eV
in MR-MP2 (BH-LYP) to 5.70 eV in MR-MP2(HF). Its
leading configuration is a double excitation n}, n}m;?
with two open shells, but again two n electrons are trans-
ferred to 7 shells.

Nitromethane. We performed CASSCF/CASPT2
calculations with various active spaces for this com-
pound in the augmented basis. Unfortunately, we were
not able to find an active space yielding a balanced
description of the 7 — n* and Rydberg transitions.
Attempts to use a large active spaces, for example (12,11),
were unsuccessful because the state-averaged CASPT2
calculations did not converge. The results presented here
are for the (8,7) active space which comprise 2 7 and 2
n orbitals, 1 7* and 1 0* MO as well as a 3s orbital. The
fact that the n — 3s excitations are stabilised so strongly
by the CASPT2 corrections is caused by a mixture of
3s and o* character in the active orbitals. All methods,
in particularly the MR-MP2 methods, predict too low
energies for the first two singlet states of nitromethane
(Table 5). The DFT/MRCI-R and CASPT2 excitation
energies of these states are practically identical. Both
states are of n* character and A” symmetry, with the
electron energy-loss maximum of 1'A” being measured
at 4.25 eV in the gas phase and the absorption maximum
of 2'A” at 4.50 eV in the gas phase [64]. When Rydberg
functions are not included in the basis set (Table S42 in
the SM), the excitation energy of the first w7r* singlet
state (2'A’) is overestimated, again in larger measure
by the MR-MP2 method. Augmentation of the basis
by diffuse functions brings the excitation energy of
this state down for all methods and in good agreement
with the expeirmental value of 6.25 eV [64] obtained
as the maximum of absorption in the gas phase. In the
triplet manifold, we observe one state that attracts our
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special attention. The leading term of the 23A’ state
is a double excitation with two open shells: from each
of the in-plane n and »’ orbitals of the nitro group,
one electron is excited to the lowest lying w* MO. The
results of the MR-MP2 calculations agree well with the
CASPT?2 excitation energy, whereas DFT/MRCI and in
particular DFT/MRCI-R places this double excitation at
significantly lower energies.

Furan and thiophene. CASSCF/CASPT2 calcula-
tions of furan distributed six active electrons in nine
active orbitals comprising five valence MOs (3 7, 2 7*)
and the 3s and 3p orbitals. For thiophene, one o* orbital
was added to the active space. Very good consensus is
achieved among the theoretical methods for furan and
the agreement with the available experimental data is
good. We, therefore, refrain from discussing this com-
pound further. In thiophene, similar conclusions can be
drawn with regard to the “*(r — 7*) excited states
which are found in the A; and B, irreducible repre-
sentations for our choice of coordinate system. There is
one exception though. MR-MP2(HF) yields an excita-
tion energy of 6.14 eV in the augmented basis while a
value of 5.75 eV was obtained in the valence basis. In
contrast, DFT/MRCI, DFT/MRCI-R, and MR-MP2(BH-
LYP) excitation energies are lowered by about 0.15 eV
upon adding diffuse functions to the basis set which
brings them into excellent agreement with the experi-
mental value of 5.61 eV determined by electron energy-
loss spectroscopy [65]. The wave functions show some
mixing with (7 — 4p,) excitations, with the diffuseness
increasing from DFT/MRCI over MR-MP2(BH-LYP) to
MR-MP2(HF). Although barely visible from the wave
function composition (Table S30 in the SM), the MR-
MP2(HF) state must be considered significantly more
Rydberg-like than the wave functions obtained by the
other methods. To understand the trends observed for the
SOME:s (see below), it is important to notice also that the
1'B,, 1°B,, 1'A,, and 23A, states are mixtures of (w —
0*) and (wr — 4p,) excitations, with the DFT/MRCI
and DFT/MRCI-R wave functions being more valence-
like than their MR-MP2(HF), MR-MP2(BHLYP), and
CASSCF counterparts. Furthermore, we note that the
wave function composition of the 3'A; differs dramati-
cally between the DFT/MRCI and MR-MP2 methods in
the augmented basis sets (Tables S30 and S31 in the SM),
although the energy is nearly the same for all methods
and in good agreement with the experimental value.

Quinoxaline and quinazoline. For these two naph-
thalene analogues, we observe a general trend that the
MR-MP2(HF) singlet excitation energies are markedly
lower than their DFT/MRCI counterparts (Table 5). The
difference is even more pronounced for MR-MP2(BH-
LYP). There is one exception from this trend, namely for
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the 1'B, state of quinoxaline and the 3! A’ state of quina-
zoline. Both transitions are dominated by (ry — 7}")
excitations, thus representing L, states. In quinoxaline,
the L, state which is characterised by a nearly equal mix-
ture of (7y_; — 7f) and (ry — 7} ) excitations can
be identified unambiguously with the 2' A; state, whereas
the assignment to the 3' A’ state of quinazoline is not so
clear-cut because of the lower symmetry of that com-
pound. The reasons underlying these differences are not
obvious. One might guess that the first-order interact-
ing spaces in the MR-MP2 calculations were too small
and that the PT2 corrections overshooted. In a previous
work, DFT/MRCI has been shown to perform very well
for the L, and L, states of polyacenes [66]. We, there-
fore, consider the DFT/MRCI energies trustworthy. As
the energy shifts do not lead to substantial variations of
the wave function composition, they do not have conse-
quences with regard to the SOMEs.

Dithiin.  All MR-MP2 excitation energies of dithiin
are lower compared to the experimentally observed
absorption maxima in dichloromethane. The measured
transitions are at 2.74 eV (7 7*, 1'B), 4.44 eV (w7 *, 21 A)
and 5.00 eV (7 *, 2'B) [67], while MR-MP2 places them
at2.38 eV and 2.33 eV (1'B), 4.17 eV and 4.01 eV (2'A),
4.26 eV and 4.14 eV (2'B) on the basis of HF and KS
MOs, respectively. The DFT/MRCI and DFT/MRCI-R
values are closer to the experimental ones (Table 5). As a
general trend, all DFT/MRCI excitation energies of this
compound are higher than the MR-MP2 ones and the
maximal negative deviations are 0.53 and 0.76 eV for
the MR-MP2(HF) and MR-MP2(BH-LYP), respectively.
With respect to the forthcoming analysis of the SOMEs,
it is important to note that the energetic separation of the
second and third *B; states that are dominated by linear
combinations of (r — 7*) and (w — o*) excitations is
much smaller in the MR-MP2 calculations compared to
the DFT/MRCI methods. The same is true for the sec-
ond and third *A; states. Remarkably, DFT/MRCI and
DFT/MRCI-R yield very similar excitation energies for
the doubly excited 3'A; state. The leading term in the
wave function of this state originates from the closed-
shell (4 — 7;%) excitation.

Bithiophene. The electronic structure of s-trans
bithiophene has already been treated in our laboratory
using the DFT/MRCI method [68]. Since the same basis
and geometry have been used, the vertical excitation
energies of Sy, Sy, Ty, T2, T3 and T, differ only marginally
to the ones presented here due to a different choice of
reference space. In the present study, higher lying states
are added among which the 7o* ones (3°B and 3°A)
are especially interesting, because of their strong SO
interaction with the lower wm* states. The S; and T,
energies of 3.86 and 2.32 eV, respectively, determined by

Siegert et al. [68] in anion photodetachment studies in a
jet stream, are 0-0 energies which are close to the adia-
batic DFT/MRCI energies as shown by these authors. The
computed vertical DFT/MRCI energy of 1'B is in better
agreement with the experimentally measured absorp-
tion maxima in apolar solvents (4.09 eV in dioxane,
4.11 eV in methylcyclohexane) [69]. There is a second,
less intensive peak at 5.02 eV in the absorption spectrum
in dioxane which can be assigned to the 2'B state of
bithiophene with corresponding DFT/MRCI energy
of 4.95 eV. In order to include both linear combinations
of the lone-pair n(S) orbitals, the 12-12-2 space was
used in the first iteration. This is of importance only for
the MR-MP2 method, since the DFT/MRCI results are
not significantly different compared to the calculation
with the initial 10-10-2 RAS. The MR-MP2 energies of
S: are slightly lower than the DFT/MRCI values but all
agree well with the experimental 1!B absorption energy
(Table 5). In contrast, the 2'B MR-MP2 energies are
significantly lower than the experimentally determined
and the DFT/MRCI energies, especially when BH-LYP
orbitals are employed. It appears that the first-order inter-
acting space is too small in this case and that the PT2
corrections of the discarded configurations overshoot.
Lowering the selection threshold for the inclusion of
configurations in the first-order perturbed wave function
to 5 x 1077 Ej, increases the MR-MP2(BH-LYP) energy
of 2'B to 4.29 eV. A further decrease of the threshold to
test whether the results are converged was technically not
feasible.

Methionine. To the best of our knowledge, there are
no experimental data of excitation energies of methion-
ine which could be used for comparison with our vertical
energies. DFT/MRCI-R energies are consistently higher
than the DFT/MRCI ones by about 0.2-0.3 eV. The strik-
ing result for methionine is the huge variation of the
MR-MP2 energies regarding the employed type of MOs.
MR-MP2(HF) energies are much higher than MR-
MP2(BH-LYP), with the difference reaching 1 eV for the
3%A state. On the other hand, MR-MP2(BH-LYP) exci-
tation energies are very close to the DFT/MRCI values.
Examination of the HF and BH-LYP MOs confirms that
virtual orbitals obtained by HF and DFT procedure dif-
fer by such an extent that it is difficult to make a corre-
spondence between them. This, of course, also leads to
a quite different MR-MP2(HF) and MR-MP2(BH-LYP)
state vectors (see Table S55, SM).

Isoalloxazine. Isoalloxazine is the photosensitive
core of the flavin family of chromophores. They play
an important role in blue-light sensing proteins. It is a
heteroaromatic compound with four of its six het-
eroatoms carrying lone-pair orbitals. The photophysics
of this chromophore is determined by the coupling
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between optically dark nw* and bright w* states and
their subtle interactions with the environment. The only
available experimental data for comparison are absorp-
tion spectra of flavin derivatives in solution. 8-Methyl
isoalloxazine in ethanol absorbs with peak maxima at
2.85 eV (2'A/, wx*) and 3.76 eV ( 3'A/, nxr*) [70].
Theoretical studies on flavins in various solvent environ-
ments point out the small solvatochromicity of the first
band (stabilisation with regard to vacuum by 0.06 eV
in methanol) and a more pronounced red shift of the
second maximum with increasing solvent polarity (sta-
bilisation by 0.21 eV) [12]. Thus, the DFT/MRCI and
DFT/MRCI-R vertical excitation energies of the first two
™ states (Table 5) are considered to be in good agree-
ment with experimental evidences. No experimental
data are available for the ns* states. For these states, we
notice that the DFT/MRCI-R energies are systematically
higher by approximately 0.1 eV. This finding is in line
with the general trend for the DFT/MRCI-R energies of
nm* states observed by Lyskov et al. [16]

Isoalloxazine is a challenging molecule for MR-MP2.
The method, as implemented in the MRCI program, is
at its limits here, since the code is not parallelised and
allows only for a maximum number of 1000 reference
configurations. The latter restriction is severe, because of
the large number of active orbitals in isoalloxazine. The
computed MR-MP2 excitation energies of isoalloxazine
are strongly dependent on the selection threshold, the
choice of reference space, and the employed orbital basis,
with MR-MP2(HF) being more consistent with the exper-
imental findings. Setting the selection threshold (Esel) for
the inclusion of configurations in the first-order space
to the standard value of 10~ E, leads to energy contribu-
tions from the discarded configurations of up to 45% of
the total correlation energy in the case of isoalloxazine,
while this contribution is lower than 20% for the other
molecules (with exception of methionine). Unfortunately,
a lowering of the Esel parameter is technically not feasi-
ble for the triplet multiplicity because of the large number
of CSFs already needed for Esel = 1077 Ej,. In the sin-
glet manifold, the expansion length of the first-order per-
turbed wave function increases from 122,474,081 CSFs
for 1077 Ej, to 348,025,394 CSFs for 10~° Ej,. Test calcu-
lations for the singlet states with Esel = 1072 Ej, revealed
that the excitation energies of the n* states are lowered
by up to 0.5 eV in comparison with the standard MR-MP2
calculations.

3.3.2. Spin-orbit coupling matrix elements

Since there are no experimental data which could be
used to judge the quality of our SOMEs for polyatomic
molecules, we adopted here the following approach. The
matrix elements of the redesigned DFT/MRCI-R and
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this particular implementation of the MR-MP2 method
are presented here for the first time. The standard
DFT/MRCI has been successfully used in a number of
studies on photophysical and photochemical processes
such as intersystem crossing and phosphorescence that
depend indirectly on the spin-orbit coupling between the
involved states. Absolute values of the calculated SOMEs
of all polyatomic molecules are compiled in Table 8. In
addition, SOME:s calculated for CASSCF wave functions
of formaldehyde, thioformaldehyde, furan, thiophene,
and nitromethane in the augmented basis, as well as lit-
erature data on formaldehyde [59], have been used for
comparison. The phase factors of the SOMEs have been
omitted because they depend on the arbitrary phases of
the underlying wave functions and MOs. They are rel-
evant only when second-order spin-dependent proper-
ties such as phosphorescence probabilities are to be deter-
mined [13,57].

General trends. In order to examine whether the
DFT/MRCI-R and the first-order MR-MP2 wave func-
tions provide a reasonable description of the spin-orbit
interaction, we have correlated the SOMEs obtained with
these methods to the ones calculated with DFT/MRCL
The plots showing this correlation for all SOMEs of poly-
atomic molecules are presented in Figure 6. Correlation
plots for the individual molecules as well as the wave
function compositions of the involved states are pro-
vided in the SM together with statistical data for each
molecule individually and for the complete set of selected
SOMEs, 278 in total. Absolute values have been employed
when computing the maximum positive and negative
deviations of the SOMEs. Normalised RMSD (NRMSD),
expressed as percentage, are given as the RMSD nor-
malised by the range, i.e. the maximum value minus the
minimum absolute value of the evaluated data.

Excellent agreement is observed between the SOMEs
computed with the DFT/MRCI and DFT/MRCI-R wave
functions, respectively, with two pairs of outliers that
spoil the otherwise good correlation (Figure S1 of the
SM). The outliers are associated with high-lying states of
formaldehyde and thioformaldehyde, respectively. Their
origin will be discussed in more detail below. The SOMEs
obtained for the first-order MR-MP2 wave functions
show larger scattering that is even increased when Ryd-
berg functions are added to the AO basis. At first sight,
there is not much difference to be found whether HF (Fig-
ure S2 of the SM) or KS orbitals (Figure S3 of the SM)
have been employed. In these cases, the largest outliers
are found for dithiin, bithiophene, and isoalloxazine.

Special cases. Formaldehyde. SOMEs have been cal-
culated for the CASSCF(8,9) and CASSCF (8,11) wave
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Table 8. Spin-orbit matrix elements (cm™).

Molecule (AO basis) SOME DFT/MRCI DFT/MRCI-R MRMP2 (HF) MRMP2 (BH-LYP) CASSCF

o-benzyne (BA, g0, ITA) 19 19 15 17

(valence) (B M, |T'A,) 43 43 41 44
(2B, Hso, ITA) 7.2 7.2 6.9 6.9
(BB, [Hgo 1A, 35 36 32 33
(PA,[Hso, 11'B,) 02 0.1 0.1 0.1
(BAHeo [1B,) 67 6.5 7.8 75
(PA|Hso,12'8,) 31 3.0 3.0 29
(BB, g0, I1B,) 28 26 24 26
(2B, Mo, IPA) 02 0.0 02 02
(BB, g0, I1PA,) 44 44 42 44
(PB,|Hso,11B,) 25 24 23 23

Formaldehyde (BA, o, ITA) 62.0 60.2 65.0 65.0 69.2

(augmented) (BA, g0, 14'A,) 321 572 29.0 23.8 21.8
(BA,Hgo,15'A) 55.0 315 54.1 56.5 316
(1B, msoy 1A, 431 20 453 454 465
(1B, msoy [41A,) 187 167 17.8 17.9 17.5
(PA g0, 11A,) 528 524 56.9 57.0 57.
(BB Hgo, [1'A,) 36.2 36.2 376 375 38.8
(PA, ‘7'250)/“131> 30.2 30.6 317 325 33.0
(BA o [1B,) 357 357 36.8 36.8 374
(BB, |Ho, ITA) 6.4 63 55 58 6.6
(PB,[Hop, [4'A) 11 13 1.0 0.9 3.0
(1332|7250y|11A2> 52 5.0 44 48 57
(PB,|Hs0, 118, 13 12 19 29 27
(BA|Hoo, 11'8,) 02 0.2 03 0.4 07
(PA, o, ITPA,) 50.6 512 53.8 542 545
(P8, [PA) 288 296 307 316 320
(BB Hop | PA) 359 36.0 371 372 38.6

Thioformaldehyde (PAHso,ITA,) 180.1 177.8 163.3 1683 1807

(augmented) (BA, o, 12'A) 100.1 166.1 n7 56.4 6.0
(PA, o, 15'A) 156.4 55.9 1235 145.2 1719
(1B, msoy 1A, 40.0 372 287 287 269
(PBy|Hg0, 12'A)) 8.4 62 6.5 37 52
(PBy|Hq, I5'A,) 3.0 39 27 25 46
(1B, | Hep, ITA) 105.3 104.9 97.8 1013 102.9
(1B, | Hep,12'A) 752 559 66.6 467 66.9
(B, |Hep,I5'A,) 59 439 133 14.6 54.0
(BA|Hgo,ITA,) 168.1 1632 157.4 162.8 169.7
(BA|Hso,13'A,) 87.9 935 60.2 67.5 83.1
(B[ Hsp,IT'A,) 202 18.9 13.9 14.5 16.0
(1332|ﬁ50y|11A2> 105.7 106.2 96.7 102.4 107.4
(PA|Hso, ITB,) 137 133 9.7 10.0 12.0
(PA g0 1'B,) 88.1 85.9 813 79.6 782
(13A2\7-150y\1132) 104.7 104.6 94.2 95.1 104.0
(BA, g0, IPA) 1573 1584 152.8 157.2 1614
(BB, g0, IPA,) 18.4 16.9 125 126 133
(BB, Hso,IPA) 81.9 824 777 82.1 805
(BB, F5,|TPA) 106.7 106.4 971 1032 109.1

Furan (BA,[Hgo,ITA) 48 46 31 33 43

(augmented) (BA, [ Hgo,12'A) 0.4 03 0.1 0.1 0.1
(BB, [Hgo  11'A,) 16 02 0.8 07 12
(BA,Heo 1B, 13 13 03 02 04
(BAHoo, 118,) 17 17 15 15 18
(PA,|Hgo, |1B,) 01 0.1 0.1 0.1 02
(BB, g0, I1B,) 46 45 33 34 37
(BA, g0, ITPA) 03 02 03 03 02
(BB, g0, ITPA,) 16 15 06 07 11
(BB, Hso,IPA) 17 17 14 14 1.9

(Continued)
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Molecule (AO basis) SOME DFT/MRCI DFT/MRCI-R MRMP2 (HF) MRMP2 (BH-LYP) CASSCF
Thiophene (23A, g0, ITA) 103.1 113.8 93.1 98.4 997
(augmented) 2A, g0, 12'A) 439 50.1 347 383 26.8
(22A,| g0, 13'A) 16 41 201 241 26.1
(1B, msoy 1A, 0.1 03 0.1 0.0 0.1
(BB, Hep 1A 63 5.6 34 30 43
(PB,|Hso,[2'A)) 16 19 30 33 0.9
(PAHso,12'A)) N4 403 258 28.8 276
(PA, \7—{50 y 1'8,) 0.5 0.4 0.1 0.2 0.0
(224, |, |18, 14.0 16.0 126 7.9 0.9
(P8, |0, 11'B,) 532 521 265 257 30.9
(2A, | Hso,IPA) 32 37.8 253 277 277
(23A2|HSOZ|23A1) 9.1 95 15.8 14.9 18.1
(*B \7—250 [BA) 02 02 0.1 0.1 02
(B |HSOX|2 A,) 10 19 22 22 11
(BB, Heo,ITB,) 56.3 57.2 35.0 389 374
Quinoxaline (PA I"HSOZH A M1 397 1.5 40.5
(valence) (PA |"HSOZ|2 A M 4.1 43 3.0 3.0
(B |Hsoy|1 A) 0.8 0.9 10 07
(PA[Fso,|TAy) 28 37 30 31
(PA |HSOZ|2 A ) 6.1 4.6 55 65
(PBy| g0, 1'A,) 11 10 12 12
(BA \ﬁsoy\ﬂB) 16 15 16 17
(1B |HSOZH B,) 142 132 1.9 134
(P8 Fs0,I18,) 57 57 57 53
(PA |HSOZ|1 A) 28 27 31 31
(B \Hsoyn A,) 09 0.9 10 11
(BB, Hso,11B,) 127 123 .0 121
Quinazoline (PA[Fgq, ITA) 0.0 0.0 0.0 0.0
(valence) (BA"[Hgo, ITA") 93 8.9 9.0 9.0
<13A”|HSO 1A 7.0 6.9 6.0 6.4
(BA|Ho, [TA") 36 34 28 30
(BA [Hlgo  |12'A7) 15 13 07 1.1
(BA [Hgo, ITA") 35 34 28 32
(PA|Hgo, [2'A7) 41 36 3.0 34
(BA" o, 13'A") ne .38 133 128
<13A”|7-l J3'A) 26 2.8 24 22
<23A”|7-[SOX|11A’) 1.8 1.4 13 1.9
(13A”|7€t50 1347 15 14 14 12
<23A”|7ftS [1A") 17.0 15.9 173 179
(PA m (J3'AY) 14 15 0.8 0.9
(PA' A, |31A”> 6.1 5.9 4. 43
<13A”|7QSO 12'A") 35 31 41 43
(13A’/\7:LSOX|1 A') 33 33 27 32
(PA"|Hgo, |PA) 33 32 25 30
(2BA"Heg \13A“) 5.8 55 7.1 76
Pyranthione (13A I"HSOZH A 151.4 148.5 134.1 143.4
(valence) (PA |"HSOZ|2 A M 16.4 n4.1 104.2 106.3
(PA |71¢SOZ|1 Ay) 166.7 165.7 153.6 1613
(PB,[Hso, T A 5) 14 0.9 14 13
(PA,[Hso,IT8,) 02 01 03 02
(B, M0, 1'8)) 1619 166.2 155.6 1619
(FA \"H,SOYH B,) 07 0.6 13 11
(Ao, |PA) 160.8 163.1 151.8 158.9
(PA |HSOZ|2 A ) 37.4 345 425 433
(P8 T, IPA) 0.0 01 0.0 0.0

(Continued)
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Table 8. (Continued)

Molecule (AO basis) SOME DFT/MRCI DFT/MRCI-R MRMP2 (HF) MRMP2 (BH-LYP) CASSCF
Dithiin (PAH o, I1A) 123.0 1238 65.6 71.8
(valence) (PAH o, 12'A) 10.6 10.0 16.5 175
(23 AHgo,I1A) 1123 106.4 139.6 1512
(23 AHgo,12'A) 155 14.9 57 58
(PB|Hoq, [1A) 9.9 9.8 5.0 6.3
(BB, 12'A) 36.4 36.7 276 29.0
(BB Hg0,13'A) 165 154 7 185
(22B[Hgo, [1A) 97 9.6 77 7.2
(2B|Hop,12'A) 9.6 8.5 19.6 19.1
(2B|Hqp,I3'A) 3.8 32 125 1.9
(33BHop, [1A) 0.7 0.4 34 6.1
(3*B|Hqp,/12'A) 8.5 8.0 15.9 18.1
(3°B|Hqp,/3'A) 24 31 6.4 6.4
(13B|7:l50y|11A) 329 325 211 25
<13B|7250y|21A> 1.6 0.8 23 11
<13B|7Q50y|3‘A> 30.8 316 231 25.0
(2°BHgo, 1'A) 4.8 40.9 40.8 4338
(23B|7%50y|21A) 13.4 13.9 77 8.8
(22B[Tls,13'A) 7.6 57 1.0 34
(3BT, 11'A) 52 41 197 24
<33B|ﬁsoy|21A> 28.0 273 29.8 313
(33B|7:lsoy|31A) 53 42 N4 n8
(PAH0,11'B) 29.8 307 14.4 173
(PAH 0, 12'B) 9.8 93 6.6 8.0
(2BAHs0,11B) 36.7 349 379 389
(BAlHs0,12'B) 26 36 21 40
(PAIHgo, 1'B) 18 15 18 13
(PAIHs0,12'B) 144 15. 75 86
(23A\7250y\113> 14.2 16.9 9.4 58
(22AlFl50,12'B) 7.1 54 141 19.0
(PB|Hso,11'B) 3.9 22 13.9 15.9
(PB|Hq0,12'B) 77.9 77.8 57.6 619
(2B, 11'B) 795 813 63.6 683
(2°B|Hs0,12'B) 50.8 471 627 72.9
(3°B|Hs,11'B) 183 14.9 489 55.8
(33B|7?SOZ|21B) 8.9 8.0 25.0 30.5
(23A1Hs0,|PA) 234 233 177 209
(PBIHs0,IPA) 272 282 132 15.6
(BB Hq,|12°A) 16.6 13.9 21.0 24.6
(23B[0, PA) 26 22 41 54
(23B[0, 12°A) 37 15 136 74
(33B|Hsp, I PA) 34 28 54 6.6
(3BHs0,12°A) 0.9 24 126 16.6
(PBHq, IPA) 08 07 20 23
(1 Bmsoyu A) 214 234 85 54
<23B|7-250y|1 A) 13.0 13.8 47 52
2 B\?—lsoyp A) 19.9 19.6 20.0 17.6
<33B\7%50y|1 A) 125 124 85 111
(3°BlHg0,12°A) 5.0 17 183 232
(2°B|Hyy,I1°B) 95 12.0 7.0 7.0
(3°B|Hgp,I1°B) 109.2 109.0 104.7 114.9
(3°B|#y,12°B) 137 8.8 56.4 60.4
Bithiophene (PAIH o, ITA) 0.1 0.1 03 06
(valence) (22AlH g, ITA) 18 18 06 13
(PB|Hgo [1A) 10 11 1.0 11
(PB|H o 12'A) 19 2.0 06 02
(23B|H o 1A) 21 23 0.4 15
(3°B|Hgo, [1'A) 14.7 13.8 6.9 8.5

(Continued)
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Molecule (AO basis) SOME DFT/MRCI DFT/MRCI-R MRMP2 (HF) MRMP2 (BH-LYP) CASSCF
(#3B[Hg0, I1'A) 7.2 51 211 17.1
(PBHgo, 1'A) 1.0 13 07 06
(13B|7250y|21A> 37 42 1.9 42
(2°BHs0, 1'A) 44 52 22 4.0
(3*B g0, 1'A) 26.0 24.0 123 14.6
(43B|?fzsoy|ﬂA) 15.6 11.0 313 283
(PAH, ITB) 24 23 1.0 20
(13A|73550X\2‘B) 22 24 31 40
(13A\HSOYH‘B) 1.9 11.6 74 9.4
(A5, 12'B) 52 55 6.4 6.4
(2P AHgq,IPA) 05 07 0.1 02
(PBIHgp  [2%A) 2.0 2.0 20 19
(PBIHgy  |3%A) 216 219 10.2 13.9
(PBIHgq, 14°A) 22 07 n7 125
(PB[Flsq, 12°A) 84 83 7.0 7.2
<13B\7-lsoy|33A) 387 39.6 15.8 23.0
(1 B\ﬁsoy\43A) 10.8 7.5 215 219
Nitromethane (BA g0, ITA) 03 03 0.0 0.0 02
(augmented) (BA" | Hgo, ITA") 339 328 36.5 37.6 347
(BA" Ao, 12'A") 17.2 16.1 16.7 17.2 17.1
(13A”|7:[SOY|11A/) 16.3 16.4 17.0 15.0 16.3
(13A”|7:tsoy|21A/) 303 287 293 29.9 311
(BA | Hgo, [TA") 37 35 242 240 289
(BA|Hgo,I2'A") 95 9.6 72 73 173
(PA g, I1A") 409 407 40.8 403 487
<13A’\7%50y\21A”) 6.8 6.6 77 7.6 121
(BA" g, 12'A7) 325 31.8 355 36.1 19.8
(BA"|H, [PA) 27 232 23.6 24.0 28.8
(13A”\7fzsoyn3A’> 39.0 40.1 402 40.0 486
(BA" [ Heg,IPA") 334 320 35.9 36.3 20.4
Nitrobenzene (PAHso,I1'A,) 518 51.0 53.0 529
(valence) (PA,[Hso,12'A) 147 127 97 97
(1B, |71{50y 1A, 0.2 0.2 0.0 0.0
(PB,|Hsoy1'A) 538 533 553 55.6
(PB,|Hso,[2'A)) 129 12,0 83 95
(PA o, IT'A,) 9.9 n7 10.1 9.8
(PB,[Hso,IT'A,) 407 463 46.4 46.0
(13BZ|7-ESOY|11A2) 236 215 237 24.0
(PA s, I18)) 39 31 15 1.0
(PB,|Hs0,[1'B;) 15 13 0.6 05
(PAHgo,1'B,) 8.0 94 7.7 8.1
(13A2\7:[50y\1182) 238 219 24.6 23.9
(PB;[Hs0,[1'B,) 126 18.8 14.5 16.7
(PA|Hp,IPA) 121 15 9.8 10.0
(1*B, \7;150 y|13A1) 0.0 0.0 0.0 0.0
(PB)|H0,IPA) 436 456 456 465
(PB,|Hgo,[PA) 838 84 6.8 6.8
<13Bz\7'sty|1 A,) 239 223 24.4 24.1
(BB, |Hyo,ITB,) 14.4 173 154 159
Dithiosuccinimide (PA s, ITA,) 719 70.8 64.2 68.4
(valence) (1B, msoy 1A 132.6 130.5 117.9 126.0
(PBy|Hso,|T'A) 0.1 01 0.1 02
(BA|Hgo,ITA,) 54.2 53.8 532 55.7
(BB, [ g0 1'A,) 9.9 9.9 76 79
(PB,|Hsp,I1'A)) 1216 120.6 109.6 114.8
(PA,[Hg0, 11'B,) 975 95.4 97.0 1015
(BA,Heo 1B, 9.4 92 6.8 75

(Continued)
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Table 8. (Continued)

Molecule (AO basis) SOME DFT/MRCI DFT/MRCI-R MRMP2 (HF) MRMP2 (BH-LYP) CASSCF
(BA |HSOX|1 B,) 0.1 0.0 0.1 0.1
(BA \Hsoyn B ) 93.9 89.7 87.1 87.2
(BB msoyn A,) 96.5 95.0 96.6 100.5
(BB |HSOX|1 A,) 0.0 0.0 0.1 0.0
(BB, g0, ITPA,) 9.6 9.5 7.1 8.0

Methionine (BAH g0, I11A) 314 317 26.2 27.4

(valence) (BAIH0,1A) 39.6 38.9 383 37.6
(BPAHg0,12'A) 04 01 02 038
(BPAH g0, I11A) 733 713 59.8 63.8
(BPAHg0,12'A) 135 132 123 127
(#AH g, I3'A) 252 247 24.9 26.2
(13A|7%50y\11A> 85.9 84.9 70.6 74.5
(23A\9250y\11A> 142 14.0 135 14.6
2 Amsoy\m) 05 0.5 13 0.1
(33A|7%50y\1‘A> 36.8 36.4 323 329
(B AFs,2'A) 18.0 7.4 153 153
(4 AmsoyB A) 134 131 127 134
® A|HSO [T'A) 973 9.7 80.8 84.6
(23 AH g0, I1A) 14.8 143 15.6 15.6
(BAIH,,12'A) 0.9 0.8 12 0.1
(BPAHgo,I1A) 213 20.4 174 18.0
(3PAHgo,12'A) 39.5 382 347 357
(@AH o, 13'A) 23.6 236 235 24.4
(B3AHgo  [1PA) 0.9 0.6 0.9 0.6
(BPAFgo  [1PA) 141 13.8 12,6 123
(@AFgp |22A) 247 24.4 23.9 254
<23A|7Qsoy|13A> 0.2 0.2 0.1 0.4
(BAH 50, 1PA) 177 A 154 15.6
(43A|7Qsoy|23A> 132 13.0 122 132
(2PAHgq,PA) 0.4 0.5 18 06
(3P AHcq,PA) 39.5 383 355 36.4
(#AHp,123A) 235 236 23.0 242

Isoalloxazine (PA" o JTA) 8.4 72 1.4 12.0

(valence) (13A”|HS 12'A%) 6.0 6.5 2.8 3.0
(PA" o J3'A) 42 41 4.0 36
(23A”|7-l JTA) 10.4 10.7 6.7 77
(PA" o |1A) 10.8 12.0 51 59
(13A”|HSO |21 " 2.0 27 0.5 05
(13A“|Hsoy|31A’) 25 32 19 20
(BPA" e SAY) 23.0 19.8 26.4 26.1
(13A’\7-[SO |1A’) 12 10.7 25 0.9
(13A’\7-[SO [2'A7) 24 25 79 8.1
(13A’|7-[SO [1A”) 9.8 9.8 93 9.9
(BA'H s0yl2'A") 73 6.2 28 34
(BA" o, TA") 1.9 19 48 57
<13A”|;LLS Z|21A”> 31 31 03 05
(13A”\7250x|13A’> 9.8 9.8 73 75
(PA"[Hgo, [PA) 45 53 23 2.8
(BAHgo, [BA) 23 23 09 12
(A |Hgo, IPA) 10.4 9.8 89 9.6
(BA" | Hg,IPA") 41 40 59 57

functions of formaldehyde. In addition, literature val-
ues for the spin-orbit coupling in formaldehyde are
available for comparison. Formaldehyde has been
studied intensively by Langhoff and Davidson by ab

initio MRCI methods using the full Breit-Pauli spin—
orbit Hamiltonian [59]. The SO coupling is relatively
strong with SOMEs up to 70 cm™' and very similar
values for all four methods (see Table 8). The MR-MP2
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Figure 6. Correlation plots of SOMEs for all polyatomic molecules calculated with DFT/MRCI-R, MR-MP2(HF) and MR-MP2(BH-LYP) wave

functions vs. SOMEs calculated with DFT/MRCI wave functions.

expansion based on HF orbitals gives results marginally
closer to DFT/MRCI. The substantially larger statistical
deviation of the DFT/MRCI-R is essentially caused by
two outliers as will be discussed below. For several pairs
of states, Langhoff and Davidson explicitly listed com-
puted SOMEs which can serve as reference values for
comparison [59]. For example, they obtained a value of
61.96 cm~ for (13A;|Hs0,|GS) at the MRCI level which
agrees well with our values of 62.0, 60.2, 65.0 and 65.0
cm™! for the DFT/MRCI, DFT/MRCI-R, MR-MP2(HF)
and MR-MP2(BH-LYP), respectively. CASSCF gives a
slightly larger value of 69.2 cm™ for that SOME. Note
that our singlet-triplet interaction matrix elements for
the x (or y) Cartesian component of Hso are of the form
CW, Ms = 1[Hsox|'W', Mg = 0). The corresponding
integrals presented by Langhoff and Davidson have to
be divided by a factor of +/2 before they can be com-
pared to the values listed in Table 8. Such an example is
(1°B, |7:LSOY|GS) for which we obtain values of 43.1, 42.0,
45.3, and 45.4 cm™! for the DFT/MRCI, DFT/MRCI-R,
MR-MP2(HF) and MR-MP2(BH-LYP), respectively.
Dividing the value of 57.79 cm™! given by the latter
authors by +/2 yields 40.86 cm™, in fair agreement with
our results.

The only exceptions from the good agreement between
the DFT/MRCI, MR-MP2, and CASSCEF results for the
SOMEs of formaldehyde, listed in Table 8, are the matrix
elements of the 1°A, state with the high-lying 4'A; and
5'A; states. The leading configuration of the 1°A, state
originates from an (ng — 7;') (13A;) with respect to the
electronic ground state. As discussed at length in Sec-
tion 3.3.1.2, the 4!A, and 5'A; arise from mixtures of
the (g1 — 7}) and (n? — 7;%) with weights vary-
ing from method to method. A further complication
arises due to the energetic proximity of a third 'A; state
with Rydberg character which mixes with the valence
states. The (ny — ;") excitation and the just mentioned

valence-excited singlet A; configurations are coupled
through the large (nH|7:LsoZ|7rH71) and (nH|7:£502|nf)
integrals, respectively. The latter is the same integral that
dominates the matrix element between the 13 A, state and
the electronic ground state. The Rydberg configurations
contribute little to the SOMEs. Depending on the size and
phase of the wave function coefficients of the 41 A, state,
SOME:s varying between 22 cm™! (CASSCF(8,11)) and
57 cm~! (DFT/MRCI-R) are obtained (Table 8). To clar-
ify this issue further, we can compare our SOMEs with
the MRCI values presented by Langhoft and Davidson.
These authors found two ! A; valence states, the energetic
order of which depends on the chosen MO basis for the
MRCI expansion. For the matrix element of the 1*A, state
and the 'A; with leading (m — 7*) configuration, they
obtain a value of 41.32 cm™! which is a bit larger than our
SOMEs, save for the DFT/MRCI-R value. For the other
SOME involving the 1A, state and the 'A; state with
leading (n*> — 7*?) configuration, Langhoff and David-
son list a value of 53.08 cm™! which compares favourably
with the corresponding SOME of the DFT/MRCI wave
functions (55.0 cm™!). The DFT/MRCI-R wave function
yields a SOME of 31.5 cm™! in that case, in accidental
coincidence with the CASSCF (8,11) value. The varying
weight of the (m — 7*) excitation in the wave functions
of the three densely spaced electronically excited singlet
states is also reflected in the electric dipole moments for
a radiative transition to the electronic ground state (see
Table S10 of the SM). Concluding this discussion, we
believe that it makes little sense to compare the matrix ele-
ments of energetically close-lying interacting electronic
states on an individual basis. Rather, their contributions
to spin-forbidden transitions such as the phosphores-
cence of the lowest lying triplet state should be considered
as a whole.

Thioformaldehyde. Like in formaldehyde, very good
agreement among the methods is observed with respect
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to the majority of the SOMEs (see Table 8). The
above-mentioned large outliers in the DFT/MRCI vs.
DFT/MRCI-R correlation of the SOME:s all involve the
2'A; and 3'A; states in the valence AO basis which relate
to 2'A; and 5'A; in the augmented basis due to interja-
cent Rydberg states. They are coupled with the 1°A, and
1°B, states via very large MO integrals, (ny Hso- [Th_1)s
(nH|’}:[SOZ|ni*), and (O’H_2|7:[SOX|7TH71), which amount
to 273.9, -236.1, and -215.2 cm™!, respectively, for
the BH-LYP MOs in the augmented basis. Such a
strong SO interaction makes the above discussed differ-
ences in the DFT/MRCI and DFT/MRCI-R wave func-
tions become apparent. The phase factors of the nearly
equally large wave function coefficients of the (7y_; —
7}) and (n%, — ;%) excitations in the CASSCF leads
to an almost perfect cancellation of their contribu-
tions to (13A,|Hso,|2'A;), whereas they add up in
(13A2|7:[soz|51A1) (Table 8). Such a cancellation does
not happen in (1°B,[Hsox|2' A1) or (1°By[Hsox|5'Ay).
The leading term of the 1°B, wave function (op_; —
7;) connects solely to one of the major contribu-
tors to the 2'A; and 5'A; wave functions by a sin-
gle excitation, namely to (wgy—; — /). Indirectly, the
(1°By| HsoxI2 A1) and (13B;|Hsox|5 A1) SOMESs, there-
fore, reflect the weight of that configuration in the 2'A;
and 5'A; wave functions of the various methods. The
SOME:s of the 1°B; state with the ground state and the first
excited singlet state 1' A, reflect the amount of valence
character in the 1°B; wave function. This state originates
mainly from an #n — 4s Rydberg excitation. As may be
seen in Tables S18 and S19 of the SM, the coefficient of the
ng — o™ excitation which is decisive for the magnitude
of the spin-orbit interaction is larger for the DFT/MRCI
methods compared to MR-MP2 and CASSCE The size
of the (13A,|Hs0,|3'A,) SOME is controlled mainly by
the weight of the (r},_,n},7;?) configuration in the 3' A,
wave function which constitutes a (ny — ;") single exci-
tation with respect to the leading (},_,7;) term of the
13A; wave function.

Thiophene. The correspondence between the SOMEs
obtained by the two flavours of DFT/MRClT is so close that
the differences need not be discussed. Focusing instead
on the MR-MP2 approaches, we see that the matrix
elements involving m — o* excitations are systemati-
cally smaller for the MR-MP2(HF) method than for MR-
MP2(BH-LYP) (Table 8). The largest SOME is obtained
for the second triplet of A, symmetry with the ground
state. The dominant configuration in the 2° A, wave func-
tion arises from the 7y, — o}, excitation, but also
substantial contributions from mp_; to Rydberg exci-
tations are recognised in the wave function expansions
(Tables S30 and S31 of the SM). The 7 y_; MO exhibits

substantial electron density at the sulphur centre. This

is true also for the o} |, orbital. As a consequence, the

SOC integral (nH_1|?—A[goZ|cri"HO) is large, 142.8 cm™!

(BH-LYP orbitals) and 105.2 cm~! (HF orbitals), indi-
cating that the electron density distributions of the o7, |,
orbitals differ significantly between the HF and BH-LYP
one-particle basis. Most importantly, the electron den-
sity at the sulphur centre is lower in the o', |, HF orbital
compared to the corresponding BH-LYP orbital. This is
the reason for a lower value of (JTH,ll’}:lsoZIGL*HO) in
the case of HF orbitals. The MR-MP2 SOME:s agree bet-
ter with the CASSCF values in general. The DFT/MRCI
approaches tend to exhibit larger valence character in the
energetically lower lying states (1'B,, 2'A; 1°B,, 1°A;)
and more Rydberg character in the higher lying ones
(2'B,, 3'A4, 23A;) (Tables S30 and S31 of the SM), thus
explaining the shifts in the SOMEs. For example, the
decrease of (23A2|7:lsoZ|21A1) and concomitant increase
of (23A,|Hso,I3'A;) when going from DFT/MRCI to
MR-MP2 are due to different valence-Rydberg mixings in
the A; symmetric singlet states.

Pyranthione. Some of the states in pyranthione are cou-
pled by the largest SOMEs presented in this paper (see
Table 8). We should point out that a similarly strong cou-
pling of the 1°A, state with the GS (127.4 cm™! [9])
and 2'A; (126.1 cm™! [9]) is predicted when HF/MRD-
CI wave functions are employed, where MRD-CI stands
for ab initio multi-reference singles and double excita-
tion CI with individual configuration selection [71,72].
Very strong coupling could have been foreseen due to the
observable absorption of the first triplet state. The corre-
lation between the MR-MP2(BH-LYP) and DFT/MRCI
SOME:s is very good, having one of the smallest values of
NRMSD, only 3%. MR-MP2(HF) has SOMEs somewhat
shifted toward lower values, with a relatively large maxi-
mum negative deviation of 17.3 cm™!, but with still good
NRMSD of 6%.

Dithiin. With regard to the treatment of SO interac-
tion, dithiin is the most challenging molecule examined
in the present study. The DFT/MRCI and DFT/MRCI-
R SOME:s are so close that we refrain from discussing
the DFT/MRCI-R values further. In contrast, the MR-
MP2 methods show very large NRMSDs values for both
variants. Inspection of Table S2 in the SM reveals that
the maximum positive and negative deviations for the set
of all presented SOMEs both come from dithiin. Large
negative deviations arise from the coupling between
the 1°A and the ground state (Table 8). On the oppo-
site side, there is a stronger coupling of 2°A and the
ground state in the case of MR-MP2. In Section 3.3.1.2,
it was already noted that the energy separation of the
1A and 2°A states is smaller in the MR-MP2 cases
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compared to DFT/MRCI (see also Table 6). Accordingly,
the configuration mixing is more pronounced for the
MR-MP2 methods (Table S39 in the SM). Due to the
distortion from the planar symmetry, a strict character-
isation of the MOs as o, n or 7 is not possible any-
more. This mixing of orbital characters, together with the
two sulphur centres located next to each other, leads to
very large spin-orbit coupling of all orbitals with elec-
tron densities at the sulphur centres. This applies, for
example, to the 7wy_; and 5/ orbitals (see Figure S5,
SM) so that the integral (nH_1|7:LSOZ|7Tz‘) has a value
of 143.8 cm~! (BH-LYP orbitals) and 114.7 cm~! (HF
orbitals). In contrast, the 77, orbital has very little
electron density at the sulphur atoms and the integrals
involving it have very modest values. (JTHI’}:[SOZWL* a)
amounts to 25.1 cm™! for the BH-LYP orbitals and 18.5
cm™! for the HF orbitals. Likewise, (52| Hso |7}, 4)
is 34.5 cm™! for the BH-LYP orbitals and 31.5 cm™*
for the HF orbitals. Many other configurations, even
with small coeflicients, contribute to the final values of
the (13A|7:lsoZ|GS) and (23A|7:lsoZ|GS> matrix elements.
Since the correspondence between the 1°A and 2° A states
in the DFT/MRCI and MR-MP2 treatments is shadowed
by their strong mixing, the correlation of their SOMEs
leads to outliers on opposite sides (see Figures S2 and S3
of the SM), with the DFT/MRCI matrix elements larger
for the coupling of 1A and the GS and smaller in the case
of 2°A.

The maximal positive deviations in the correlation of
DFT/MRCI and MR-MP2 SOMEs of dithiin are intro-
duced by the coupling between triplet states, 2°B and 3°B
(Table 8). The state vectors are dominated by the neg-
ative and positive linear combinations arising from the
(Ty_y — 7)) and (7 — o}, ) excitations. As the two
leading configurations in 2°B and 3°B are either the same
or differ by more than one excitation, they do not interact
by the here employed effective one-electron, mean-field
SO Hamiltonian. Thus, the SO coupling is achieved by
the involvement of configurations with minor coefhi-
cients in the state vectors. The 2°B and 3°B states are
no exception from the usual trend that the dominant
configurations have smaller coeflicients in the MR-MP2
wave functions compared to DFT/MRCI. In the present
case, the substantial admixture of minor configurations
results in a stronger SO coupling of the MR-MP2 wave
functions. Especially important are excitations from the
ny,_, orbital which are more pronounced in the 3°B state
calculated by MR-MP2 (see Table S39 of the SM). The
ny_, orbital has most of its electron density located at the
two sulphur centres (see Figure S5, SM) and SO coupling
involving n;,_, is very strong. For example, the configu-
rations obtained by the (wy;_, — n{) and (ny,_, — n}")
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excitations  are  strongly  coupled via  the
(ng_4 |7:lso .| ,) integral which has values of 193.7 and
203.1 cm™! for the BH-LYP and HF orbitals, respectively.
Such large values of SOMEs between molecular orbitals
are the reason why dithiin is a challenging case for the
SO treatment, especially when comparing different the-
oretical methods, since all differences in calculated wave
functions are amplified.

Bithiophene. Bithiophene has the smallest correlation
coefficient of only 0.3280 for the MR-MP2(HF) and
0.5416 for the MR-MP2(BH-LYP), suggesting very poor
correlation between MR-MP2 and DFT/MRCI SOME:s.
Indeed, the graphs presented in Figures S2 and S3 of the
SM show the occurrence of both positive and negative
outliers. The outliers are in the region of stronger spin-
orbit interaction, suggesting the involvement of the wo*
states. Note that bithiophene, like dithiin, is not planar
but exhibits a trans gauche conformation in the electronic
ground state. The 7o * states, 3°A and 3°B, can therefore
mix with the close-lying 4° A and 4°B states and thus also
have some 7wr* character. The mixing is stronger for the
MR-MP2 triplet wave functions (compare Table S41 in
the SM) so that the pair of SOMEs (x and y components)
involving 3°B has larger values for DFT/MRCI (more
mo* character) than for MR-MP2. The 4°B has more wr*
character in the case of DFT/MRCI and thus lower matrix
elements (Table 8). A similar observation is made for 3*A
and 4°A. This rotation of characters between the close-
lying triplet states in MR-MP2 leads to correlated pairs of
positive and negative outliers compared to DFT/MRCL
Again, DFT/MRCI and DFT/MRCI-R values agree nearly
perfectly (Figure S1 of the SM).

Nitromethane. The agreement between SOMEs is quite
good among the DFT/MRCI and MR-MP2 treatments
(Table 8). We ascribe the deviations for the corresponding
CASSCF SOME:s to the insuflicient active space employed
in the augmented basis (see Section 3.3.1.2).

Nitrobenzene. Despite the substantially different wave
function compositions of the 1'B; state, good agree-
ment between the DFT/MRCI and MR-MP2 SOMEs
are found. Maximum deviations are around 5 cm™! and
NRMSDs are approximately 4%. The correlation between
DFT/MRCI and DFT/MRCI-R SOME:s is even better.
Why is that? The reason is tracked back to the small size
of the spin-orbit integrals involved in the coupling of the
1!B, state with the low-lying *A;, *A,, and B, states. At
the planar ground-state geometry, the coupling between
1'B; and 1°A; is El-Sayed forbidden because both states
represent (wr — 7*) excitations. The origin of the small
values for (13A,|#so|1!B;) and (1°B,|Hso|1'B,) is more
subtle. Their leading configurations differ by an El-Sayed
allowed single excitation from 7y to ny_3 (*Az) and ny_4
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(®B,). However, the 7y orbital has very little electron
density on the nitro group (see Figure S6 in the SM),
whereas ny_3 and ny_4 represent predominantly the neg-
ative and positive linear combinations of the oxygen lone-
pair orbitals. In addition, the ny_s MO exhibits density
along the C-N o bond. Because of its 3 dependence, the
spin-orbit operator is near-sighted and has large matrix
elements only for electronic wave functions located at the
same centre. As a consequence, the spin-orbit integrals
(7TH|7:[50|HH_3) and (JTH|7:[50 |np_4) have very small val-
ues. The photophysically relevant SOMEs of the 1°B, and
1° A, states with the electronic ground state as well as the
coupling between the first excited singlet state (1' A;) and
1°B; are free from complications due to four open-shell
configurations. Hence, in nitrobenzene, the SOMEs are
seen to be more robust with regard to the wave function
quality than the energies. This observation is confirmed
by good agreement between the DFT/MRCI and MR-
MP2 SOMEs. Maximum deviations are around 5 cm™!
and NRMSDs are 4%.

Methionine. The large variation of the MR-MP?2 ener-
gies with regard to the employed type of MOs seems to
have no effect on the SO interaction since the net coupling
between the states is almost equal for the MR-MP2(HF)
and MR-MP2(BH-LYP) wave functions (Table 8). While
the SOME:s of states connected by an (n — 7*) excita-
tion, (23A|7:[50X|11A) for example, are nearly equal for
all methods, we observe systematically lower MR-MP2
SOME:s for states that are coupled by a w — o* excitation
such as (13A|7:[soy| 1'A). Like in thiophene, DFT/MRCI
and DFT/MRCI-R wave functions of the lower lying
excited states tend to have more valence and less Ryd-
berg character than the first-order perturbed wave func-
tions of the MR-MP2 methods. Overall, the agreement
between the DFT/MRCI and MR-MP2 SOME:s is satis-
factory, especially considering the difference in energies
between DFT/MRCI and MR-MP2(HF), with NRMSD
of 7% and 5% for MR-MP2(HF) and MR-MP2(BH-LYP),
respectively.

Isoalloxazine. The agreement between the DFT/MRCI
and DFT/MRCI-R SOMEs (RMSD of 1 cm™!, NRMSD
of 5%) is satisfactory, considering the high density of
states and the medium size of the selected SOMEs (rang-
ing between 2 and 23 cm™!). In contrast, the correlation
of DFT/MRCI and MR-MP2 SOME:s is rather poor
(see graphs in Figures S2 and S3 of the SM). We could
not find any pattern in the scattering depicted in the
graphs, as is it not caused by a simple 2 x 2 rotation
of wave functions. Examination of the DFT/MRCI and
MR-MP2 state vectors (Table S57 in the SM) reveals
that the nm* states are heavy mixtures of excitations
originating from lone-pair orbitals centred on N

and O. Since the molecular orbitals located at O
contribute with larger spin-orbit integrals, the size
of the computed SOME is very sensitive with respect to
wave function composition. In an effort to improve the
results, we expanded the initial RAS space to 16-11-2 to
include all the leading orbitals in the desired states. To
this end, the number of excited states was reduced to
five per irreducible representation, but Esel still could
not be lowered. The computed excitation energies differ
by up to =0.2 eV from the results of the corresponding
calculations with an initial 10-10-2 RAS, but the changes
of the SOMEs are relatively small (compare Table 8 and
Table S58 in the SM). Thus, the bad correlation between
DFT/MRCI and MR-MP2 SOMEs is retained. After all,
it will be difficult to carry out MR-MP2 calculations
on isoalloxazine that are converged with respect to the
choice of first-order interacting space.

4. Conclusion

In this work, we have presented a thorough comparison
of electronic excitation energies and spin-orbit matrix
elements (SOMEs) of a representative set of molecules,
obtained with different electronic structure methods.
Among them are two variants of the DFT/MRCI method,
the original parameterisation by Grimme and Walet-
zke [1] and the newer parameterisation of a redesigned
DFT/MRCI-R Hamiltonian by Lyskov et al. [16]. While
SOMEs of DFT/MRCI wave functions have been success-
tully employed in many photophysical studies, SOMEs of
DFT/MRCI-R wave functions are presented here for the
first time. Furthermore, we have tested the performance
of the MR-MP2 method [33] with respect to spin-orbit
coupling. Herein, a truncated first-order perturbed wave
function is employed where the inclusion of configura-
tions in the first-order interacting space is controlled by
a selection threshold. Two variants have been employed,
MR-MP2(HF) based on Hartree-Fock orbitals and MR-
MP2(BH-LYP) based on Kohn-Sham orbitals using the
BH-LYP density functional.

For the diatomic molecules, our quantum chemical
results could be validated with respect to experimental
data. For the polyatomic molecules, this was possible only
to a limited extent. In particular, experimental data on
optically dark states are missing for comparison. For some
of the experimentally unknown states and their coupling
matrix elements, we therefore carried out reference cal-
culations at the CASSCF/CASPT?2 levels.

Opverall, we find very satisfactory agreement between
the excitation energies and the SOMEs obtained with
the four approaches. The correlation between the
experimentally known adiabatic excitation energies
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of the first *1 state and the two variants of DFT/MRCI
is very good (correlation coefficient above 0.98). Both
MR-MP2 approaches seem to underestimate these ener-
gies somewhat but the correlation is still considered
good (correlation coefficient above 0.96). The agreement
between the experimentally derived fine-structure split-
ting constant Asp and the computed SOME is excellent
(correlation coefficient >0.997) for all four approaches.
For the experimentally known excitation energies of the
polyatomic test molecules, correlation coefficients of
0.9806 (MR-MP2(BH-LYP)), 0.9781 (MR-MP2(HF)),
0.9883 (DFT/MRCI), and 0.9910 (DFT/MRCI-R) are
found. This correlation includes both valence and Ryd-
berg excitations. With regard to the uncertainties arising
from a spread of experimental values, the influence of
solvent effects, and the more systematic question how
well vertical excitation energies can be compared with
peak maxima of absorption spectra, we are very satisfied
with this correspondence.

Since our comparison of SOMEs also involves higher
lying electronically excited states, the agreement among
the four approaches deteriorates somewhat, with the cor-
relation coefficients still extending 0.95. The correlation
plots show some pronounced outliers that can be grouped
into several types. The most innocuous one arises from
rotations among the wave functions of close-lying elec-
tronic states in molecules with low spatial symmetry.
These types of outliers are characterised by a good corre-
lation of the corresponding excitation energies. An exam-
ple is the 3°A and 4°A pair of states of bithiophene. The
different mixing of wo* and #x7* in MR-MP2 as com-
pared to DFT/MRCI leads to pairs of positive and neg-
ative outliers. Dithiin is a similar case with 0 — 7 mix-
ing. Isoalloxazine also falls into this group although it is
planar. Here, several nz™ states are involved where the
contribution of the lone-pair excitations on the oxygen
and nitrogen centres to the wave function varies substan-
tially among the states. In several thio compounds (thio-
formaldehyde, thiophene, pyranthione, methionine), we
find systematically lower SOMEs between (m — ¢*) and
(m — 7™*) excited states in the MR-MP2 approaches com-
pared to DFT/MRCR and DFT/MRCI-R. The analysis
is complicated by the fact that the first-order perturbed
wave functions of the MR-MP2 expansions often do not
exhibit a few dominant terms plus many terms with small
coeflicients. In contrast to DFT/MRCI, the major wave
function contributions are spread over many configura-
tions with medium-sized coefficients. Since the deviation
is more pronounced when HF orbitals are employed, we
ascribe the main difference in the SOMEs to an orbital
effect. The density distribution in the lowest lying o* HF
MO is more diffuse than in the corresponding KS MO.

MOLECULAR PHYSICS 7

Other reasons for large outliers are more serious as they
involve the appearance of doubly excited configurations
in the wave functions of (low-lying) electronic states. The
large outliers observed in the correlation of the SOMEs
of DFT/MRCI-R, on the one hand, and DFT/MRCI, on
the other hand, arise from the interaction of the 2! A; and
5'A, states in thioformaldehyde with the >A; state that
stems from a (n — 7*) single excitation. In particular,
a double excitation of the n?> — 7*? type gains a much
larger weight in the DFT/MRCI-R wave function of 2'A;
so that this becomes the leading configuration, whereas a
(m — 7*) excitation dominates the 2! A; wave functions
of the other methods. Comparison with CASPT2 energies
point toward a problem of the redesigned DFT/MRCI-R
in properly describing this closed-shell double excitation
of (n> — 7*2) type. For such a small molecule, also the
MR-MP2 method represents a good alternative because
the reference and first-order interacting spaces can be
converged.

Some of the different wave function compositions are
not reflected in the SOMEs. In o-benzyne and nitroben-
zene, for example, large negative singlet—triplet splittings
(meaning that among states with equal spatial composi-
tion, the singlet has a substantially lower energy) point
towards an unbalanced description of doubly excited
configurations with four open shells by the original
DFT/MRCI method. This problem is remedied by the
redesigned DFT/MRCI-R Hamiltonian. However, since
the spin-orbit integrals are close to zero, the changes in
the wave function have almost no effect on the SOMEs.
Closing the discussion on doubly excited states, a com-
parison of the higher lying electronic states of dithiosuc-
cinimide suggests that it might be worthwhile to rein-
vestigate the performance of the DFT/MRCI-R method
on n, ' — m*n'* and n* — 7*? double excitations.
The difference between the two parameterisations arises
predominantly from two integrals, i.e. (002/|0702) and
(v102||v1v2) where o denotes an occupied and v a vacant
orbital. When validating the DFT/MRCI-R approach, we
computed energy profiles for a simultaneous rotation of
the CH, end groups about the carbon-carbon double
bonds of s-trans-butadiene [16]. Using this example, it
was shown by us that such types of integrals play an
important role for (77, — 7;'7)) excitations, causing
a large change of the adiabatic potential energy surfaces
of the first excited states. Moreover, the good agreement
with the present MR-MP2 results for the 2'B; state of o-
benzyne corroborates our conclusions that DFT/MRCI-R
describes the interaction of 7 electrons properly. In cases
in which electrons are annihilated from 7 orbitals (which
are in general much more compact than 7 orbitals) and
promoted to 7 orbitals, the change of correlation energy
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associated with the electron motion becomes more sig-
nificant compared to a (7,7, — 7,7, ) transition. Thus,
the doubtful states in thioformaldehyde and dithiosuc-
cinimide can be treated more accurately by addressing the
correlation-exchange potential of the underlying density
functional.

In cases of doubt, the use of MR-MP2 is a good alter-
native. Herein, the choice of orbitals seems to play a
minor role. On the average, MR-MP2 energies are in
slightly better agreement with experiment when Hartree—
Fock orbitals are employed instead of Kohn-Sham (BH-
LYP) orbitals, whereas the opposite is found for SOMEs.
In connection with MR-MP2 calculations, it is recom-
mended to solve for more roots than the minimum
number, thereby improving the first-order interacting
space. Otherwise, states with large perturbation correc-
tions are easily missed, in analogy to CASSCF/CASPT2
treatments. For the photophysically important electronic
states, SOMEs agree well with the corresponding cou-
pling matrix elements from DFT/MRCI and DFT/MRCI-
R calculations. The mapping of states among the meth-
ods becomes more and more difficult as we move up
in energy. Concomitantly, the matching of the SOMEs
deteriorates in these cases. Since MR-MP2 is computa-
tionally substantially more demanding than DFT/MRCI-
R, the latter method is generally preferable. However, if
doubly excited configurations appear in the wave func-
tion with large weights, we recommend the use of the
MR-MP2 approach as a control that the semi-empirical
DFT/MRCI-R approach is functioning properly.
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S1. On the calculation of SOMEs

In the SPOCK program all SOMEs between singlet and triplet states are ini-
tially computed with the 5’+1 operator. In this paper, the Cartesian z- and y-
components of SOMEs between the My = 1 sublevel of a triplet state and a sin-
glet state ((T, My = 1|Hso «/y|S)) are presented. The z-components could be ob-
tained from the initially calculated mixed-representation matrix element ((T', My =
1|L S41]S)) by multiplication with —1/1/2 which arises from the relationship be-
tween the Cartesian and tensor forms of the spin operator, Sy = (S'_l — 5’+1) /V2.
The corresponding relationship for the S*y operator, Sy = i(S’,l +§+1) /v/2 leads to
the same factor of —1/ V2 for the y-component of SOMEs. One should note that
this choice of the imaginary phase in the Sy operator is the reason for the real
values of the ﬁgoy matrix elements. The z and z-components are imaginary since
the angular momentum operator is a purely imaginary operator. [1] The chosen z-
component of the Hamiltonian couples a singlet state with the M, = 0 sublevel of a
triplet ((T, My = 0|Hso 4|S) ). To arrive at (T, My = 0|L,S,|S) starting from the
“wrong” combination (T, M, = 1|L,5,1|S) , one first needs to obtain the reduced
matrix element (RME) by dividing the initially calculated matrix element by a 3-j
symbol (only for the spin part, (T, My = 1|5,1]S) ), and then multiplying the RME
with the new, appropriate 3-j symbol (corresponding to the (T, My = 0|SO|S>) The
values of these 3-j symbols happen to be the same, 1/ V/3, and since S, = So, the
conversion factor between the calculated “wrong” SOMEs and the appropriate
ones is 1. The presented matrix elements between two triplet states are always of
the form: (T, M, = 1|Hso y/y|T, My = 0) and (T, My = 1|Hso /T, M, = 1) and
could be obtained from the computed matrix elements by multiplying them with
1/ V2 in the case of z and y-components while the z-component does not need to
be modified. In the tables, the imaginary unit (i) is omitted from the complex-
valued matrix elements of the Hso « and ’Hso » operators and absolute values are
presented instead.
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S2. Statistical data and correlation plots

Table S1 shows the statistical data with regard the excitation energies employing
the valence basis obtained at the DFT/MRCI-R, MR-MP2(HF) and MR-MP2(BH-
LYP) levels of theory with respect to DFT/MRCI. Table S2 contains the corre-
sponding statistical data for the SOMEs of each molecule individually and for the
complete set of selected SOMEs, 278 in total. As the sign of an individual SOME
depends on the (arbitrary) phases of the molecular orbitals (MOs) and of the
wave functions, absolute values have been employed when computing the maximum
positive and negative deviations of the SOMEs. Normalized RMSD (NRMSD), ex-
pressed as percentage, are given as the RMSD normalized by the range, i.e. the
maximum value minus the minimum absolute value of the evaluated data.
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Figure S2. Correlation plots of SOMEs for individual polyatomic molecules calculated with MR-MP2(HF)
method vs SOMEs calculated with DFT/MRCI.
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Figure S3. Correlation plots of SOMEs for individual polyatomic molecules calculated with MR-MP2(BH-

LYP) method vs SOMEs calculated with DFT/MRCI.
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S3. Molecular orbitals
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Figure S4. Molecular orbitals of thiophene, calculated employing the valence basis. a) HF orbitals, b)

BH-LYP orbitals.
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Figure S5. BH-LYP molecular orbitals of dithiin involved in the discussed states.
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Figure S6. BH-LYP molecular orbitals of nitrobenzene involved in the discussed states.
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S4. Individual molecules
S4.1. o-benzyne

Table S3. Experimental and computed DFT/MRCI, DFT/MRCI-R, MR-MP2(HF) and MR-MP2(BH-LYP) ver-
tical excitation energies of o-benzyne. The oscillator strengths are given in the parentheses.

Energies(eV)
State Dominant DFT/MRCI DFT/MRCI-R MRMP2 MRMP2 Experiment
character (HF) (BH-LYP)
1A, ™= 3.89 (0) 3.83 (0) 4.22 (0) 4.20 (0)

1'Bs T 3.97 (0.002) 3.92 (
2'A m,m o w7t 4.24(0) 6.50 (0.003)!  6.43 (0)! 6.44 (0)*
1'B, ) = 5.09 (0.037) 4.94 (0.046 5.12 (0.024)  5.01 (0.030

( (

( (

(0 (

( ) (
( ) (
( ) ( )
31A, T — 5.28 (0.013) 5.19 (0.018)2  4.75 (0.006)% 4.64 (0.002
21B, T — 5.38 (0.005) 5.38 (0.005) 5.54 (0.004)  5.47 (0.005
) 7.25 (0.019)>  7.22 (0.001)3 7.22 (0.001

0.002 4.27 (0.002)  4.21 (0.002)

5.08¢
2

~— —— —

2'B; 7TH,7T—>7T‘T,7T* 5.74 3

31131 T — 6.38 (0.183) 6.23 (0.178)*  6.34 (0.106)* 6.08 (0.089)* 6.25%

1°B; m o 2.43 2.30 2.25 2.25
13Ay T 3.49 3.44 3.68 3.64
1°B, T 3.88 3.80 4.12 4.10
2By 7 4.18 4.03 3.93 3.82
13A, T — 4.83 4.67 4.58 4.46
2By w530 5.26 5.38 5.43
A, mj,m o LT 5.69 6.37° 6.27° 6.26°

DFT/MRCI-R: ! 3'A;, 2 2tA;, 3 31By, 4 21By, 5 33A,

MR-MP2(HF): ! 31A;, 2 21A,, 3 41By, ¢ 21131, 5 33A,

MR MP2(BH-LYP): L31A, 2 21A,, 3 41By, 4 2By, ® 33A,
@ (Absorption maximum (Ar matrlx)) 2]

10
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Table S4.: Calculated percentage of electron configurations in the excited states
wave functions of o-benzyne obtained at the DFT/MRCI, MR-MP2(HF) and
MR-MP2(BH-LYP) levels of theory. Only electron configurations with more

than 2 percentage are presented.

DFT/MRCI MRMP2 MRMP2
(BH-LYP) (HF) (BH-LYP)
Excitation Excitation Excitation
State %  from to %  from to %  from to
1 * * *
1Ay 89 7y 4 | 65 w4 g 65 w4 g
* * *
3 TH_3 | T 3 | 3 T 3 |
* % * % * %
2 Ty_ Ty T 42 2 Mg Ty T 42 2 Ty Ty T 42
1 * * *
1'Bo 88 T ﬂ'H 65 T Tl'” 64 T 7rH
* * * * * *
4 T 1T L4 3 T 1T 41 4 T 1T T4
* % * %k * %
2 TH_ 3T T4 2 TH_3:TH T4 2 TH_3:TH T4
1 *® %k * %k * %k
2°Ar 88 mmy T L4 59 Ty L1 61w,y T4
* * * * * *
2 T g T 42 5 T T T2 4 mmg T 42
1B, 79 | ﬂ"“ 53 || 7r|T 54 || ﬂﬁ
* * *
11 7wy 7r£+2 14 7wy 7r£Jr2 12 7y 7r£Jr2
2 Ty Tr42 2 Ty_g TL42 2 Th_g TL42
1 * * *
2'B2 90 m 7r£1+1* 66 m 7r£+1 . 66 m 7r£+1 .
2 O 57| 7L 41 2 T T 41742 2 T T 41742
1 * * * * * *
2'By 62 mmy_y L4 42 m gy 41 42 m gy T L1
* % * %k * %
27 m Ty T 42 21 m gy T 42 21 m gy T L 42
13B; 94 | ﬂﬁ 69 | 7r|"|‘ 69 | 7r"'|‘
3 * * *
1°Ay 88 7wy 4 | 62 w4 | 62 w4 |
* * *
6 TH_3 g 7 TH_3 & 6 TH_3 &
3 * . .
1°Bo 91 my | 65 | 64 |
* % * % * %
3 T _1TH L1 4 T 1Ty T 41 4 T 1Ty T 41
* * * *
TH—3"H T L+1 2 Tg_37Ty T L+1
3 * . .
2°B1 87 Ty 7r£+1 62 7r£+1 61 7r£+1
5 Ty TL+2 6 Ty, TL+2 6 Ty, TL+2
3 * * *
1°Ar 79 w4 7r£+1 50 w4 7r£Jrl AT my_ g 7r£Jrl
12 7y T 4o 16 7y 71'£Jr2 ) 18wy 71'£Jr2 )
2 Ty 37Ty Tr+1 D42 2 Ty 37Ty Tr+1 D42
3
2 B2 92 7T” 7TE+1 68 7TH 71'2_'_1 67 7TH 7'I'z_'_1
* * * * * *
2 Or_5T| T4 2 T\ T TL+1TL42 2 T TL+1TL42
3 * % * .k * Lk
2°A, 87 T Ty T T L1 61w,y T L1 61w,y T L1
* *
3 T g1 T 42

11
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Table S5.: Calculated percentage of electron configurations in the excited states
wave functions of o-benzyne obtained at the DFT/MRCI, and DFT/MRCI-
R levels of theory. Only electron configurations with more than 2 percentage
are presented.

DFT/MRCI DFT/MRCI-R
Excitation Excitation
State %  from to %  from to
11A 89 w o 90 o
2 5 H-1 u H-1 l
TH-3 Wll . TH-3 “L[ .
2 Ty 1Ty T L 42 1 7wy Ty T 42
1'B * «
2 88 T ﬂ'u ) 89 T WL[ )
4 Ty Ty T T L41 2 Ty Ty T TL+1
* * * *
2 TH_ 3T T4 2 TH_3:TH T4
1 * * * %
2°A1 90wy T4 85 Ty L1
* * * *
2 T L2 3 T T2
1B, 79 | ﬂﬁ 81 TI"T
1 7y 7724,_2 1 7y, 7"24—2
* >k
2 my_g TL+2 1 7y g TL+2
1 * *
2'Bo 90 | 7r£+1* 92 | T
2 O 5T 41
1 * * * %k
2'By 62 mmyy T L1 L m Ty T L1
* * * *
271wy T2 15 w7y L2
13B, 94 7T|T 95 | 7r"|‘
13A * "
2 88 mh ﬂu 88  my_1 WL[
6 TH_3 | 5 TH_3 &
13B 1 = T T T
2 ’ i !i * % o LL *
3 My Ty 41 2 w1y T4
3 * *
2°B1 87 T 7r£+1 89 Ty 7r£Jr1
5 T TL42 4 Ty L2
3
PAy 79 mhy 7Tz+1 80 my_4 a1
* *
12 7wy T 4o 12 7wy T 4o
3 * *
2°Boy 92 | 7r£+1* 92 | T
2 O 5T T 41
3 * % * Lk
2°Ar 87  mmy T4 86 |,y T4
* *
3 T T L2

12
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S4.2. Formaldehyde

Table S6. Experimental and computed DFT/MRCI, DFT/MRCI-R, MR-MP2(HF) and MR-MP2(BH-LYP) ver-
tical excitation energies of formaldehyde using the valence basis. The oscillator strengths are given in the

parentheses.
Energies(eV

State Dominant 2 2 xperiment

character (HF) (BH-LYP)
1'Ay  n—a*  3.86(0) 3.94 (0) 3.97 (0) 4.07 (0) 3.79%, 3.94°
1'Bs n— Ryd 8.31(0.121) 8.14 (0.119) 8.29 (0.099) 8.35 (0.117)
1'By o— 7" 9.00 (0.004) 9.03 (0.005) 9.17 (0.002) 9.26 (0.002) 9.0¢
21A, T — 7 942 (0.079) 9.26 (0.077) 9.43 (0.063) 9.50 (0.031)
1Ay n—7*  3.43 3.59 3.57 3.66 3.50%, 3.50°
1A, w7 577 5.76 6.13 6.21 5.82¢, 5.86°
1By n— Ryd 7.77 7.69 7.75 7.80
13B; c— 7" 823 8.36 8.40 8.45

¢ Energy-loss maximum (vapor) [3]
b Energy-loss maximum (vapor) [4
¢ Energy-loss band origin (vapor) [5]

13
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SOMEs'DFT-MRCI"'MRMP2

Table S7.: Calculated percentage of electron configurations in the excited states
wave functions of formaldehyde obtained at the DFT/MRCI, MR-MP2(HF)
and MR-MP2(BH-LYP) levels of theory using the valence basis. Only electron

configurations with more than 2 percentage are presented.

DFT/MRCI MRMP2 MRMP2
(BH-LYP) (HF) (BH-LYP)
Excitation Excitation Excitation
State %  from to %  from to %  from to
1'A; 93 Ny 7 78 ng sy 82  ny 7
3 T 1My wz,wz 4 Ny RyL+5 3 T 1My wz,w]’i
2 ng Ryp s 3 Ty_s L 2 T3 T
3 Ty 1My T
1By 94 ny Ryy .4 78 ng Ry, ., 79 ng Ry, 4
3 mg_iny Ry 3 Ty_ny Ry 4 Ty _yny Ry
3 Ny RyL+2 2 Ny RyL+2
1'Bi 93 o4, s 78 Oy Ly 82 oy _o 1y
3 g _9TH T 4 oy, Ryp s 5 g _9TH T
2 gh_y Ryp s 3 O 9T T
2LAT 67 w1 T 59 TmTg_1 T 53  mwH_1 s
22 ng o* 13 ngy o* 17 ngy o*
4 TH—1,TH—1 T 4 TH—1,TH—1 LT 5 Ny, Mgy T
4 Nyp, Mgy T 5 TH_1,TH_1 LT
13Ay 95 ng oy 79 ng n 83 ny s
2 ny Ry 5 4 ny Ry s 2 Mgy T
3 Tr_3 T 2 Te_3 T
BAL 97 my 1y 84 my g T 89  wy_, 1y
2 Ty, Ryp s 6 Ty Ryp5 2 Ty, Ryp 5
2 Ty Ryp 110
8Bz 95 ng Ry, ., 80 ng Ry, ., 80 ng Ryp .,
2 Mgy T RY 3 Ty 1y TRy 3 Mg My T RY
18B1 95 o4, oy 78 oy, oy 83 oy, s
2 ) RyL+5 6 T2 RyL+5 3 Og—2TH 1 T,
2 O 9T T

Table S8.: Calculated percentage of electron configurations in the 21A;
state wave function of formaldehyde obtained at the DFT/MRCI, and
DFT/MRCI-R levels of theory using the valence basis. Only electron configu-
rations with more than 2 percentage are presented.

DFT/MRCI DFT/MRCI-R
Excitation Excitation
State %  from to %  from to
21A, 67 TmwH_1 T 56 TwH_1 T
22 ng o* 19 ngy o*
4 TH-1,TH-1 T T 17 ng,ng T T
2 TH-1,TH-1 T

14
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Table S9. Selected matrix elements (cm~') for formaldehyde calculated with DFT/MRCI, DFT/MRCI-R,
MR-MP2(HF) and MR-MP2(BH-LYP) methods using the valence basis.

SOMEs(cm™1!
DFT/MRCI DFT/MRCI-R MRMP2 MRMP2
(HF) (BH-LYP)

(13 A2 Hso 4|11 A1) 62.0 59.8 64.1 64.6
(13 Ao Hso 4|21 A1) 41.5 21.0 32.8 31.6
<13Bl|’Hso 111 Ay) 43.1 41.9 44.7 45.1
(1331\71[50 y12 Ay) 19.6 17.4 18.6 18.0
(13 A1 Hso 4|11 Ag) 53.6 52.5 55.8 56.1
(13B1|Hso |11 As) 36.3 36.3 38.2 38.3
(1°A1|Hso y[1'By) 30.7 30.6 31.9 32.3
(13As|Hso x|11By) 35.7 35.8 37.6 37.6
(13Ba|Hso |11 A1) 7.5 7.4 7.5 7.5
(13Ba|Hso |21 A1) 1.9 1.4 1.1 1.6
(1332\7{50 111 As) 6.5 6.3 6.3 6.4
(13By|Hso Z|1 By) 2.3 2.0 3.2 3.9
(1341 Hso |11 Bs) 0.3 0.3 0.5 0.4
(13 Ao|Hso »|13 A1) 50.8 51.2 53.7 54.2
<13B1|Hso [134,) 29.0 29.6 31.3 31.3
(13B;[Hso X\l As) 36.0 36.0 37.9 38.1

15
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SOMEs'DFT-MRCI"'MRMP2

Table S11.: Calculated percentage of electron configurations in the excited
states wave functions of formaldehyde obtained at the DFT/MRCI, MR-
MP2(HF) and MR-MP2(BH-LYP) levels of theory using the augmented basis.

Only electron configurations with more than 5 percentage are presented.

DFT/MRCI MRMP2 MRMP2
(BH-LYP) (HF) (BH-LYP)
Excitation Excitation Excitation
State %  from to %  from to %  from to
1TAs 81 ny T 67  ng sy 4 ng 7
10 ngy 3pz(c) 11 ngy 3pz(c) 5 ng 3pz(c)
1'By 85 ng 3s(c) 58 ng 3s(c) 75 ng 3s(c)
T ong 3p=(c) 12 ny 3s(o) 5 ngy 3p(c)
12 ny 3p=(c)
1'B1 82 o4, 3 1 oy, Ty 4 oy, ny
U oy 3pz(c) 9 oy o 3pa(c) T 0o 3pa(c)
4'A; B3 wy_ 3 43 w1 oy 61 mH_1 n
25 ny 3py(0) 19 71 3pz(c) 6 ngy 3py(0)
5 TwHg-1 3pz(c) 7T ng 3py (o) 6 Tg,TH Ty, 7],
5 TmHg_1,TH-1 T, T
51A; 72 n¥ e 54 n? 2 64 n?% o
13 n%{ T7,3Pz 17 n%l T} :3Px 6 TH-_1 7
5 n 7% 3ps
13A5 83 ny s 70 ng sy 5 ng s
10 ngy 3pz(c) 11 ngy 3pz(c) 6 ng 3pz(c)
1BA 84 my 1y 5 Ty T 78 T4 Ly
11 7y 3pz(c) 10 7y 4 3pz(c) 9 Ty, 3pz(c)
18B; 84 ng 3s(c) 58 ny 3s(c) 75 ng 3s(c)
7T ng 7410 10 ny 3pz(c)
8 ny 3s(0)
13B; 82 OH_o 7 72 oy 4 s 75 o o 7
11 oy, 3pz(c) 9 o 3pz(c) 7 o 3pa(c)

The orbitals presented in the table are labeled according to the order obtained within the DFT theory.

In the following cases the ordering of the Hartree-Fock orbitals is different:

The 77 bh-lyp orbital corresponds to the 77 19 hf orbital.
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SOMEs'DFT-MRCI"'MRMP2

Table S12.: Calculated percentage of electron configurations in the excited
states wave functions of formaldehyde obtained at the DFT/MRCI-R and
CASPT2 (8,11) levels of theory using the augmented basis. Only electron con-
figurations with more than 5 percentage are presented.

DFT/MRCI-R CASPT2 (8,11)
Excitation Excitation
State %  from to %  from to
11A5 83 Ny T 95 ny s
10 ny 3pz(c)
1'By 87 ny 3s(c) 94 ng 3s(c)
4 ngy 3p:(c)
1By 82 o4, Ty 96 oy o T
10 o4, 3pz(c)
4'Ay B3 mp y 51 mg_q o
13 n%{ TI'%* 32 TwH_1 3pz(c)
12 ny 3py(0) 6 n% 2
51A; 52 n% 2 43 n% w2
17 ng 3py(0) 39 w1 3pz(c)
12 n%{ 7 :3Pw
5 TH_1 s
13Ay 84 Ny sy 94 ny s
10 ngy 3pz(c)
1BA; 86 my_, Ly 97 wy_, 1y
10 7wy 4 3pz(c)
1By 85 ng 3s(c) 94 ny 3s(c)
6 Ny 02+10
1°B1 83 oy, Ly 96 oo s
11 o4, 3pz(c)
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Molecular Physics

S4.3.

Table S13.

the parentheses.

Thioformaldehyde

SOMEs'DFT-MRCI"'MRMP2

Experimental and computed DFT/MRCI, DFT/MRCI-R, MR-MP2(HF) and MR-MP2(BH-LYP)
vertical excitation energies of thioformaldehyde using the valence basis. The oscillator strengths are given in

Energies(eV

State Dominant 2 2 xperiment
character (HF) (BH-LYP)

1'Ay  n—7°  218(0 2.22 (0 2.11 (0) 2.10 (0)

2'A; 77" 6.49(0.213) 6.50 (0.177)f  6.40 (0.162) 6.32 (0.151) 6.2¢

1'Bi n—o* 6.88(0.001) 6.87 (0.001) 7.17 (0 7.06 (0.001)

1'By o —m*  6.91(0.019) 6.90 (0.021) 6.75 (0.010) 6.71 (0.008)

21A, 7m,n — 72 7.18(0) 7.71 (0 7.55 (0) 7.54 (0)

3'A; n?—> % 7.89(0.011) 6.07 (0.074)f  7.29 (0.015) 7.25 (0.015)

1Ay n—7"  1.86 1.93 1.81 1.81

1A, 7wm—7* 3.31 3.24 3.34 3.32

1By o—7*  6.06 6.13 5.84 5.80

1By n—o* 6.36 6.41 6.53 6.43

22Ay m.n— w2 7.79 7.31 7.08 7.06

¢ Peak maximum [7]

t3TA;

1 2lA

19
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Table S14.: Calculated percentage of electron configurations in the excited
states wave functions of thioformaldehyde obtained at the DFT/MRCI, MR-
MP2(HF) and MR-MP2(BH-LYP) levels of theory using the valence basis.
Only electron configurations with more than 2 percentage are presented.

DFT/MRCI MRMP2 MRMP2
(BH-LYP) (HF) (BH-LYP)
Excitation Excitation Excitation
State %  from to %  from to %  from to
1TA; 92 Ny T 79 ng sy 80  ny 7
* * * * * *
7 Tr_1"H T, 6 T 1My T 7 Tr_1MH T,
21A1 89 wH_1 7 72 T sy 72 TH_1 s
2 Ny, Ny LT 5 Ny, Mgy T 4 Ny, Ny LT
1 * * ®
1'B1 88  ny 0741 73 ny Ol +1 76 ngy T 4+1
* * *
4 Ny Ol 44 6 gy OL44 3 Ty_1:"y Tr0r41
* * *
3 Mg 1My L% L41 3 Ty 1My %41 3 Ny OL+4
1 * * *
1'Ba 94 oy o T 78 On_o T 79 ox_o T
* * * * * *
2 O 9TH TLoTrL 3 O 9T TLomr 3 T _9TH 4 TLoTrL
21A 72 TH-1,Mp T 41 wg_1,ny T 43 mTg_1ng T
* * *
18 oy _4 T 33 oy 4 T 32 oy g4 T
* * * *
5 o 3Ty T 5 o 3T T
5 Ny T 4 Ny T 4 Ny T
31A; 86 Ny My T 0 ngng T 70 ngng T
8 N0 T 7 Ny, O g T 9 N0 g T
2 TH_1 T 4 TH-1 T 4 TH_1 T
13Ay 96 ng r 82 y 83 ny L
3 * * *
1°A; 99 7wy 4 T 86 w4 T 88 w4 T
3 * * *
1°B2 97 oy_o T 82 oy o T 82 oy o T
3
1°B; 8 mny 41 56 mny O 41 64  ng 41
9 3% Or 44 16 ngy Or 44 10 ng Or 44
7 N 143 6 Ny 0113 5 N 143
23A5 51 Op_3 s 63 T _1,np T 64 TmTg_1npy Ty,
* * * *
44 Ty T, 14 oy 4 T 14 o4 4 T
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Table S15.: Calculated percentage of electron configurations in the discussed
wave functions of thioformaldehyde obtained at the DFT/MRCI, and
DFT/MRCI-R levels of theory using the valence basis. Only electron configu-
rations with more than 2 percentage are presented.

DFT/MRCI DFT/MRCI-R
Excitation Excitation
State %  from to %  from to
21A; 89 mp_a wy 65 TH_1 3
2 Ny, N T 28 g, ny T
21A, 72 TH 1, T 63 T _1mp T
18 o4 4 3 29 oy g 7
5 Ny T 3 Ny T
31A, 86 Ny My T 66  ng,ng T T
8 N0 _3 T 28 w1 s
2 TH_1 T 2 N0 s T T
23A, 51 Op_3 sy 79 mH_1my T T
44 T _1ny T 14 oy _4 T
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Table S16. Selected matrix elements (cm~!) for thioformaldehyde calculated with DFT/MRCI, DFT/MRCI-
R, MR-MP2(HF) and MR-MP2(BH-LYP) methods using the valence basis.

SOMEs(cm ™!
DFT/MRCI DFT/MRCI-R MRMP2 MRMP2
(HF) (BH-LYP)

(13 A2 Hso 4|11 A1) 180.3 178.2 163.6 168.8
(13 Ag|Hso 4|2 A1) 99.4 179.2 74.4 83.0
(13 Ao|Hso »|31 A1) 156.8 55.8 148.5 147.8
(1°B1|Hso y[1' A1) 66.3 63.8 57.7 58.9
<13Bl|7'lso 128 Ay) 16.5 15.9 18.3 17.4
(1°B1|Hso y\s Aq) 6.9 6.7 8.3 5.6

(1°Ba|Hso x|11 A1) 105.6 105.2 98.2 101.6
(13By|Hso «[28Ar) 76.0 60.9 67.2 70.1
(13 Ba|Hso «[31 A1) 6.3 44.3 11.8 11.0
(13A1|Hso 4|11 As) 168.2 163.2 155.5 160.9
(13A1|Hso 4[2" As) 89.6 95.8 70.1 73.0
(1°B1|Hso x|11Az) 32.4 31.3 27.6 28.3
<1332|Hso |11 A5) 105.8 106.3 99.7 103.2
(13 A2[Hso |11 By) 23.4 22.6 16.2 17.1
(1341 [Hso x|1'By) 88.0 85.8 81.0 81.6
<13A2]Hso v|11B2) 104.7 104.9 96.5 99.6
(13 A2|Hso 4|1° A1) 157.2 158.4 148.4 154.4
(13B1|Hso «|13A) 28.9 27.5 23.1 22.9
(1°Ba|Hso x|13Ay) 82.0 82.5 78.6 81.8
(13 By|Hso 4|13 42) 106.9 106.6 100.4 103.6
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Table S18.: Calculated percentage of electron configurations in the excited
states wave functions of thioformaldehyde obtained at the DFT/MRCI, MR-
MP2(HF) and MR-MP2(BH-LYP) levels of theory using the augmented basis.
Only electron configurations with more than 5 percentage are presented.

DFT/MRCI MRMP2 MRMP2
(BH-LYP) (HF) (BH-LYP)
Excitation Excitation Excitation
State %  from to %  from to %  from to
1A, 91 Ny 7 51 ng 3 8 ny T
6 T 1My LT 28 ny 7"2+9 T 8 Ty 1My LT
21A1 87 mwH_1 T 50 w1 T 36 mwH_1 T
21 7wy 7"2+9 36 ng 4px
1'B1 8 ng 4s(c) 52 ng 4s(c) 73 ng 4s(c)
5 ng 97110 24 ng 4s(s) T ng 4p.
11By 92 Op_o s 49 oy 4 T 73 Oy_o sy
29 o4 o 7rj-:+9 6 Ny 3dey
31A, 66 TH 1, T 27T oy _g T 38 mH_1,npg T
18 oy_4 7 14 7wg_1ng T 34 oy 4 T
* * * * *
6 Ny 7, 13 7mg_1ng T 4+9 5 Op_3:TH—1 T T,
16 oy 4 7"24—9
51A; 85 nfq 7'('%* 28 n%{ TI'%* 68  ny,ng T
8 N0 T, 27 n%_l sy ,7r2+9 9 Ny T g T
TH_1 s 6 TH_1 s
13As 95 ny s 52 mngy T 82 ny sy
29 ny 7r2+9
13A; 98 Te_1 7 52 w4 T 88  my_4 sy
34wy 7r}§Jrg
13B; 81 ny 4s(c) 48 ny 4s(c) 1 ng 4s(c)
11 ny %110 23 ng 4s(S) 5  ngy 2
*
"H 9L+10
8By 96 o, Ly 50 oy_o o 82 oy o Ly
32 oy_4 7r2+9
43A5 50 Op_3 s 19 7wg_1ny T 42 ny 3dy-
41 mg_1ng Ty, 17 w1y W;,W2+9 28 w1,y 71'2‘77@
21 oy g 7r£ 5 OH_3 T,
13 opy_s 71'£Jr9
5 Ny Tl +9

{ HF orbital which valence part is the same as 7} (BH-LYP), but with the opposite phase.

The 7* and dy. orbitals are mixed at the HF level.

The orbitals presented in the table are labeled according to the order obtained within the DFT theory.
In the following cases the ordering of the Hartree-Fock orbitals is different:

The 77 bh-lyp orbital corresponds to the 77 14 hf orbital.
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Table S19.: Calculated percentage of electron configurations in the discussed
wave functions of thioformaldehyde obtained at the DFT/MRCI-R, and
CASPT2 (8,11) levels of theory using the augmented basis. Only electron con-
figurations with more than 5 percentage are presented.

DFT/MRCI-R CASPT2 (8,11)
Excitation Excitation
State %  from to %  from to
1Ay 93 ny n 92 ny iy
5 Ty 1My T
21A1 54 w4 sy 50 wH_1 T
22 n¥ o 37 n% e
16 Ny 4pe
1By 87 mny 4s(c) 92 ng 4s(c)
5 ny %1110
1By 94 o, s 94 oy, s
31A, 59 TH 1,Mp T 60 mH-1,np T
28 oy g sy 25 oy 4 s
H 7,
51A; 65 n% 2 51 n¥ n2*
28 7w sy 36 mTH_1 7
2 N0 g T
1BAy 95 ny s 95 ng s
13A;1 98wy, y 97 Ty, w
13B1 83 nyg 45(c) 93 ny 4s(c)
9 ny %1110
3By 96 o4, ny 9 oy, oy
43A9 65 TH 1, T 75 mH-1ny T
12 oy 4 sy 12 oy_4 s
11 ngy 3dyz
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S4.4. Furan

Table S20.

SOMEs'DFT-MRCI"'MRMP2

Experimental and computed DFT/MRCI, DFT/MRCI-R, MR-MP2(HF) and MR-MP2(BH-LYP)

vertical excitation energies of furan using the valence basis. The oscillator strengths are given in the parentheses.

Energies(eV)
State Dominant DFT/MRCI DFT/MRCI-R MRMP2 MRMP2 Experiment
character (HF) (BH-LYP)
21A; w7 6.40 (0) 6.43 (0.001) 6.20 (0.001) 6.12 (0.002)
1'By 7—7* 643 (0.235) 6.34 (0.253) 6.42 (0.165) 6.30 (0.163) 6.04%" 6.06°
1'Ay 7 — Ryd 7.46 (0) 7.48 (0) 7.75 (0) 7.81 (0)
2'A, 7 — Ryd 8.03 (0) 8.06 (0) 8.24 (0) 8.44 (0)
1'By m— Ryd 8.13(0.014) 8.14 (0.014) 8.50 (0.020) 8.50 (0.022)
3'A;  wm—7* 8.28 (0.698) 8.23 (0.772) 7.97 (0.415) 7.84 (0.390) 7.82°¢, 7.80°
1By w—7n"  4.00 4.01 4.08 4.08 4.00%, 3.99¢
1A, 7—7°  5.19 5.20 5.23 5.20 5.20% 5.22¢
2A, w1 6.67 6.63 6.45 6.37
2B, w7t 725 7.20 7.09 7.05
1Ay 7 — Ryd 7.33 7.37 7.66 7.66
23Ay 7w — Ryd 7.69 7.75 7.91 7.84
1°By  w — Ryd _7.97 8.02 8.37! 8.39!

MRMP?2 (HF)'2°B,
MRMP?2 (BH-LYP)!23B,
¢ VUV maximum (gas) [10]

b Electron energy-loss maximum
¢ Electron energy-loss maximum

gas
gas

11
12

4 Electron impact maximum (gas)[13]
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SOMEs'DFT-MRCI"'MRMP2

Table S21.: Calculated percentage of electron configurations in the excited
states wave functions of furan obtained at the DFT/MRCI, MR-MP2(HF)
and MR-MP2(BH-LYP) levels of theory using the valence basis. Only electron
configurations with more than 2 percentage are presented.

DFT/MRCI MRMP2 MRMP2
(BH-LYP) (HF) (BH-LYP)
Excitation Excitation Excitation
State %  from to %  from to %  from to
21A; 45 T 1 T 31 7wy T 31 7wy T
37wy 7r2+2 26 Ty 772+2 27T 7wy 71'27L2
5 Ty_1TH ﬂz,ﬂ'z+2 6 T i T 6 T T
4 Ty, T 7k 4 T s 7t 5 s T T T
HTH LT H-—1"TH LoTL42 H-—1TH LTL42
2 Ty Tr+2:TL42 2 Ty 7T£,+2*77rL+2 2 Ty ”£+2*77TL+2
2 TH—1TH_1 TLTL 2 TH—1TH—_1 TLTL
1'B; 95 my 7 4 Ty 7 2 Ty s
1A 89 my Ry 68 Ty Ryp 1 1 my Ryp 41
4 T RyL+6 4 T RyL+6
2 Ty Y14
1By 85 my Ry, .4 56 my Ry, 4 61 mg Ry, 4
9 T, Ry 4 10 7y Yr+s o my Ry 4
9 T Yr+1 4 Ty Rypys
18B1 92wy, 1y 69 T Ly 70 7y Ly
4 Ty Thio 4 Ty Thio 5 T Thio
1BA; 51 my 1y 36 Ty Ly 37wy T} 4o
44 Ty 71’2_,'_2 35wy 7T2+2 35 w4 7
2 Ty 1T LT L2 2 Ty 1T T Lo 3 Tp_1,TH LT 4o
13Ay 89 my Ry, .4 68 my Ry, ., 69 mg Ry, .,
4 T RyL+6 3 T RyL+6 3 Ty RyL+6
2 Ty Ryp 4 2 Ty Ryp 4 2 Ty Ryp 4
1By 84 my Ryp 4 55 my Ryp 4 62 my Ryp 4
11 7wy RyL_~_1 11 7y RyL_~_1 12 7wy RyL_~_1
8 T RyL+5

The orbitals presented in the table are labeled according to the order obtained within the DFT theory.
In the following cases the ordering of the Hartree-Fock orbitals is different:
The 71'2Jr2 bh-lyp orbital corresponds to the 7rz+5 hf orbital;

The Ry, 14 bh-lyp orbital corresponds to the Ry, 12 hf orbital;
The Ry, , 5 bh-lyp orbital corresponds to the Ry, , , hf orbital.
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Table S22. Selected matrix elements (cm™') for furan calculated with DFT/MRCI, DFT/MRCI-R, MR-
MP2(HF) and MR-MP2(BH-LYP) methods using the valence basis.

SOMEs(cm™1!
DFT/MRCI DFT/MRCI-R MRMP2 MRMP2
(HF) (BH-LYP)

(13 A2 Hso 4|11 A1) 9.6 9.3 9.1 9.1
(13 Ao|Hso 4|21 A1) 1.1 1.0 1.0 1.2
(13B1|Hso |11 Az) 5.2 5.0 4.4 4.7
<13A2\Hso J11By) 4.6 4.4 3.4 3.5
(13A1|Hso |11 Bs) 3.8 3.7 4.1 4.3
(1 3A2|7‘lso |11 Bs) 0.3 0.2 0.1 0.1
(13B1|Hso »|1'Ba) 9.4 9.3 7.8 8.2
(13 A2|Hso »|1% A1) 1.1 0.9 1.4 1.1
(13B1|Hso x|134z) 5.1 5.0 4.4 4.7
(13 Bo|Hso |13 A1) 3.9 3.7 4.2 4.2
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Table S24.: Calculated percentage of electron configurations in the excited
states wave functions of furan obtained at the DFT/MRCI, MR-MP2(HF) and
MR-MP2(BH-LYP) levels of theory using the augmented basis. Only electron
configurations with more than 5 percentage are presented.

DFT/MRCI MRMP2 MRMP2
(BH-LYP) (HF) (BH-LYP)
Excitation Excitation Excitation
State %  from to %  from to %  from to
2'A; 32 7y TF 110 30 wH_1 Ly 26 7y 110
28  mwH_1 7r2+3/py 26wy 7T2+10 19 7g_1 Tl'z+3/py
23 TmH_1 7r2+9/py 6 Ty T 19T hao 14 7yg_ 7rz+9/py
1B 71wy T4 3/Py 59  7H 3py 50  my T 3/Py
24wy T} 1o/Py 14 7 o 26 7w 3py
1A 90 g 3s 57 my 3s 68 my 3s
13 7y 3p=
1By 91 7y 3ps 66 my 3ps 1 my 3ps
TH_1 RyL+1 7 T 3ds 2
1°B1 46 7g 7r2+3/py 67 TH 71'27L9 36 7y Tl'z+9/py
46  mH 7 1o/Py 5  mH-1 110 36wy 7} 1o/Py
13A; 36wy T} 410 39wy T} 410 38 my T} 110
30wy, 7r2+3/py 32 my_ Trz+9 18 7wy, 7rz+3/py
28wy, 7TZ-»-Q/?’y 17 7wy 7r]’:+9/py
1BAy 89 my 3s 54wy 3s 67 my 3s
17 7wy 3p2
3By 89 wy 3ps 65 my 3ps 69 Ty 3pa
Te_1 RyL+1 6 Ty 3dyzz 5 Tr_1 3s

77 43/py and 77 o/py BH-LYP orbitals arise from combination of 7} | 4 and py orbitals. In HF and
CASSCEF calculations this orbitals do not mix.
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Table S25.: Calculated percentage of electron configurations in the discussed
wave functions of furan obtained at the DFT/MRCI-R, and CASPT2 (6,9)
levels of theory using the augmented basis. Only electron configurations with
more than 5 percentage are presented.

DFT/MRCI-R CASPT2 (6,9)
Excitation Excitation
State %  from to % from to
21A; 33 7y T} 410 38  mH_1 T} 1o
28 w1 7rz+3/py 31 TH 410
22 mg_1 7rz+9/py 8 71'%_1 T
7 TH; TH-1 L4090 TL410
1By 73 wy T} 43/Py 8wy T} 1o
23 Ty 7r2+9/py 9 TH Py
Ay 91wy 3s 91 Ty 3s
1B, 92 T 3pa 90 Ty 3pa
18B:1 47 7y 7r2+3/py 85 TH 4o
46 Ty 7r2+9/py 7 TH—-1 ”ZHO
1BA; 39wy T} 110 4 oy T} 410
29 w4 7r2+3/py 45 T o
260 Ty T749/Py
1BAy 90  my 3s 91 Ty 3s
1By 90 7y 3ps 88 Ty 3ps
5 gy 3s

7} 43/Py and 7} o /py BH-LYP orbitals arise from combination of 7} | 4 and py orbitals.
In HF and CASSCF calculations these orbitals do not mix.
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S4.5.

Table S26.

theses.

Thiophene

SOMEs'DFT-MRCI"'MRMP2

Experimental and computed DFT/MRCI, DFT/MRCI-R, MR-MP2(HF) and MR-MP2(BH-LYP)
vertical excitation energies of thiophene using the valence basis. The oscillator strengths are given in the paren-

Energies(eV

State Dominant 2 2 xperiment
character (HF) (BH-LYP)

2'1A; 7w — 7" 5.55(0.095) 5.54 (0.109) 5.27 (0.030) 5.23 (0.057) 5.43%

1'By 7 —7* 5.81(0.109) 5.75 (0.120) 5.75 (0.074) 5.74 (0.078) 5.61%

1'By 7w—0o* 6.06(0) 6.13 (0) 6.23 (0.001) 6.16 (0.001)

1Ay 7—0* 6.28(0) 6.31 (0) 6.27 (0) 6.17 (0)

3'A;  wm—a* 7.29(0.321) 7.35 (0.400) 6.97 (0.173)  6.83 (0.223) 7.05°

1B, w—n*  3.78 3.78 3.71 3.74 3.75¢, 3.80¢

1A 7 —7* 4.58 4.56 4.48 4.46 4.62¢, 4.70¢

1By 7 —o0* 5.86 5.91 6.00 5.92

A, w7 5.92 5.94 5.77 5.72

1Ay w—o0* 595 6.01 5.95 5.90

@ Electron energy-loss maximum (gas) [11]
b VUV absorption maximum (gas) [15]
¢ Electron impact maximum (gas) [12]
4 Electron energy-loss maximum (gas) [15]
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SOMEs'DFT-MRCI"'MRMP2

Table S27. Calculated percentage of electron configurations in the excited states wave functions of thiophene
obtained at the DFT/MRCI, MR-MP2(HF) and MR-MP2(BH-LYP) levels of theory using the valence basis. Only
electron configurations with more than 2 percentage are presented.

DFT/MRCI MRMP2 MRMP2
(BH-LYP) (HF) (BH-LYP)
Excitation Excitation Excitation
State %  from to %  from to %  from to
1
2'Ay T4 my 7 A7 Ty sy 45wy s
* * *
15 7y TI43 16 mpy TI+3 17 7wy T3
* * * * * *
3 Tp_1TH TLTL43 3 Tp_1TH TLTL43 3 Tp_1TH TLTL43
* * * * * *
2 Mg _3TH TLTL 3 Tu_3TH TLTL 3 Ty 3T TLTL
* *
2 T TR LT,
1 * * *
1'B1 89 my T 66 T 66 Ty 7r£ i
* *
2 TH—1 TL+3 2 TH—1 TL+3 2 TH—3TH L
* * * * *
2 Ty Ty TLTL 2 Ty Ty TLTL 2 ng_, OL+1
* * *
2 ng o, 9r41 2 Ty 3Ty TLTL
1 * * *
1'B2 85 Ty 0711 54wy Ol 41 64 Ty Ol 41
* * * * *
5 TH—1TH TrLOL+1 8 Ty Ir4+7 6 TH—1TH TL9L+1
>k * *
2 Ty IL+7 6 Ty Yr+5 2 TH—3TH TLOL+1
* *
2 Ty Ryp .5 5 Tp_1,TH TL9L+1
1 * * *
1Ay 87 7wy, o1 57 my_4 o111 67 w4 o111
* * * *
3 T, OL47 9 T, OL+7 2 Ty Ty OrL+17L+3
2 Ty Ry, .5 5 Ty Ryy.s
1 * * *
3'A; 46 Ty T3 18 7y Tys 17 7wy T
* * *
15 TH_3 7, 16 Ty 3 T 16 Ty T 43
* * *
13 7wy s 15 7wy T 15 T 3 T
* * * * *
12 7,y T 14 7,y T 14 7,y LT
* * * * * *
2 TH—1TH-1 T 3 TH—1TH-1 LT 4 TH—1TH-1 T
* * * * * *
2 THTH Tr4+3TL4+3 2 THTH TL4+3TL+3 2 T Ty 7r54-377%4-3
"
2 g4 Or41 2 oy IL+1
3 * * *
1°B1 93 1y T 70 T 69 7r£
* *
2 Ty TL+3 2 Th_g TL+3 3 Ty TL+3
* * *
2 Ty TL43 2 Ty TL+3 2 my_og TL+3
3 * * *
1°Ar 87 my_y T 54wy sy 54 w4 T
* * *
9 T 43 17 7wy T3 16 7wy TI43
* *
2 TH_3 7 2 TH_3 )
* *
2 T 15T T T3
3 * * *
1°Ba 88 Ty O 41 53wy O 41 65 0741
* * * * *
4 Ty Ty TrLOL+1 9 7wy OL+7 5 Ty_1TH TLOL4+1
*
2 T Ol a7 5 T RyL+5
* *
2 7wy Ry, .5 5 Ty 1Ty L9041
3
2°9A1 T4 Ty 7r2+3 42 7y 7"2+3 45 Ty 7"2.;_3
* * *
11 TH_3 7, 21 T_1 T 20 my_,y T
* * *
10 7wy, 7, 9 T3 T 9 T3 T
3 * * *
1°Ay 86 7wy 4 o1 53 my_4 o1 66 T4 o111
* * *
3 T, OL47 1 myy OL+7 3 Ty_g OL+1
3 T, Ry 5 6 Ty Ry .5
* *
3 Mg 9r41 2 My 9r41

The orbitals presented in the table are labeled according to the order obtained within the DFT theory.
In the following cases the ordering of the Hartree-Fock orbitals is different:
The Uz+1 bh-lyp orbital corresponds to the crz_|_2 hf orbital;
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Table S28. Selected matrix elements (cm~ 1) for thiophene calculated with DFT/MRCI, DFT/MRCI-R, MR-
MP2(HF) and MR-MP2(BH-LYP) methods using the valence basis.

SOMEs(cm™1!
DFT/MRCI DFT/MRCI-R MRMP2 MRMP2
(HF) (BH-LYP)

(13 Ag|Hso |11 A7) 127.7 125.7 109.1 113.5
(13 As|Hso 4|21 A1) 55.6 56.0 39.9 41.0
(13 A2|Hso 4|3 A1) 29.6 28.0 29.3 36.7
(13B1|Hso 41" A1) 0.1 0.3 0.6 0.4
(13ByHso |11 A1) 6.9 6.4 6.1 6.5
(13 Bo|Hso «|2' A1) 1.8 2.2 3.3 3.9
(13A;|Hso 4|11 Ag) 47.1 45.9 32.5 36.1
(13A4|Hso y|1'By) 0.5 0.4 0.4 0.4
(13 Ag|Hso «|1'By) 17.6 17.2 15.5 15.7
(13B1|Hso ,|1'Ba) 65.0 64.0 49.5 57.5
(13 Ag|Hso 4|13 A1) 41.2 41.0 27.9 29.4
(13 Ag|Hso 4|23 A1) 13.2 11.5 18.3 17.3
(13B1|Hso y|1° A1) 0.2 0.2 0.1 0.0
(13B1|Hs0 «|13A2) 3.0 2.5 3.2 3.7
(13By|Hs0 4|1°B1) 64.7 66.6 53.9 60.1
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Table S30. Calculated percentage of electron configurations in the excited states wave functions of thiophene
obtained at the DFT/MRCI, MR-MP2(HF) and MR-MP2(BH-LYP) levels of theory using the augmented basis.
Only electron configurations with more than 5 percentage are presented.

DFT/MRCI MRMP2 MRMP2
(BH-LYP) (HF) (BH-LYP)
Excitation Excitation Excitation
State %  from to %  from to %  from to
2'A; 55 my_, T} 44 46 w4 T4 36wy T} 4
21 4py 16 7y 7r2+11 16 7y 71'Z_~_11
13 7y TLi11 9 Ty Apy
1B, 66 my 7r2+4 44wy 7r2+4 39 7wy 7T2+4
24wy 4py 20 my 4py 24wy 4py
1By 47 wy 9% 110 53 Ty 4pq 50 Ty 4pq
36 my Apg 16 7y Uz+10 13 7wy 4 4s
8 Ty 3dz» 8 Ty O'Z+1o
2'Ay 54wy, 97110 34 Ty oy 9L+10 39wy 4pa
28wy Apg 27 my_g 4pg 27 my_y 0'2+10
11 7wy 3dz2 6 7y 4s
3'A1 55wy, 4py 18 7y, 3dy- 27 Ty 3day
19 7y 7r2+11 12 7wy 4 7rz+4 10 7y 4 ﬂ;+4
12 7y TL+11 9 7Ty TL+11
10 w2 w2 7 s T
H L+4 H-3 L+4
5 mh 7"%14
13B; 2 Ty 7TI*J+4 69 7y 7rj-:+4 57 my 7r2+4
21 my 4py 14 7y 4py
BA; 70wy, L3N 53 my_, T4 4 my T} 4
19 7wy, 4py 17 7y Tra11 17 7y 111
T Ty TLi11 10 7y 4py
8By 54wy 9% 110 42 my 4pq 49 4pq
29 my Apg 28  my 0'24_10 19 7wy ‘72+1o
9 7y 3dz
Ay 46wy, oL 410 48 w4 T +10 42 my_y 91410
22 T 4s 17 T 1 Apg 24 T 1 4pg
17 T_1 4pz
T Ty 3dzz
3 * *
2°Ay T3 gy 7T£+11 41 7y WE*“ 43 7y 7r1;+11
10 Ty _3 7T£+4 21 T4 7r£_‘_4 17 Tr_1 7r];+4
6 Ty, TLt4 10 7y g TL+4 T Th_g TLt4

The orbitals presented in the table are labeled according to the order obtained within the DFT theory.
In the following cases the ordering of the Hartree-Fock orbitals is different:
The 7"2+4 bh-lyp orbital corresponds to the 7r2+9 hf orbital;
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Table S31.: Calculated percentage of electron configurations in the discussed
wave functions of thiophene obtained at the DFT/MRCI-R, and CASPT2
(6,10) levels of theory using the augmented basis. Only electron configurations
with more than 5 percentage are presented.

DFT/MRCI-R CASPT?2 (6,10)
Excitation Excitation
State %  from to %  from to
21A, 56wy T4 46 Ty Tlya
20 my_y 4py 19 7y 7T2+11
13 7y 7r}i+11 10 7wy 4py
1By 69 my T} 4 82 T} 44
22 7y 4py T T o411
11B, 44 Ty O'Z+10 G T o* /pa
40 7y 4pe 5 oy 4pe
7 T 3dzz
2'Ay 53wy, 9% 110 85 my_, o*
30 Tg_1 4ps
11 7TH71 3dzz
31A1 66 T 4py 25 TH_—1 7T2+4
* 2%
11 7wy 7"];4,-11 25wy 7r£+4
9 Ty TL+4 2L 7y g 7r£-~-4
9 Ty TL+11
7 7.‘.2 7.(.2*
H-1 L+4
1By 74 Ty 7r2+4 87 Ty 7r2+4
20 7y, 4py
18A, 71 Tr_1 7r2+4 60 Ty 4 7TI*J+4
17 7wy, 4py 25 7wy Tl
T Ty 411
3By 51wy 9% 110 79wy o* /pa
32 my 4pe 7 Tr_1 4s
9 Ty 3dg»
23A, 59 Tr_1 o710 [ T o* /pa
23wy, 4p, T Ty o/ [Pz
10 74, 3dq-
23 A, (G 71'27L11 43wy 7r2+11
8 Ty_3 7r§+4 35 w4 7r2+4
6 T4 TL+4 18 my_g TL4+4

The o* /pz and o] /pz CASSCF orbitals are, respectively,
positive and negative linear combinations of o* and p; orbitals.
In HF and DFT calculations these orbitals do not mix.
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Table S32.

Molecular Physics

Quinoxaline

SOMEs'DFT-MRCI"'MRMP2

Experimental and computed DFT/MRCI, DFT/MRCI-R, MR-MP2(HF)and MR-MP2(BH-LYP) ver-
tical excitation energies of quinoxaline. The oscillator strengths are given in the parentheses.

Energies(eV

State Dominant DFT/MRCI DFT/MRCI-R  MRMP2 MRMP?2 Experiment
character (HF) (BH-LYP)

1'By n—7*  3.54(0.007) 3.63 (0.008) 3.24 (0.004) 3.24 (0.005)

21A; 7w — 7" 4.14(0.080) 4.13 (0.094) 3.75 (0.060) 3.61 (0.064) 3.96

1'By, m—7* 4.36(0.052) 4.33 (0.059) 4.68 (0.033) 4.57 (0. 025)

1'Ay  n—7a*  4.75(0) 4.93 (0) 4.68 (0)! 4.56 (0 )

2'As  n— 7" 5.05(0) 5.14 (0) 4.47 (0)2 4.28 (0)2

1By 7w—7*  3.06 3.02 3.00 2.88

1B, n—7n*  3.16 3.25 2.83 2.74

13A; 77 3.70 3.63 3.72 3.59

13Ay n—7n*  4.42 4.57 4.32 4173

2By wm—a* 453 4.41 4.22 4.10

MRMP2(HF): 12t A5, 211A,
MRMP2(BHLYP): 121A2 211A,, 3237,

@ Vapor absorption maximum [16]
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SOMEs'DFT-MRCI"'MRMP2

Table S33.: Calculated percentage of electron configurations in the excited
states wave functions of quinoxaline obtained at the DFT/MRCI, MR-
MP2(HF) and MR-MP2(BH-LYP) levels of theory. Only electron configura-

tions with more than 2 percentage are presented.

DFT/MRCI MRMP2 MRMP2
(BH-LYP) (HF) (BH-LYP)
Excitation Excitation Excitation
State %  from to %  from to %  from to
1 * * *
1°B1 8 ngy_, 7, 53 ny_, T 53 ny_, T
* * *
5 nmp_, TL+2 5  np_, TL+2 4 ng_ o TL+2
* * * *
2 ny 3Ty TLTL 2 Ny 3Ty TLTL
1 * * ®
2'A1 63wy 7 A1 7y 7 40 Ty T
* * *
24wy T 16 7y T 15 7y T
1By 83 mp s 53 s 51  mpy s
* * * *
2 Ty Ty TLTL 4 Ty TL+1 3 Ty 1Ty TLoTL
* * * *
2 Ty TrL+1 3 1T LT 3 Ty TrL+1
* *
2 T T 4o 2 Ty T4
1 * * *
1"As 61 ny g sy 43 nyg_q s 40 ny_4 s
* * * *
11 ng_, TL+1 4 ng g TL+2 6 npg_ o7y TLTL
* * * *
8 Ny 9Ty TLTL 4 ng_, TL4+1 4 ng_, TrL+1
4 ng_g a0 4 np oy T, 3 ny_g 4o
* * * * *
3 nyg_y TL+5 2 Ty My TLTL 2 T4y TLTL
* * * *
3 TH_4My_o TLTL 2 ngo4 TL+5 2 ngoo TL+5
1 * * *
2'Ay T3 ng TLt1 51 ng_, i1 50 ng_, i1
8 ny_g 7 3 ny_g 7 3 ng_g 7
* * * * * *
3 npg_oTy TLTL 2 ng oy T TL41 2 npg oy TLoTL41
3 n s 7wk
H-—2TH_1 LL41
3 * * *
1°Bs 83 my 7r£ 52 7wy 7r£ 50 7y 7r£
3 7wy TL42 3 T TrL4+1 3 T TrL+1
3 s F 3 T ¥ 3 T Tk
H—1 L+1 H L+2 H L+2
* * *
2 Ty TL+2 2 Ty TL+2 2 Ty TrL+2
* *
2 my_y T 2 Ty L
3 * * *
1°B; 82 ng_, 7, 52 ny_, T 52 ny_, T
* * *
8 ny_, TL+2 6 ng_, TL+2 5 ny_, TL+2
* * *
2 ngog TL45 2 ng.g TL45 2 nyog TL+5
3 * * ®
1°A; 8 my_, T 54wy T 52 w4 T
* * *
6 Ty T 7 T T 7 Ty T
3 * * *
1°As 69 ny_g 7 45 ny_4 7 44 ny g a3
* * *
8 N3 TL+2 7 N3 TL+2 6 N3 TL+2
* * *
6 ng_, TL41 4 ng_, TL+5 4 ng_, TL+5
* * * *
6 ny_, TL+5 2 ng_, TL4+1 2 npg_ 9Ty TLTL
* * *
2 nyg 9Ty TLTL 2 ny o TL+1

The orbitals presented in the table are labeled according to the order obtained within the DFT theory.
In the following cases the ordering of the Hartree-Fock orbitals is different:
The ny 4 bh-lyp orbital corresponds to the n, . hf orbital;
The 7;;_, bh-lyp orbital corresponds to the w4 hf orbital;
The 7r]’fﬂLs bh-lyp orbital corresponds to the 7"2+9 hf orbital;
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Table S34.

Molecular Physics

Quinazoline

SOMEs'DFT-MRCI"'MRMP2

Experimental and computed DFT/MRCI, DFT/MRCI-R, MR-MP2(HF), MR-MP2(BH-LYP) verti-
cal excitation energies of quinazoline. The oscillator strengths are given in the parentheses.

Energies(eV

State Dominant DFT/MRCI DFT/MRCI-R  MRMP2 MRMP?2 Experiment
character (HF) (BH-LYP)

I'A”  n—a*  3.80 (0.007) 3.92 (0.008) 3.49 (0.004) 3.39 (0.004)

21A" 7t 4.27 (0.032)  4.26 (0.040) 3.90 (0.019) 3.55 (0.018) 4.07%

3'AY w7 4.72 (0.063) 4.68 (0.067) 4.86 (0.049) 4.62 (0.034) 4.66%

2LA” n— 7 4.76 (0) 4.89 (0) 4.35 (0) 4.13 (0)

3'A” > a* 518 (0.001)  5.29 (0.001) 4.72 (0) 4.42 (0)

1BA 7o 7a*  3.16 3.13 3.13 2.96

1BA”  n—a* 354 3.66 3.16 3.10

2N 1wt 4.06 4.00 3.91 3.72

3BA 1ot 4.38 4.33 4.50! 4.271

A" n— ot 444 4.58 4.03 3.75

MRMP2(HF):143A’

MRMPQ(BHLYP):143A’
@ Absorption maximum in cyclohexane and etylether [17]
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SOMEs'DFT-MRCI"'MRMP2

Table S35.: Calculated percentage of electron configurations in the excited
states wave functions of quinazoline obtained at the DFT/MRCI, MR-
MP2(HF) and MR-MP2(BH-LYP) levels of theory. Only electron configura-

tions with more than 2 percentage are presented.

DFT/MRCI MRMP2 MRMP2
(BH-LYP) (HF) (BH-LYP)
Excitation Excitation Excitation
State %  from to %  from to %  from to
PA” 81 ng_, o 53 npy_, iy 52 ny_, L)
6 n % 5 n Tk 4 n Fige
H—2 L+42 H—2 L+42 H—2 L+2
AT 52 oy 32wy 3 38 my Ly
* * *
23 w4 7r£ 17 7y 71'5 11 7y 7r£
12 7y T 9 T 7")I;+1 5 T 7r£+1
2 Ty TL4+1 3 Ty TL+1
1 1"
21 A 68 ny_, T 45 ng_, T 42 ng_, T
13 ny_ 4 s 9 Ng_s sy 10 ng_4 s
4 ny 4 Tlis 3 ny_g Tlis 3 ny_o Tl4s
1A * * *
3tA 64 ny sy 42 ny 4 sy 39 ny_ g 7
15 ngy_o 7rzJrl 11 ng_o 7rz7L1 12 ngy_, 7r2+1
* * *
4 ny g 7r£+2* 3 ny_s TL+2 3 np_g ”£+2*
2 Ny 9T L TL41 2 Ny 9Ty, L TL41
13A7 81wy s 52 wpy Ly 53 Ty 1y
* * *
3 Ty_4 TL+2 4 Ty, L 2 Ty TrL+2
3 TH—1 L 2 TH—4 7r1t+2 2 Ty 7TZ-‘rz
2 T 7"24—1 2 T 7r}i+1 2 T 1 ﬂz
* *
2 Ty TL4+1 2 Ty TL42
3AM
1°A 80 ny_, wz 51 ngy_, 71'; 51 ngy_o ﬂé
2 NH_2 7r1;4+2 6 ny_, TL+2 5 ny_g TL+2
n ™
H-3 L+5
3A
2°A 49 ng_, 7rz_'_1 25 ng_, 7rz_’_1 24 ng_g 3
* * *
27 ng_4 T 21 nyg_4 T 22 ny_, T41
* * *
8 Np_o 7r£_'_5 7 Np_o 7r£+5 7 Ny _o 7r£+5
3 ny_g TL42 3 my_g TL42 3 ny_g TL42

The orbitals presented in the table are labeled according to the order obtained within the DFT theory.

In the following cases the ordering of the Hartree-Fock orbitals is different:

The n ;4 bh-lyp orbital corresponds to the n,;_, hf orbital;
The 7 _, bh-lyp orbital corresponds to the 7 _, hf orbital;
The 77 , 5 bh-lyp orbital corresponds to the 77 , ,, hf orbital;
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S4.8.

Table S36.

Pyranthione

SOMEs'DFT-MRCI"'MRMP2

Experimental and computed DFT/MRCI, DFT/MRCI-R, MR-MP2(HF) and MR-MP2(BH-LYP)

vertical excitation energies of pyranthione. The oscillator strengths are given in the parentheses.

Energies(eV

State Dominant DFT/MRCI DFT/MRCI-R  MRMP2 MRMP?2 Experiment
character (HF) (BH-LYP)

1'Ay  n—a* 216 (0) 2.22 (0) 2.26 (0) 2.25 (0) 2.25¢

1'By, n—7*  3.76 (0) 3.66 (0) 3.95 (0.001) 3.85 (0)

2'A; =7 3.92(0.497) 3.90 (0.544) 3.76 (0.495) 3.71 (0.482) 3.78%

1'By  m—a*  4.32(0.003) 4.35 (0.002) 4.39 (0.001) 4.30 (0.002)

2B, w—a*  5.59(0.107) 5.63 (0.121) 5.54 (0.082) 5.37 (0.067)

13Ay  n—a*  2.05 2.08 2.15 2.16

1A, w—o7a* 228 2.19 2.22 2.19

1B, w—7n*  3.70 3.71 3.57 3.49

1By n—7n*  3.80 3.61 3.94 3.83

2A, w—a* 485 4.82 4.74 4.66

@ Absorption maximum in 3-methylpentane [18]
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Table S37.: Calculated percentage of electron configurations in the excited
states wave functions of pyranthione obtained at the DFT/MRCI, MR-
MP2(HF) and MR-MP2(BH-LYP) levels of theory. Only electron configura-
tions with more than 2 percentage are presented.

DFT/MRCI MRMP2 MRMP2
(BH-LYP) (HF) (BH-LYP)
Excitation Excitation Excitation
State %  from to %  from to %  from to
1 * * *
1"Ay 87 ny 7 62 ng T 60  ng 7
* * * * * >k
6 T 1My T 6 T 1My T T 7 T 1My T T
2 g n F Ty
H—2"H LT 41
1 * * *
1'Bo 76 Ny Tra1 50  ng T 48 Ny T
* * * * * *
12 7wy _yny TrTL41 13 7Ty _yng TLTL41 13 7wy iy TLTL41
* * * * * *
5 Ty oy LT L41 4 Ty _ony LT 5 My oMy TLTL
21A; 81 T 1 s 55 w4 T 53 w4 s
* * * * * *
6 Ty 1T T 6 Ty 1T T 6 Ty 1T TLTL
* * * * * *
4 Ty 0Ty LT L41 2 Ty T TroTL4+1 3 TH_oTH TroTL41
2 T o™ T T
H-3"H_1 L
1 * * *
1'B1 T Ty Tra1 51 my_ 4 T 48 mu T
* * * *
10 7y 1Ty T TL41 9 Ty T TLTL41 7y Ty TLTL41
* * * * * *
3 TH_2TH 1 T 3 Ty o T 3 T 2T T TL
2 TH-3TH-_1 T4 2 Ty 3T LT Lt 3 Th_o T
3 * * *
1°Ay 91 ny s 63 ng T 61  ng s
* * * * * *
3 T _ 1My T 5 T 1My T T 5 T 1My T T
3 * * *
1°A; 94 7y, 7 66 Ty 4 T 65 w4 s
* *
2 T L1 2 Ty TL4+1
3 * * *
1°B1 T Ty Tra1 40wy T 42wy T
16 my_o T 20 Ty _o T 16 7y _, T
* * *
2 T o TL+6 4 Ty 3 TL+1 3 T TL+6
* * *
2 TH—3 TL+1 3 TH—2 TL+6 3 TH-3 TL+1
2 ™ T I g 2 T s Fa g 2 T T Fea g
H-1"H—1 L4 H-1"H—1 LT r41 H-1"H_1 L r41
13Bs 8l ny 772+1 51 ny 71’2_‘_1 49 Ny 7r2+1
* * * * * *
10 7wy gy T4 13 7wy g T4 13 7wy g T 41
* * * * * *
3 T 9N T 4 T oMy T, 5 T oMy T
22A1 63 Ty, T} 41 43 gy, T 42 my_ T
* * *
18 7wy _4 T 15 7y s T 15 7y s T
* * *
11 7wy TL+6 7 TH-1 TL+6 7 TH—1 TL+6
2 TH—2TH_1 T L4

The orbitals presented in the table are labeled according to the order obtained within the DFT theory.
In the following cases the ordering of the Hartree-Fock orbitals is different:

The n,; bh-lyp orbital corresponds to the n,; ; hf orbital;

The 7, _, bh-lyp orbital corresponds to the 7 ; hf orbital;

The 77 , o bh-lyp orbital corresponds to the 7} , , hf orbital.
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S4.9. Dithiin

Table S38. Experimental and computed DFT/MRCI, DFT/MRCI-R, MR-MP2(HF) and MR-MP2(BH-LYP)
vertical excitation energies of dithiin. The oscillator strengths are given in the parentheses.

Energies(eV)
State Dominant ~DFT/MRCI DFT/MRCI-R MRMP2 MRMP2  Experiment
character (HF) (BH-LYP)
'B 7—7* 260 (0.001) 2.58(0.001) 2.38 (0.001)  2.33 (0.001) 2.74¢
2'1A w7 4.36 (0.035) 4.36 (0.038) 4.17 (0.015)  4.01 (0.010) 4.44¢
2'B 7 — 7*/o* 4.54 (0.018) 4.52 (0.019) 4.26 (0.014)'  4.14 (0.009)! 5.00%
3B 71— 7*/o* 4.73 (0.005) 4.69 (0.006) 4.20 (0.006)% 3.97 (0.005)?
3'A 272 4.80 (0) 4.69 (0) 4.39 (0) 4.23 (0)
B 77" 200 2.06 1.86 1.84
2B 7 —7a*/o* 3.31 3.40 2.88 2.85
BA 71—t 375 3.82 3.74 3.68
3B 7 7*/o* 4.36 4.36 3.91 3.81
A g mt 477 4.88 4.37 4.24

MR-MP2(HF): 13'B,22!B
MR-MP2(BH-LYP): 13!B,22'B
@ UV-vis absorption maximum in CHyCly [19]
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Table S39. Calculated percentage of electron configurations in the excited states wave functions of dithiin
obtained at the DFT/MRCI, MR-MP2(HF) and MR-MP2(BH-LYP) levels of theory. Only electron configurations
with more than 2 percentage are presented.

DFT/MRCI MRMP2 MRMP2
(BH-LYP) (HF) (BH-LYP)
Excitation Excitation Excitation
State %  from to %  from to %  from to
1'B 89 my s 62 Ty oy 64 Ty s
* * *
3 Ty 9L+1 2 Ty OL+1 2 7y 9L+1
* *
2 T o T 2 Tr_o T
1 *
2+A 83 w4 ﬂ; 54 w4 7r£ 55 w4 71';
4 Ty, OL+1 4 Ty ‘7£+1 3 Ty OL+1
2 T Ly
1 * * *
2'B 44 UI;JFI 28 Ty _o 7r£ 30 Ty o 71'£
36 Ty o 7r£ 27wy 0£+1 29 my a£+1
7 TH—2 Or41 6 TH—2 141 4 TH—2 Or41
5 T 7 5 Ty 7 2 Ty 7
1
3'B 48 Ty _, s 31 7wy O'E_H 31wy GZ+1
* * *
40wy 0141 31 w4 T 29wy, 7,
31A 81 7wy, Ty T 49 Ty, Ty T T 49 Ty, Ty T
* * * * * *
3 T2y 9041 3 Tg—2TH W£7UL+1 3 Tg—2Ty 9L 41
2 Ty Ty LT, 3 npg_g 7"£ 3 Ty _o Ty F;JTZ
2 T 0'£+2* 2 Ny g T
2 TH 1T T
1°B 92 7wy 7'&2/ 64 Ty Wz/ 61 7y 712/
2 Ty o IL+1 2 Ty o OL+1 3 T o ”5
3 TH o OL+1
3 * * *
2°B 52 my_, T 33 Ty _o T 32 my_, T
* * *
40 g 41 30 Ty 0111 31 Or41
*
3 Ty T
3 * * *
1°A 84 w4 7 43wy 3 42wy 7
* * *
4 T Tlt4 12 7wy 71'5_‘_4 10 7py 7r£+4
4 Ny_g 7r£ 5 Ny _g 71'%
3 T o TL+4 4 Ty o TL+4
3 * * *
3°B 49 7wy JI;JFI 29 Ty _o 7r£ 28 T o ﬂ'é
39 Ty o T 28wy 0741 28wy 0741
4 Ny 3 5 Ny s
2 ny_y 141 2 Ny 4 o141
3 * * *
2°A 23 Ty 7r£+4 16 7y 4 0'£+1 17 7y U£+1
21wy a£+2 12 7y g 7r£ 16 7y 4 71'%
18 7y U£+1 10 7wy 7r£Jr4 9 T 7r£+4
17 ny_4 71'£ 8 N g 7r£ 9 Ny _ g ﬂ'é
6 TH_6 7r£ 7 Ty 0£+2 6 TH_ 6 7r£
3 T _o 44 6 TH_ 6 71'£ 5 Ty a£+2
2 Ty IrL+2 3 Ta_ TL44

The orbitals presented in the table are labeled according to the order obtained within the DFT
theory. In the following cases the ordering of the Hartree-Fock orbitals is different:

The 7, _, bh-lyp orbital corresponds to the 7, _, hf orbital;

The 7, bh-lyp orbital corresponds to the 7, _, hf orbital;

The o7 ,, bh-lyp orbital corresponds to the o , 5 hf orbital.

The Ry, 13 bh-lyp orbital corresponds to the Ry, Py hf orbital.

The 77 ,, bh-lyp orbital corresponds to the 77 , 5 hf orbital.
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S4.10. Bithiophene

Table S40. Experimental and computed DFT/MRCI, DFT/MRCI-R, MR-MP2(HF) and MR-MP2(BH-LYP)
vertical excitation energies of s-trans bithiophene. The oscillator strengths are given in the parentheses.

Energies(eV)
State Dominant DFT/MRCI DFT/MRCI-R MRMP2 MRMP2 Experiment
character (HF) (BH-LYP)
I'B 7= 417 (0.446) 4.15 (0.472) 4.02 (0.437)  3.93 (0.401)  3.86%, 4.09 (4.11)°
2'A 7 — 7 4.81(0.005) 4.87 (0.006) 4.66 (0.001)  4.39 (0)*
2'B 7w —m* 495 (0.112) 5.00 (0.129) 4.58 (0.092)  4.18 (0.066) 5.02°
3'A 7 — 7 5.02(0.003) 5.11 (0.004) 4.69 (0.003)  4.28 (0.002)?
4'A m—o*  5.34(0.001) 5.39 (0.002) 5.27 (0.001)!  4.81 (0)3
3B 71— 0"  5.42 (0.023) 5.46 (0.029) 5.44 (0.030)  4.92 (0.028)
1B w7 278 2.81 2.62 2.44 2.32¢
1A 77 372 3.79 3.50 3.25
2PN T ot 417 4.22 4.02 3.72
23B Tt 4.21 4.26 3.98 3.71
3B T—o* 509 5.14 5.03 4.55
BA 7T —0o* 500 5.14 5.35 4.76
43B T — 7" 543 5.49 5.46 4.76
4B3A gt 545 5.39 5.38 4.92

MRMP2(HF): 15t A

MRMP2(BH-LYP):'31A, 221 A 351A

¢ PD-PES in the gas phase [20]

b Absorption maximum in dioxane. [21]

b Value in parentheses is for the spectra in methylcyclohexane [21]
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Table S41.: Calculated percentage of electron configurations in the excited
states wave functions of s-trans bithiophene obtained at the DFT/MRCI,
MR-MP2(HF) and MR-MP2(BH-LYP) levels of theory. Only electron config-
urations with more than 2 percentage are presented.

DFT/MRCI MRMP2 MRMP2
(BH-LYP) (HF) (BH-LYP)
Excitation Excitation Excitation
State %  from to %  from to %  from to
I'B 89 my L 58  my L 56wy L
1
2+A 54 w4 7 21 7y 7"24_1 21 7wy ﬂ—z_‘_l
* *
16 7y 7r£1_‘_1 21 my Tr£ i 120 7y 7r£ X
4 TH_o 7r£+1 8 T T E Tl'g,ﬂ'L 12 7wy 7r£,7rL
3 TH_3 7r£ . 3 T _3 7r£ . 7 TH_3 7r£ i
3 Ty LT 2 Ty_3Ty L To+1 3 Tp_3Ty L To+1
2 T 0Tl T
2 T Uz+2
2B 65 T, 7 40wy, sy 35 Ty, W%
* *
5 T 7r£1_‘_6 5 Ty 7"1;44—6 8 T rr 0£+3
5 T 0'£+3* 4 T 0'£+3* 5 T 7r£+6*
3 TesT 1 7r£,7rL 3 T T H_1 T, T 3 T TH_1 T, T
3 T TL+1 2 Ty Rypy4 2 Ty Ryp 4
2 T RyL+4
1B 87 wy n,; 56 Ty 7r]:; 54 wz
5 Tho3 L1 5 Thos TL41 6 Th s L1
3
1°A 51 7y 7TE+1 33 Ty 7r]’:_,_1 32 my 7"24—1
* * *
37 Ty g T 24wy 4 7 25 Ty_3 7,
3 * * *
2°A 73 Ty 7r£ 42 Ty g 7r£ 42 my g 7r£
11 7y, 7r£+1 10 7y _, 7r£+1 10 7y, 7r£Jrl
3 TH_3 T 4 T _3 T 2 T 7r£Jr7
2 Tp_3 T
2B 67 w4 s 39wy, Ly 38 o oy
* * >k
14 T 1 i1 12 7y g TI41 11 7y 7r£_'_1
* *
5 Ty 7r£1_‘_6 5 Ty 7"1;44—6 4 Ty 7r£+6
2 7y OL+3 2 T g TL+1 2 T 7"£+1
2 T RE/L+4 2 T 0743
2 Th_3 TL+1 2 Ty Yr44
3
3°B 63 Ty Uz+3 15 7wy O'z+3 27 7y O'z+3
* * *
9 TH—3 Tr4+1 12 7wy TL+6 9 T3 TL4+1
7 T _o ﬂ'z 11 TH_3 7"24_1 8 T _o 7rz
*
3 Ty 7‘2,—0-6 10 7y _o sy 6 Ty 7r£+6
2 TH_g T 7 T R3L+4 3 TH_g T
3 TH_6 T 2 T RyL+4
N
2 Ty T
3 * * *
3°A 6 Ty 0'£+2 22 7y 0o 41wy O'£+2
3 TH_3 Ol43 12 7wy RE/L+5 4 TH_1 7r£
2 T RyL+5 6 Ty 7r£+7 4 TH_3 TI+6
5 TH_1 L 3 Ty Yr+5
* *
4 TH_3 TI+6 2 T T 7
3 my Ryr 10 2 Ty YL +a
*
2 Ty TI'£+1
2 T g T

Continued on next page
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Table S41 — continued from previous page
DFT/MRCI MRMP2 MRMP2
(BH-LYP) (HF) (BH-LYP)
Excitation Excitation Excitation
State %  from to %  from to %  from to
2 Thos Rypi1y
4B 33 my Ly 20 my 0% 43 20wy ot s
12 my o113 11 7y Ryr 14 15 7y Tlie
* *
12 7y R3L+4 7 T TI'£+6 8 TH_3 07 4o
9 Tu_g ‘7£+2 4 Ty g OL+2 5 Ty Ry 4
9 Ty_3 7T£+1 4 Ty, RgL+2 3 T RfL+2
6 Ty o L 3 Th_s TL+1 3 Th_3 TL+1
4 Ty L 3 Ty Rypya
43A 34 w4 T 17 7wy Uz+2 11 7wy g s
27T 7wy 7r2+1 12 7wy 4 T 11 7wy 7r2+1
7 Te_1 s 11 7y Tl'z+1 10 7y UZ+2
6 Ty 7r2+7 5 TH_3 0’2+3 7 Ty 7r2Jr7
4 Ty g TL+6 5 Ty Ryp 10 T Th_3 OL+3
3 Ty RyL+5 3 TH_1 T
3 TH—3 UZ+3 2 Ty RyL+5
2 Ty RyL+10 2 Ty R*yL+9
2 T RyL+9 2 TH_3 T 16
2 Ty Ry 110

The orbitals presented in the table are labeled according to the order obtained within the DFT
theory. In the following cases the ordering of the Hartree-Fock orbitals is different:
The 7rz+7 bh-lyp orbital corresponds to the 7rz_‘_8 hf orbital;

The Ry, bh-lyp orbital corresponds to the Ry , 1, hf orbital;
The RyL+11 bh-lyp orbital corresponds to the RyL+10 hf orbital.
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S4.11. Nitromethane
Table S42. Experimental and computed DFT/MRCI, DFT/MRCI-R, MR-MP2(HF) and MR-MP2(BH-LYP)
vertical excitation energies of nitromethane using the valence basis. The oscillator strengths are given in the
parentheses.
Energies(eV
State Dominant - 2 2 xperiment
character (HF) (BH-LYP)
11A” n— 3.92 (0) 4.00 (0) 3.83 (0) 3.77 (0) 4.25%
LAY n— 4.34 (0) 4.36 (0) 4.04 (0) 4.07 (0) 4.50b, 4.45¢,
4.514, 4.59¢
21 A/ T— 7" 6.39 (0.260) 6.44 (0.305) 6.46 (0.209)  6.47 (0.198) 6.25b, 6.23%¢
6.29%, 6.26°
1A 1= 8.86(0.093) 9.02 (0.045)F  8.60 (0.196) 8.59 (0.260)"
4'A" 7 — Ryd  8.92 (0.007) 8.88 (0.002) 8.58 (0.019)% 8.54 (0.003)>
13A7 T— " 3.43 3.31 3.54 3.55
PBA” n—oa* 371 3.80 3.55 3.60
A" poat 410 4.13 3.85 3.92
2A" n,n— 72 7.51 6.25 8.663 8.853
BA wmoat 7.98 8.13 8.274 8.264
431A’ 7 — Ryd 8.81 8.75 8.445 8.40°
75 A/

MRMP2(HF):141 A’ 231 A’ 343A’ 42377 5337’
MRMP2(BHLYP):'41 A’ 231 A’ 363A’, 423A7, 533 A/
@ Electron energy-loss maximum in gas [22]

b Absorption maximum in gas [22]

¢ Electron energy-loss maximum in gas|23]

4 Absorp

¢ Absorption maximum in gas

tion maximum in gas

24
25
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Table S43.: Calculated percentage of electron configurations in the excited
states wave functions of nitromethane obtained at the DFT/MRCI, MR-
MP2(HF) and MR-MP2(BH-LYP) levels of theory using the valence basis.
Only electron configurations with more than 2 percentage are presented.

DFT/MRCI MRMP2 MRMP2
(BH-LYP) (HF) (BH-LYP)
Excitation Excitation Excitation
State %  from to %  from to %  from to
1AM * * *
1tA 90 ng_, 7r£ i 62 ng_ 7r£ 0 ng_ 4 7r£l
7 Ny o) g T 7 Npr_o T 6 Ny o Tpr T
5 Ny 0Ty T
2 ng, Rypia
N * * *
21 A 89 ny_, 7r£ ) 62 ny_, 7r£ ong_, 7r£
8 Ny 1T Ly XUy 8 Ng_q T 6 Ny 1T T,
6 N 1Ty LT
2 ngoo Rypiq
21A7 83 7y y 65 mg oy 63 my T
6 T 7T Tl'g,ﬂ'z 6 T T ﬂg,ﬂz 9 T i 7121,772
4 T _asT T 3 T a3 T LT 3 T s T
3A7 * * *
1°A 98  my T 8wy T 80 Ty T
2 T RyL+4
3A * * *
1°A 93 ny_, T 64 ngy_y 7r£ T ong_y 7r£
3 N oy T 6 Ny o T 4 N _oyTpr T,
4 Ny _oTpy T
2 ny_, Ryp iy
RN/ * * *
2°A 94 ng_, Tr£ i 65 mng_, 7r£ T2 ng_, 7r£l
4 N 1T T 7 Ny 7r£ i 5 Ny 1T T
5 N 1T T,
2 ny o Rypya

The orbitals presented in the table are labeled according to the order obtained
within the DFT theory.

In the following cases the ordering of the Hartree-Fock orbitals is different:
The 7 _ - bh-lyp orbital corresponds to the 7 _ hf orbital;

The ny_, bh-lyp orbital corresponds to the n, _, hf orbital;

The ny_, bh-lyp orbital corresponds to the n, _; hf orbital.

50



May 29, 2016 Molecular Physics SOMEs DFT-MRCI'MRMP2

Table S44. Selected matrix elements (cm~') for nitromethane calculated with DFT/MRCI, DFT/MRCI-R,
MR-MP2(HF) and MR-MP2(BH-LYP) methods using the valence basis.

SOMEs(cm ™!
DFT/MRCI DFT/MRCI-R MRMP2 MRMP2

(HF) (BH-LYP)

(13A'|Hso 4|11 A" 0.3 0.3 0.2 0.0
(13A"|Hso <11 A) 33.9 32.8 31.8 36.6
(13A" | Hgo «|2' A7) 17.0 16.0 17.2 17.4
(1BA" | Hgo 4|11 47) 16.5 16.7 22.8 18.0
(1PA"Hgo 4|28 A) 30.1 28.6 30.7 30.6
(13A'[Hso «[11A") 23.8 23.3 22.3 23.7
(13A" | Hso |21 A") 9.5 9.4 10.6 7.9
(1A' Hgo 4|11 A") 41.1 40.5 42.1 41.5
(134" Hgo y|28A") 6.7 6.3 1.2 5.3
(13A" | Hso 4|2V A”) 32.8 32.3 35.1 35.7
(13A" | Hgo «|134") 22.6 23.1 22.3 23.5
(1PA"Hgo ,|13A4) 39.0 40.0 41.2 40.7
(23 A" Hso ,|13A") 33.9 32.5 35.5 35.9
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Table S46.: Calculated percentage of electron configurations in the excited
states wave functions of nitromethane obtained at the DFT/MRCI, MR-
MP2(HF) and MR-MP2(BH-LYP) levels of theory using the augmented basis.
Only electron configurations with more than 5 percentage are presented.

DFT/MRCI MRMP2 MRMP2
(BH-LYP) (HF) (BH-LYP)
Excitation Excitation Excitation
State %  from to %  from to %  from to
A" 86 ng_, Ly 52 ny_q o 68 ny_, iy
6 ng_omy T 10 ng T /pz 5 Ny oy T
6  ng_4 7r*/pz/
21A7 86 ny_, iy 52 mny_, o 68 ny_, Ly
T ong Ty T 10 ngy T /pz 6 nyg_ Ty T,
6 ngy o 7 /pz’
21AY 82 Ty 3 39 my 7 63 my T
6 Ty Ty T 16 7y ™ /pz 8 Ty _+Th T
11 7y 7r*/pz,
1BAY 94 7y iy 62 o T Ty Ly
11 7y 7r*/pz,
6 7y T /pz
1BA” 89 ny_, i 54 mng_ s 68 ny_, Ly
9 ng_, T /pz
6  ng_ 7 /pz’
2547 90 ny_, n 54 ny_, nr 69 ng_, i3
10 ngy o T /pz 5 nyg Ty T,
6 ng_o 7r*/pz/

The orbitals presented in the table are labeled according to the order obtained
within the DFT theory.

In the following cases the ordering of the Hartree-Fock orbitals is different:
The 77 bh-lyp orbital corresponds to the 77 19 hf orbital;

The ny_, bh-lyp orbital corresponds to the n, ., hf orbital;

The ny_, bh-lyp orbital corresponds to the n, _; hf orbital.
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Table S47.: Calculated percentage of electron configurations in the discussed
wave functions of nitromethane obtained at the DFT/MRCI-R, CASPT2
(8,7) and CASPT2 (8,6) levels of theory using the augmented basis. Only
electron configurations with more than 5 percentage are presented.

DFT/MRCI-R CASPT2 (8,7) CASPT?2 (8,6)
Excitation Excitation Excitation
State %  from to %  from to %  from to
1TA” 88 ny_ n 86 ng_, n 84 ny s
5 Ny _oTpy T T 11 ny_ o7y T 16 ny_ o7y T
2LA” 8T my_, s 82 ny_, s 8l ny_, oy
6 Ny 1T T 16 nyg_ 7y T 19 ngy_ 7y T T
21A7 85 7y Ty 57 wy Ty 81 my Ty
5 T 7T T 12 ngy 3s 15 7wy 7y T T
10 ny o 3s
8 Ty _7T g T
18A" 95 7y, ny 97 my ny 98  my L
1BA” 89 ng ny 88 ng_, i3 86 my_, L
9 Ny 0Ty T 14 ny_o,my T
25A” 89 ny_, Ly 84 ny_, s 83 ny_, oy
5 N 1T T 13 nyg_ 7wy LT 17 nyg_ 7Ty T
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Table S48.

Nitrobenzene

SOMEs'DFT-MRCI"'MRMP2

Experimental and computed DFT/MRCI, DFT/MRCI-R, MR-MP2(HF) and MR-MP2(BH-LYP)
vertical excitation energies of nitrobenzene. The oscillator strengths are given in the parentheses.

Energies(eV)
State ~ Dominant ~DFT/MRCI DFT/MRCI-R MRMP2 MRMP2  Experiment
character (HF) (BH-LYP)
1'A, n— * 3.29 (0) 3.46 (0) 3.25 (0) 3.47 (0) 3.65%
1'Bs n— m* 3.88 (0) 3.91 (0) 3.82 (0) 3.76 (0)
1'B; T — 4.29 (0.004)  4.40 (0.021) 4.28 (0. 006) 4.18 (0.004)
2!1B; w7 — 7,1 4.63 (0.024) 7.19 (0.170)'  7.00 (0.198)!
21 A, T — 4.77 (0.249)  4.81 (0.311) 5.33 (0.246)  5.08 (0.243) 5.17°
1°B; T — 2.84 2.93 3.35 3.35
13A, n — 3.11 3.26 3.00 3.09
1A, T =t 3.66 3.65 3.62 3.51
1By n — w* 3.67 3.72 3.63 3.62
23B, T — Tt 4.01 4.01 4.34 4.18
4By m.r— . 7" 5.88

MR-MP2(HF): ! 51B,
MR-MP2(HF): ' 5'B;

@ Absorption maximum in n-hexane [26]
b Absorption maximum in gas phase [26]
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Table S49.

SOMEs'DFT-MRCI"'MRMP2

Calculated percentage of electron configurations in the excited states wave functions of nitrobenzene
obtained at the DFT/MRCI, MR-MP2(HF) and MR-MP2(BH-LYP) levels of theory. Only electron configurations
with more than 2 percentage are presented.

DFT/MRCI MRMP2 MRMP2
(BH-LYP) (HF) (BH-LYP)
Excitation Excitation Excitation
State %  from to %  from to %  from to
1 * * ®
1A 77T npy_g 7 45 ny_g s 50 ng_ s 7
* * *
12 ny_ 4 7TL+2* 12 ng 4 ﬂ-£+2* 7 N g 7r£+2
* *
3 My 4T g TLTL 3 Ny 4Ty o TLTL 3 Ny 4T o TLTL
* *
2 Ny 4T L TL42
1 * * ®
1'B2 76 ng_, T 45 ng_y, T 50 ng_y, 7,
* * *
T ng_y TL+2 120 ng_y TrL+2 6 ny_y TrL+2
* * * * * *
4 nyg_ 5Ty TrTL 3 Ny 3Ty TrsTL 4 nyg_3TH TrLTL
* * * *
2 Ny 3Ty o T L42 2 ny_g3Ty_o LT Ly2
1 * * *
1'B1 46 T 7 35 Ty 7 26 my T
* * * *
26 Ty _ oy TLoTL+1 2L Ty TrL+1 23 Ty, TrL+1
* * *
5 Ty 1 T4 4 Ty TL42 8 Ty L)
5 Torr oy pr_ T T
h ﬂH 27TH 1 WI; Lﬂ*
H-—2TH L1142
3 TH_o T
1 * * * * * *
2'B1 33wy o7y T 24 Ty oy T4 28 My oy T
* * * * *
25wy L 10 7y 7y TrL+1TLy2 6 Ty_1Ty TrL+1TL42
* * * *
12 7y, TrL+1 8  Ty_g TL+2 5 Ty 9T T T
* * * *
5 T L T T 9Ty TLTL 5 Ty, TL41
5 T g ok mk 3 s % 4 T Fige
H-2Tg_1 7L H—1 L41 H-—2 L+t2
1 * * *
2'Ar 75 my s 54 w4 T 50 w4 T
* * * *
5 Mu_9TH T TL41 T Ty TL+1 6 7y TrL+1
3 Ty o, Tt
5 7TH 2T g Tl'é’ L
H-2 L+1
2 T Tk
H L1
3 * * *
1°B; 7T T o T 49 Ty, T 53 Ty _o T
* * *
15 7wy, TL+2 16 mg_, TL+2 10 7y _, TL+2
4 T *
H L
3 * * *
1°Ay 78 ngy_ 4 sy 46 ny_4 T 51 ngy 4 s
* * *
13 ng_g TL+2 13 ng_g TL+2 T nyg_g TL+2
* * * * * *
2 Ny _4TH_ TLTL 2 Ny 4T TLTL 3 My _4TH o TLTL
3 * * *
1°Aq T Ty sy 38 w4 s 30 w4 7
* * *
9 T 4 I 42 15 7y T 1 17 7y 41
* * *
8 Ty TL41 8 Ty TL4+2 13 7y TL42
3 * * *
1°Ba 78 ng_y, T 46 ng_y T 51 ng_y, T
* * *
12 ng_y TL42 13 ng_y TL+2 T np_y TrL+2
* * * * * *
2 Ny _3TH TLTL 2 Ny 3T o LT 4 ny 3T TLTL
43B; 55 T o T Tr]’:,wz_H
9 Tg—1TH ”Z+1’”2+2
* *
T T 9T TLTL
*
6 Ty TL41

The orbitals presented in the table are labeled according to the order obtained within the DFT theory.
In the following cases the ordering of the Hartree-Fock orbitals is different:
The 71'2Jr2 bh-lyp orbital corresponds to the 7rzJr3 hf orbital;
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SOMEs'DFT-MRCI"'MRMP2

Table S50.: Calculated percentage of electron configurations in the excited
states wave functions of nitrobenzene obtained at the DFT/MRCI, and
DFT/MRCI-R levels of theory. Only electron configurations with more than 2

percentage are presented.

DFT/MRCI DFT/MRCI-R
Excitation Excitation
State %  from to %  from to
1 * *
1Ay 77T ngy_ g s 8 ngy_g sy
* *
12 ng_q Tl 120 ny 4 I o
* * * *
3 Ny _4TH 5 TLoTL 4 Ny _4TH_ 9 TLTL
1 * *
1'B2 6 ng_y, T S5 My 7,
* *
11 Ny T4 10 N 4 T 42
* * * >k
4 ng 5Ty TLTL 5 My gy o TLTL
1By 46 7y 3 73wy Ty
* * *
26 Ty oy T4 14 7y T
5 g ¥
H-1 L+1
5 *+ *
TH—2TH-1 TLTL
* *
4 Ty 9Ty 7T£+17“L+2
3 TH_o T
1 * *
2'B1 33 Ty_oTgy 7T£77FL+1
25wy T
i
12 Tr_1 TI41
*
5 T _o 7
* *
5 Tg—2TH_1 TLTL
1 * *
2°A 75 myo sy 86 w4 sy
* * *
5 Mg _9TH_q TLTL41 2wy TL+1
3 TH_oT T
*
2 T, TL4+1
*
2 Ty T a1
3 * *
1°B1 T Ty T 79 Ty o 7,
* *
15 Tr_o T4 13 Tr_o T 4o
* *
4 T T 4 T T
3 * *
1°Ay 78 ny_g 7 8 ny_g T
* *
13 ng_4 T4 12 ny 4 T 4o
* * * *
2 Ny 4T TLoTL 3 My _4TH_g TLTL
3 * *
1°Ay 7T g T T Ty T
* *
9 TH-1 L2 9 TH-1 L2
* *
8 T T 7 Ty T
3 * *
1°B2 78 ng_y, 7 T ong_y 7,
* *
120 ng_ 4 T 4o 11 ny_y, T 4o
* * * *
2 Ny 3T TLTL 4 g 5TH TLTL
43B; 55 T 0T ﬂ'z,wz+l
* *
9 Ty 1Ty Tr4+1T L2
* *
T T o1 LT
*
6 TH-1 TL+1
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S4.13. Dithiosuccinimide

Table S51. Experimental and computed DFT/MRCI, DFT/MRCI-R, MR-MP2(HF) and MR-MP2(BH-LYP)
vertical excitation energies of dithiosuccinimide. The oscillator strengths are given in the parentheses.

Energies(eV)
State ~ Dominant ~DFI/MRCI DFT/MRCI-R  MRMP2 MRMP2  Experiment
character (HF) (BH-LYP)
1'B; n — 7t 2.66 (0) 2.73 (0) 2.58 (0) 2.45 (0) 2.77%, 2.82°
11A, n— 2.85 (0) 2.93 (0) 2.80 (0) 2.66 (0) 3.04%, 3.08"
1'By I 4.13 (0.722)  4.09 (0.7222)  3.85 (0.585) 3.75 (0.544) 3.96¢, 3.87°
2L A, n— 4.64 (0) 4.64 (0) 4.37 (0) 4.00 (0)
21A, n,n — ¥, 4.71 (0) 3.40 (0)
218, n— m* 4.83 (0) 4.80 (0) 4.55 (0) 4.20 (0)
5LA, n? — 72 6.07 (0) 5.08 (0)! 5.51 (0)! 5.26(0) !
1°B; n— 2.44 2.57 2.42 2.42 2.63%
13A, n— 2.64 2.77 2.67 2.59
1By Tt 2.77 2.84 2.67 2.55
13A, T — 3.43 3.51 3.42 3.28
22By n,n— 12 4.60 3.87 5.702 5.292
A1 n,n— 1 4.68 3.362 6.673 6.553
23 A, n— " 4.70 4.60 4.38 4.03
23B; n— 7" 4.87 4.73 4.50 4.14

DFT/MRCI-R: ' 3'Aq, 2 13A4
MRMP2(HF): ! 4'A,, 2 33B,, 3 43A,
MRMP2(BH-LYP): ! 4'A;, 2 33B,, % 5%A,
¢ Absorption maximum in cyclohexane [27]
b Absorption maximum in methanol [27]
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Table S52.: Calculated percentage of electron configurations in the excited
states wave functions of dithiosuccinimide obtained at the DFT/MRCI,
MR-MP2(HF) and MR-MP2(BH-LYP) levels of theory. Only electron con-
figurations with more than 2 percentage are presented.

DFT/MRCI MRMP2 MRMP2
(BH-LYP) (HF) (BH-LYP)
Excitation Excitation Excitation
State %  from to %  from to %  from to
1 * * *
1'B1 8l ny 7, 53 ny T 50 ngy 7,
* * *
I ng_y TL4+1 10 ngy_, TL41 12 ngy_, TL4+1
* * * *
2 nyg_ 1, Tyoo 7L 2 g 1Ty T
1A, 75 Ny_q sy 49 ng_ 4 s 45 ny_4 T
* * *
16 ny T 14 ny T 17 ny T
* * * *
3 T2 T 2 T2 T
1 * * *
1'By 88 7y, sy 58 Ty o 3 56 Ty _o sy
* * * * * *
4 Ty 3T L 4 Ty 3T o T 5 Ty_3TH o L
* *
2 T TL4+1 2 T3 TL4+1
* *
2 Ty oTH o LT L41
1 * * *
2'A2 61 ny T 35 ngy T4 29 ny T
* * *
11 ng_, T 9 Ny T 10 ng_, T
* * * * * *
9 Th_omMpy_y T L4+1 T Th_ony T 10 7y oy TrTrs
* * * * * *
8 Mg oy UAUR) T T Mg T L+ 8 Mu_ oMy T L4+1
21A1 86 ngy ng T
1 * * *
2By 63 ng_, T 36 ng_ 4 TIa1 30 ng_, T
* * *
U my_gmy T L4+1 T Th_ony T T L+1 9 Th_oMpy_y TLoTL
* * * * *
T T oMy T T T oMy LT 9 Ty_omy LT L4+1
6 Ny T 6 Ny 7 7 Ny T
1
5'A1 49 ngng T 32 ngmng T T 31 ngng T
* * * * * *
37 ng_mng_q T 25 myg_ Mgy T, 25 ng_ng_y T
3 * * *
1°B1 82  ny T 53 ny T 51 ng T
* * *
120 ng_ T 120 ny T 41 13 ng T
1A, 76 Ny 4 sy 49 ny_ 4 s 46 ny_ 4 sy
* * *
18 ny T 15 ngy T 17 ny Tl
2 Ny RyL+5
3 * « .
1°B2 88 Ty _, s 59 my_o Ly 57Ty, s
*
8 T3 TL41 8 Ty_s Tr41 10 7y g3 41
3 * * *
1°A; 58 mpy_g T 43 Ty g s 39 Ty g sy
* * *
36 Ty o T 23 my_o T 26 Ty o T
2 T, Ryr s
3
2°Ba 87 ny_qng T 58  ny_ing T 56 ng_ny T
* * * * * *
6 ny_,ny Tr+1T L4 5 ny_ iy TrL+1T 041 T Ny My Tr+17 L4
3 * ok * * * ok
2°A1 89 ny_qng T 57 ng_ng T 57 ng_{mnpy T
3 * * *
2°Az 65 ny T 33 ngy T 30 ngy T
* * *
15 ng_, T 10 ngy T 11 ng_, T
3 * * *
2°B1 69 ng_ Tl 35 mng_y a1 32 ng_, Tra1

Continued on next page
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Table S52 — continued from previous page

DFT/MRCI MRMP2 MRMP2
(BH-LYP) (HF) (BH-LYP)
Excitation Excitation Excitation
State %  from to %  from to %  from to
9 Ny T 9 T 2y “E:”Z-H 10 7y _ompy ”Z’WE-H
8 My oy LT 7T ng T 8 ng T

The orbitals presented in the table are labeled according to the order obtained within the DFT

theory. In the following cases the ordering of the Hartree-Fock orbitals is different:
The n,; bh-lyp orbital corresponds to the n,;_; hf orbital;

The n,;_; bh-lyp orbital corresponds to the n, _, hf orbital;

The 7, _, bh-lyp orbital corresponds to the 7, hf orbital.
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Table S53.: Calculated percentage of electron configurations in the excited
states wave functions of dithiosuccinimide obtained at the DFT/MRCI, and
DFT/MRCI-R levels of theory. Only electron configurations with more than 2

percentage are presented.

DFT/MRCI DFT/MRCI-R
Excitation Excitation
State %  from to %  from to
1 * *
1By 81  ngy 7r£ 82  ny T
-
11 ng Tr 11 10 ngy_ 4 T
1 * *
1"A2 75 ng g sy 5 ng_y s
* *
16 ngy T 16 ny Tl
* * * *
3 T 9N T, 3 T oMy T
1 * *
1'Bso 88 Ty, ) 87T Ty _o T
* * * *
4 Ty 3T o TLTL 5 TH-3TH_2 TrTr
1 * *
2'Ay 61 ny TIa 59 ny T
* * *
11 ng 4 T 12 7y _ompyg g T
* * *
9 T oMy TLTL41 10 ng_,y TL
* * * *
8 T 9N T 6 T oM T
1 * * * *
2'A1 86 ny_qnpg T 87 ny_,ny T
1 * *
2By 63 ngy_, T 1 60 ng_y T4+1
* * * *
11 7wy omy T T 41 16 7wy _omnpy T 41
* * * *
T T Mg TLTL 6 Ty _omp_ TLTL
* *
6 Ny 7 7 Ny s
1 * * * *
5'A1 49 ngng LT 49 ngng T
* * * *
37 ng_ng_y T 34 ng_ng_y LT
3 * *
1°By 82 ny 7, 82 ny T
* *
120 ngy T 11 ngy T
3 * *
1°Ay 76 ngy_q sy 6 ng_4 s
* *
18 ny T 17 nyg Tra1
3 * *
1°By 88 7wy, T 89 Ty _o T
*
8 Mg TL+1 T Tg_s TL41
3 * *
1°A1 58 my_q T 58  Ty_g T
* *
36 my_, T 36 Ty _, T4
3 kK * *
2°B2 87 ng_q,ng L 85 ny_qnyg T
* * * *
6 ny_yny TL4+17L41 6 ny_yng L4107 L4
3 * * * *
2°A1 89 ny_qng T 87 mny_ng T
3 * *
2°A2 65 ny TIa1 59 ngy a1
15 ng_, T 12 ng T
3 * *
2°B; 69 ngy_, T 1 60 ng_, T41
* *
9 Ny 7, 6 Ny T
* * * *
8  Th_oMy LT L41 17 Ty oy T T4
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S4.14. Methionine

Table S54. Computed DFT/MRCI, DFT/MRCI-R, MR-MP2(HF) and MR-MP2(BH-LYP) vertical excitation
energies of methionine. The oscillator strengths are given in the parentheses.

Energies(eV
State  Dominant DFT/MRCI DFT/MRCI-R MRMP2 MRMP2

character (HF) (BH-LYP)
2'A 7©—o0*/Ry 5.12 (0) 5.32 (0) 5.99 (0)* 5.24 (0)
3'A n,— 7 5.48(0.002) 5.71 (0.003) 5.97 (0.002)% 5.54 (0.002)
1A 7 —0*/Ry 4.65 4.94 5.62 4.77
A n,— 7w 513 5.46 5.77 5.26
3A 7 —0*/Ry 5.74 6.00 6.74 5.74
A my =T 6.06 6.31 7.013 6.241

MRMP2(HF): 1314, 2274, 373 A
MRMP2(BH-LYP):163A
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Table S55.: Calculated percentage of electron configurations in the excited
states wave functions of methionine obtained at the DFT/MRCI, MR-
MP2(HF) and MR-MP2(BH-LYP) levels of theory. Only electron configura-
tions with more than 2 percentage are presented.

DFT/MRCI MRMP2 MRMP2
(BH-LYP) (HF)t (BH-LYP)
Excitation Excitation Excitation
State %  from to %  from to %  from to
21A 44 7wy (6*/Ry) L4+1 25wy (6*/Ry)4+1 29wy (6*/Ry) ,+1
20 wy (0*/Ry) 1+2 13 7y (Ry/o*)L+2 16 my (0*/Ry)L+2
13 7wy (Ry/o*)L+3 T Ty (Ry/o*)L+6 8 Ty (Ry/o*)L+3
5 Ty (RY)L+4 7 Ty (6*/RY)L+9
5 Ty (Ry/o*)L+5
31A 61 n(O)g_, (5 28 n(O)H73 7r2+3 48 n(0)y_, T
7 ”(O)Hfg (0" /Ry)L+1 18 n(O)er, (Ry)L+4
7 n(S)y_s L 6 nO)y_s (Ry/o™)L+s5
5 n(N)y_4 s
BA 42wy (0*/Ry) 1,41 24 Ty (0*/Ry) 41 29 Ty (0*/Ry)L+1
20 my (0" /Ry)L+2 13 7y (Ry/o*)L+2 15 my (0" /Ry)L+2
13 7y (Ry/o*)L+3 8 7y (Ry/o*)L+e 8 7y (Ry/o*)L+s
6 7y (RY)L+4 8 7y (0 /Ry)L+o
6 7y (Ry/o*)L+s
224 63 n(0)y_, T 29 n(0)y_4 T} 43 50 n(0)y_, ok
7 n0)y_, (0" /Ry)L+1 18 n(O)y s (RY)L+4
7 n(S)H_3 s 6 n(O)H_3 (Ry/o*)L+5
5 n(N)g_y T
3BA 33 7wy 3 15 7y (Ry/o*) 148 PRI (c*/RY) 17
26wy (6*/Ry)L+7 13 7y (Ry)L 11 7y (Ry/o*)rL+5
12wy (Ry/o*)L+5 10 7y (0*/Ry) L+9 8 my T
10 my (0" /Ry) 42 8 7y (Ry/o*)L+7 T Ty (o*/Ry)L+2
43N 70wy, T 26 Wy T} 43 49 my_y o
8 my 4 (0*/Ry) 41 18 7wy (RY)r+4
6 Ty (Ry/o")L+5
5 OH_5 7r]’fﬂL3

t Since the BH-LYP virtual orbitals are very different compared to the HF orbitals for Methionine, in the table
are presented HF orbitals in original ordering, without correlation with BH-LYP orbitals
Regarding the occupied orbitals, the n(O) _, bh-lyp orbital corresponds to the n(O),; _, hf orbital;
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Table S56.

Molecular Physics

Isoalloxazine

SOMEs'DFT-MRCI"'MRMP2

Experimental and computed DFT/MRCI, DFT/MRCI-R, MR-MP2(HF) and MR-MP2(BH-LYP)
vertical excitation energies of isoalloxazine. The oscillator strengths are given in the parentheses.

Energies(eV)
State Dominant DFT/MRCI DFT/MRCI-R  MRMP2 MRMP2  Experiment
character (HF) (BH-LYP)
2'A" 7 —7*  3.03(0.287) 3.00 (0.311) 2.84 (0.230)  2.64 (0.253) 2.85¢
A" n— 7t 3.16 (0.002) 3.28 (0.002) 3.52 (0)* 3.85 (0)*
2'1A"  p—7*  3.34 (0.001) 3.46 (0.001) 3.45 (0.002)? 3.11 (0.002)?
LA n—7* 3.90 (0) 4.00 (0) 3.87 (0) 3.76 (0)3
1A wm—7* 394 (0.194) 3.94 (0.188) 3.98 (0.097)  3.71 (0.143)* 3.76%
1BA" 77—t 231 2.27 2.60 2.29
BA"  n— 1" 2.86 3.01 3.53 2.98
22A’ w7 312 3.13 3.31 2.84
2A" n— 7t 319 3.28 3.87 3.61°

MRMP2(HF):12TA”, 21TA”
MRMP2(BHLYP): 141A” 211 A" 321 A" 461 A’ 533 A"
¢ 8-methylisoalloxazine in ethanol [28]
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Table S57.: Calculated percentage of electron configurations in the excited
states wave functions of isoalloxazine obtained at the DFT/MRCI, MR-
MP2(HF) and MR-MP2(BH-LYP) levels of theory. Only electron configura-
tions with more than 2 percentage are presented.

DFT/MRCI MRMP2 MRMP2
(BH-LYP) (HF) (BH-LYP)
Excitation Excitation Excitation
State %  from to %  from to %  from to
21A7 83wy T 48  my (5 45 7y T
2 TH—1 Tr+1 2 TH—1 TL+1
2 T 1 T
A" 50 n(O)y_, oy 36 n(O)y_, 3 32 n0)y_, oy
27 n(N)gy_4 T 4 n(N)y_4 (5 7 n(0)y_s T
2 n(N)y_r T 2 n(0)y_s (s 3 n(O)y_s T4
2 nO)y_s T4 2 nO0)y_;5 T4
2 n(N)y_4 T4 2 n(N)y_4 wr
21A" 45 n(N)gy 4, r 40 n(N)y_, T 37 n(N)y_y, f
21 n(O)g_, T 7T n(N)y_, (5 7 n(N)y_; 7
8 n(O)y_s T 2 n(0) g_o (5 5 n(0)y_, sy
5 n(N)y_r T 2 n(N)y_4 T 4o
A" M m, s 43 my ny 41wy s
4 7y WZJA 5 my ﬂz’+1 4 7y 7r£*:lJrl
2 Ty T 44 3 Ty 7r£ 2 Ty 71'£
2 o 2 7y TL42
13A7 85 my s 45 Ty 7 43 7wy s
4 Ty L T Ty L T T L
13A” 56 n(N)g_, T 36 n(N)g_, (5 34 n(N)y_, T
17 n(0)gy_o T 11 n(N)y_, (5 11 n(N)gy_, T
10 n(N)y_. T 5 nO)y_, T
23A” 53 n(0)y_, s 29 n(O)y_, i3 32 n(0)y_, ot
10 n(N)y_yu T 7 n0)y_s (s 7 nO)y_s 7
10 n(O)y_s T 4 n(N)y_4, T 4 nO)y_o T4
3 n(0)y_y T4 4 n(0)y_; Ly 3 n(0)y_s T4
3 n(N)y_, 3 4 n(N)gy_, Ty
3 n(0)y_5 7rzJr4 2 n(0) g_o T4

The orbitals presented in the table are labeled according to the order obtained within the DFT
theory. In the following cases the ordering of the Hartree-Fock orbitals is different:

The n(O);_, bh-lyp orbital corresponds to the n(O), _, hf orbital;

The n(N)_, bh-lyp orbital corresponds to the n(NN) . hf orbital;

The n(O)y;_5 bh-lyp orbital corresponds to the n(O) _4 hf orbital.

The 7r2+4 bh-lyp orbital corresponds to the 7r2+6 hf orbital.
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Table S58. Isoalloxazine, SOMEs, RAS 16-11-2

SOMEs(cm ™!

FT 2 2

(HF)  (BH-LYP)

(1BA"|Hso |11 A7) 8.5 11.4 12.1
(13A"|Hso «[2' A7) 6.0 3.1 3.0
(1PA"|Hso «|3' A7) 4.2 3.6 3.6
(2°A"Hso «|11A4") 10.3 6.8 7.2
(134" Hso 4|11 A" 10.7 3.6 4.7
(1PA"[Hso y[2'A") 2.0 0.4 0.3
(PA"|Hso 4|37 A7) 2.5 1.7 1.8
(234" Hgo y[11A) 23.0 24.7 25.7
(IPA|Hs0 «|11A”) 11.1 2.4 0.9
(13A" | Hso |2t A”) 2.4 7.4 7.8
(1PA|Hso 4|11 A”) 9.7 8.3 9.0
(1PA'|Hso y|2'A”) 7.3 2.3 3.1
(13A"| Hso 4|11 A”) 1.9 4.8 5.6
(13A"|Hso 4|21 A") 3.2 0.5 0.8
(1BA" | Hgo «|134") 9.7 6.9 7.1
(1BA"|[lg0 4|13 A7) 4.4 1.8 2.1
(23A" [ Hso <|13A") 2.3 1.6 1.7
(23 A" Hgo 4 |13A) 10.3 8.1 8.3
(28 A" | Hgo |13 A”) 4.2 5.9 5.9
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S5. Optimized geometries of all polyatomic molecules in Turbomole format

o-benzyne

$coord
1.17436585005558
-1.17436585005558
-2.75209598591275
-1.32564422167504
1.32564422167504
2.75209598591275
-4.79588042002593
-2.31805929976997
2.31805929976997
4.79588042002593
$user-defined bonds
$end

.00000000000000
.00000000000000
.00000000000000
.00000000000000
.00000000000000
.00000000000000
.00000000000000
.00000000000000
.00000000000000
.00000000000000

O O O OO OO OO o

.91783955856904
.91783955856904
.84138302133317
.40629603021343
.40629603021343
.84138302133317
.84670344838957
.19962999807835
.19962999807835
.84670344838957

BB 000000

SRR R

Formaldehyde

$coord
0.00000000000000
0.00000000000000
0.00000000000000
0.00000000000000
$user-defined bonds
$end

0.00000000000000
0.00000000000000
1.77442119446536
-1.77442119446536

-1.

1.
-2.
-2.

13492173758470
13487499210216
24490992799825
24490992799825

[= 2 = e e}

HESHHHHFH RS H AR R R R R R R R

Thioformaldehyde

$coord
0.00000000000000
0.00000000000000
-1.74201265716538
1.74201265716538
$user-defined bonds
$end

0.00000000000000
0.00000000000000
0.00000000000000
0.00000000000000

-0.

2.
-1.
-1.

21272080063682
83208049504587
30967984720453
30967984720453

= =) ]

HESHHHHFH R B H RS H B RS F RS R B R R R R R
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Furan

$coord
0.00000000000000
-2.06944695013647
-1.35446631345745
2.06944695013647
1.35446631345745
-3.87275264412434
-2.58841049419110
2.58841049419110
3.87275264412434

$user-defined bonds

$end

O OO OO OO O o

SOMEs'DFT-MRCI'MRMP2

.00000000000000
.00000000000000
.00000000000000
.00000000000000
.00000000000000
.00000000000000
.00000000000000
.00000000000000
.00000000000000

.60951767812713
.07409817620120
.38655862649115
.07409817620120
.38655862649115
.01429504621195
.00661787535332
.00661787535332
.01429504621195

e e P o0 o0 o0 o0 o

HESHH R R R

Thiophene

$coord
1.34566119550646
-1.34566119550646
-2.34140829359619
2.34140829359619
0.00000000000000
-4.30322604139690
-2.48480316694106
2.48480316694106
4.30322604139690
$user-defined bonds
$end

O OO OO OO O o

.00000000000000
.00000000000000
.00000000000000
.00000000000000
.00000000000000
.00000000000000
.00000000000000
.00000000000000
.00000000000000

.48135783630059
.48135783630059
.10207603421092
.10207603421092
.16998967240478
.44859441791091
.17813269206495
.17813269206495
.44859441791091

e BB ®n oo o0

B R S
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Quinox

(]
o
[]
P
Q.

O O OO OO OO0 O OO O oo

0.
$user-
$end

aline

.00000000000000
.00000000000000
.00000000000000
.00000000000000
.00000000000000
.00000000000000
.00000000000000
.00000000000000
.00000000000000
.00000000000000
.00000000000000
.00000000000000
.00000000000000
.00000000000000
.00000000000000

00000000000000
defined bonds

SOMEs'DFT-MRCI'MRMP2

.34851448928290
.34851448928290
.65971823554233
.337056869093915
.337056869093915
.65971823554233
.67165472069636
.67165472069636
.33982622873228
.33982622873228
.36641046716173
.36641046716173
.70524646880327
.34078894813222
.34078894813222
.70524646880327

.04308396822032
.04308396822032
.28673743415383
.51645111448426
.51645111448426
.28673743415383
.25056228491017
.25056228491017
.33893321844487
.33893321844487
.11641565124786
.11641565124786
.23830739016897
.30069856802307
.30069856802307
.23830739016897

BB BB o0o0BBO0O0O0O0OO

HESHHHHFH R B H RS H B RS H AR R BRI  R  R H R #

Quinaz

oline

.36377830593764
.32358004466339
.67344557760090
.34210560585668
.33118157888386

2.64773551616107

$user-
$end

.62027853734640
.55361790292543
.29008728275860
.27443449300352
.60660305711199
.295683861341275
.72287386788293
.33128955432688
.34668983885953
.69249305982863

defined bonds

.02164891624333
.00642782560434
.35111102112969
.57650051698381
.55054284673907
.31460626473841
.23232554321978
.37354727839355
.50630971662982
.30859688746912
.49662580101590
.086556825695464
.35172083639553
.36844044222261
.32863938189363
.26136784419168

O O O OO OO0 O0OOOOOoooo

.00000000000000
.00000000000000
.00000000000000
.00000000000000
.00000000000000
.00000000000000
.00000000000000
.00000000000000
.00000000000000
.00000000000000
.00000000000000
.00000000000000
.00000000000000
.00000000000000
.00000000000000
.00000000000000

BB BB O0OB OB OO0O0OODO

HESHHHHFH R B R R R R R R R R R R
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$coord

-3.
$user-
$end
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hione

.00000000000000
.00000000000000
.28239911071821
.28239911071821
.19281770453302
.19281770453302
.00000000000000
.09779134136361
.09779134136361
.81569058976344

81569058976344
defined bonds

O O O OO OO OO O Oo

SOMEs'DFT-MRCI'MRMP2

.00000000000000
.00000000000000
.00000000000000
.00000000000000
.00000000000000
.00000000000000
.00000000000000
.00000000000000
.00000000000000
.00000000000000
.00000000000000

.41280084911143
.27610234375952
.77097741589196
.77097741589196
.76800159282312
.76800159282312
.10029625536432
.70846637180746
.70846637180746
.00574566362965
.00574566362965

P BB o o000 o0 o0mn

B S R S S S i S S R

Dithii

$coord
-2.
-1.

1.

n

86580686520235
74686625152159
74686625152159

2.86580686520235

$user-
$end

.34949386294333
.34949386294333
.88043546579430
.19170307049153
.19170307049153
.88043546579430

defined bonds

.06685457466165
.93439975340578
.93439975340578
.06685457466165
.26465201376855
.26465201376855
.42046691325140
.81587368262624
.81587368262624
.42046691325140

.58761113643798
.58743246371355
.58743246371355
.58761113643798
.43325076748021
.43325076748021
.47732257370807
.21985735926151
.21985735926151
.47732257370807

S BB OO0 n O

B R S R s R S S R
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Bithiophene

coord

$end

.96988778421768
.74152793302954
.02013601870388
.96658915178120
.23600721856751
.74152793302954
.02013601870388
.96658915178120
.23600721856751
.96988778421768
.04440759167992
.04440759167992
-1.

1.

-1.

1.
$user-

71756381233833
94373787470285
94373787470285
71756381233833
defined bonds

SOMEs'DFT-MRCI'MRMP2

.08891220762545
.15246315166230
.59049859122632
.38569505078307
.31664305664117
.15246315166230
.59049859122632
.38569505078307
.31664305664117
.08891220762545
.22731659581586
.22731659581586
.38826074025362
.07268383409784
.07268383409784
.38826074025362

.86140126635055
.17136717343972
.30037764090575
.13126800701727
.46548485545081
.17136717343972
.30037764090575
.13126800701727
.46548485545081
.86140126635055
.69687312532149
.69687312532149
.45753873320741
.79726048539097
.79726048539097
.45753873320741

ST O0000000 00

HESHHHHFH R B H SRR H AR AR R R R R R RS

Nitromethane

$coord
.39335214705160
.28450387612169
.32868182243600
.08606004843182
.69904605232834
.11071587242454
.11071587242454
$user-

$end

defined bonds

.76295979932813
.06825847571066
.49273279279710
.62725172762346
.639556977340387
.03583699060714
.03583699060714

= = O O O O O

.00000000000000
.00000000000000
.00000000000000
.00000000000000
.00000000000000
.68078913533078
.68078913533078

5B B0 oo B

B S R S S S R S S s R
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Nitrob

$coord

-2.
$user-
$end

B s i s i i i

Dithio

$coord
0.

= = 2, O 0O OO O OO

1.
$user-
$end

HESHHHHFH R B H SRR F RS R R R R R RS

enzene

.00000000000000
.00000000000000
.29878831137124
.29878831137124
.28322846111443
.28322846111443
.04004564954374
.04004564954374
.05541523981593
.05541523981593
.00000000000000
.00000000000000
.04887036382285

04887036382285
defined bonds

succinimide

00000000000000

.00000000000000
.00000000000000
.00000000000000
.00000000000000
.00000000000000
.00000000000000
.00000000000000
.65477054116251
.65477054116251
.65477054116251

65477054116251
defined bonds

O O OO OO OO OO OO OO0

-1.
-2.
.00000000000000
.21034538961508
.45666900594610
.04724275757076
.04724275757076
.00000000000000
.26812361781069
.26812361781069
.26812361781069
.26812361781069

SOMEs'DFT-MRCI'MRMP2

.00000000000000
.00000000000000
.00000000000000
.00000000000000
.00000000000000
.00000000000000
.00000000000000
.00000000000000
.00000000000000
.00000000000000
.00000000000000
.00000000000000
.00000000000000
.00000000000000

45666900594610
21034538961508

72

.60347294530390
.59896025534619
.33655081995768
.33655081995768
.28896805815391
.28896805815391
.40275883089641
.40275883089641
.31160564246933
.31160564246933
.64617215317262
.40465230335952
L47976762969691
L47976762969691

.66620418588077
.10066498364750
.46084368279514
.10066498364750
.66620418588077
.32512196784998
.32512196784998
.37458631463165
.58864888216505
.58864888216505
.58864888216505
.58864888216505

oo B PP PB BB 000000

PP ®n®nooB oo
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Methio

$coord
4

R OFRr PP OF, WNOOOO D

| |
= W

$user-
$end

nine

.76099430895915
.44195060765592
.73547550894334
.03384721355275
.33223111761168
.01191601137541
.25452267943939
.78326112962969
.50001951379748
.36762180027747
.82234113037246
.55704472603565
.85046680753457
.58938225022865
.66355429116183
.88850199322567
.46776499311525
.71857857571236
.07612816129063
.40310002970565

defined bonds

P NP NEPE O WNOO-

SOMEs'DFT-MRCI'MRMP2

.71333782672988
.57337548311441
.87343024066359
.33959388425558
.83336199077757
.24565242658838
.46488828582037
.59026860172462
.08106869788800
.00791439640966
.55764684457247
.75684654251706
.23982186123099
.40382269096334
.50012898279821
.10159950300212
.85263434307328
.44536166753883
.77019011069814
.11750109013264

.79001120037847
.17681740779049
.03129552889427
.056836468986696
.26252246897826
.37088018598580
.93136353597730
.85795464483749
.52885842715726
.92238815854439
.37825550229080
.905654979877657
.21438436052467
.48331018053293
.43637847953666
.23926972954955
.31680416127601
.94532193712846
.33892928668144
.71302740750607

= = S = o N =2 = 2 /) N = i = o W = i = o Wl = i = B Wl = S o M o BN e

HESHHHAFH R B H AR R R R R R R R R R
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Isoall

$coord

$user-
$end

oxazine

.51988147835166
.57172112766037
.87887313585653
.85196359523531
.79189986631520
.33542437604255
.24197822755524
.05105524911613
.00997620849890
.22684912824209
.35206876488726
.58317892927744
.57340285963868
.30974932946563
.88925948139859
.97576345077364
.34351156204724
.32588952491405
.36597009104112
.37233213191804
.22485476781693
.57651329975121

defined bonds

SOMEs'DFT-MRCI'MRMP2

.36384049945196
.70142876166231
.46785020644587
.21173040580103
.81261547442180
.39534955869551
.568712143575286
.36512882582954
.31100618503416
.62521091683690
.66514536632553
.30417219401142
.34837992430289
.63989017414723
.55529606892658
.09131875662744
.37249377528319
.50054276596776
.30989604609086
.71294314907122
.68341199676864
.04188095074323

[eleolNeolNeolNeoNeoNeoNeolNeolNeolNeoNolNoNoNoNooNoNeoNeoNeoNe!

.00000000000000
.00000000000000
.00000000000000
.00000000000000
.00000000000000
.00000000000000
.00000000000000
.00000000000000
.00000000000000
.00000000000000
.00000000000000
.00000000000000
.00000000000000
.00000000000000
.00000000000000
.00000000000000
.00000000000000
.00000000000000
.00000000000000
.00000000000000
.00000000000000
.00000000000000

BB O0OO0O0O0O0O0BOO0BOOBOBO

HESHHHAFH R B H AR R R R R R R R
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ABSTRACT: The electronic properties of quinoidal oligi-
thiophenes make them interesting for applications in semi-
conductor technology. Because of their very large singlet—
triplet splitting, they are promising candidates for singlet
fission (SF), a process in which an initially excited singlet state

is converted into two triplet excitons. Thus, the efficiency of

solar cells could be increased to overcome the Shockley-
Queisser limit. Here, we investigate the ability of a quinoidal
bithiophene to undergo SF in solution. We calculated the
ground state and low-lying excited states using a combined

density functional theory and multireference configuration interaction approach including dispersion corrections. Potential
energy curves along normal mode displacements were computed to detect avoided crossings between the initially excited bright
singlet state and a dark doubly excited state which can be interpreted as a triplet pair overall coupled to a singlet '(TT). The
studied quinoidal bithiophene meets the energetic requirement for SF. A path enabling intramolecular SF could not be found. In
contrast, we were able to identify two vibrational modes relevant for an intermolecular SF process in the slip-stacked dimer: A
promoting coordinate that couples a bright singlet state with the '(TT) state and a separating coordinate that localizes the triplet
states on the respective monomers. These results elucidate the mechanism underlying the formation of a triplet pair and the
separation of the triplet excitons after initial photoexcitation of the bright singlet state.

1. INTRODUCTION

Organic solar cells have attracted great interest as an alternative
for conventional inorganic photovoltaics. Their key advantages
are lower manufacturing costs, flexibility and transparency of
the modules, as well as lower environmental impact." Current
research aims at improving their photochemical stability and
increasing their efficiency. Higher efficiency can be reached by
using materials in which multiple electron—hole pairs are
generated after absorption of one photon. In organic
semiconductors, this process is known as singlet fission
(SF).> In SF, an initially excited singlet exciton is converted
into two triplet excitons. It has been obsverved experimentally
in molecular crystals such as tetracene” or pentacene” but also
in conjugated polymer films such as polythiophene.” SF is a
very fast process. For example, in pentacene crystals it occurs
on a sub-200 fs time scale according to transient absorption
studies.” It has been shown that the Shockley—Queisser limit of
the efficiency of 33.7% for an ideal single-state solar cell” could
theoretically be increased to 44.4%, if SF takes place.”

In the literature, different theoretical approaches toward
describing the process of SF are found. A general mechanism is
shown in Figure 1. After initial photon absorption to a bright
singlet state (S,), nonadiabatic transition leads to a dark
multiexciton singlet state which can be interpreted as a triplet
pair coupled overall to a singlet '(TT).” Therefore, SF is a spin-
allowed process. The two triplet excitons can then diftuse apart
in the crystal. The detailed photophysics of this process is yet

little understood. So, it is difficult to devise general require-

W ACS Publications  © 2016 American Chemical Society
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Figure 1. General mechanism of singlet fission according to ref 9.

ments for organic materials to be able to undergo SF.
Concerning the molecular structure, alternant hydrocarbons
as well as biradicaloids seem to be promising canditates.'’ As
there are a lot of different decay channels in molecular crystals,
SF has to be faster than competing processes such as internal
conversion or fluorescence. To be exoergic or at least isoergic,
the requirement E(S,) > 2E(T)) has to be met. In tetracene
crystals, where SF is endoergic but still highly efficient, the
reverse process—triplet—triplet uPconversion—readﬂy follows,
resulting in delayed fluorescence.' "

While most studies to date have addressed SF processes in
small-molecular crystals of films, a few reports have been
dedicated to intermolecular and even intramolecular SF in
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solution. Walker et al.,"® for example, report the occurrence of
singlet exciton fission in a 6,13-bis (triisopropylsilylethinyl)-
pentacene (TIPS-pentacene) excimer in solution. By combin-
ing two TIPS-pentacene units via a covalent linker, even
intramolecular SF, where two triplets are generated on one
molecule, could be observed in solution.'* Ultrafast SF occurs
with a time constant below 100 fs also in aggregates of 2—6
astaxanthin molecules in solution.'® The mechanism, proposed
by Musser et al,,'* is particularly interesting. According to these
authors, the 1-photon-accessible 1'B, state no longer couples to
the lower-lying 2'A, state upon aggregation. Instead, it converts
directly into triplet pairs via SF.

In this work, we investigate the feasibility of SF in a quinoidal
bithiophene (QBT, Figure 2) and in a 7-stacked QBT dimer by

Figure 2. QBT.

means of quantum chemical methods. These systems are
interesting canditates for SF because of their large singlet—
triplet splitting.lé Time-resolved spectroscopy of a QBT in
dilute solution revealed the ultrafast formation of a long-lived
species with high quantum yield."” ™" While Wang and
Kobayashi'” as well as Chien et al.'” come to the conclusion
that the long-lived species is most probably the dark 21Ag state,
Varnavski et al.'® found indications in favor of the 1°B, state
built on the subpicosecond time scale by an intramolecular SF
process. Also benzoidal bithiophene is known to form triplets
with very high quantum yields.” Tt exhibits a nonplanar gauche
conformation in the electronic ground state but has a quinoidal
structure in the Il-photon-accessible S, state. The ultrafast
intersystem crossing in that system has been explained
qualitatively by the accidental degeneracy of the 1'B (S;) and
13A (T,) states and the heavy-atom effect due to the presence
of the sulfur atoms.”"**

A combined density functional theory and multireference
configuration-interaction method (DFT/MRCI-R)** was em-
ployed to calculate the electronic states. First, we had to find
out whether the method is suited for describing SF in this
molecular system. The demands on the method are the
following: (i) It has to yield a consistent description of the
excited states of different spin multiplicity, (ii) monomers and
dimers must be treated in a balanced manner, and (iii) the
method should be applicable to extended molecular systems.
Furthermore, dispersion interactions have to be taken account
of, as we are looking at a noncovalently bound dimer. The
results show that the redesigned DFT/MRCI-R method is able
to tackle this problem. In particular, it is seen that the energetic
requirement for SF is met in the QBT monomer as well as in
the QBT dimer. While no pathway for intramolecular SF in the
QBT monomer could be found, two vibrational modes have
been identified in the dimer that promote the formation and
disentanglement of the singlet-coupled triplet-pair state.

2. METHODS AND COMPUTATIONAL DETAILS

The geometry optimizations of the singlet ground state and the
first triplet state of QBT were performed with Turbomole™
using density functional theory (DFT) in conjunction with the
B3LYP functional.***° For the optimization of the excited
singlet state, time-dependent density functional theory
(TDDFT) was employed.”” Throughout, the TZVP basis
set”® was utilized. The optimization of the z-stacked QBT
dimer geometry requires the inclusion of dispersion inter-
actions. For this purpose, we used the D3-correction by
Grimme and co-workers.”” To get a consistent picture, the D3-
correction was also employed in the monomer calculations. All
optimizations were carried out without symmetry constraints,
except for the monomer, which was also optimized in C,-
symmetry. Harmonic vibrational frequencies were computed
using the Aoforce and Numforce programs implemented in
Turbomole.”® Energies and transition moments of the
electronically excited singlet, triplet, and quintet states were
obtained from a combined density functional theory and
multiconfiguration interaction (DFT/MRCI) approach. In this
semiempirical method, the dynamical correlation is described
by DFT whereas the static correlation is treated with MRCL
The origninal DFT/MRCI ansatz’’ has been successfully
applied to many excited-state problems with an error of less
than 0.2 eV.***® Unfortunately, it yields physically incorrect
results for electronically excited dimers. Recently, the DFT/
MRCI Hamiltonian has been redesigned by Lyskov et al.”® The
redesigned and reparameterized Hamiltonian, henceforth
denoted by DFT/MRCI-R, has a confidence range comparable
to the original ansatz for singly excited states but is, in addition,
well-suited for bichromophoric systems, t0o.”> The config-
urations in the MRCI expansion are built up from Kohn—Sham
BHLYP**** molecular orbitals (MOs) of a closed-shell
reference state. The reference spaces of the MRCI expansions
were determined iteratively. In a first step, all possible single
and double excitations from the seven highest occupied orbitals
to the seven lowest unoccupied orbitals were included. Then all
configurations with a squared coefficient greater than 0.003
were added to the reference space. Unless noted otherwise, the
standard parameterization in conjunction with a configuration
selection threshold of 1 Ey was applied. Spin—orbit coupling
calculations were performed using the SpPock program
developed in our laboratoy employing a mean-field approx-
imation to the full Breit-Pauli spin—orbit Hamiltonian.*

3. RESULTS AND DISCUSSION

3.1. Monomer. 3.1.1. Geometric and Electronic Structure.
Because of the nitrile substituents, QBT has a quinoidal
structure in the electronic ground state; that is, the pattern of
alternating single and double bonds is reversed with respect to
benzoidal bithiophene (Figure 2). We can draw mesomeric
structures of a quinoidal form and a biradical aromatic form.
The ground-state geometry is well described by the quinoidal
form, as the inter-ring bond length (137 pm) lies in the range
of C—C-double-bonds. At the S; geometry a length of 140 pm
is found for this bond, and for the T-geometry we find a length
of 144 pm. These values lie in between typical values of single
and double bonds. Also the two C—C-bonds that connect the
rings and the C(CN), groups are longer in the S, state
compared to the ground-state geometry. When the first triplet
state is optimized, these bond lengths increase even more. So,
the aromatic character of QBT increases from the S state over
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S, to the T, state whereas the quinoidal character decreases.
Coordinates of all optimized structures can be found in the
Supporting Information (SI). As QBT has a singlet ground
state, it is not a biradical, but with its very low triplet state with
an adiabatic excitation energy of merely 0.62 eV, it has
significant biradical character.

Details on the vertical excitation energies and the electronic
structures of the QBT-monomer states at the Sy, S;, and T,
geometries are shown in Tables 1—3. For all three geometries,

Table 1. Low-Lying QBT Monomer States at the S,
Geometry”

- AE,,,
state main configurations value [eV] nm fL)
14, GS 090  0.00 -
llBu HOMO—-LUMO 0.85 2.26 548 1.437
2'A, HOMO’-LUMO’ 030
HOMO-1-LUMO 0.25 2.49 497 0.000
HOMO—-LUMO+1 0.18
31Ag HOMO-3—-LUMO 0.33
HOMO—-LUMO+1 0.23 343 361 0.000
HOMO-1-LUMO 0.21
ZIBu HOMO-2—-LUMO 0.42 3.50 354 0.063
13Bu HOMO—-LUMO 0.85 0.96 1297 -
1°A, HOMO-1-LUMO 052 226 549 -
HOMO—-LUMO+1 0.33
1’4, (HOMO-1) (HOMO) 085 328 378 -

—(LUMO) (LUMO+1)

“For the spin-allowed radiative transitions from S, also the oscillator
strength (L) is given.

Table 2. Low-Lying QBT Monomer States at the S,
Geometry”

c- AE.,;,, AE,,

state main configurations value  [eV] [eV] fL)
1'a, GS 082 011 000 -
1'B, HOMO-LUMO 082 214 203 1329
2'A, HOMO’-LUMO’ 033

HOMO-1-LUMO 025 228 217 0.000

HOMO—LUMO+1 0.15
2'B, HOMO-2—LUMO 047 327 316  0.075
3'A, HOMO-3—LUMO 050  3.31 320 0.000
1°’B, HOMO-LUMO 085 072 0.61 -
1’A, HOMO-1-LUMO 0.59 224 213 -

HOMO—LUMO+1 0.26
1°A, (HOMO-1) (HOMO) 0.84 3.17 3.06 -

—(LUMO) (LUMO+1)

“For the spin-allowed radiative transitions to S, also the oscillator
strength f(L) is given.

we find that the S, state is the bright 1'B, state with the
HOMO — LUMO excitation as the main configuration. Its
computed vertical excitation energy of 2.26 eV in the Franck—
Condon (FC) region correlates very well with the band
maximum (2.25 €V) observed in steady-state absorption spectra
of the related QOT2 molecule in tetrahydrofuran solution.'®
(QOT2 differs from the QBT model studied in this and other
theoretical work only by aliphatic rest groups that should have a
minor effect on the spectroscopy.) Also, the calculated emission
wavelength of 610 nm (2.03 eV) at the relaxed S, geometry and
the radiative lifetime (competing nonradiative processes left
aside) of approximately 15 ns agree well with experimental data.

Table 3. Low-Lying QBT Monomer States at the T,
Geometry”

&  AE,, AE,,

state main configurations value eV [eV] f(L)
11Ag GS 0.83 0.26 0.00 -
1'B, HOMO- LUMO 0.80 2.20 1.94 1.300
21Ag HOMO?-LUMO? 0.33

HOMO-1-LUMO 0.25 225 1.99 0.000

HOMO—-LUMO+1 0.13
2'B, HOMO-2-LUMO 0.61 3.26 3.00 0.113
31Ag HOMO-3—-LUMO 0.57 3.30 3.04 0.000
1°'B, HOMO-LUMO 086  0.62 0.36 -
13Ag HOMO-1—-LUMO 0.65 241 2.18 -

HOMO—-LUMO+1 0.20
1°A, (HOMO-1) (HOMO) 0.84 3.24 2.98 -

—(LUMO) (LUMO+1)

“For the spin-allowed radiative transitions to S, also the oscillator

strength f(L) is given.

Varnavski et al.'® report a time constant in the nanosecond
regime for the fluorescence at $S80 nm (2.14 eV). CASPT2
(10,8) calculations of the same authors yield excitation energies
for this state (2.06 eV in absorption, 1.99 eV in emission)
similar to our results, whereas the XMS-CASPT2 (10,8)
calculations of Chien et al."’ place the 1'B, state at higher
energies (2.69 eV in absorption, 2.44 eV in emission). All three
theoretical studies agree in that the 1'B, state is nearly
degenerate with the optically dark 2 A state. Our DFT/MRCI-
R calculations at the (TD)DFT- optlmlzed So and S, geometries
place the 21A state slightly above the 1'B, state (Tables 1 and
2). Proceedmg to the T| minimum geometry deminishes the
energy gap to merely 0.05 eV. The CASPT2 (10,8) calculations
of Varnavski et al. predict a crossing of the potential energy
surfaces along the relaxation path from the FC region to the S,
minimum, whereas XMS-CASPT2 (10,8) places the 2 A state
slightly below the 1'B, state throughout. The multlconﬁgura—
tional composition of the 2 Ag state wave function is typical of
polyenes. In short polyenes, it has two leading singly excited
configurations, namely HOMO—1 — LUMO and HOMO —
LUMO+1, that are augmented by a doubly excited config-
uration HOMO? — LUMO? in longer polyenes.”” Although it
has often been argued that the ZlAg state can be imagined as a
coupled triplet-pair state,***” we cannot find any indication in
the analysis of its wave function that supports this character-
ization. Double excitations with four open shells are not present
among the dominating configurations. As will be seen below, it
is the 3>1Ag state that shows the desired charactersitics upon a
simultaneous 90° twist about the terminal C=C double bonds.
This state and the lowest-lying quintet state, which truely can
be interpreted as a coupled triplet pair, 1°A, are found
approximately 1 eV above 21Ag.

The first triplet state originates from a HOMO — LUMO
excitation. Because of the large exchange interaction of the
electrons in the polyene-like 7 MOs (Figure 3), the 1°B, state is
located at substantially lower excitation energies than the
corresponding singlet state. The energetic requirement for SF,
namely E(S;) > 2E(T)), is met in the FC region and at the
relaxed S; geometry. In contrast to the 1B, pair of states, 2! A,
and 13A are almost degenerate. This might be surprising at ﬁrst
glance, glven that the exchange interaction should strongly
favor the 1°A, state. The reason for the small singlet—triplet
splitting is simply the fact that configuration interaction with
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Figure 3. Monomer and dimer frontier orbitals.

the closed-shell HOMO?® — LUMO? configuration stabilizes
the 21Ag state, thus counteracting the exchange interaction.
3.1.2. Excited-State Absorption from a Long-Lived Species.
In time-resolved pump—grobe experiments on QOT2 in
solution, Varnavski et al."® observed the buildup of a long-
lived species (57 us) at the picosecond time scale. This species
gave rise to excited-state absorption (ESA) with maxima at 570
and 830 nm which they attributed to the absorption from a
triplet-like species. From the intensity attenuation of their
probe pulse and the computed oscillator strength of the 1°B, —
13Ag absorption, they deduced a singlet—triplet conversion
quantum efliciency of 1.76, thus indicating efficient SF. For
comparison, they generated QOT2 triplet species by
sensitization experiments. The lifetime of that triplet species
is substantially longer (111 us), and its ESA is red-shifted with
respect to the spectrum originating from the pump—probe
experiments. Further, Varnavski et al. employed a cost-efficient
restricted active space spin flip (RAS-SF) approach to search
for pathways that promote the disentanglement of the initial
excitation into two fully separated triplets on the same
molecule. However, the torsion about the central double
bond as well as the simultaneous rotation of the C(CN),
groups are seen to require substantial activation energy for
reaching the separated triplet states and are thus not compatible
with the experimental kinetics. Chien et al."” carried out similar
RAS-SF calculations for a torsion about the central bond and
for a twist of only one of the dicyano groups. They conclude
that out-of-plane rotational pathways are inoperative in QBT as
internal conversion pathways. Based on their calculations, they
give an alternative explanation for the experimental observa-
tions. Chien et al. propose the long-lived species responsible for
the transient absorption strong signals to be the 2'A, state that
is formed ultrafast through vibronic coupling with the bright

1'B, state. They argue that—given that the molar absorptivity
of that state is high enough—the observed transmission drop
might also be explained by the formation of a single exciton
instead of two generated from an SF process.

While Varnavski et al.'® as well as Chien et al.'’ base their
discussion of the vertical excitation energies of the electronic
states on high-level CASPT2 (10,8) or XMS-CASPT2 (10,8)
results, they employ very approximate RAS-SF quantum
chemical methods, lacking essentially all dynamic correlation
effects, for the potential energy scans. In an attempt to get a
consistent picture, we performed potential energy scans and
computed ESA spectra at the same level of theory; that is, we
used DFT/MRCI-R throughout.

Rigid scans along the torsional coordinates started from the
relaxed planar 1'B, geometry. In the excited state, the central
C—C bond and the C—C bonds connecting the dicyano groups
with the thiophene rings are longer than in the electronic
ground state, and thus, the barriers might be lower. For the
conrotatory twist about the terminal double bonds (Figure 4),

Excitation energy, (eV)

0
0 10 20 30 40 50 60 70 80 90
Twist angle, (degrees)

Figure 4. Energy profiles of the low-lying electronic states of the QBT
monomer for a conrotatory twist of the dicyano end groups. Singlets:
solid lines; triplets: dashed lines; quintets: dotted lines. Circles
represent the lowest B-symmetric states; all other states transform
according to the totally symmetric A irreducible representation. For
clarity, the 2'B and 2°B states have been omitted.

various groups of states emerge. The electronic ground state
exhibits a torsional barrier of roughly 2.4 eV. The energy profile
of the first excited triplet state (1°B) increases less rapidly (by
about 1.4 eV) upon the conrotatory twist and is seen to cross
the ground-state potential at a rotational angle of approximately
55°. No such crossing is found in the RAS-SF energy profiles of
Varnavski et al,'® presumably because of the longer C—C bond
distance in their calculations. The energy profiles of the next
group of states, consisting of the nearly degenerate 1'B, 2'A,
and 1°A states, are shifted by about 1.5 eV toward higher
energies, but they run, in essence, parallel to the one of 1°B. In
contrast, the RAS-SF method finds a remarkably large energy
gap of ~1 eV between the 2'A and 1'B potentials."® The only
states that do not show a substantial energy rise upon the
conrotatory twist of the end groups are the components of the
coupled triplet-pair state, namely 134, 2°A, and 3'A. While the
(HOMO-1) (HOMO) — (LUMO) (LUMO+1) configu-
ration dominates the 1°A wave function for all torsion angles, it
becomes the leading term for 2°A and 3'A only at large twisting
angles. Unfortunately, the coupled triplet-pair components are
at least 1 eV higher in energy than the optically excited 1'B
state and its near-degenerate 2'A and 1°A partners. Hence,
there is little chance for SF along this coordinate.

The barriers for a torsion about the central C—C bond are
found to be substantially smaller (Figure S). As for the double
torsion of the end groups, a curve crossing is observed between
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Figure 5. Energy profiles of low-lying electronic states of the QBT
monomer for a torsion about the central C—C bond. Singlets: solid
lines; triplets: dashed lines; quintets: dotted lines. Circles represent the
lowest B-symmetric states; all other states transform according to the
totally symmetric A irreducible representation. For clarity, the 2'B,
2B, and 1°B states have been omitted.

the lowest triplet state and the singlet ground state. For the 1°B
state, only a very small barrier of less than 0.2 eV is found for
the trans—cis-isomerization, which will probably disappear
completely if the remaining geometry parameters are relaxed.
In qualitative agreement with Chien et al,,'” we obtain a barrier
height of 1.1 eV in the electronic ground state. In contrast, the
energy profiles of the electronically excited singlet states differ
markedly from the RAS-SF(4,4) results of Chien et al. In our
DFT/MRCI-R calculations, the bright 1'B state remains the
first excited singlet at all angles. The activation barrier for the
trans—cis-isomerization is lower (~0.5 €V) than that in the
ground state, in qualitative concordance with the single-bond
character of the central bond in the HOMO — LUMO excited
state. For the 2'A state, we obtain a barrier of ~0.7 eV along
this path which should be considered an upper bound for a
relaxed torsion. There is no indication for the formation of a
decoupled triplet pair at large twisting angles in any of the low-
lying singlet states. This finding is in line with the observation
that the profile of the 1°A (HOMO—1) (HOMO) — (LUMO)
(LUMO+1) state runs in essence parallel to that of the ground
state.

Because of the energetic proximity of the excited 1'B, 2'A,
and 1°A states, even mediocre spin—orbit coupling matrix
elements (SOCMEs) could give rise to fast intersystem
crossing (ISC). At planar C,;-symmetric nuclear arrangements,
the spin—orbit interaction between gerade and ungerade states is
symmetry-forbidden, of course.”® Due to the presence of the
two sulfur atoms, even small distortions of the nuclear frame
might, however, lead to a strong increase of spin—orbit

coupling. It is beyond the scope of the present work to
compute the ISC rate constants quantitatively. Here, we tested
only the feasibilty of an ISC pathway from the excited singlet
state to the triplet manifold. A torsion of QBT about the central
bond by 20° requires an activiation energy of merely 370 cm™
in the 1'B state. For this nuclear arrangement, we find values of
23 and 14 cm™ for the x and y components of the
(PAIAoI1'B), respectively. Numerous examples can be found
where derivatives of this size lead to efficient ISC via vibronic
spin—orbit coupling.”” The SOCME for the coupling between
the 2'A and 1°A pair of states is below 0.1 cm™. We therefore
conclude that a possible pathway for triplet formation leads
from 1'B, via ISC to 13A and from there via internal
conversion to 1°B,.

The calculatlon of ESA spectra might help differentiate
between the alternative pathways. Since analytical derivatives
are not available for DFT/MRCI-R at present and TDDFT is
not suited for the geometry optimization of the 21Ag state, we
employed the XMS-CASPT?2 geometry data provided by Chien
et al."” for the ESA calculations. As may be seen from our data,
collected in Tables 4 and 5, 21Ag and 1°B, exhibit strong ESA

Table 5. Excited-State Absorption of the QBT Monomer
from the 1°B, State Employing Geometry Parameters from
the Work of Chien et al."

state main configurations  c*value AE,,[eV] nm fL)

1°B, HOMO—-LUMO 0.84 0.00

IPA, HOMO-1-LUMO 0.64 1.49 831  0.145
HOMO—-LUMO+1 0.21

23Ag HOMO—-LUMO+1 0.47 2.37 524 0.709
HOMO-1-LUMO 0.16

334 HOMO-3—-LUMO 0.63 2.59 479 0.187

transitions in the desired energy regime. Within the confidence
range of our method, the computed excitation energies of 2.27
eV for the 21A — S!B, transition and of 2.37 eV for 1°B, —
2 A agree w1th the experlmental ESA spectrum peakmg at
apprommately 570 nm (2.18 eV)."”

3.2. Dimer. The excited states of the z-stacking dimer can
be interpreted in terms of the monomer states. First we look at
a dimer with a monomer distance of 100 A, where we have no
interaction between the two molecules before we turn to the
equilibrium structure of the slip-stacked dimer. Finally, we scan
the potential energy surfaces of the low-lying excited state with

Table 4. Excited-State Absorption of the QBT Monomer from the 1A State Employing Geometry Parameters from the Work

of Chien et al."’
state main configurations value
2'A, HOMO?>-LUMO? 0.31
HOMO-1-LUMO 025
HOMO—LUMO+1 0.13
2'B, HOMO—-2—LUMO 023
HOMO-4—LUMO 0.19
(HOMO-1) (HOMO)—LUMO? 0.18
3'B, HOMO—-2—LUMO 0.46
4'B, HOMO—-7-LUMO 0.42
(HOMO-8) (HOMO)—LUMO? 0.19
s'B, HOMO-1-LUMO+1 0.27
HOMO?-(LUMO) (LUMO+1) 021
13905

AE,,, [eV] nm fL)
0.00 -
1.11 1121 0.042
1.20 1030 0.024
2.17 571 0.026
227 547 0.627
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Table 6. Excited States of the QBT Dimer at 100 A

state main configurations

M (HOMO-1) (HOMO)—(LUMO) (LUMO+1)
S, HOMO-1-LUMO+1

S5 HOMO—-LUMO

Sy (HOMO-1)*—(LUMO+1)?

S HOMO?-LUMO?

Ss HOMO-1-LUMO

S, HOMO—LUMO+1

T, HOMO—-LUMO

T, HOMO-1-LUMO+1

T (HOMO-1) (HOMO)—(LUMO) (LUMO+1)
Q (HOMO-1) (HOMO)—(LUMO) (LUMO+1)

c*-value AE [eV] nm fL)
0.58 2.00 621 0.000
0.74 223 556 0.570
0.74 223 556 2.355
0.16 2.57 4 82 0.002
0.13 2.60 477 0.000
0.79 3.27 379 0.000
0.79 3.27 379 0.000
0.89 1.00 1240 -
0.80 1.00 1240 -
0.65 2.02 617 -
0.76 2.00 620 -

Table 7. Excited States of the QBT Dimer at the Ground-State Equilibrium Geometry

state main configurations

S HOMO—-LUMO

S, (HOMO-1) (HOMO)—(LUMO) (LUMO+1)
(HOMO)—(LUMO)

S HOMO-1-LUMO

Sy HOMO-1-LUMO+1
(HOMO-1) (HOMO)—(LUMO) (LUMO+1)

S (HOMO-1) (HOMO)—LUMO?

Se HOMO—-LUMO+1

S; HOMO-1-LUMO+1

T, HOMO-1-LUMO

T, HOMO—-LUMO

T, (HOMO-1) (HOMO)—LUMO?

Q (HOMO-1) (HOMO)—(LUMO) (LUMO+1)

c*-value AE [eV] nm fL)
0.54 1.69 734 0.005
0.22 1.98 625 0.007
0.19
0.63 2.00 620 0.387
0.24 221 562 0.008
0.16
0.20 2.28 544 0.060
0.62 2.38 522 1.980
0.42 2.38 521 0.007
0.51 0.94 1319 -
0.54 0.94 1315 -
0.20 1.77 700 -
0.77 1.21 1023 -

the aim of finding modes that may promote the formation and
fission of the singlet-coupled triplet pair, '(TT).

3.2.1. Large Monomer Distances. The orbitals of a slip-
stacked dimer with a monomer distance of 100 A are
completely localized on one or the other monomer. Hence, it
is easy to assign the excitations in the dimer to the monomer
excitations (Table 6). We find two degenerate locally excited
triplet states which relate to the 1°B, excitation in the
monomer. They lie 1.00 eV above the singlet ground state at
this intermolecular distance. Simultaneous excitation of the two
monomer 1B, states leads to a coupled triplet pair T; ® T
with singlet, triplet, or quintet multiplicity. As expected, for
each of the three multiplicities we find a doubly excited state
with four open shells. They are nearly degenerate and have
twice the excitation energy of the lowest triplet. These results
show that the DFT/MRCI-R method yields a consistent
description of singlet, triplet, and quintet states in the monomer
and the dimer, which is essential for the treatment of SF. The
singlet-coupled triplet pair '(TT), which we are mainly
interested in, is the S, state at this intermolecular separation.
In the triplet manifold, 3(TT) forms the Tj state while >(TT)
yields the lowest quintet state, Q. S, and S; (both at 2.23 eV)
are linear combinations of local HOMO — LUMO excitations
corresponding to the bright monomer 1'B, states. Although the
states are energetically nearly degenerate at such long
intermolecular separation, their transition dipole moments
with respect to the ground state show tendencies typical of H-
aggregates where the transition to the upper component is the
stronger one. The corresponding dark charge-transfer (CT)
HOMO — LUMO transitions from one monomer to the other
are found at 3.27 eV in the singlet manifold (Sg and S,) and at

3.22 eV in the triplet manifold (T and T). The S, and S states
related to the local 2'A, excitations appear at slightly higher
energies compared to the monomer excitations. This holds true
also for T, and T, which correlate with local 13Ag exciations on
the monomers.

3.2.2. Slip-Stacked Minimum Geometry. The minimum on
the dimer ground-state potential energy surface is found for a
slip-stacked conformation with a binding energy of 0.59 eV,
computed as the difference between the minimum energy and
the energy of the supermolecule with the monomers 100 A
apart. The equilibrium distance of the two 7-stacked monomers
of 3.5 A is a reasonable van der Waals distance compared to
crystal structure data of similar compounds.*” Here, the
molecular orbitals are delocalized over both monomers, with
HOMO and HOMO-1 resulting from the monomer HOMOs
and with LUMO and LUMO+1 originating from the monomer
LUMOs (Figure 3). In a four-electron—four-orbital model, four
singly excited triplet and singlet states should arise, respectively.
In the triplet case, these four states can be identified (T}, T,, Tj,
Ts) whereas the singlet wave functions are strongly mixed with
double excitations. Hence, it is not easy to make a
correspondence between the dimer states and monomer states
(Table 7).

Within the singlet manifold, transition dipole moment
(TDM) vectors can aid the assignment. While the z axis of
our coordinate system is chosen to be perpendicular to the
molecular planes of the 7-stacked momomers, the x and y axes
run approximately parallel to the long (x) and short (y)
molecular axes, respectively. Because of their large TDM
vectors pointing essentially in the x direction, S; and S¢ can be
identified as originating from the bright locally excited 1'B,
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states. The S; state with a vertical excitation energy of 1.69 eV
exhibits only a small TDM pointing in the y direction. In
addition to its leading HOMO — LUMO configuration, its
wave function shows substantial contributions from doubly
excited configurations either with zero or four open shells,
among them the four-open shell '(TT) configuration
(HOMO—-1) (HOMO) — (LUMO) (LUMO+1). The latter
configuration is the leading term of the S, state at (1.98 eV)
with the coeflicient of the HOMO — LUMO excitation being
only slightly smaller. Also S, and Sg have pronounced
contributions from (HOMO-1) (HOMO) — (LUMO)
(LUMO+1). In addition, they mix in configurations related
to 21Ag monomer excitations. As will be seen later in section
3.2.3, the composition of the excited-state wave functions varies
markedly upon distortions of the nuclear frame. The general
mechanism, sketched in Figure 1, will therefore have to be
amended in such a way that it takes account of (avoided) curve
crossings in the singlet manifold after initial photon absorption
to the bright S; state.

The T, and T, states are clearly related to the locally excited
1°B, states of the monomers. The corresponding simultaneous
CT excitations are found as the fourth and fifth triplet states at
2.08 and 2.12 eV, respectively. The triplet states arising from
simultaneous single excitations on the monomers are found as
T; and Ty at this geometry. Here, T is mainly composed of
doubly excited configurations with two open shells. It arises
from a mixture of the 3(1°B, ®1°B,) and the two (1B,
®1'B,) dimer states that are stabilized when the monomers
approach one another. The triplet state that is dominated by
the four-open shell (HOMO-1) (HOMO) — (LUMO)
(LUMO+1) configuration (Tg) is located at 2.47 eV with
respect to the ground-state minimum.

The *(TT) state is the lowest among the coupled triplet-pair
states with an excitation energy of merely 1.21 eV at the
ground-state minimum. Taking into account the dimer binding
energy of 0.59 eV and the excitation energy of the (TT) state
at 100 A z-stacking distance (2.00 eV), we see that the *(TT)
state is markedly stabilized upon aggregation. The next quintet
state is located at substantially higher energies (2.58 eV) and
should not play any role in the photophysics of the QBT dimer.

As mentioned above, the S; state is a bright singly excited
state correlating with locally excited 1'B, monomer states. It is
found at almost the same energy as the S, state. Hence, one can
imagine fast relaxation from the initially populated S; state to
the '(TT) state via nonadiabatic coupling. The S; state has the
largest oscillator strength, and its excitation energy of 2.38 eV is
in excellent agreement with experimental findings. A UV-
spectrum of QBT in the solid state showed an absorption
maximum at 2.35 eV.*' Relaxation from the S state to the
'(TT) state has to take place via intermediate singlet states.
The S, state is separated from the !(TT) state by about 0.80 eV
according to our calculations. For SF to occur, the diffusion of
the two triplet excitons in the '(TT) state has to be faster than
the relaxation from the !(TT) state to the S, state.

3.2.3. Intermolecular Singlet Fission. Potential energy
curves were calculated for the ground and excited singlet and
triplet states. First we calculated potential energy curves along
the 7-stacking coordinate of the two monomers (Figure 6).
Between 3.5 and 4.0 A we find an avoided crossing of the S,
and the S, states. Here, the doubly excited !(TT) state and the
HOMO — LUMO singlet state change order, so that at larger
distances the '(TT) state is the lowest excited singlet state. The
HOMO — LUMO excited state, which contains substantial

Excitation Energy (eV)
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Figure 6. Ground- and excited-state potential energy curves of a 7-
stacked QBT dimer using DFT/MRCI-R including Grimme D3
dispersion corrections. Singlets are represented by filled symbols and
solid lines, triplets by unfilled symbols and dashed lines. For clarity,
only the three lowest triplet states are shown. The course of the
diabatic singlet-coupled (TT) state is indicated by a black dotted line.

contributions from CT terms, undergoes another curve
crossing a little bit further out. Between 4.3 and 4.4 A it
changes order with the locally excited, bright HOMO —
LUMO state. Over the whole range, the two lowest triplet
states remain degenerate and have half of the excitation energy
of the '(TT) state.

To understand the vibrational relaxation process of the dimer
after photoexcitation, we calculated potential energy curves for
the singlet and triplet states along the normal coordinates. We
were looking for modes that couple the '(TT) state with a
bright singlet state because this might give us a qualitative
picture of how the initially excited singlet state relaxes into the
singlet-coupled triplet pair via internal conversion. To get a
quick overview, all modes except the H-stretching modes were
scanned with a configuration selection threshold of 0.8 Ey for
DFT/MRCI-R. These potential energy profiles can be found in
the SI along with the characterization of the vibrational mode.
Upon distortion along these normal coordinates, most of the
relevant potential energy curves were seen to run essentially
parallel. These modes are thus inactive with regard to SF.
However, two interesting modes were found that could be
classified as coupling modes. These modes are symmetric and
antisymmetric linear combinations of a monomer mode that
varies the bond length between the two thiophene rings. The
symmetric mode (Figure 7) drives the coupling of the bright
excited singlet state with the '(TT) state. The antisymmetric

3.5

Excitation Energy (eV)

. -

-04-02 0 02 04
Normal Mode Displacement

Figure 7. Ground- and excited-state potential energy curves of a 7-
stacked QBT dimer for the deformation of the nuclear framework in
vibrational mode 113. The DFT/MRCI-R energies include Grimme
D3 dispersion corrections. Singlets are represented by filled symbols
and solid lines, triplets by unfilled symbols and dashed lines. For
clarity, only the three lowest triplet states are shown. The course of the
diabatic singlet-coupled (TT) state is indicated by a black dotted line.
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mode (Figure 8) localizes the triplet exciton on one or the
other monomer. Their energy profiles were recalculated with
the standard configuration selection threshold of 1.0 Ey.

< 3.5
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Figure 8. Ground- and excited-state potential energy curves of a 7-
stacked QBT dimer for the deformation of the nuclear framework in
vibrational mode 114. The DFT/MRCI-R energies include Grimme
D3 dispersion corrections. Singlets are represented by filled symbols
and solid lines, triplets by unfilled symbols and dashed lines. For
clarity, only the three lowest triplet states are shown. The degenerate
T, and T, pair of states is seen to split up into a locally excited state
(red unfilled triangles) and a charge-transfer state (green open circles)
for distortions along this normal coordinate.

First we analyze the potential energy curves of the symmetric
mode in Figure 7. We find an avoided crossing between the S,
and S; states in the FC region. If we move from this point to
the right side on the x axis, which refers to a decrease of the
bond length between the two thiophene moieties in each
monomer, we find that the '(TT) state is the S; state while S, is
a bright singly excited state dominated by a HOMO-1 —
LUMO configuration. On the left side of the crossing point,
which means at larger inter-ring bond lengths, these two states
interchange. When we go further in the left direction along the
vibrational coordinate, we find a strong mixing between the S,
and S, states that eventually leads to S; being the '(TT) state.

When we look at the potential energy curves of the
antisymmetric mode in Figure 8, we see that the two lowest
triplet states, which are degenerate at the equilibrium geometry
of the electronic ground state, are strongly split as the nuclear
frame is distorted along the normal coordinate. This behavior
can be explained by inspection of the molecular orbitals
involved in the excitation. At the equilibrium geometry, the
orbitals are delocalized. Distortion along the vibrational
coordinate means that the inter-ring bond length in one
monomer is increased whereas the bond gets shorter in the
other monomer. This distortion leads to localization of the
orbitals. Now we see that the T state, which is dominated by a
HOMO — LUMO excitation, is a locally excited state, whereas
the T, state with the HOMO—1 — LUMO excitation as the
leading configuration is a charge-transfer state. This formation
of a local triplet exciton from a delocalized state promotes the
generation of two separate triplets from the 1(TT) state.

Pictorially, the proposed SF mechanism is summarized in
Figure 9: After photoexcitation of the bright S, state in the FC
zone, the symmetric C—C stretching mode 113 conveys the
excited-state population efficiently to the dark '(TT) state.
Mediated by the antisymmetric C—C stretching mode 114,
'(TT) may split into two separate triplet states. Energetically,

symm. antis.
Cc-C c-C
; 33 stretch stretch
(TT)
T—— ——T
S— T T %

Figure 9. Proposed mechanism of singlet fission in the slip-stacked
QBT excimer. While displacements of the nuclear frame along a
symmetric stretching coordinate (mode 113) lead to a stabilization of
the '(TT) state and fast nonradiative decay of the originally excited
bright S, state, the antisymmetric stretching normal mode 114
promotes the splitting of the '(TT) state into two individual triplets.

SF is predicted to be a downbhill process in the QBT dimer and
should hence proceed facilely.

4. CONCLUSIONS

In this work, we investigated a quinoidal oligothiophene with
respect to its ability to undergo singlet fission. We found that
the energetic requirement for SF, namely E(S,) >2E(T)), is
met in this system. However, a path enabling intramolecular SF
could not be identified. Comparison of computed excited-state
absorption spectra with experimental data showed that both
21Ag and 1°B,, qualify as candidates for the observed long-lived
species. Because of the near-degeneracy of the dark 21Ag state
and the optically bright 1'B, state, a fast equilibration of the
excited-state populations via vibronic interaction is expected.
Furthermore, we could show that even a small deviation from
planarity, such as a torsion about the central bond by 20°, is
sufficient to invoke fast intersystem crossing between the 1'B,
state and the closeby 13Ag state.

In contrast, two vibrational modes relevant for an
intermolecular SF process in the slip-stacked dimer could be
identified. One of them drives the coupling between the
photoexcited singlet state and the '(TT) state while the other
one leads to the localization of the triplet excitons. For
intermolecular SF to be efficient in this system, the separation
of the two triplet excitons in the '(TT) state needs to be faster
than the internal conversion to the S, state. Further studies of
the excited-state dynamics have to be carried out to find out
whether this is the case.

Our results show that the chosen DFT/MRCI-R method is
suitable for describing the excimer states. When used in
conjunction with the Grimme D3 dispersion correction, it
yields a physically correct description of the van der Waals
interactions of the 7-stacked monomers, as a comparison with
crystal structure data calculations shows. The calculations can
be performed at relatively low computational cost. With regard
to the excitation energy of the bright singlet state, we obtain
excellent agreement with experimental findings. Furthermore,
the DFT/MRCI-R method yields a consistent description of
the singlet, triplet, and quintet states in the monomer and the
dimer which is essential for the quantum chemical treatment of
SE.
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02922247768640

.54469581262699

03580862971052

.45974649470802

.54776202277997



.20557489348399

.79172089213355

.92411190310700

.53050927104984

.71235856422078

.29284568287320

.42989633162825

.87849071175131

.23195351209429

.40654796043811

.90710865981786

.74468757518296

.76853708446383

.77508038534122

.37541402951964

.77331269233681

.37442107452671

.25639632325093

.86050598385907

.26829049769467

.25655618566841

.86837292143307

.38725183693395

.27335433951901

.29947984905142

.17396794888075

.39518906485285

.28564121180554

.28322916917028

.51663989016230

.86599390520753

.33103793663788

.31497017135909

.84453943380881

.08776592678978

.69067858582168

.68723437365320

.81704147196142

.17600472475975

.08258499012377

.69718864171521

.69163535648037

.84245671535646

.17164007596045

.55257710783890

.44315607421841

.41368208931193

.60258140976324

.54149414477747

.63764016959270

.73708219541579

.70758025183890

.32072273315310

.42700626335759

.76556419757977

.81001228070284

.57783746200083

.64903335637435

.33309799593039

.06186717128093

.66386338609809

.36611497627411

.39602535759194

.24178761141448

.44578053136666

.14606115012814



Table 1: Classification of the normal modes

Mode | Classification
1 | libration
2 | slip stack
3 | butterfly
4 | shearing
5 | torsion of C(CN)2
6 | torsion
7 | deformation
8 | deformation
9 | torsion
10 | tilting
11 | wagging
12 | frustrated translation of pi-stack
13 | butterfly
14 | in plane rocking
15 | in plane rocking
16 | rocking
17 | twisting
18 | twisting
19 | twisting
20 | scissoring
21 | scissoring
22 | twisting
23 | twisting
24 | scissoring
25 | scissoring
113-122 | C-C-stretch
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Nonadiabatic photodynamics and UV absorption
spectrum of all-trans-octatetraene.’

Igor Lyskov“, Horst Képpel”, and Christel M. Marian®*

The short-time molecular quantum dynamics of all-trans-octatetraene after electronic excitation to
the first bright valence state is theoretically investigated. A semiempirical approach of a multirefer-
ence configuration interaction based on density functional theory, the so called hybrid DFT/MRCI,
in both its original and redesigned formulations, is used for treating the electronic part of the prob-
lem. The nuclear kinetic part is defined with the help of symmetry-adapted internal coordinates
also suitable for a large amplitude displacement. By incorporating ten in-plane and two out-of-
plane nuclear degrees of freedom in the underlying Hamiltonian, the results of the time evolution
of the excited wave packet are discussed. We show that the population transfer between the two
coupled low-lying states in all-trans-octatetraene occurs in a 100-200 fs time regime. The cal-
culated UV absorption spectra describe the main vibronic features correctly except for the band
associated with the single-bond stretching motion which lacks intensity. The possible products of

the photoisomerization in terms of symmetry-adapted coordinates are also discussed.

Introduction

Linear polyenes have been the subject of various spectroscopi-
cal and theoretical investigations due to the non-trivial photo-
physical properties of their electronically excited states and re-
laxation processes. A biologically important class of polyenes are
the carotenoids, which play a big role in light harvesting com-
plexes 13 and chemical quenching of singlet oxygen*-°. Also, the
knowledge of linear n-systems with alternating single and dou-
ble bonds can serve as a basis for elucidating the mechanisms of
photodynamics in visual pigments®-9.

It is well known that for short polyenes with two and three
double bonds the valence 21Ag state is located vertically higher
than the ionic 1'B, state. These two states describe the electron-
hole interaction of the 7-manifold and possess different physical
natures from the point of view of static correlation. The dark
multiconfigurational 21Ag state manifests itself as a two-photon
state which is characterized by three electronic configurations,
whereas the optically bright 1'B, is generated by a one-electron
excitation from the highest bonding orbital to the lowest unoccu-
pied antibonding orbital. The amplitude of the bosonic configu-

ration 72 — 7*2 in the wave function of the valence state is en-
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hanced relative to the other two leading configurations upon in-
creasing the number of double bonds1%!1. The absorption spec-
tra of polyenes show non-trivial band structures as a result of the
interaction between the 1'B, and 2'A, states. An extension of
the n-framework gradually reduces the E(2'A,)—E(1'B,) energy
difference and shifts the absorption spectrum toward the infrared
region 1114, The energetic position and the coupling strength be-
tween two low-lying states 1'B, and 2'A, guide the wave packet
evolution after the excitation in the UV/vis range.

Following our previous studies of butadiene and hexatriene,
in the present work we extend the conjugation length of the lin-
ear polyene, focusing on all-trans-octatetraene (OT). The primary
step of the mechanism of the excitation quenching S, ~ Sy in-
volves a coherent population of the S; caused by vibronic inter-
actions. As has been experimentally and theoretically shown be-
fore, 1>-22 the depopulation time of the 1'B, state becomes longer
when going from a two- to four-double-bond system. Since the
population transfer crucially depends on the electronic parame-
ters of a system such as the vertical interstate energy gap at the
ground state geometry and the magnitude of vibronic coupling
between the interacting electronic states, the quantum dynam-
ics treatment will be carried out utilizing electronic potentials
computed by two different formulations of DFT/MRCI. As will be
shown later, the two DFT/MRCI parameterizations deliver distinc-
tively different key characteristics for OT with regard to the afore-
mentioned parameters, the internal conversion process is sensi-
tive to. For this reason, we decided to construct a vibronic Hamil-
tonian separately for each of the cases to arrive subsequently at a

Journal Name, [year], [vol.], 1-12 |1



adiabatic
— — — quasi-diabatic

Fig. 1 Quasi-diabatic state potentials along a coupling mode in the LVC
model.

comprehensive picture of the nonadiabatic dynamics.

Calculation details

Vibronic Hamiltonian

All trans-polyenes belong to the C,, molecular point group and
their entire set of vibrational modes Q spans over the ag, b,
a, and b, irreducible representations (irreps). Apparently, the
light absorption populates the bright 1'B, state at first. However,
a model for the calculation of a vibronically resolved excitation
spectrum needs to be adjusted in a way that it should be able
to account for effects due to the presence of the close-lying 2!A,
dark state. Generally speaking, the quantum Hamiltonian must
encompass both the interaction caused by nuclear motions within
electronic states (intrastate) as well as the coupling between two
electronic states (interstate). Following the well-established no-
tations, all vibrations of the first type will be called tuning Q.
and vibrations of the second type as coupling Qc.., modes. Use
of symmetry-adapted internal coordinates makes the definition
of two sets Qe and Qcpyp feasible and straightforward. The
non-vanishing interstate coupling modes are those for which the
product of the irreps yields the totally symmetric representation:

I ®FQMW @I D 1—‘sym (D

where I'; and I'; are the irreps of the two electronic states con-
sidered and I'q,,,, is the irrep of a mode coupling the electronic
states. By analogy, the intrastate coupling motions for each of the
states (I'y =I',) must obey following relationship:

FQue = Toym @)

In the context of this paper, Voyp and Vi, are considered as elec-
tronic potentials for the displacement of the nuclear framework
along Qcoup and Qe correspondingly. By the symmetry con-
straint imposed in Equation (1), it is clear that all Q¢ modes
should possess b, symmetry. Such vibrations break the C, gen-
erator of Cy, and retain the mirror plane. An interaction of elec-
tronic configurations with b, distortions reduces the symmetry of
the wave functions, such that the 1'B, and 2]Ag states transform
under the same irrep A’ of the Cg point group. The evaluation of
electronic potentials V;,,, along the Qy,,. set appears to be triv-
ial and does not require additional computational work, unlike
the V., potentials. One of the simplest solutions to overcome
the diabatization problem is the linear vibronic coupling scheme
(LVC) 23-25 .

At the ground state geometry (Qq), the wave functions of the

2| Journal Name, [year], [vol.],1-12

states transform under different irreps and it is assumed that
quasi-diabatic and adiabatic state energies are identical. The LVC
model2® postulates that in a two-level system, in the presence
of a b, deformation, generated by the coupling mode ¢; C Qcoup,
the quasi-diabatic potentials can be expressed with the help of a
coupling function p(g;) as:

Ulg)+%

[aen
Tlgi) - ‘;} ©

where § is the interstate energy spacing between two levels at Q.
The solution of the secular Equation (3) brings back the adiabatic
potentials € »(¢;) as a function of an applied distortion ¢;:

2

e12a) = Ula) £ o +12(a) @
From Equation (4) it is seen that U(g;) represents an average
curve of two adiabatic potentials. In this way, the two surfaces
are topologically nested and shifted with respect to each other by
6 in the quasi-diabatic representation. They remain equidistant
along the complete range of the coupling coordinate ¢; as graphi-
cally represented in Figure 1. The knowledge of &; »(g;) allows to
estimate the quasi-coupling 1 (g;) by the least-squares-fit of Equa-
tion (4).

For setting up the vibronic Hamiltonian, the kinetic energy
operator which describes the nuclear motions needs to be set
up. Employment of the FG matrix technique2%-27 yields the full
Hamiltonian:

H= T12 + Vtune(Qtune) + Vcoup(Qcoup) + & (QO) (5)

with the kinetic energy
2T=Y p; Gijpi ©)
iJ

where p; refers to the momentum conjugate to the symmetry co-
ordinate ¢;. The last term ¢, of Equation (5) denotes a two-by-
two diagonal matrix with elements equal to the vertical energies
at the Franck-Condon (FC) point. The second and third terms de-
scribe the sum of 1D-cuts through quasi-diabatic potential energy
surfaces (PESs) of the two considered states relative to their en-
ergies at Qg along the tuning (ag) and the coupling (b,) modes,
respectively:

Ulgi)  u(ai)
uigi)  Ulgi)

7
The kinetic energy in Equation (6) was built with the help of the
G,j-matrix, the elements of which are analytically tabulated in
Ref.28. Kinetic energy coefficients for momenta p; and p j conju-
gate to two distinct symmetric internal coordinates g; and ¢; (as
will be defined later) represent a sum of factored pairwise inter-
actions of all local momenta the p; and p; are composed of. The
Hamiltonian ( 5) for the two-level system was treated within the
fully quantal, time-dependent scheme of wave packet propaga-
tion as formulated in MCTDH (see below).

U1(q:) 0
0 Us(q)

Viune = Z

Qrine

Vcr)up = Z

Qcoup

This journal is © The Royal Society of Chemistry [year]



Electronic structure

For computations of the PESs the semiempirical hybrid
DFT/MRCI method was employed in its original formulation?2?
(later denoted as DFT/MRCI-S) and the recently redesigned pa-
rameterization3? (DFT/MRCI-R). The correlation-consistent po-
larized valence triple-¢{ cc-pVTZ 3132 basis set for hydrogen and
carbon was used. A set of one-electron wave functions for con-
figuration interaction has been obtained by the DFT branch
of Turbomole33-35 employing the semi-local BHLYP3¢ exchange-
correlation functional. The reference space for MRCI was gen-
erated by including all electronic configurations with expan-
sion coefficients greater than 0.003 in the intermediately gen-
erated DFT/MRCI wave function within the reference space of
a RAS(10,10) electron-orbital window. To avoid a double count
of dynamic electron correlation arising in the MRCI expansion,
off-diagonal matrix elements were attenuated by multiplication
with a damping function and all configurations with an energy
higher than 1.0 E;, compared to the highest reference energy were
discarded. The calculation of four-index two-electron integrals
between the Kohn-Sham orbitals was performed with cc-pVTZ37
auxiliary basis sets from the standard RI-MP2 Turbomole library.

Wave packet propagation

The quantal motion of the nuclei of a molecule is described by
the time-dependent Schrédinger equation. If the Hamiltonian A
is time-independent, the propagated wave packet (WP) may be
expressed as:

=Y ae ®
J
where ¢; is a set of eigenstates of the Hamiltonian
Ho;=E;¢; 9

and the expansion coefficients a; are defined through the initial
wave packet y(0) as

aj = (¢|y(0)) (10

The standard approach for solving the time-dependent
Schrédinger equation is the numerically exact propagation
of a WP represented in a time-independent product basis set. In
the MCTDH 3840 scheme, the wave function which describes the
molecular dynamics of a system with f degrees of freedom is
written as a linear combination of Hartree products as follows:

a5:1) Z ZAJI s Z)Hq)](k)%w a1

¥(q1,- -,
Here qy,...,qy are a set of the nuclear coordinates, A}, _;, denote

the time-dependent expansion coefficients, and q);f)(qk,t) are a
set of time-dependent single-particle functions (SPFs) combined
to give the Hartree product ®;. In turn, SPFs are expressed in a
time-independent basis set:

,k Y get) = Z C(k]k X,k (qr) (12)

i1=1
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(k) (

where X, qx) are primitive basis functions of the k-th degree of
freedom that depend on the particle coordinate ¢;. The accu-
racy of MCTDH depends on the number of primitive functions
Ni,...,Ny and the number of SPFs ny,...,ny. Since both the
coefficients and the basis functions in Equation (11) are time-
dependent, they both are optimized using a variational principle.
The equations of motion are derived from the Dirac-Frenkel vari-
ational principle, which leads to:

fom
iAy =Y () |H|PL)AL — ZZ&’LI)A
L k 1 (13)

61 = g1, + (1= PO) [ (p®) " (1) — g1, ] g
p®) denotes the density matrix, (H)*) the matrix of mean field
operators, and g*) the constraint operator3%:41,

To account for the coupling between different excited states,
one extra degree of freedom has to be introduced to represent
the electronic manifold. The multi-set formalism, used hereafter,
employs different sets of SPFs for each state. In this formulation,
the wave function is written

W) = Y Walt)a) (14)

where the summation index « denotes the electronic states. The
SPFs are optimized separately for each electronic state with the
advantage that fewer coefficients are needed for the expansion of
the wave function. This advantage of MCTDH results in a con-
traction effect which speeds up the calculation without loss of
accuracy 3”41,

The MCTDH calculation was performed in similar fashion as
in previous studies 1>42, At first, the MCTDH wave function was
relaxed in the precalculated DFT/MRCI ground state potentials
of the twelve symmetry-adapted internal coordinates which are
specified in Table 4. The resulting WF is then lifted vertically
upward to the potential energy curve of the optically bright state.
Assuming the Fermi golden rule for the direct transition from the
initial to the final state2>43 the absorption spectrum is obtained
by inverse Fourier transformation of the autocorrelation function:

P(E) o / G e(t)di (15)
with

c(r) = (¥(0)

< ‘ I*th

In these equations, |0) stands for the vibrational ground state of
the initial electronic ground state, t! denotes the vector of the in-
dividual transition dipole matrix elements between the two states
involved in the transition. The wave packet evolves subsequently
in time on the PESs of the two coupled electronic states. The au-
tocorrelation function represents the overlap of the time-evolving
WP with the initial one.

0) = (¥(t/2)"[¥(1/2)) (16)
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Table 1 CASPT2 optimized geometry“ of 1!A,, 2!A,, 1!B, states of all-trans-octatetraene. For abbreviations see Figure 2.

ry r2 3 34 112 9123 0234 112 T1'123 T1234

11Ag 1.448 1.372 1.454 1361 123.9 123.7 123.8 180.0 180.0 180.0
Exp.” 1.451 1.327 1.451 1.336 125.3 125.1 124.7 180.0 180.0 180.0
21Ag 1.398 1.456 1.392 1.427 123.8 124.2 124.5 180.0 180.0 180.0
1!B, 1.396 1.400 1.413 1.373 124.7 1242 125.3 180.0 180.0 180.0
AC1¢ 1.419 1506 1.400 1.420 123.3 1223 126.5 121.7 130.0 184.8
1.490 1.456 1.368 94.8 126.2 125.0 -102.7 181.6

AC2¢ 1.359 1.485 1.393 1.439 126.7 123.8 1269 177.3 177.3 178.7
1.493 1.450 1.498 1239 127.1 93.6 189.0 -121.7

@ MS(3)-CASPT2(8,8)/cc-pVDZ from Ref. 44
b X-ray diffraction from Ref. 4>

¢ 81/Sy adiabatic crossing by DFT/MRCI-R with cc-pVTZ basis

Results and discussions

Ground state geometry and vertical excitation energies

Not surprisingly, the ground-state geometry of all-trans-
octatetraene is arranged in a planar chain. As in all polyenes,
except for infinitely large carbon chains with vanishing alterna-
tion*®*7  the equilibrium geometry Qu shows different lengths
for single and double C-C bonds as a balance effect of z-
conjugation. The single-bond parameters, as predicted by the
CASPT2 optimization including all z-orbitals in the active space,
look remarkably good compared to the measured parameters for
crystalline OT (Table 1). In contrast, the double bonds overshoot
the experimental values, although X-ray diffraction is known to
underestimate their quantity. Slightly less satisfactory agreement
was obtained for the C-C-C angles. The CASPT2 values are
smaller by ~1° which can be attributed to the tight packing ef-
fects of the measured structure. The geometry of 1'B, state, and
even so more 2'Ag, changes the spirit of bond alternation. Due
to the nodal structure of the frontier orbitals, the HOMO-LUMO
excitation compresses the nominally single bonds and elongates
the nominally double bonds of the ground state Q. Therefore,
single-double bond alternation is smoothed at the 1'B, state min-
imum accompanied by a slight increase of the bond angles. In
turn, the dark state minimum swaps the double bonds to the sin-
gle bonds and vice versa. Let us also stress that the excited-state
geometries retain the Cy, symmetry.

Fig. 2 Atom numbering of all-trans-octatetraene.

Numerous theoretical works have reported the results of
semiempirical schemes %1348  ab initio multireference 10-11:49-51
and density functional based °%>3 methods which often ambigu-
ously predict the order and energy of the first two excited sin-
glet states (see the surveys in Ref.4849:53)  Besides the fact that
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the excitation energy is highly dependent on the ground-state ge-
ometry '3, the challenge is the different nature of these states
which deserves a different consideration in the computational
treatment. The character of 2'A, necessitates an appropriate
description of the doubly excited HOMO2-LUMO? electron con-
figuration, making linear response-based DFT questionable. On
the other hand, for a proper description of 1'B,, one must take
into account o-7* correlation®* which, in combination with a re-
liable basis set, dramatically increases the computation time of
the electronic potentials Vo, and Vy,,, for multireference meth-
ods. These time demands are alleviated in DFT/MRCI due to the
effective truncation of the configuration expansion. A vibronic
progression of the recorded spectra complicates the assignment
of the vertical excitation energies, although for OT it is well es-
tablished experimentally that the dark state lies vertically lower
than the bright one?25>, The experimental estimate of 4.43 eV
for the 1'B, state>> agrees very well with the value of 4.41 eV ob-
tained at the MS(3)-CASPT2(12,12)/cc-pVDZ level 44, The same
holds also for the dark state — 4.1 eV estimated from the ex-
periment>%57 compared to 4.18 eV from theory#*. Trusting the
convergence, the interstate gap at Qo is in the range of ~0.3 eV.

The DFT/MRCI-R vertical excitation of 4.05 eV is somewhat
too small for the dipole allowed state when compared to the best
estimated value by at least 0.35 eV (Table 2). The calculated posi-
tion of the 0-0 origin and the emission energy are also red shifted
by the same energy. The fact, that a perfect match of DFT/MRCI-
R/cc-pVTZ energy (5.94 eV) with the experiment (5.92 evol) was
found for 1'By in trans-butadiene, and the slightly worse agree-
ment (0.23 eV below the experimental value of 5.08 evo2) in
linear hexatriene suggests that the latter method is unable to ac-
curately describe the properties of the bright state upon extending
the conjugation length owing to an incorrect scaling. Presumably,
DFT/MRCI-R inherits the methodological drawbacks from DFT
which is known to systematically underestimate the energies of
ionic states for polyenes of longer chain length®. Apart from
this, DFT/MRCI-R yields a qualitatively good energy of 4.10 eV
for 21Ag which is indeed close to what is expected. The mapping
of the calculated transition origin with measured values also cor-
roborates this finding. As a result, the two states are almost isoen-
ergetic at Qy with a gap E(1'B,)—E(2'A,) of -0.05 eV. Although
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Table 2 Excitation energies (in eV) of first valence states in all-trans-octatetraene. Experimental values for vertical excitations are estimated.

CASPT2¢ MRMP? DFT/MRCI-R DFT/MRCI-S Exp.
vertical transitions
1'B, 4.42 4.66 4.05 4.16 ~4.4m
2!a, 4.38 4.47 4.10 3.85 ~4.1"
0-0 transitions
1'B, 4.35 4.34 3.67 3.80 3.989K 4,407 4.41/h1
2'A, 3.61 3.50 3.44 3.30 3.55¢ 3.59¢ 3.54%
emission maxima
1'B, 4.14 3.80 3.74 3.87 4.12" 4207 4.318
2'A, 2.95 2.80 2.92 2.60 ~3.1!

@ CASPT2 from Ref.>?

b MRMP form Ref.11

¢ 77K in hexane from Ref.>®
4 gas phase from Ref.%?

¢ jet from Ref. %0

™ estimated from Ref.>°

1 jet from Ref.?!

8 4.2K in n-hexane from Ref.>8
h jet from Ref.>>

k'4.2K in n-octane from Ref.®0
! vapor from Ref.??

" estimated from Ref, >6:57

both states are offset by 0.25 €V in DFT/MRCI-S with regard to
the experiment (Table 2), they are both shifted downward consis-
tently. Thus, contrary to DFT/MRCI-R, the standard parameteri-
zation perfectly maintains the experimental splitting of 0.3 €V for
the CASPT2 geometry.

Like the absorption, the emission intensities exhibit systematic
variations with the polyene length?2. In contrast to smaller linear
polyenes, all-trans-octatetraene shows detectable emission with
a quantum yield depending on both thermodynamic (pressure,
temperature) and environment (solvent, impurity) conditions of
the measurements“%°%64  Because the transition to the ground
state from 21Ag is dipole forbidden, it is assumed that the sig-
nal originates from 1'B,. However, the emission from the dark
state has been assigned in fluorescence excitation spectra in free
jet>6:60 and fluorescence of vapor at room temperature 22 placing
the maximum of the broad peak at 3.1 eV. The fact that the emis-
sion spectrum from 1'B, overlaps with the allowed absorption 22
indicates that no significant geometry relaxation occurs. So, it is
likely that an influence of the in-plane a, distortions Q dominates
the vibronic spectra.

Potential energy surfaces

At the ground-state geometry, the vibrational modes of all-trans-
octatetraene transform under

o = 172 @ 8a, @ Tby @ 16b, a7

The a, vibrational modes reduce the molecular symmetry to C,,
whereas the b, and by — to C; and C;, respectively. Based on pre-
vious MCTDH studies of butadiene!®> and hexatrienes#2, high-
intensity peaks in the vibrational spectrum are impelled by the
movements of the carbon atoms. Exhaustive analysis of all dis-
tortions Q reveals three symmetrized single and double carbon-
carbon bond elongations ¢, ¢2, g4 and g¢ to be the coordinates
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modulating the interstate energy gap. As it is seen in Figure 3,
the DFT/MRCI-R and DFT/MRCI-S potentials exhibit different be-
haviour near the Franck-Condon zone. As expected, the single-
bond shortening and the double-bond elongation stabilize 2'A,
more rapidly than the one-photon state. The differences between
the state minima for PESs along ¢, g4 and ¢¢ are in the range of
0.45-0.5 eV for DFT/MRCI-S and 0.05-0.1 for DFT/MRCI-R. The
adiabatic energy difference seems consistent with regard to the
energy splitting observed at the ground state geometry. As long
as 21Ag and 1'B, do not interact, the curvature and the steepness
of the PESs along the FC active modes are almost identical. More-
over, the excited state minima are equally displaced along these
distortions as predicted by different parameterizations. There-
fore, the discrepancy mainly originates from the different vertical
shifts of the individual potential manifolds. However, it is worth-
while to note that the energy gap together with the coordinate at
which the PESs cross are immensely important for the dynamics
picture. In addition to the stretching modes, we included three
modes to describe symmetric bond-angle deformations of the car-
bon framework, i.e. gg, g19 and ¢j» as documented in ESI. Unlike
the bond stretches, they do not diminish the energy gap but their
incorporation is motivated by the spectral assignment in the ex-
periments near the band origin.

The second class of distortions are coupling modes. As has
been mentioned above, the IVC approach allows to estimate the
coupling strength produced by a given perturbation ¢; of the nu-
clear framework. To lowest order, the coupling i can be defined
as a function linearly dependent on the coordinate p(g;) = U - g;.
Taking into account the second nonvanishing term of the Taylor
expansion, we define the coupling as:

w(g) =pM gi+u® . g} (18)

where ") and u® are parameters for the numerical fit in Equa-
tion (4). Preliminary comparative examination of all b, in-
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ternal coordinates spotted the strongest vibronic coupling con-
stants arising due to carbon chain deformation. DFT/MRCI-S
and DFT/MRCI-R electronic potentials yield slightly different pic-
tures upon the Q.. perturbation, as Table 3 implies. In case of
DFT/MRCI-R, the bond alternations induce relatively small cou-
pling constants compared to those from the angle alternations.
An exception might be the terminal bond stretch with a fitted
linear u(! value of 0.30 eV/Bohr in DFT/MRCI-R, however the
interaction of the potentials along ¢; is rather complicated and
cannot be thoroughly captured by the applied vibronic model. In
contrast to this, DFT/MRCI-S indicates that ¢3, g5 and g7 are non-
negligible motions, which is likely a result of a different interac-
tion of the excited state electron densities. Based on the hierarchy
of uV) parameters, three b, modes were selected for the dynami-
cal treatment. In this way, the antisymmetric deformations of the
inner and middle bond angles g9 and ¢, are included for both
vibronic Hamiltonians. In addition, the Q. set is supplemented
by the terminal bond alternation g3 for DFT/MRCI-R and by the
q7 stretching for DFT/MRCI-S. The distortions along these modes
mimic double minima on adiabatic potential surfaces, which is
often interpreted as a consequence of a second-order Jahn-Teller
effect. The deeper the minimum drops energetically down, the
stronger the repulsion u is estimated in the LVC approach. Lets us
state here that, within the C,, molecular point group, the dipole
moment transforms as the a, & 2b, representation, and, there-
fore, Qcoup modes result in pronounced dipole moments even at
small nuclear displacements (see ESI). The above mentioned phe-
nomenon of sudden polarization in polyenes®>-8 and its role in
visual chromophores %70 is based on a highly unbalanced charge
distribution, originating from an interplay of distorted o- and x-
orbitals. Consequently, the Coulomb interaction of the 1!B, and
2!A, polarized electron densities is one of the mechanisms re-
sponsible for a non-zero vibronic coupling strength.

Table 3 Coupling constants u(!) (eV/rad. or eV/Bohr) and u® (eV/rad.?
or eV/Bohr?) of LVC model with respect to the CASPT2 ground state
geometry.

Mode Motion DFT/MRCI-R DFT/MRCI-S
p B MOETE)
3 Yra—riy) 002 023 0.37 0.44
s Y(r3—ryy)  0.02  0.05 0.26 0.45
a7 Y(rsa—ryy) 030  0.07 0.75 -0.16
%  A(@ri2—¢n2) 075 0.28 0.60 0.62
g1 3(¢13—¢rry) 0.58 0.08 0.42 0.39
g1 A(@3a—¢r3w) 031  0.08 0.02 0.68

Finally, as it was emphasized in previous works on polyenes,
the out-of-plane motions of the CH, group play a significant role.
We added the two motions g9 and ¢, to represent the symmet-
ric and antisymmetric methylene torsions about the terminal C=C
double bonds. Therefore, these twelve symmetry-adapted inter-
nal coordinates were used to construct the potential energy ma-
trix as formulated in Equation (7). To generate smooth quasi-
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Table 4 Definition of internal coordinates used in the dynamical
treatment. m - order of polynomial expansion, N - number of Hermite
primitives in DVR representation, n - number of SPFs in multiset
formalism.

Mode Sym. Motion m N n
q1 ag r111 1-6 60 } 30:30
q4 ag 5 (r23 +ryy) 1-6 60
e ag  3(rn+ri) 1-6 60 } 30:30
96 ag  3(ra+ryw) 1-6 60
qs ag (@it oi) 1-6 40
q10 ag  3(d123+90123) 1-6 40 } 20:20
q12 ag  3(023a+0r34) 1-6 40
q9 by 3(dr12—0112) 2,46 40
qn be  A(@123—dr23) 2,4,6 40 20:20
q13 by 3 (934 —dr3a) 246 40
q7 be  A(ra—ryw) o
q19 au  g(Tozas+ Tozaot+

77348 + 77349+ 24,6 50

T34y + Tryay +

T3y + T3 25:95
920 by §(To3as + Tosaot

77348 + T7349— 246 50

Tyyag — ya9 —

Tryay — Tryay)

diabatic PES, 1D-cuts were interpolated by 6-th order polynomial
expressions:

Ui2(q:) zw / (19)
omitting odd powers for symmetric potentials. As shown in Ta-
ble 4, specific modes were grouped together to represent in to-
tal five MCTDH-particles as follows: combinations of single- and
double-bond elongation, combination of all bond-angle alterna-
tion modes, all coupling b, modes and finally the combination of
the two out-of-plane motions. The relevant single-particle func-
tions then describe multi-mode particles rather than a single de-
gree of freedom, justified by the moderate time demands of the
propagation computation.

Vibrationally resolved spectra

In order to simulate the experimental line broadening, the auto-
correlation function is damped by further multiplication with a
Gaussian function, which contains a damping parameter denoted
in the following chapter as dephasing time. In this spirit, results
of the simulation are presented in its high-resolution description
utilizing a dephasing time of 1000 fs and a low-resolution form
with a dephasing time of 30 fs. The absorption spectra of OT in
the UVA region are shown in Figure 4. The intensities of all peaks
are normalized to the maximum peak height corresponding to the
origin. For comparison, the high-resolution absorption spectrum,
recorded in a jet-cooled experiment, is presented in Figure 4. Sim-
ilar to the polyenes of smaller lengths, the main features are well
described by two principal vibrational modes. The most promi-
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Table 5 First overtones of main absorption bands in
all-trans-octatetraene. Deviation from the harmonic expansion are in
parentheses.

Position (cm™1)

Modes Band e ) DFT/ DFT/
-5 EXPT O yRCLR - MRCLS
origin Vo 35553 35523 29882 30644
q1,94 \ 1235 1246
dds v 1645 1666 1727 1736
2vq 2477 2482
+7) (-10)
v+ 2872 2888 2846 2839
(-8) (-24)
2v; 3281 3290 3446 3446
-9 (-42) (-8) (-26)
“ argon jet from Ref. 2!

b gas phase from Ref.>?

nent mode (denoted by v,) with the most intense progression
is associated with the carbon-carbon double-bond stretchings ¢,
and gg. The linear combinations of these two motions give rise
to vibrations with almost degenerate frequency in the ground
state 1821 DFT/MRCI-R places the peak at 1727 cm~! to the right
of the origin (denoted by v(), whereas DFT/MRCI-S — at 1736
cm~!. Both methods here overshoot by ~70 cm~! the reported
values of 1645 cm~! measured in the jet-cooled experiment?!
and 1666 cm ! in the gas phase®®. However, because the mini-
mum of the PES of the dark state lies below the minimum of the
PES of the bright state, the position of the calculated peak is very
similar to the 21Ag C-C frequency of 1754 cm~! measured in one-
and two-photon experiments 0.

The peak displayed at 1235 cm~! (assigned to v|) in the jet-
cooled spectrum gives rise to the secondary vibrational progres-
sion and is attributed to the symmetric single C-C bond alterna-
tions ¢; and ¢4. This band appears with very low intensity in
both the DFT/MRCI-R spectrum and the DFT/MRCI-S spectrum.
Because its presence is corroborated by many other spectra mea-
sured under various conditions (see for example Ref,2122:59,64)
this lack of intensity is obviously a failure either of the model de-
fined according to Equations (5, 7) or of the DFT/MRCI potentials
being incapable to reproduce one of the principal features in the
absorption spectrum of OT. The v; and v, spawned by symmetric
bond alternation modes and their vibronic progressions give the
largest Franck-Condon factors in the absorption spectrum of OT.
The most intense peaks for the 1'B,, <—11Ag transition fit the series

Vinn = Vo +m-vi+n-vy m,n >0 (20)

with uncertainties as listed in Table 5. These uncertainties are
the result of the vibronic interaction of 1'B, and 2'A, multidi-
mensional potential manifolds and their curvilinear nature, which
violate the harmonic expansion (20). Despite the almost dark
vi peak, DFT/MRCI-R and DFT/MRCI-S feature the v ; over-
tone at 2846 cm~! and 2839 cm~! respectively, whilst the low-
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Fig. 4 Calculated (upper) and experimental (lower) 1!B, « 1'A,
absorption spectra of all-trans-octatetraene. Supersonic argon jet
spectrum was reprinted from J. Chem. Phys. 81, 4210 (1984) with the
permission of AIP Publishing.
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Fig. 5 Population decay following the 1'B, excitation.

temperature experimental value is 2872 cm~'. All aforemen-

tioned overtones v,, , appear with low frequency shoulders, which
are caused by symmetic in-plane angle bending ¢g, ¢i9 and g2
motions detected experimentally at 197 cm~', 348 cm™!, 547
em~ 2%, The activity of these modes is also apparent in the sim-
ulated spectra, however the positions of minor bands are difficult
to precisely locate due to the intricate low-intensity structure.

Time-dependent Electronic Population

The initially excited wave packet was propagated over 600
femtoseconds in the 1'B, and 2!A, potential manifolds. Fig-
ure 5 shows the population dynamics of the bright state uti-
lizing DFT/MRCI-R and DFT/MRCI-S PESs. As in the trans-
1,3-butadiene and trans-1,3,5-hexatriene, the energy transfer to
2!A, in octatetraene proceeds on the sub-picosecond time scale.
DFT/MRCI-S completes the first step of photodynamics within
t=157 fs after the excitation to the bright state, as estimated from
the curve fit to the exponential function exp(—z/7). The popula-
tion curve of the ionic state decays monotonously, with 10% of
the entire wave packet remaining localized on the 1'B, surfaces.
This outcome is in good agreement with the value of ~0.3 ps
deduced from the experimentally observed 0-0 bandwidth for ex-
citation at the origin21-22. DFT/MRCI-R predicts a slightly differ-
ent picture with exponentially fitted lifetime t=95 fs. The 1'B,
population abruptly sweeps down and the wave packet reaches
its quasi-stationary average among the two manifolds after 100
fs of propagation time yielding 70% of its density to the dark
state. Hereafter, the remaining half is lost in the next 200 fs.
This is somewhat too fast for OT compared to what is experimen-
tally estimated. However, one can understand this effect con-
sidering the negligible energy splitting between the states at the
ground state geometry as the pivotal quantity in the internal con-
version process. Moreover, the coordinates of the crossing point
of the 1D-potentials almost coincide with the FC center at the
DFT/MRCI-R level (Figure 3). This explains the very steep slope
of the DFT/MRCI-R population curve, and therefore the nonradia-
tive lifetime of the bright state is clearly underrated. The slower
decay of the DFT/MRCI-S population in Figure 5 indicates that

This journal is © The Royal Society of Chemistry [year]

the S,/S; conical intersection and the FC point are located fur-
ther apart. Following the recent theoretical studies on all-trans-
octatetraene 205271 the local skeletal torsion about the rj, bond
mediates the conical intersection between 1'B, and 2]Ag states.
On this ground, incorporation of two symmetric modes ¢;5 and
q16 (conrotatory and disrotatory twists Ty/123 + 71123 correspond-
ingly) into Q for MCTDH treatment will open a new decay chan-
nel which may alleviate the transition dynamics. Based on adi-
abatic surface hopping methods driven by MRCI(8,8)-S/6-31G*
excited state surfaces, the time constant of 1'B, was estimated as
251 fs finishing with 15% of all trajectories on the bright state2C.
Although an activation of out-of-plane distortions of the carbon
chain should facilitate an energy transfer, by now we assume that
no inverse population will occur and the rest of the energy be-
longing to the ionic state is converted to the emission of radiation.
In this framework, the fluorescence quantum yield of 0.10+0.08
measured in vapor phase at 295 K>° accurately matches to the
1'B, population for both DFT/MRCI-R and DFT/MRCI-S after 600
fs of WP propagation. The vibrational structure of the emission
spectra of the ionic state of OT suggests the presence of long-lived
components22:55,56.72

Emission from 21Ag to the ground state of OT in the vapor
phase occurs with a quantum yield of 0.06 relative to the emission
from 1'B,.22 This is a fairly tiny part of the entire 2'A, population
after the first step of photodynamics has been accomplished. The
dominating channel of energy dissipation in octatetraene involves
the nonradiative decay to the ground state>®:6471.73,74,
proposed that all-trans- to cis,trans- isomerization occurs nonadi-
abatically in cooled jet experiment®®. The observed energy bar-
rier of 2100 cm~! for the activation of the photoisomerization
finds an agreement with theoretical calculations’!. This excess
energy can be borrowed from the nuclear kinetic component by
exciting hot vibrational bands or the process can be activated
thermally in glassy matrices®. In such a way the system will
arrive at the conical intersection of the S;/S( potentials. Besides
the cis-trans- product, Kohler®* observed a non-centrosymmetric
confomer by irradiation into the 21Ag origin in an n-octane matrix
at 4.2 K and assigned this species to 2-s-cis-octatetraene. In con-
trast, extended irradiation leads to the formation of a centrosym-
metric species assigned to trans,trans-octatetraene. The former
reaction occurs also non-adiabatically with a transition state en-
ergy of 3500 cm~! above the S; minimum?7?.

At present we can only qualitatively speak about possible
products of the photoreaction. Numerical minimization of the
DFT/MRCI-R S-S energy gap starting from the transition state
geometry’! reveals a Hula-twist7> of center 1’ as decisive motion
to reach the crossing of the adiabatic potentials (see AC1 in Ta-
ble 1). In terms of symmetry-adapted coordinates, the Hula-twist
encompasses the skeletal torsion about the middle bond and the
already mentioned torsions about the inner double bonds. Si-
multaneous rotation about the middle bond 7,/y,1, and conrota-
tory twists about the r/»» and ry; bonds bring the system to the
cis-trans- photoproduct of octatetraene following the steepest de-
scent of the Sy potential energy (see Figure 6 left). In turn, a pos-
itive combination of 7/, and disrotatory twists (Ty123 — T11/2/3/)
will stabilize the all-trans-isomer (see Figure 6 middle). The sec-

It was
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Fig. 6 Adiabatic potential energy surfaces near the S,/S, crossing point and possible isomerization pathways towards various photoproducts of

octatetraene.

ond S;/S crossing point (see AC2 in Table 1) near the transition
state of the all-trans- to 2-s-cis- isomerization’! reveals the termi-
nal C-C-C bending and the rotation about the r+2'3’ bond as the
most vivid deformations of the internal coordinates. In this case,
the 2-s-cis— confomer can be formed by increasing the 7y/y34
dihedral angle (Figure 6 right). For a fair assessment of the for-
mation of the photoproducts, the vibronic Hamiltonian (5) needs
to be extended to the ground state potentials with inclusion of ap-
propriate vibronic coupling constants. Furthermore, the MCTDH
wave function (11) has to incorporate additional a, and b, out-of-
plane modes. The rates of the photoisomerization are determined
by the vibronic coupling among three states, such that the pro-
cess finishes with the vibrational relaxation to the ground-state
manifold. We leave a more complete treatment of the internal
conversion to the electronic ground state for future work.

Conclusions

In this paper we have described the nonadiabatic quantum dy-
namics of all-trans-octatetraene followed by light absorption in
the UV energy range. By employing the extended IVC model
for calculation of the excited wave packet evolution among two
potential manifolds of energetically close-lying excited states,
we analyzed the computed spectra and the nonradiative transi-
tion process 1'B, ~ 2'A,. The electronic potential energy sur-
faces were evaluated employing both formulations of the hybrid
semiempirical DFT/MRCI Hamiltonians and the overall results
were critically compared with experimental findings.

We found that the depopulation time of the bright state in OT
occurs in the sub-picosecond time regime — 157 fs as follows
from DFT/MRCI-S and 95 fs from DFT/MRCI-R. This is consis-
tently longer than previously reported values of nonadiabatic dy-
namics studies for shorter length polyenes — trans-butadiene and
trans-hexatriene. The outcome of the standard parameterization
for the lifetime of the bright state is in better agreement with the
experimental estimation. In this regard, the population curve of
DFT/MRCI-R is not very different. Its steeper decay is explained
by the nearby location of the crossing point of the two poten-
tials along the tuning modes at the Franck-Condon center, and
therefore almost no kinetic component is needed for the energy
dissipation to 2'A,.

10| Journal Name, [year], [vol.], 1-12

The application of either DFT/MRCI approach to generate po-
tentials for the 1'B, and 2]Ag states yields computed absorption
spectra which describe the key features and their vibronic pro-
gressions due to Franck-Condon effects well in general. How-
ever, the band associated with carbon-carbon single bond length
changes is lacking intensity, which might be the result of the
additivity assumption of the multidimensional potential energy
surface. To remedy this shortcoming, we suggest to account for
the vibronic interaction between the symmetric single and double
bond stretchings in the framework of a bilinear coupling model.
At the end, we shall stress that the family of excited polyenes rep-
resents a big challenge for computational chemistry due to the
different nature of the two low-lying valence states. They require
an accurate and balanced description at and near the FC zone to
model the absorption spectrum and nonradiative internal conver-
sion dynamics properly.
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Figure 1: DFT/MRCI-R (left) and DFT/MRCI-S (right) 1D cuts of excited states potential
energy surface for all-trans-octatetraene.
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Figure 2: Magnitude of the dipole moment of 1'B, and 2'A, states modulated by g9 (b,) and
¢15 (ay) symmetry adapted distortions. For illustration, positive-negative combination indicates
that two vectors are anticollinear near FC region.
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ABSTRACT: The dynamics of the nonadiabatically coupled lowest singlet excited states of cis- and trans-hexatriene are studied
theoretically, in a comprehensive electronic structure and quantum dynamical investigation. At the ground state equilibrium
geometry the relevant S, and S, states carry the A; (Ag) and B, (B,) symmetry labels, for the cis (trans) isomer. Various high-level
electronic structure methods are used, including the recently reparametrized DFT/MRCI method, and the results are critically
compared. Key parameters of interest are the vertical energy gap and the strength of vibronic coupling between the interacting
electronic states. To estimate their influence, suitable comparison calculations are performed. The results are used as the basis for
quantum dynamical calculations on the UV absorption spectrum and electronic population transfer involving the S; and S, states.
Up to nine nonseparable degrees of freedom are included in the calculations. The experimental UV absorption spectrum in the
5—5.2 eV energy range can be very well reproduced. The time-dependent wavepacket propagations reveal a population transfer
on the order of 30—50 fs, which becomes increasingly complete with more degrees of freedom included in the calculation. The
results are briefly compared with analogous data for the s-trans-butadiene system treated by some of us recently.

I. INTRODUCTION

Linear polyenes are of major importance in many biological
systems, such as carotenoids, for the process of vision, and in
materials science.' ™ Despite numerous experimental and
theoretical investigations key issues for electronically excited
species are still unresolved.®”"* This holds even for the smallest
systems, such as butadiene and also the hexatriene isomers on
which we focus here. The complexity in part stems from the
close energetic proximity of the two lowest excited singlet
states, which leads to complicated vibronic interactions.**">~"”
These result in complex spectral structures, such as very broad
bands in the UV absorption spectrum, even under jet-cooled
conditions. See, for example, refs 6 and 18—22 for more details
and further references.

The theoretical analysis is hampered by the complicated
electronic wave functions of the excited electronic states. For
the ease of later reference we give here their symmetry labels
for both isomers (the labeling cis and trans refers to the central
double bond). There is an A state that is optically dark and
multiconfigurational in character, with a substantial double

v ACS Publications  © 2016 American Chemical Society 6541

excitation contributing.”>”>* A nearby B state consists
essentially of a HOMO—LUMO excitation, and the transition
from the ground state is strongly allowed.**® For the trans-HT
isomer (C,;, point group) the symmetry labels of the states are
2A; and 1B, for the cis-HT isomer (C,, point group) they are
2A, and 1B,. The ordering of the two states and the behavior of
their potential energy surfaces (PES) in and near the FC zone
has been a matter of year-long debate in the literature.””** The
same holds for the photophysical and photochemical properties
of HT in these states.”*” Because only singlet states are dealt
with in this work, the spin multiplicity will be suppressed in
what follows.

Recently, we have started an ab initio-based theoretical
investigation of the UV absorption spectrum of cis- and trans-
hexatriene (HT).** A vibronic coupling Hamiltonian was set up
extending the well-known linear vibronic coupling model** and
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Table 1. Definition of the Symmetry-Adapted Internal Coordinates, Employed in Our Dynamical Study of cis- and trans-

Hexatriene”
in-plane

N %(Arl,z + Arg ) Sio
S, %(Arz,s + A"4,5) Si3
S3 Arsy Si4
S, S(Aryy = Ar)

1
Ss E(A(l’l,z,s + A¢4,5.6)

1
So E(Ad)z,m - A‘]53.4,5)

out-of-plane
%(Afz.m,s + AT+ ATyt ATysy)
%(ATZI,Z,IO + A"'s,l,z,s + ATs,l,z,m + A7'7,1,2,3 + A”"4,5,5,13 + ATIZ,S,G,H
+ ATy 5615+ ATy 614)
é(ATZl,Z,lO + A'fs,l,m + ATs,l,z,lo + A"'7,1,2,3 - AT4,5,6,13 + A'[12,5,6,14

+ A7y 5615+ ATy 614)

“The meaning of the algebraic expressions, relating the symmetry-adapted to the local internal coordinates, is reiterated in the main text below eq 2.
For the atom numbering used to characterize the local coordinates, see Figure 1.

six planar degrees of freedom included in the ab initio and
dynamical treatments. Applying a suitable (phenomenological)
broadening, the experimental spectral profiles of both isomers
could be well reproduced.””** The underlying high-resolution
spectra show a highly complex and irregular peak structure
owing to the mixing of the electronic states and the
nonseparability of the vibrational modes. The phenomeno-
logical line broadening applied is considerably smaller than the
apparent line width observed experimentally. This shows that a
substantial part of the complicated line broadening mechanisms
operative in the UV spectra has been captured in the
microscopic treatment.

In the present paper we want to systematically extend this
earlier line of work, primarily by covering also the time-
dependent dynamics, that is, the ultrafast electronic population
transfer (internal conversion processes) between the coupled
electronic states. Because these populations often depend more
sensitively on the system parameters than the absorption
spectra, we will also reconsider the vibronic Hamiltonian to be
adopted in the theoretical treatment and reassess the ab initio
determination of the system parameters. Alongside other
reasons, which will become apparent below, the investigation
includes (i) an extended comparison of various electronic
structure methods for computing, e.g., the vertical excitation
energies and potential energy surfaces. This includes, in
particular, the highly cost-efficient DFT/MRCI method
originally developed by Grimme and Waletzke™ and recently
reparametrized by two of us.*® (i) These methods will also be
compared regarding the strength of vibronic coupling along the
relevant vibrational (b, or b, symmetric) vibrational modes.
(iii) The uncertainty of the aforementioned key quantities
(such as vertical excitation energies and vibronic coupling
constants) for the dynamics will be estimated by a series of
comparison calculations for the dynamical quantities addressed
under (iv) and (v). (iv) The results will be used to recompute
the UV absorption spectrum in the 5 eV energy range for both
cis- and trans-HT. Up to nine curvilinear degrees of freedom
will be included in the calculations, suitable also for large
amplitude displacements. For the first time, out-of-plane
coordinates are considered in a quantum study of this molecule
(two for the terminal CH, torsional modes and one for the
central C—C—C-C (or skeletal) torsion). (v) Using similar
methodology, the electronic population dynamics is computed
and analyzed for different numbers of coordinates (6 and 8)
and the results for different electronic structure methods are

6542

compared. In this way we hope to gain a comprehensive
overview over relevant scenarios for the nonadiabatic excited
state dynamics of cis- and trans-hexatriene.

This paper is organized as follows. In section II we briefly
explain the theoretical methodology employed in our work.
This relates to the construction of the underlying vibronic
Hamiltonian and to the electronic structure as well as quantum
dynamical computations. The results are presented in section
III, first regarding the electronic structure data for ground and
excited states, followed by the quantum dynamical results,
namely, vibronic structure of the UV absorption spectrum and
time-dependent electronic populations. The significance of
these findings and their relation to corresponding experimental
quantities is also discussed. Finally, section IV concludes.

Il. THEORETICAL METHODOLOGY

lIA. Vibronic Hamiltonian. The vibronic Hamiltonian is
constructed in a similar way as in our previous work on
hexatriene, see ref 33, and s-trans-butadiene, see ref 37. cis-HT
belongs to the molecular point group C,, and its 36 vibrational
modes transform as follows:

cis

4 = 13a, + Sb, + 12b, + 6a, (1)

For trans-HT (point group C,;,) the analogous symmetry labels
read
s = 13a, + Sb, + 12b, + 6a, )
To describe the nuclear degrees of freedom, symmetry-
adapted internal coordinates are used. Previous works'"""#3%
indicate that the most important vibrations to describe the
absorption spectrum involve the movement of the carbon
atoms. The nine symmetry adapted internal coordinates applied
in this work are listed in Table 1. The atom numbering is
defined in Figure 1 for both isomers. Four of these modes
transform as the totally symmetric representation (a, for cis, a
for trans). Explicitly, the totally symmetric coordinate S; (Table
1) is the symmetric stretching of the two terminal double
bonds. S, represents the symmetric stretching of the single
bonds. The third important coordinate is the stretching of the
central double bond (in this work referred to as S;). The last
relevant totally symmetric mode is the symmetric angle
deformation of the angles ¢,,; and @q4, denoted as Ss. The
b, (b,) modes lead to a coupling of the 2A; and 1B, (2A, and
1B,) excited electronic states in first order. We include two of

DOI: 10.1021/acs.jpca.6b04971
J. Phys. Chem. A 2016, 120, 6541—6556
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T2,3,4,5

Figure 1. Atom numbering for cis- (upper panel) and trans-hexatriene
(lower panel).

either type of mode. For the coupling b, (b,) modes, the
antisymmetric stretching of the single bonds Ss and the
antisymmetric angle deformation of ¢, 3, and ¢, ; (denoted as
So) were used. Furthermore, extending the work of ref 33, we
include three out-of-plane modes with b, (bg) and a, (a,)
symmetry for the first time in our quantum dynamical
treatment. For the out-of-plane modes with b, (b,) symmetry
S13 we used the disrotatory torsion of the terminal CH, groups.
S14 denotes the conrotatory twisting of the CH, groups a, (a,)
symmetry). Finally, we include the torsion of the C—C—C—C
skeleton about r¢c, Sjo in Table 1. To set up the vibronic

Hamiltonian, we need to define expressions for the kinetic
energy of the nuclear motion. To this end, we employ the
familiar G-matrix technique of Wilson®*** and use the G-matrix
elements for the localized internal coordinates of hexatriene as
tabulated by Frederick and Woywod.*' Especially for the out-
of-plane modes, a large number of terms have to be evaluated.
With these terms it is possible to write the well-established
vibronic coupling Hamiltonian as follows:**

H = T1 + W(S) (3)
with the kinetic energy
2T = p Gp 4)

Here p refers to the vector of momenta conjugate to the
above symmetry coordinates and 1 denotes the 2 X 2 unit
matrix. Note that the matrices 1 and W refer to electronic
function space, whereas within Ty boldface notation refers to
nuclear coordinate space. In eq 3 a (quasi)diabatic electronic
basis is used and the potential energy matrix is constructed as
follows:

W(S) Wa(S)
W(S) = ab = I/Vba

Wio(S)  W(S) (s)

6543

The potentials along the aforementioned coordinates enter
the potential energy matrix of the vibronic Hamiltonian. The
diagonal elements W, and W), representing the diabatic 2A, and
1B, (2A, and 1B,) electronic states are taken as sums of the 1D
potential energies along the coordinates S;.

z Vv, 1(S)

i=1-3,5,6,9,10,13,14

W,h =

a

(6)

To fit the potential energy data, we used polynomials up to the
fourth order following the general expression:

y gk

a,ivi

(¢ =a,b)

k=
i=1,2,3,6

™)

For V5, V¢ see below. In eq 7 the zeroth-order term equals
the vertical excitation energy E,. Because E, is included in every
1D potential energy expression, it has to be suitably subtracted
in the summation of eq 6 to avoid overcounting. For the out-of-
plane modes we employed cosine functions.

8
= Y cosths)

k=0
i=10,13,14

(a =a b)
(8)

Finally, the off-diagonal elements were taken to be sums of the
linear and cubic vibronic coupling elements of the b, (b,)
coordinates S; considered:

Wy = z (48 + ﬂiSi3)

i=5,9

©)

Due to the coupling nature of the b, (b,) coordinates, the fit
functions follow the vibronic coupling model:**

V. =V(S) = &+ (28, + pS’) (10)

Here V stands for the average potential of the two electronic
states considered and is fitted with even polynomials up to
fourth order. A is the half-difference of the vertical excitation
energies of the two states considered at the ground state
minimum.

The above approach represents a substantial extension of the
so-called linear vibronic coupling approach well established in
the literature.>*** This holds, especially given the analytical
expressions for the diagonal elements according to eqs 7 and 8,
and should provide an adequate basis of the subsequent
theoretical treatment.

lIB. Electronic Structure Details. a. CAS-Based Methods.
In the work presented here, we apply two different electronic
structure methods in a comparative manner, on the one hand
second-order perturbation theory (PT2) and on the other hand
a combination of density functional theory (DFT) and
multireference configuration interaction (MRCI),* which will
be described later. The PT2 calculations rely on complete
active space self-consistent field (CASSCF )*#* reference wave
functions.*”*® For the calculation of the potential energy
surfaces we investigated several CAS spaces and compared the
results with our previous work on the hexatriene isomers.> In
the first CAS space six electrons in the six lowest z-orbitals
were included, denoted CAS(6,6) in our nomenclature. This
CAS(6,6) includes three orbitals of a, (a,) symmetry and three
orbitals of by (b,) symmetry. The second CAS space CAS(8,8)
includes four electrons in 7 type orbitals, namely, two orbitals
of a, (a,) and two of b; (b,) symmetry. Additionally, four &
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type of orbitals (from which two are occupied) were included,
namely, two orbitals of a, (a,) symmetry, and two belonging to
the b, (b,) representation. The third CAS space CAS(10,10) is
an extension of CAS(6,6) with four electrons in four o-type
orbitals. Like in CAS(8,8), two orbitals of a; (a,) symmetry and
two orbitals of b, (by) symmetry were included. The inclusion
of ¢ type orbtials is motivated by the work of Cave and
Davidson,"” emphasizing the importance of 6—7 correlation for
a better description of the 1B, (1B,) excited state with a single-
reference character. The CASSCF computation is performed
within the framework of state averaging with the three states of
interest. The ground state is optimized with MP2 and
additionally with PT2 using the corresponding CAS space.
The energies of the CASSCF calculation were afterward
corrected by single state CASPT2 (SSCASPT2), multistate
CASPT2 (MSCASPT2),* or the extended multiconfiguration
quasi-degenerate perturbation theory (XMCQDPT2) of
Granovsky.* For all computations, the correlation-consistent
polarized valence triple-{ basis set for hydrogen and carbon is
used.’”*! To perform SSCASPT2 and MSCASPT2 computa-
tions, we used the MOLCAS suite of programs,sz_54 for the
XMCQDPT2 calculations we employed the Firefly Quantum
Chemistry Package,®® which is partly based on the GAMESS
(US)*° source code.

b. DFT/MRCI. Due to the fact that at distorted geometries of
polyenes the doubly excited configurations play an important
role, we used a new formulation of DFT/MRCI specially
attuned for treating their effect.’® A set of molecular orbitals
(MOs) as one-electron basis for CI has been obtained by the
DFT branch of Turbomole®”*® employing the semilocal
BHLYP® exchange-correlation functional. The reference
space for MRCI was generated by including all electronic
configurations with expansion coefficients greater than 0.003 in
the intermediately generated DFT/MRCI wave function within
the reference space of the RAS(10,10) electron-orbital window.
To avoid a double count of dynamic electron correlation arising
in the MRCI expansion, off-diagonal matrix elements were
attenuated by multiplication with a damping function and all
configurations with an energy higher than 1.0 E, compared to
the highest reference energy were discarded. The calculation of
four-index two-electron MO integrals was performed with cc-
pVTZ® auxiliary basis sets from the standard RI-MP2
Turbomole library.

IIC. Quantum Dynamical Treatment. The above
Hamiltonian is used to obtain the absorption spectra and
time-dependent electronic populations by the multiconﬁ§ura—
tion time-dependent Hartree (MCTDH) method.®' ™ Its
efficiency rests on the use of variationally optimized single-
particle functions (SPFs) for the various degrees of freedom.
The latter are expanded in an underlying set of “primitive”
time-independent basis functions such as harmonic oscillator
wave functions or else. These expansion coefficients are
detemined by a Dirac—Frenkel variational principle to keep
the expansion optimally short. The efficiency is further
enhanced by two features which are also exploited in the
current work. First, each coordinate (called particle Q) in the
integration scheme can comprise more than a single physical
coordinate S, Second, for systems with several interacting
electronic states like here, the wave function reads as

w(e) = Y ()l .
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and the SPFs are optimized for each state separately (so-called
multiset formalism). All these features combined result in a
shortening of the WP expansion (also called MCTDH
contraction effect) by about a factor of 10® in typical
applications in this work. This is documented in Table 8, to
be further discussed below.

Given the time-dependent WP of eq 11, the dynamical
quantities of interest are directly obtained, such as the
electronic spectrum P(E) and the electronic populations of
the coupled surfaces. According to eq 12, the former can be
obtained directly from the WP as the Fourier transform of the
autocorrelation function C(t). The underlying vertical tran-
sition follows Fermi’s golden rule:**’

P(E) f e C(t) dt

with

(12)

C(t) = (P(0)I¥(t)) = (0lz'e M7l0)
= (P(t/2)*1%(t/2))

(13)
(14)

In these equations, 10) stands for the vibrational ground state
of the initial electronic ground state (for the hexatriene isomers
1A; and 1A, respectively). 7' denotes the vector of the
individual transition dipole matrix elements 7, between the
excited state labeled by a and the ground state. The
computation of the ground state WF is carried out by a
relaxation scheme (propagation on the computed ground state
PES in imaginary time).””*® The resulting WP is used as the
initial state for a propagation on the bright B state (principle of
vertical transition) subject to the coupling to the dark A state.
In other words only 7, for the 1B state is nonzero. The
autocorrelation function C(t) is then obtained by evaluating the
overlap of the time-evolving WP with the initial one. Because
the Hamiltonian applied is Hermitian and the initial WP is real,
it is possible with the aid of eq 14 to reduce the propagation
time by a factor of 2.°””° To reduce artifacts arising from the
so-called Gibbs phenomenon,71 it is necessary to multiply the
autocorrelation function by a damping function cos*(xt/
2T).%”* To simulate the experimental line broadening, the
autocorrelation function is damped by further multiplication
with a Gaussian function exp[—(t/74)*]. In this function 74 is
the damping parameter denoted in the following chapters as
dephasing time. The result of this damping is a convolution of
the spectrum with a Gaussian with a full width at half-maximum
(fwhm) of (4(In2)"?/z,). All time-dependent WP calculations
have been performed with the Heidelberg MCTDH package.”

Ill. RESULTS AND DISCUSSION

IlIA. Ground State Geometry and Vertical Excitation
Energies. The optimized geometries obtained for cis- and
trans-HT in their electronic GS are presented in Tables 2 and 3,
respectively, and compared there with representative data from
the literature. For both isomers the overall agreement with the
literature data is considered rather good. Also the agreement
between the three optimization methods is very good, yielding
only very small deviations. It is noteworthy to point out that
our calculated values for the terminal double bond lengths are
somewhat longer than the experimental ones, whereas the
computed single bond lengths are somewhat shorter than the
experimental data. This finding leads to a smaller bond length
alternation character. With these geometries at hand, we
proceed to calculate the vertical excitation energies with the
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Table 2. Key Structural Parameters of the Ground State
Equilibrium Geometry of cis-Hexatriene (Bond Lengths r in
A and Bond Angles @ in deg)

MSCAS(66)  MSCAS(8,8)
MP2 PT2 PT2
cC-
exp” exp” pVIZ cc-pVTZ cc-pVTZ

rec 1336 1340 1343 1.345 1.346
rec, 1.462 1.450 1.449 1.449 1.449
rec, 1362 1350 1353 1355 1355
Gece 1221 1228 1228 122.7 1227
Pece, 1239 1263 1262 1262 1263
rCH, 1.090 1.083 1.082 1.081 1.081
rea 109 1080  1.080 1079 1079
Pc,cH, 124.0 121.0 120.9 121.0 121.0
Pc,cH, 124.0 121.5 121.4 121.5 121.5
Fom, 1090 1088  1.082 1081 1.081
rCH, 1.090 1.085 1.085 1.083 1.083
Gecn, 1180 1179 1159 115.8 115.8
Pecm, 1210 1180 1185 1184 1184

“Reference 85. "Reference 9.

Table 3. Key Structural Parameters of the Ground State
Equilibrium Geometry of trans-Hexatriene (Bond Lengths r
in A and Bond Angles @ in deg)

MSCAS(66)  MSCAS(8,8)
MP2 PT2 PT2
exp®  theory” p\c/’CI-'Z cc-pVIZ cc-pVIZ

e, 1337 1350 1342 1345 1347
rec, 1458 1446 1446 1.446 1445
ree, 1368 1343 1350 1352 1355
Poce, 1217 1237 1237 1237 1237
Pece, 1244 1237 1237 1237 1237
reH, 1.104 1.082 1.082 1.081 1.081
TCH, 1.104 1.080 1.080 1.079 1.079
Geenm 1205 1209 1209 121.0 121.0
Pecm 1205 1214 1214 1215 1215
rem, 1104 1085 1085 1.084 1084
reH, 1.104 1.086 1.086 1.085 1.085
Gecw, 1150 1190 1169 116.8 1169
Gocm, 1213 1169 1173 1172 117.3

“Reference 85. “Reference 86.

CAS spaces applied. For cis-HT our results are collected in
Table 4. SSCASPT2, MSCASPT2, and XMCQDPT2 place the
B, excited state at a vertical excitation energy of 5.16—5.22 eV,
independent of the CAS space applied. These results agree very
well with each other and with the experimental value of 5.16
eV.>"** The DFT/MRCI level of theory yields a vertical
excitation energy of 4.87 eV. This seems somewhat too small,
but this finding can be explained by the small bond length
alternation obtained by the MP2 ground state geometry
optimization and used in the DFT/MRCI calculation of the
vertical excitation energies. Because the minimum geometry of
the 1B, state exhibits nearly equalized C—C bond lengths, a
small bond length alternation preferentially stabilizes the 1B,
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Table 4. Vertical Excitation Energies of the 1B, and 2A,
States of cis-Hexatriene Obtained with Various Methods and
the cc-pVTZ Basis Set”

method E,(1B,) E,(24)) E,(2A,) — E,(1B,)

SSCAS(6,6)PT2 5.20 5.43 0.23
SSCAS(8,8)PT2 520 542 0.22
MSCAS(6,6)PT2 5.16 541 02§
MSCAS(8,8)PT2 5.16 5.41 0.25
MSCAS(10,10)PT2 S.18 5.40 0.22
XMCQDPT2(CAS(6,6)) 522 533 0.11
DFT/MRCI 4.87 5.15 0.28
SS-CASPT2"* 5.75 5.41 —0.34
SS-CASPT2" 5.50 5.03 —0.47
MS-CASPT2% 5.12 520 0.08
MRMP® 5.10 5.09 —0.01
exp™ 5.16

expzl 5.16

exp”? 427 (ad.)

“Entries without a reference denote results obtained in
work. All quantities are in electronvolts.

the present

state, as was reported in previous work.'* A similar argument
holds in the case of the 2A, state, where the positions of single
and double bonds are interchanged. For the 2A,; excited state
the results for the vertical excitation energy range from 5.40 to
5.43 eV applying SSCASPT2 and MSCASPT2 level of theory
(Table 4). The XMCQDPT2 method gives 5.33 eV as the value
for the vertical excitation energy. The excitation energy for the
DFT/MRCI method is again somewhat smaller with 5.15 eV.
For the 2A; state there is no reliable experimental data
concerning the vertical excitation energy. In our calculations
SSCASPT2, MSCASPT2, and DFT/MRCI yield similar
energetic gaps between the two excited states. With these
levels of theory the value for E (2A,) — E,(1B,) ranges between
0.22 and 0.30 eV. Only XMCQDPT?2 shows a smaller energetic
gap of the vertical excitation energies with 0.11 eV. It is
noteworthy that our results for cis-HT show a different ordering
of the excited states than in our previous work®® and in some of
the theory data in Table 4.""* We emphasize that the present
CAS(6,6) orbital space comprises the six frontier z-orbitals
whereas in the earlier work also higher-energy z-type orbitals
were included.*® The finding that the various levels of theory
applied in the present work lead to the same energetic ordering
of the two excited states gives us confidence that these new
results (with reversed energetic ordering than before) are
trustworthy.

The analogous results for trans-hexatriene are presented in
Table 5. Again, for the 1B, excited state SSCASPT2 and
MSCASPT?2 show very similar results with values ranging from
5.15 to 5.20 eV. This is also in line with the experimental values
of 5.15*° and 5.17 eV.* XMCQDPT?2 places the 1B, state at a
higher vertical excitation energy of 5.31 eV, whereas the DFT/
MRCI computations yield 4.85 eV. In our calculations the 24,
excited state is predicted at a vertical excitation energy of 5.45—
5.46 eV, applying the SSCASPT2 and MSCASPT2 levels of
theory with different CAS spaces. With the XMCQDPT2
method we obtain a vertical excitation energy of 5.39 eV.
Compared to the experimental result of 5.21 €V by Fujii et al.,"®
the CAS-based results lead to somewhat too big vertical
excitation energies for the 2A, excited state. The results of the
DFT/MRCI computations for this state show a better
agreement with experiment, resulting in a vertical excitation
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Table S. Same as Table 4, but for trans-Hexatriene

method E(1B,)  E(24,) E(2A) - E(IB,)

SSCAS(6,6)PT2 5.16 545 0.29
SSCAS(8,8)PT2 5.20 5.46 0.26
MSCAS(6,6)PT2 5.15 5.45 0.30
MSCAS(8,8)PT2 5.18 5.46 0.28
MSCAS(10,10)PT2 5.19 5.45 0.26
XMCQDPT2(CAS(6,6)) 5.31 5.39 0.08
DFT/MRCI 4.85 522 0.37
SS-CASPT2” 5.10 5.20 0.10
SS-CASPT2’ 542 4.92 —0.50
MS-CASPT2Y 5.31 5.42 0.11
cc3” 5.58 572 0.14
CCSDR(3)*® 5.56 6.04 0.48
TD-DFT" 5.16 521 0.05
exp” S.1§

exp”® 5.17

exp'® 5.08 521 0.13

energy of 5.22 eV. For the EV(ZAg) — E,(1B,) energetic gap
SSCASPT2, MSCASPT2, and DFT/MRCI agree quite well
with each other (Table S). Again, XMCQDPT2 shows a
smaller gap of 0.11 eV. The theoretical literature places the 2A,
excited state mostly energetically above the 1B, excited state
(but see ref 33), but still the magnitude of the energetic gap
remains uncertain. Compared to recent studies'””® and the
experimental data,'® our data for the energetic gap seem
somewhat too big. For the quantum dynamics this magnitude
might be important concerning the population dynamics and
the calculated spectra.

IlIB. Potential Energy Matrix for the S; and S, States.
The computation of the potential energy surfaces used in this
work was performed at the MSCAS(6,6)PT2 and DFT/MRCI
levels of theory. The analysis of the above results of the vertical
excitation energies (Tables 4 and S5) shows that the
MSCASPT2 and SSCASPT2 calculations do not depend
strongly on the CAS space applied. We therefore decided to
carry out the potential energy surfaces computations with the
cheap and efficient CAS(6,6) space. The 1D PE curves for both
levels of theory were fitted to polynomials of fourth order (eq
7) for the in-plane modes. The out-of-plane modes were fitted
by series of cosine functions as shown in eq 8. The values for
the fits of the different coordinates can be found in the
Supporting Information. From previous dynamical calculations
it is well-known that the most important vibrational coordinate

for the population dynamics and envelope of the absorption
spectra is the elongation of the terminal double bonds'”'**
(S, according to Table 1). The resulting 1D-PES for the cis
isomer are depicted in Figure 2 (left panel MSCAS(6,6)PT2
and right panel DFT/MRCI). The potentials obtained with
both methods are in quite good agreement with each other,
ignoring the different values for the vertical excitation energies.
For both methods the energetic minima for the two states
occur in the same range of displacements of S,. For the 1B,
state (green curve in Figure 2) this occurs near S, = 0.03—0.04
A and for the 2A, state (red curve in Figure 2) near S; = 0.1 A.
Also the intersection point of both potential curves is located at
a similar value for S;. In Figure 3 analogous results for the 1D
potentials along S, are presented for trans-hexatriene. Again, the
two methods result in qualitatively similar potentials. The
minima of the excited states for the 1B, and 2A, state are
located at approximately the same values for S;. But in contrast
to cis-hexatriene, in trans-hexatriene the two levels of theory
show a small difference. In trans-HT the MSCASPT2 method
locates the minimum for the 2A, excited state along S, at a
lower energy than for the 1B, state, whereas the DFT/MRCI
potentials result in nearly the same energies for both minima.
So in MSCASPT2 the 24, state is energetically more strongly
relaxed than in DFT/MRCI, which can lead to different
dynamical results. In contrast to our previous work on
hexatriene® we are able to calculate the potentials along
totally symmetric b, (b,) modes and nontotally symmetric b,
(b,) modes at the same level of theory. (In the older work we
had to switch to the CASMRCI method for the nontotally
symmetric modes, but this leads to wrong vertical excitation
energies.) The antisymmetric b, (b,) modes were fitted well, as
presented in eq 9. The fitting values for both isomers can be
found in Tables 6 and 7 and in the Supporting Information. An
example fit for a coupling mode in cis-HT can be found in
Figure 4. In this figure the potential along the coupling mode S,
is presented for MSCAS(6,6)PT2 and DFT/MRCL The two
levels of theory lead to different shapes of the potentials. The
MSCAS(6,6)PT2 result exhibits a well-defined double-mini-
mum for this coordinate (see left panel of Figure 4), whereas
the DFT/MRCI potentials do not show this feature (see right
panel of Figure 4). Consequently, the coupling parameters for
the MSCAS(6,6)PT2 potentials shown in Table 6 are
substantially bigger than the ones obtained at the DFT/
MRCI level of theory. From the repulsion of the B, (B,) and A,
(Ag) PE curves along the coupling mode coordinates we infer

V[eV]

0.1 02

04 51 Q)

V [eV]

Si[A]

-0.1 0 0.1 0.2 0.3 0.4

Figure 2. Excited state potential curves for cis-hexatriene along the a, mode S, computed at the MSCAS(6,6)PT2 (left panel) and DFT/MRCI
(right panel) level of theory. In green the 1B, state and in red the 2A, state is shown.
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Figure 3. Excited state potential curves for trans-hexatriene along the a; mode S, computed at the MSCAS(6,6)PT2 (left panel) and DFT/MRCI
(right panel) level of theory. In green the 1B, state and in red the 2A, state is shown.

Table 6. 1B,—2A, Coupling Parameters for cis-Hexatriene
Obtained by Different Levels of Theory for the b, Modes S,
and S;

& S
method A [eV/rad] p [eV/rad®] A [eV/A] pu [eV/A%]

MSCAS(6,6)PT2 1.72 042 0.26 0.12
MSCAS(8.8)PT2 1.86 0.60 0.27 0.11
CAS(4,4)MRCT* 1.34

CAS(6,6)MRCI*® 1.34

DFT/MRCI 1.00 0.39 0.27 0.20
XMCQDPT?2 110 0.51 0.19

Table 7. 1B,—2A, Coupling Parameters for trans-Hexatriene
Obtained by Different Levels of Theory for the b, Modes S,
and S

Sy Ss
method A [eV/rad] p [eV/rad®] A [eV/A] pu [eV/A%]

MSCAS(6,6)PT2 1.82 0.96 0.42 2.68
MSCAS(8.8)PT2 1.78 0.61 0.22
CAS(4,4)MRCI* 1.20

CAS(6,6)MRCI* 1.30

DFT/MRCI 091 0.53 0.23

XMCQDPT2 1.08 0.12

that the interaction of the singlet excited state is stronger along
the S, coordinate than along S (for 1D potential energy curves
along S5 see the Supporting Information). In more detail, the

MSCASPT?2 level of theory with the two CAS spaces CAS(6,6)
and CAS(8,8) leads to the biggest values for the coupling term
A, which is the leading (first-order) coupling term. With 1 =
1.00 eV/rad the results for the DFT/MRCI calculations are the
smallest entries in Table 6, but the other values for A obtained
by the XMCQDPT2 and CASMRCI method (from our
previous work™) are rather close. Like in the case of trans-
and cis-butadiene,”® it appears that the MSCASPT?2 results are
overestimating the coupling terms. For the weak coupling
mode S; all values for 4 and y agree very well with each other in
the order of magnitude and confirm the weak coupling
observed in the potential curves (see two right columns in
Table 6). The 1D-potential energy curves along S, for trans-
hexatriene are depicted in Figure 5. Like in the case of the cis
isomer, the PES obtained by the MSCAS(6,6)PT2 method
features a double minimum and the DFT/MRCI potential
curve along this mode also exhibits a repulsion between the two
excited states, but without a double minimum. The stronger
coupling is again quantified in Table 7 in which the
MSCASPT?2 level of theory, regardless of the CAS space
applied, yields the biggest values for the dominant coupling
parameter A. For trans-HT the coupling term A obtained by
MSCASPT? (1.82 eV/rad) is twice as big as the one computed
with DFT/MRCI (091 eV/rad). The values for the other
methods employed are located between these aforementioned
parameter values. Again we conclude that the MSCASPT2
method might overshoot the magnitude of the coupling
parameter A. Save for CAS(6,6), the coupling parameters for

V[eV] V[eV]
8 8
7 7
\_—i\/ 6
—04 02 0 02 04 Solradl g, —02 0 02 04 So [rad]

Figure 4. Potential along the b, mode S,, computed at the MSCAS(6,6)PT2 (left panel) and DFT/MRCI (right panel) level of theory. In green the

1B, state and in red the 2A, state is shown.
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Figure S. Potential along the b, mode S,, computed at the MSCAS(6,6)PT2 (left panel) and DFT/MRCI (right panel) level of theory. In green the

1B, state and in red the 2A, state is shown.

the weaker coupling along Ss are again quite small and in the
same range for the different methods (Table 7).

llIC. Vibronic Structure of the Absorption Spectrum.
We now apply the various levels of theory to investigate the UV
absorption spectrum of cis- and trans-hexatriene in the 5 eV
spectral range, corresponding to the 1A, (1A,) — 1B, (1B,)
electronic transition. Because the inclusion of out-of-plane
modes is new in the present study, we reveal their influence by
comparing results with only in-plane and different numbers of
out-of-plane modes (six to nine vibrational degrees of
freedom). The number of single particle functions (SPF) and
primitive basis size are presented in Table 8. These numbers

Table 8. Number of Basis Functions for the Primitive as Well
as the Time-Dependent (SPF) Basis Used in the MCTDH
Calculations for the Excited Electronic States of Both
Isomers of Hexatriene”

modes primitive basis SPF basis
(CRY (70, 60) (42, 42]
(S5 S3) (60, 60) (37, 37]
(S $5) (60, 60) (35, 35]
(813 S14) (60, 60) (33, 33]

“For all modes harmonic primitive basis functions were used.

lead to the aforementioned MCTDH contraction effect of 1.1
x 105, reducing the basis size from 2 X 10% to 1.8 X 10% In
Figure 6 the calculated UV spectra using the MSCAS(6,6)PT2
ab initio results are shown and compared with the experimental
spectrum by Wilbrandt et al.*> The experimental spectrum
features three major bands at 39 760 cm™! (24.93 eV), 41390
(25.13 V), and 43000 cm™' (£5.33 €V), the second one
being strongest, followed by the first. The third band exhibits
two overlapping peaks. Besides, near 44 000 cm™ a shoulder
can be seen. The upper left panel of Figure 6 shows our result
from the quantum dynamical calculation using six in-plane
modes. Like in all calculated spectra presented below, the full
line shows the “low-resolution spectrum”, whereas the dotted
line denotes the “high-resolution” spectrum. With “low-
resolution” we refer to a phenomenological broadening such
that the calculated spectrum resembles the experiment. Effects
of experimental resolution as well as further, e.g, rotational,
broadening are thus included in the “effective” line widths. The
term “high-resolution” is used for a minimum broadening, i.e.,
maximum value for the dephasing time consistent with our WP
propagation time (mostly 1000 fs). This should be close to the
discrete (line) spectrum emerging from the present (bound
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state) dynamical treatment. Due to convergence issues arising
of long propagation times, the high-resolution spectrum is not
given for the nine-mode cases.

With the six in-plane modes and a dephasing time of 25 fs we
achieve a satisfactory overall agreement with the experimental
spectrum for cis-hexatriene. The intensity distribution of the
bands and their energetic positions agree with experiment,
although we need to add that the fine structure of the bands
with the observed shoulders and double peaks is not
reproduced well. Furthermore, the bands in the calculated
spectrum seem to be somewhat broader compared to
experiment. The spectrum with the two additional (out-of-
plane) modes S,; and S, is presented in the lower left panel of
Figure 6. The low-resolution spectrum could be obtained with a
weaker dephasing of 74 = 40 fs. Again, the agreement with the
experiment by Wilbrandt et al.”* is quite good. The intensity
distribution of the peaks is correct, as well as their energetic
position. But still, with eight modes included in the quantum
dynamical computation the calculated spectrum displays
somewhat too broad bands. The same holds for the nine-
mode spectrum (see lower right panel) where the “skeletal”
distortion S;, has been additionally included. Like in our result
with six modes, the high-resolution spectrum for eight modes
shows a lot of structure. This finding might be caused by the
rather big value for the coupling constant Ag, overestimating the

interaction between the two states. Because of this finding, we
repeated the calculations with best estimate values for the
coupling constant A, and also for the energetic gap E,(2A,) —

E,(1B,) (in view of the uncertainty of the correct vertical
excitation energy for the 2A; excited state). For the coupling
constant we compared the data of Table 6 and selected an
average value for the linear coupling constant Ag = 1.3 eV/rad.

The energetic gap E,(2A,) — E,(1B,) was decreased to 0.15 eV.
The resulting spectra are depicted in Figure 7. The upper left
panel shows the result using the 6 in-plane modes. The
agreement with experiment is better than in Figure 6 (six-mode
calculation with the ab initio data). The ordering of band
intensities is correct, as are their energetic positions. The low-
resolution spectra of the eight- and nine-mode propagations
with a dephasing time of 40 fs show an even better agreement
with experiment. The bands are not as broad as in the six-mode
case and the shoulder of the first band, visible in the
experimental spectrum, can be reproduced. Additionally, the
double peak for the third band is indicated. The high-resolution
spectrum for eight modes shows a little bit less lines than with
the ab initio values of 45, = 1.76 eV/rad and E (2A,) — E,(1B,)
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Figure 6. Calculated absorption spectra of cis-hexatriene using the MSCAS(6,6)PT2 potentials. The upper left panel shows the spectra using 6
modes. The lower left panel contains the spectra with 8 modes considered, whereas the lower right one shows the 9-mode spectrum. The upper right

panel shows the experimental spectrum by Wilbrandt et al.”

= 0.25 eV. This suggests that the coupling constants obtained
from the MSCASPT2 computations might be somewhat too
big. The spectra obtained by using the DFT/MRCI potentials
for the dynamical calculations are presented in Figure 8. The
low-resolution spectrum of the six-mode propagation depicted
in the upper left panel of Figure 8 is dephased by 30 fs and
again a qualitatively good agreement with the experiment’” is
visible. The intensity of the bands is in the right range, only the
third band seems to have a somewhat too big intensity and
shows no feature of a double peak. Interestingly, the high-
resolution spectra in this figure show many fewer lines than the
high-resolution spectra using the MSCAS(6,6)PT2 parameters.
The small DET/MRCI value for /139 of 1.00 eV/rad might be an

explanation for this difference. The result of the eight-mode
calculation in the lower left panel of Figure 8 is also in good
agreement with the experiment. The bands are quite narrow
and even the shoulder of the first band is visible. As in the six-
mode case the third band seems a little bit too intense. The
high-resolution DFT/MRCI spectrum exhibits more lines than
in the six-mode calculation, but much less than the eight-mode
spectrum using the MSCAS(6,6)PT2 level of theory. The
spectra using the DFT/MRCI potentials are shifted to lower
energies, due to the smaller vertical excitation energy of the 1B,
excited state.
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The analogous spectra for the frans isomer, using again the
MSCAS(6,6)PT2 level of theory, are depicted in Figure 9 and
compared there with the experimental recording by Myers et
al” In the latter spectrum the most intense band is the first
one at 39 900 cm™! (£4.95 €V), followed by the second one at
41500 cm™' (£5.15 €V) and then the third band at 43 100
em™! (£5.34 eV). The third band shows a double peak feature.
The upper left panel in Figure 9 depicts the spectrum obtained
with the six in-plane modes. The low-resolution spectrum is
based on a dephasing time of 30 fs and shows a good
agreement with the experiment. The relative peak intensities
are reproduced well and the third band even shows the double
peak feature. Only in the second band the shoulder, visible in
the experiment, is missing. The inclusion of the two out-of-
plane modes in the eight-mode case yields a better agreement
with the experiment, although the shoulder in the second band
is still missing. Here the low-resolution spectrum has been
obtained with a dephasing time of 40 fs. The high-resolution
spectrum exhibits, like in the cis isomer, a lot of structure. The
addition of the skeletal torsion Sj, in the nine-mode spectrum
(lower right panel in Figure 9) shows a remarkable result. The
low-resolution spectrum can be obtained with only a very small
phenomenological broadening with a dephasing time as long as
80 fs. This is a bigger value for 74 than in any of our related
calculations®*””” before. Still, the low-resolution spectrum is
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Figure 7. Calculated absorption spectra of cis-hexatriene using MSCAS(6,6)PT2 potentials with the best estimates for the vertical excitation energies
and coupling parameters. The upper left panel shows the spectra using 6 modes. The lower left panel contains the spectra with 8 modes considered,
whereas the lower right one shows the 9-mode spectrum. The upper right panel shows the experimental spectrum by Wilbrandt et al.**

in a good agreement with experiment. The bands and their
corresponding intensities are very well reproduced. Some small
peaks between the main bands are visible, as is an indication of
a shoulder at the second band. In comparison with the
theoretical study on the photodynamics of trans-hexatriene by
Woywod et al."” our calculated spectra show a better agreement
with experiment. This emphasizes the importance of the out-of-
plane modes, included in our study. The spectra of trans-
hexatriene obtained from the quantum dynamical calculations
with the DFT/MRCI potentials are depicted in Figure 10.
Again we present the six-, eight-, and nine-mode cases. The
low-resolution spectrum in the six-mode case can be obtained
with a phenomenological dephasing time of 30 fs. The
calculated spectrum seems to look like the experimental one
by Myers et al,*® but some differences are detectable. The first
band is not the most intense one in the six mode as well as in
the eight- and nine-mode cases (left and bottom panels of
Figure 10) but rather the second one. Both the low-resolution
and the high-resolution spectra show more structure in the
eight-mode case than in the six-mode case, but still some
features of the experiment are missing. Finally, the issue of
overestimated MSCASPT2 coupling constants for cis-hexa-
triene appears to be mitigated in the trans isomer (cf. Figures 6
and 9), and we therefore do not compare here with best
estimate results as given in Figure 7.
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Summarizing, we have presented and compared results for
the UV absorption spectrum of both hexatriene isomers based
on two different electronic strucure methods and for various
dimensionalities of the calculation. The experimental gas phase
recordings could be generally well reproduced, although the
vibrational excitation predicted by the DFT/MRCI potential
energy surfaces appears to be slightly too strong for the trans
isomer. The progressions of bands are dominated by the
potentials along the bond stretching coordinate S; and, to a
smaller extent, by S, and S;. We obtain an energetic gap
between the first two bands of approximately 0.2 eV (£1600
cm™"). This in line with the experimental values and identifies
the terminal double bonds (coordinate S;) as being most
important for the progression of the absorption spectrum.
Comparing spectra of different dimensionality, we find that
with more degrees of freedom included, less phenomenological
broadening is needed to reproduce the experimental absorption
spectra. This shows that more details of the complicated
broadening mechanism underlying the spectra are captured in
the microscopic treatment.

llID. Time-Dependent Electronic Populations. In the
same manner as before we present and analyze now the time-
dependent electronic populations following an excitation from
the 1A, (14,) ground state to the 1B, (1B,) excited state. They
are displayed for the first 500 fs for cis-HT in Figure 11. The
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Figure 8. Calculated absorption spectra of cis-hexatriene using the DFT/MRCI potentials. The upper left panel shows the spectra using 6 modes.
The lower left panel contains the spectra with 8 modes considered, whereas the lower right one shows the 9-mode case. The upper right panel shows

the experimental spectrum by Wilbrandt et al.>*

dynamical calculations are based on the MSCAS(6,6)PT2
potentials with the ab initio values obtained for the linear
coupling constant Ag, and the energetic gap E (2A,) — E,(1B,)

(same ab initio data as the absorption spectra depicted in
Figure 6). The plots in Figure 11 show the population decay for
the six and eight mode cases (red and blue lines, respectively).
The curves show an ultrafast transfer from the 1B, state to the
2A, state, proceeding on a time scale of 15 fs. In the six-mode
calculation 25% of the population remains in the B, state after
500 fs. Including the additional out-of-plane modes yields a
more efficient population transfer and less than 10% population
remains in the B, state after the same time. In addition, the
population shows less fluctuations than with six modes. This
finding is in line with our previous work on butadiene,*”
showing that the inclusion of out-of-plane modes smoothens
the time-dependent populations. In Figure 12 the same plot is
shown using the DFT/MRCI potentials for the dynamical
calculations. The population transfer is again ultrafast,
proceeding on a time scale of ~25 fs. Compared to the results
of Figure 11, the population transfer is less complete. In the six-
mode calculation (red line) 40% of the population remains in
the B, state after 500 fs, and only 15% for the eight-mode case
(blue line). The somewhat less efficient transfer (compared to
the CASPT2 data) may be related to the smaller coupling
constant for the S, coordinate (Figure 4 and Table 6).
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Additionally, the vertical energy gap E,(2A,) — E,(1B,) is larger
in the DFT/MRCI than in the CASPT2 data. Again, for the
dynamical computations using the DFT/MRCI potentials, the
inclusion of the out-of-plane modes reduces the fluctuations in
the population dynamics. Still, the results with both underlying
electronic structure methods show a more efficient population
transfer than in the work of Woywod et e using up to 10 in-
plane modes. After 500 fs the B, state shows a population of
30% or 60% in this work, depending on the energy gap used by
these authors. Our results show furthermore a faster transfer
than in ref 12.

In Figures 13 analogous results are shown for trans-HT. On
the basis of the MSCAS(6,6)PT2 ab initio results, the six-mode
(red line) and eight-mode (blue line) cases confirm an ultrafast
population transfer from the B, to the 2A, state, proceeding on
a slightly slower time scale of 25 fs. After 500 fs the six-mode
propagation gives a population of about 20% in the B, state,
whereas the eight-mode case shows less than 10% population in
this state. In the first 30—40 fs the two time-dependent
populations almost coincide, but subsequently, the dynamical
calculation with just in-plane modes exhibits more oscillations.
The analogous populations using the DFT/MRCI potentials
are presented in Figure 14. Like in the case of the cis isomer,
the population transfer based on the DFT/MRCI potentials is
somewhat slower (50 fs) and also less efficient than with the
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J. Phys. Chem. A 2016, 120, 6541—6556



The Journal of Physical Chemistry A

-+
0]
dephasing 30 fs ~ 2.80 T
1+ MSCASPT2 dephasing 1000 fs ~-------- ol
6 modes Q +
o
—~
081 © 2.00+
£
e
> 06 ~N T
. —
£ I « 1.20 +
0.4 o
02
.400 1
0 J 4 1 L ! I } ‘ |
T T T T 1 v g ¢ 1
. . ; . . ; 38,300 39,900 41,500 43,100 44,700
4.6 4.8 5 52 5.4 5.6
Energy [eV]
dephasing 40 fs dephasing 80 fs
1} MSCASPT2 A dephasing 10001 - 1+ MSCASPT2
8 modes i 9 modes
0.8
> > 06
‘@ k7]
(=3 c
2 2
= £ 04t
02
__~
ob—
4.6 4.8 5 5.2 54 5.6 4.6 4.8 5 5.2 5.4 5.6
Energy [eV] Energy [eV]

Figure 9. Calculated absorption spectra of trans-hexatriene using the MSCAS(6,6)PT2 potentials. The upper left panel shows the spectra using 6
modes. The lower left panel contains the spectra with 8 modes considered, whereas the lower right one shows the 9-mode case. The upper right

panel shows the experimental spectrum by Myers et al.*°

MSCASPT?2 potentials. For the six-mode case (red line) the B,
state has a population of approximately 40% after 500 fs,
whereas the eight-mode calculation shows a population of 15%
after this time. Again the reason for this finding is the
presumably smaller coupling constant along the Sy coordinate
(Figure S and Table 7). These results are in line with those of
Woywod et al.'” using up to 10 in-plane modes with an
energetic gap EV(ZAg) — E/(IB,) = —0.1 eV. In their
calculations, after 500 fs 20% of the population remains in
the B, state, which is a less complete transfer.

All calculations presented above agree on an ultrafast B,—A,
(B,—A,) population transfer in both hexatriene isomers,
proceeding on a time scale of 20—30 fs for the cis isomer
and 30—350 fs for the trans isomer. These numbers, and also the
difference between the two isomers, agree very well with
experimental estimates on the population decay time of the
optically bright (B) state of 15—21 fs (for cis-HT)***® and 33—
55 fs (for trans-HT).”*”® Quite generally, such a time scale is
much faster than the ns time scale of dipole-allowed emission.
If complete, the population transfer thus suppresses emission
(fluorescence) which cannot compete (see, for example, refs 79
and 80). In our cases the population transfer (nonradiative
decay) is not strictly complete owing to the finite number of
vibrational modes included (and the ensuing finite density of
states involved). It is nevertheless rather efficient with long-
time averages as small as 0.05—0.06 in the MSCASPT2
calculations. In other words, similarly to the calculations on the
absorption spectra, a major part of the complexity (and
irreversibility) of the system dynamics is captured by the
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dynamical simulations, especially with eight or nine vibrational
degrees of freedom. Although the CASPT2 and DFT/MRCI
data result in very similar short-time dynamics, the long-time
average of the former drops systematically below that of the
latter. This trend can be further rationalized with the aid of
density of states arguments: at the vertical excitation energy of
the B, (B,) state, the density of A; (A,) vibrational levels is to
be compared to that of B, (B,) levels. These densities are
approximated by those of harmonic oscillators with equal
frequencies in the two states. Then only their dependence on
the excess energy AE, and AEp in the 2A; and 1B, state
remains, which leads to the following expression for the relative
density in question:®'

1
1 + (AE,/AE,)Y™Y

grel =
(15)

Here f is the number of relevant (totally symmetric, see ref 82)
vibrational modes, which we have taken to be f = 4. Extracting
the excess energies from Tables 4 and S and from the energy
lowering due to structural relaxation (such as seen in Figures 2
and 3), their ratio is found to be smaller for the DFT/MRCI
than for the CASPT2 potential energy data. This holds
uniformly for all relevant values of f and nicely reflects the
observed trends in Figures 11—14.

As already mentioned, the nonradiative decay, if complete,
suppresses fluorescence in the hexatrienes. Indeed, trans-
hexatriene, like s-trans-butadiene is a nonfluorescent species,g’83
fully in line with the above conjecture. cis-Hexatriene, however,
exhibits detectable emission, though only a very weak one and

DOI: 10.1021/acs.jpca.6b04971
J. Phys. Chem. A 2016, 120, 6541—6556



The Journal of Physical Chemistry A

—
]
—~ 2
dephasing 30 fs
1 | DFTMRCI dephasing 1000fs --------- 3
6 modes Q
o
—~
o 2.
£
~
~
g <
2 1
£ <
©
4.2 4.4 4.6 4.8 5 52 54
Energy [eV]
dephasing 35 fs
1F DFT/MRCI dephasing 1000 fs --------~
8 modes
0.8
> 06 2
Z 3
- o
2 2
£ o4 -
0.2
0 F=—"1
42 4.4 46 4.8 5 52 5.4
Energy [eV]

.400 1

.80 +

20 T

i bl }

38,300 39,900

! i i } J

} T T L
41,500 43,100 44,700

dephasing 50 fs

DFT/MRCI
9 modes

-

4.8 5 5.2 5.4

Energy [eV]

4.2 4.4 4.6

Figure 10. Calculated absorption spectra of trans-hexatriene using the DFT/MRCI potentials. The upper left panel shows the spectra using 6 modes.
The lower left panel contains the spectra with 8 modes considered, whereas the lower right one shows the 9-mode case. The upper right panel shows

the experimental spectrum by Myers et al.”’

1

6 modes
8 modes
0.8
§ 06
kS
o}
g
£ 04
0.2
0
0 100 200 300 400 500
t [fs]

Figure 11. Population dynamics of the coupled 1B,—2A, excited states
of cis-hexatriene using the MSCAS(6,6)PT2 potentials following a
vertical excitation to the 1B, state. The red line shows the result for 6
modes, and the blue one, for 8 modes.
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Figure 12. Population dynamics of the coupled 1B,—2A, excited states
of cis-hexatriene using the DFT/MRCI potentials following a vertical
excitation to the 1B, state. The red line shows the result for 6 modes,
and the blue one, for 8 modes.

only for low excitation energies.n'84 In principle, this is also
consistent with the above findings, given the finite long-time
average populations discussed above. Nevertheless, the differ-
ence between the two isomers cannot be captured
quantitatively with the present dynamical treatment, presum-
ably owing to the simplified model approach (additivity
assumption) underlying our Hamiltonian, eqs 5—8. A more
complete treatment is left to future work.
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IV. CONCLUSIONS

In this paper we have presented a combined ab initio and
quantum dynamical study of the nonadiabatic photodynamics
of cis-and trans-HT in their two lowest excited singlet states.
Two different electronic structure methods have been
employed, and their results have been systematically compared.
The DFT/MRCI semiempirical method is an inexpensive and
reliable tool to compute in a straightforward fashion excited
state energies also of larger molecular systems. For the short
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Figure 14. Population dynamics of the coupled 1B,—2A, excited states
of trans-hexatriene using the DFT/MRCI potentials following a
vertical excitation to the 1B, state. The red line shows the result for 6
modes, and the blue one, for 8 modes.

polyenes under consideration in this work, also the CAS
scheme, augmented with second-order perturbation theory for
dynamical electron correlation, is well tractable computation-
ally. Regarding the spectral intensity distribution, where a
comparsion with experiment is possible, the CASPT2 scheme
seems to perform better than DFT/MRCI for the potential
energy curves of some totally symmetric modes, especially the
coordinate S in the trans isomer. The latter method, however,
was found to provide better vibronic couplings between the
excited states in the cis isomer which can be recast as leading to
more accurate potential energy curves along the coupling mode
So.
Apart from these two specific differences the methods agree
in the key features of the potential energy surfaces and
photodynamics. The typical progression of the terminal C—C
stretching mode, which is substantially excited in the first
dipole-allowed transition, is reproduced for both isomers. The
large widths of the vibrational bands are interpreted as being
due to strong intramolecular couplings arising from substantial
out-of-plane distortions and torsional excitation on the one
hand and strong nonadiabatic B,—A; (B,—A,) interactions on
the other hand. In our “high-resolution” spectra these show up
as highly erractic and dense “line” spectra mimicked by many
narrow and closely spaced peaks. The nonadiabatic interactions
lead to a B,—A; (B,—A;) electronic population decay
proceeding on the order of 15—25 fs for the cis isomer and
25-50 fs for the trans isomer.
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In conclusion, we have arrived at a more complete theoretical
description of the nonadiabatic photodynamics of these
prototype small polyenes. Out-of-plane (torsional) degrees of
freedom have been included for the first time in a quantum
dynamical treatment. Spectroscopic and photophysical (fluo-
rescence) properties have been covered in a unified fashion.
Extension to longer polyenes (all-trans-octatetraene) is under-
way in our groups, whereas a more accurate modeling, going
beyond the additivity assumption of eq 6, is left to future work.
In combination with a similar, ongoing investigation on s-cis-
butadiene, we thus hope to arrive at a coherent picture of the
nonadiabatic excited state dynamics of these intriguing systems.
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I. EXPLICIT FORM OF EQS. (5-8) FOR THE POTENTIAL ENERGY MATRIX

A. Cis-Hexatriene

a. MSCAS(6,6)PT2

5.4137 4 5.30955, + 33.163155 — 74.295855 + 84.7526.5;
5.4137 — 4.550855 + 27.8718S3 — 47.719055 + 23.89215;3
5.4137 + 36.877052 — 93.6597.55

5.4137 4 0.645955 + 7.2431S8% — 2.85765% + 3.65275;
5.4137 4 7307753 + 2.19545,

= 4.9807 + 0.0071 cos(S10) + 0.5408 cos(2570) — 0.0392 cos(3510)

—0.0771 cos(4S10) + 0.0157 cos(5S10) — 0.0584 cos(6.S10) + 0.0157 cos(7510)
—T77.1567 + 148.6869 cos(S13) — 107.6306 cos(2S13) + 60.7974 cos(3S513)
—25.1860 cos(4.513) + 6.8463 cos(5S13) — 0.9359 cos(6513)

5.4137 — 0.01765%, — 0.4355S5), + 0.6747SY, — 0.5157S%, + 0.17555;5

S1



Vi(S1) = 5.1603 — 3.59355, + 58.962157 — 120.231357 + 112.85395]
Vy(S2) = 5.1603 + 3.37115, + 33.350955 — 73.6916.S5 + 85.45585
Vi(S3) = 5.1603 — 3.7382.53 + 30.044355 — 51.582253 + 34.61045;
Vi (S5) = 5.1603 + 36.877052 — 93.6597S5

V(Sg) = 5.1603 + 0.4786S6 + 5.712552 — 6.11525; + 10.0779S;
V(Sg) = 5.1603 + 7.307753 + 2.195455

Vi (S10) = 4.9837 4 0.0190 cos(S19) + 0.2728 cos(2510) + 0.0090 cos(35410)

—0.0323 cos(4.S19) — 0.0004 cos(5S19) — 0.0112 cos(6.S519) + 0.0091 cos(7.S10)
Vp(S13) = —6.0954 + 0.0051 cos(S13) — 1.1162 cos(2513) + 0.0018 cos(353)

+0.2234 cos(4.S13) — 0.0030 cos(5S13) — 0.0587 cos(6573)

+0.0492 cos(8S513) + 0.0015 cos(9513)
Vy(S14) = 5.1603 4 2.25065%, — 2.53105;, + 1.9817S%, — 0.47725%,

b. DFT/MRCI
V,(S1) = 5.1505 — 8.9859S; + 56.186357 — 86.904053 + 63.81695;
Va(S2) = 5.1505 4 4.21675, 4 33.64945% — 69.276855 + 55.10185;
Va(S3) = 5.1505 — 3.727055 + 28.226553 — 43.16305; + 29.92825;
Va(Ss) = 5.1505 + +37.108252 — 59.094254
Va(Ss) = 5.1505 4 0.0683S55 + 8.537353 — 2.59535¢ + 3.67925
Va(Sg) = 5.1505 + 9.049155 + 5.7513S,

Va(S10) = 5.1728 — 0.0009 cos(S1g) 4 0.0657 cos(2S10) — 0.0025 cos(3510)
—0.1186 cos(4S10) + 0.0037 cos(5S10) + 0.0801 cos(6S10)
40.0027 cos(7S10) — 0.0526 cos(8S0)
Va(S13) = 5.1505 + 0.064852, — 0.259657; — 0.10385%, + 0.34205%; — 0.10175.Y
Vo(S1s) = 5.1505 4 0.26125%, — 1.055457, + 0.89435%, — 0.16635%, — 0.0121.51)

S2



= 4.8733 — 3.99475, + 57.68935% — 94.95055? + 68.13705}
= 4.8733 4 3.9867S5, + 33.670555 — 62.9717S5 + 42.6804.5;

= 4.8733 + 37.108257 — 59.09425;

)
)
3) = 4.8733 — 2.987955 + 28.387652 — 50.440055 + 38.495453
)
Sg) = 4.8733 — 0.42155¢ + 9.247352 — 3.22035% + 3.70735;

)

= 4.8733 +9.049152 + 5.75135;

Vs(S10) = 4.8733 — 0.37575%, 4 0.12335}, — 0.0139.5%, + 0.00055%,

)
Vi(Si3) = 4.8733 + 1491855, — 1.289557, + 1.90855%, — 1.11485%, + 0.21825}
)

Vo(S1s) = 4.8733 4 0.77405%, + 0.9092S7, — 0.98905%, + 0.47505%, — 0.084157)

B. Trans-Hexatriene

c. MSCAS(6,6)PT2

5.4486 — 10.5738S5; + 61.080157 — 102.1803.5% + 86.1209.5;

5.4486 4 5.65589, + 31.587353 — 77.05905; + 99.99495;

5.4486 — 4.8549.55 + 30.370953 — 48.8046.S5 4 29.509155

5.4486 + 34.228557 + 74.17135;3

5.4486 — 0.080255 + 7.980255 — 1.4925S; + 2.0964.5;

5.4486 + 5.797955 + 28.35635,

5.0949 + 0.0002 cos(S10) + 0.4829 cos(2S719) + 0.0048 cos(3S19) — 0.1407 cos(4.510)
—31.6458 + 66.9013 cos(S13) — 48.7587 cos(2513) + 27.5695 cos(35,3)

—11.1037 cos(4S13) + 2.8277 cos(5513) — 0.3418 cos(6.513)

= —76.9245 + 148.9749 cos(Sy4) — 109.3880 cos(2514) + 63.1157 cos(35y4)

—26.7495 cos(4.S14) + 7.4271 cos(5S14) — 1.0071 cos(6.514)

S3



5.1538 — 4.03275, + 57.22135% — 97.51215% 4 71.50105}
5.1538 4 2.97815, + 32.0042S5; — 65.997255 + 80.86305,
5.1538 — 3.0019.95 + 29.526053 — 58.9396.55 4 46.106255
5.1538 + 34.228557 + 74.17135;

5.1538 + 0.329855 + 5.53185% — 4.1136.S55 + 7.95855;

5.1538 + 5.7979.55 + 28.35635,

4.9376 — 0.0179 cos(S10) + 0.2823 cos(2S510) — 0.0302 cos(3S10)
—0.0126 cos(4.S19) — 0.0038 cos(5S19) — 0.0002 cos(6.510)

= —10.8431 + 30.7560 cos(S13) — 23.8125 cos(2513) + 13.3099 cos(3513)

—5.6856 cos(4S13) + 1.6976 cos(5S513) — 0.2591 cos(6.513)
—18.5990 + 44.5542 COS(SM) — 33.9480 COS(2814) + 19.5212 COS(3814)
—8.5882 cos(4514) + 2.6426 cos(5S514) — 0.4280 cos(6.514)

S4



d. DFT/MRCI

Va(sl4) -

5.2172 — 9.64375) + 57.847457 — 90.00475% 4 72.90535}

5.2172 4 4.05225, + 33.9319S;5 — 66.6097S; + 47.9959.5;

5.2172 — 3.714485 + 27.929753 — 43.8073S5 4 31.98845;3

5.2172 + 32.80455% + 72.6014.5;

5.2172 — 0.0977Ss + 9.068855 — 3.47225; + 3.29245;

5.2172 4 8.0536352 + 8.94045;

—1.6087 + 12.7718 cos(S10) — 10.2228 cos(2S7p) + 7.0511 cos(3510)
—4.0993 cos(4.S1g) + 1.7256 cos(5S19) — 0.3933 cos(6.51¢)

5.2686 + 0.0009 cos(S13) — 0.1681 cos(2513) + 0.0005 cos(3S53)

+0.2255 cos(4.S13) + 0.0007 cos(5S13) — 0.1108 cos(6.573)

+0.0009 cos(7S13) + 0.0365 cos(8S13)

5.2434 + 0.0003 cos(S14) — 0.1433 cos(2514) + 0.0001 cos(3514) + 0.2124 cos(4.514)
+0.0002 cos(5S14) — 0.1124 cos(6514) + 0.0004 cos(7.S14) + 0.0303 cos(8514)

4.8465 — 3.90675, + 57.781257 — 97.1947S3 + 73.56905]

4.8465 + 3.9094.9; + 34.215052 — 66.0007S; + 47.82655;

4.8465 — 2.762053 + 27.843355 — 49.3151.53 + 36.7786.5;

4.8465 + 32.804552 + 72.60145;

4.8465 — 0.240255 + 9.17775% — 3.6297S5 + 3.2569S5;

4.8465 + 8.053635% + 8.9404.5;

5.2172 — 0.19325%, + 0.02455}, + 0.00635%, — 0.00115F, + 0.00015,§

5.8157 + 0.0010 cos(S13) — 1.1596 cos(2513) + 0.0009 cos(3S13) + 0.2792 cos(4.513)
+0.0010 cos(5S13) — 0.1207 cos(6S513) + 0.0010 cos(7.513) + 0.0731 cos(8513)
5.7098 + 0.0006 cos(S14) — 1.0645 cos(2514) + 4.2002 cos(3.514) + 0.2710 cos(4.514)
+0.0004 cos(5S14) — 0.0962 cos(6.S14) + 0.0004 cos(7S14) + 0.0424 cos(8514)

S5



II. POTENTIAL ENERGY CURVES FOR MODE S5

A. Cis-hexatriene

V [eV] V[eV]
8 8

-02 -0.1 0 0.1 02 55 (Al -02 -0.1 0 0.1 02 55 (Al

Figure 1: Potential energy along the by mode S5, computed at the MSCAS(6,6)PT2 (left panel) and

DFT/MRCI (right panel) level of theory. In green the 1B, state and in red the 2A; state is shown.

B. Trans-hexatriene

V[eV] V[eV]
8 8

-02 -0.1 0 0.1 02 55 (Al -0.2 -01 0 0.1 02 55 (Al

Figure 2: Potential energy along the b, mode S5, computed at the MSCAS(6,6)PT2 (left panel) and

DFT/MRCI (right panel) level of theory. In green the 1B,, state and in red the 2A state is shown.
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III. POTENTIAL ENERGY CURVES FOR MODE S,

A. Cis-hexatriene

V[eV] V[eV]

-3 -2 -1 0 1 2 3 St lrad] —3 -2 -1 0 1 2 3 St [rad]

Figure 3: Potential energy along the mode Si9, computed at the MSCAS(6,6)PT2 (left panel) and
DFT/MRCI (right panel) level of theory. In green the 1B5 state and in red the 2A; state is shown. The
analogous potential energy curves for the trans-isomer differ only by the slightly different bond lengths and
angles (apart from an offset in the origin of the torsional coordinate). They are very similar to the curves

shown here and thus not displayed for brevity
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