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Zusammenfassung 

Alle biologischen Prozesse, einschließlich Metabolismus, Signaltransduktion, Pathogenese 

und Arzneimittelwirkung, sind abhängig von der spezifischen molekularen Erkennung und 

der Bindungsaffinität zwischen Liganden und deren makromolekularen Zielstrukturen. Daher 

erfordert das rationale Design potenter Liganden eine genaue Kenntnis der Bindungaffinität. 

Ein Maß für die Bindungaffinität ist die freie Bindungsenergie (ΔG), die aus enthalpischen 

(ΔH) und entropischen Beiträgen (ΔS) zusammengesetzt ist. Die Vorhersage von ΔS ist 

jedoch schwierig, weil dazu die Kenntniss aller thermodynamischen Zustände benötigt wird, 

weshalb dieser Term bei Vorhersagen von ΔG oft vernachlässigt wird. Diese Vereinfachung 

führt aber oftmals zu schlechten Vorhersagen der Bindungsaffinität. Ein Verständnis von ΔS 

ist somit von essenzieller Bedeutung für die Untersuchungen von Bindungsaffinität zwischen 

Ligand und Zielstruktur im Zuge der Leitstrukturidentifizierung und -optimierung. 

Daher habe ich im ersten Projekt die Methode BEERT (Binding Entropy Estimation for 

Rotation and Translation) entwickelt, durch die Rotations- und 

Translationsentropieänderungen (ΔSconfig.) bei der Ligandbindung effizient berechnet werden. 

Diese Entropieänderungen resultieren aus der unterschiedlich starken Einschränkung von 

Rotations- und Translationsfreiheitsgraden bei der Bindung und werden durch BEERT in drei 

Schritten approximiert. Zuerst wird ein Ensemble gedockter Bindeposen mit AutoDock 

generiert, um die Bindungsenergielandschaft repräsentativ durchzumustern. Durch 

nachfolgende Clusteranalyse bezüglich der intermolekularen Interaktionsmuster dieser 

Bindeposen wird die Population zugänglicher Mikrozustände ermittelt. Zusammen mit der 

Kenntnis der Tiefe und Breite der zugehörigen Energieminima erlaubt dies die Vorhersage 

von ΔSconfig.. Dazu wird ΔSconfig. aus den Einschränkungen der Rotations- und 

Translationsvolumina bei der Bindung abgeleitet. Insgesamt schätzt BEERT ΔSconfig. durch 

Modellierung der natürlich vorkommenden Reduktion von Mikrozuständen ab, die zu einer 

Änderung der Rotations- und Translationsentropie führt. 

Zur Validierung korrelierte ich experimentelle Bindungsenergien (ΔGexp.) mit berechneten 

Bindungsenergien (ΔGcalc.) für HIV-1 Protease-, Faktor Xa- und Hsp90-Inhibitoren. ΔGcalc. 

berechnete ich durch effektive Bindungsenergien (ΔGeff.) aus MM-PBSA Rechnungen 

kombiniert mit T ΔSconfig. Werten, bestimmt mit BEERT. Die Korrelationen von ΔGcalc. und 

ΔGexp. aller Datensätze sind signifikant (R2 = 0,54 - 0,72; p < 0,001) und deutlich besser als 
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ΔGeff. allein (R2 = 0,01 - 0,38) oder in Kombination mit Abschätzungen von TΔS anhand der 

Zahl rotierbarer Bindungen (R2 = 0,01 - 0,42). Diese Korrelationen sind auch robust 

hinsichtlich einer Leave-One-Out-Kreuzvalidierung (q2 = 0,34 - 0,66; p < 0,05). Insgesamt 

ermöglicht BEERT die effiziente und genaue Berechnung von ΔSconfig. und Bindungsenergien 

zur Leitstrukturoptimierung. 

In einem zweiten Projekt verglich ich zwei Ansätze zur Berechnung der Änderung der 

Schwingungsentropie (ΔSvib.). ΔSvib. entsteht aus der Variation der Schwingungsfreiheitsgrade 

des Protein-Ligand-Komplexes und seiner ungebundenen Komponenten. 

Normalmodenanalyse (normal mode analysis, NMA) stellt die am weitesten verbreitete 

Methode zur Berechnung von ΔSvib. dar. Die Berechnung mittels NMA ist allerdings ein sehr 

zeitintensives Verfahren und benötigt mehrere Stunden für einen einzelnen Protein-Ligand-

Komplex. Daher wurde das Programm „floppy inclusion and rigid substructure topography“ 

(FIRST) erweitert, um ΔSvib. für einen einzelnen Protein-Ligand-Komplex in nur wenigen 

Minuten berechnen zu können. Zur Validierung von FIRST Entropie verglich ich die mittels 

FIRST Entropie berechnete ΔSvib. (ΔSvib., FIRST) mit mit NMA berechneter ΔSvib. (ΔSvib., NMA) 

für HIV-1 Protease-, Faktor Xa- und Hsp90-Protein-Inhibitor-Komplexe. Für Faktor Xa-

Komplexe korreliert ΔSvib., FIRST und ΔSvib., NMA signifikant (r2 = 0.46; p < 0.001). Im Falle von 

HIV-1 Protease- und Hsp90-Inhibitoren korreliert ΔSvib., FIRST hingegen nicht mit ΔSvib., NMA. 

Die Inhibitoren der HIV-1 Protease und des Hsp90 sind strukturell sehr ähnlich. Berechnete 

ΔSvib., NMA liegen in einem Bereich von 20 cal mol-1 K-1 und befinden sich damit fast im 

Bereich der Berechnungsgenauigkeit von ~17 cal mol-1 K-1. Faktor Xa-Inhibitoren, hingegen, 

zeigen eine breitere strukturelle Diversität, so dass auch ΔSvib., NMA Werte einen breiteren 

Bereich von 30 cal mol-1 K-1 einnehmen, außerhalb der Berechnungsgenauigkeit. Insgesamt 

ist FIRST Entropie ein neues und effektives Programm zur Berechnung von ΔSvib. im Zuge 

der Leitstrukturoptimierung. 
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Abstract 

All biological processes, including metabolic pathways and signal transduction pathways, 

depend on the specific molecular recognition and binding affinity between ligands and their 

macromolecular targets. A measure for the binding affinity is the binding energy (ΔG), which 

is composed of enthalpic (ΔH) and entropic (ΔS) contributions. The rational design of potent 

ligands requires an accurate knowledge of the binding free energy. ΔS is difficult to predict as 

it requires a full understanding of all possible states of the system and is thus often neglected. 

This neglection often leads to inadequate ΔG predictions. Understanding ΔS is therefore 

crucial for understanding the ΔG between a ligand and its target macromolecule in the lead 

discovery process. 

In the first project, I developed BEERT (Binding Entropy Estimation for Rotation and 

Translation), a method for fast predictions of translational and rotational entropy contributions 

of the ligand (ΔSconfig.) to the binding free energy. Differences in ΔSconfig. originate from the 

varying extent of restricting translational and rotational motion upon binding, which is 

approximated by BEERT in three steps. First, an ensemble of docked ligand binding poses is 

generated, which accounts for their bound energy landscape. Subsequently, these poses are 

clustered by intermolecular interaction pattern to distinguish between accessible microstates, 

whose populations reflect the depths and widths of the underlying energy minima. Finally, 

ΔSconfig. is derived from the comparison between the translational and rotational volumes in 

these microstates with the unbound ligand state. Altogether, BEERT estimates ΔSconfig.
 by 

modeling the naturally occurring reduction of accessible microstates that leads to changes in 

translational and rotational entropy. 

To validate BEERT, I fitted predicted ΔSconfig. and MM-PBSA effective energies (ΔGeff.) to 

experimental binding affinities of HIV-1 protease, Factor Xa (FXa), and Heat shock protein 

90 (Hsp90) inhibitors using multiple linear regression. The multiple linear regression 

combines the estimate of the translational and rotational entropy from BEERT with the 

enthalpy and solvation free energy from MM-PBSA. For all datasets, the obtained 

correlations are highly significant (R2 = 0.54 – 0.72, p < 0.001), markedly improved compared 

to MM-PBSA results alone (R2 = 0.01 – 0.38) or combined with -TΔSconfig. estimates based on 

the number of rotatable bonds (R2 = 0.01 – 0.42), and robust in a leave-one-out cross-

validation (q2 = 0.34 – 0.66, p < 0.05). In summary, I could show that BEERT allows an 
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efficient calculation of the change in translational and rotational entropy and the binding free 

energy which can be used for the ligand optimization process. 

In the second project, I calculated changes in the vibrational entropy (ΔSvib.) upon ligand 

binding to proteins. ΔSvib. originate from the varying vibrational degrees of freedom in a 

protein-ligand complex with the unbound partners. ΔSvib. accounts for about 50 cal mol-1 K-1 

(equals to ~15 kcal mol-1 at 298 K) of the binding free energy. 1-4 ΔSvib. is most commonly 

estimated using normal mode analysis (NMA). 5-7 However, NMA is a very time consuming 

method, takes up to several hours for a single structure, and for a single analysis usually about 

500 structures are needed to achieve sufficient precision. Hence, our working group 

introduced a computationally highly efficient approximation of changes in the vibrational 

entropy (Svib.) upon binding to biomolecules based on rigidity theory. In constraint network 

representations of the binding partners, Svib. is estimated from changes in the variation of the 

number of low (i.e., zero) frequency modes with respect to variations in the networks’ 

coordination number. Compared to Svib. computed by NMA as a gold standard, our approach 

yields significant and good to fair correlations for datasets of protein-protein complexes 

(r2 = 0.80; p < 0.001) as well as in alanine scanning (r2 = 0.51; p < 0.001). On my 

aforementioned datasets, HIV-1 protease, FXa, and Hsp90 this resulted in significant 

correlation for the FXa dataset (r2 = 0.46; p < 0.001) and poor correlations for the HIV-1 

protease and Hsp90 datasets (r2 < 0.11). The reason for the poor correlation is the width of the 

distribution of Svib. calculated using NMA, which is very similar in magnitude to the average 

standard deviation of the computed Svib.. Therefore, according to Kramer et al., 8 the 

maximum possible squared Pearson correlation coefficient (r2
max) on these datasets vanishes. 

On an additional protein-small molecule dataset, the trypsin dataset, this resulted in a fair and 

significant correlation (r2 = 0.40; p < 0.001).  
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1 Introduction 

Molecular recognition is essential for all biological processes, e.g., in metabolic pathways or 

signal transduction pathways, and, therefore, has a great biological importance. 9-13 In the drug 

development process, small molecules are designed to alter biological processes. The search 

for drug candidates can be assisted via virtual screening. Virtual screening is a computational 

method in which large compound libraries are screened against a protein target, predicting the 

binding free energy searching for potent inhibitors. Virtual screening is the computational 

equivalent of experimental high-throughput screening (HTS). 14-16 

Scoring functions used in the field of drug design for binding free energy (ΔGbind.) predictions 

show a pronounced dependence of the predicted ΔGbind. on the size of the ligands. This results 

in larger ligands having the ability to make more interactions, receiving better scores. 17-20 A 

possible correction is to normalize the score according to the number of heavy atoms. 20 The 

preference towards high molecular weight ligands contradicts the observation of enthalpy-

entropy compensation. 9-13 Enthalpy-entropy compensation postulates that larger ligands, with 

more degrees of freedom, make more interactions, and are therefore more restricted, and lose 

more entropy upon binding. 13, 21, 22 

Upon ligand binding to a protein, the protein and the ligand lose entropy as a result of the 

decreased rotational, translational, conformational, and vibrational motion. 23-25 In contrast 

entropy is gained from the release of restricted solvent molecules from the surface of the 

protein and the ligand to the solution. This is accompanied by an enthalpic component, 

resulting from the loss of interactions between the water molecules and the solute molecules. 

Therefore, this term is called solvation free energy (ΔGsol.).  

I focused on the configurational entropy change, i.e., the restriction of the overall 

translational, rotational, and vibrational motions of the protein and the ligand upon binding. 

Solvation free energy is successfully incorporated in many scoring functions and is therefore 

not addressed here. 26-33 The configurational entropy change is usually separated into two 

terms. The first accounts for the translational and rotational entropy change. The second 

accounts for the internal entropy change. 1 These terms correspond to both projects I worked 

on. 
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In the first project, I investigated the translational and rotational entropy change that 

accompanies the ligand binding to a protein. Usually, it is assumed that in its bound state the 

ligand loses its translational and rotational motion completely. However it was shown that 

some degrees of translational and rotational motions persist even for the bound ligand. 34-39 In 

order to estimate the change in the degrees of freedom of the ligand between its bound and 

unbound state, the residual translational and rotational motion of the ligand in its bound state 

is determined and compared to the unbound state by considering the relative motion between 

the protein and the ligand as rigid bodies following the work of Steinberg and Scheraga. 40 

This decouples the internal vibrational motions of the body from the rotational and 

translational motion of the rigid body and allows to estimate the translational, rotational, and 

vibrational motion separately. 41, 421, 43, 44 Whereas the unbound translational and rotational 

motions are straightforward to calculate, i.e., considering free rotation and translation, many 

methods were developed for estimating the translational and rotational motions of the bound 

space. 

Carlsson and Aqvist used molecular dynamics simulations in order to generate predicted 

binding geometries of the ligand (docking poses) in its bound state, 45 which were then used to 

predict rotational and translational entropy changes (ΔSR/T). They calculated ΔSR/T only for 

molecular fragments (e.g., methane, ethane, benzene) and not drug-like ligands. 46 The group 

of Gilson also used molecular dynamics simulations for predicting the bound ligand space. 

Their method was tested in two cases. The first test was a supramolecular host-guest 

systems. 47, 48 Supermolecular host-guest systems are small sized structures compared to 

protein-ligand systems. They are often used as models for biomolecules, but have limited 

conformational flexibility. Therefore, for host-guest systems, determining the conformational 

space is more feasible. 2, 47 The second test was a single protein-ligand complex, where the 

entropy change was numerically estimated but the value was not used for ΔGbind. prediction. 43 

Ruvinsky and Kozintsev used docking to generate bound ligand poses. The docked poses 

were clustered by structural similarity, whereat each cluster is assumed to represent an energy 

minimum. These clusters were then used successfully to identify near-native ligand binding 

poses. 49-51 However, there was no improvement in the ΔGbind. predictions. 52 Heretofore, no 

method used ΔSR/T predictions for ΔGbind. predictions. 
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Figure 1: (A) The solvated structure of a protein, which maintains free rotation and translation. (B) 

The solvated structure of the ligand, which also maintains free rotation and translation. (C) The 

solvated structure of the protein-ligand complex. The complex as a whole maintains free rotation and 

translation, whereas the ligand has a restricted translational and rotational freedom. The water 

molecules from the buried surface area of the protein and the ligand are released to the bulk upon 

binding, resulting in the solvation free energy. 

 

In the second project I investigated the change in the flexibility of the protein-ligand complex 

that results from the ligand binding. This is governed by two main terms, the conformational 

and vibrational term. Conformational entropy is associated with the large scale 

conformational change, i.e., the different energy minima. Vibrational entropy is associated 

with local fluctuations around a defined structure, i.e., the width of each energy minimum (see 

Figure 2). 53-61 
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Figure 2: The energy landscape of the bound and unbound states of the ligands is presented in red and 

blue respectively. The conformational entropy is associated with the change in the number of 

accessible conformations, which is shown to be neglectable. 43 The vibrational entropy is associated 

with the change of the width of the energy wells (an example is shown as the area marked in dots, 

between the bound (red) and unbound (blue) energy wells). 43 



Background 

5 

 

2 Background 

In the following chapter I will review the available computational methods for studying the 

entropic effect in molecular recognition and highlight its significance in modern drug 

discovery. I will further point out the importance of an accurate calculation of the entropic 

contribution to the total binding free energy upon ligand binding, which is most often 

neglected in the binding free energy predictions. Finally, I will describe the datasets used for 

validation: HIV-1 protease, Factor Xa, and Heat shock protein 90.  

2.1 Drug discovery process 

Drug discovery aims at the development of novel active molecules for the treatment of 

diseases or pathophysiological conditions. The cost of the development from the initial idea to 

the marketed drug is estimated at over 1 billion US dollars and can last up to 15 years. 62 This 

process faces many challenges. The costs continue to grow, whereas the success rate 

(approval of a drug) stagnates. This indicates the need of new approaches and technologies in 

the drug discovery process. Implementation of new technologies in the preclinical phase can 

reduce the overall costs. 63 In my thesis I focus on protein structures as they are known to be 

important as drug targets. 64-69 In the following chapter I will outline classical experimental 

methods, as well as computer based approaches commonly used in the drug discovery 

process. 

2.2 Enthalpy and entropy in drug design 

In drug discovery it is desirable to improve the binding affinity of a ligand to a protein. This is 

often attempted by adding potential substituents to the ligand to maximize the interaction 

surface and increase the enthalpy gain. However, with increasing ligand size, the number of 

degrees of freedom of the ligand also increases. Therefore, a larger ligand suffers from a 

larger number of restrictions upon binding, which imposes a larger entropic penalty on the 

system. This phenomenon is referred to as enthalpy-entropy compensation. 9-13, 21, 22, 70 

Though highly correlated, considering enthalpy and entropy alone were shown to be 

insufficient for binding energy prediction. 11 As a consequence, both the enthalpy and the 

entropy terms must be taken into account in accurate binding energy predictions. The 

prediction of the enthalpy and entropy change requires knowledge of the accurate three-

dimensional structure of the protein and the ligand.  



Background 

6 

 

2.3 Structure-based drug design 

Structure-based drug design uses the three-dimensional structure of a biological target as a 

starting point for the rational design of drugs. 71, 72 Structure-based drug design examines 

three-dimensional aspects of compatibility between a ligand and its target protein. 73 The 

structure of the protein-ligand complex is usually determined by X-ray crystallography, NMR, 

Cryo-EM, or homology modeling. As this structure is the basis for all further studies, the 

quality of the structure is highly important. 16  

2.4 Computational methods in structure-based drug design 

Computational methods for structure-based drug design reduce the costs and time required in 

the drug development process. 74 The basis for this is the analysis of geometrical and 

energetical complementarity of the ligand inside the binding pocket of the protein for 

understanding their complex formation. 75 In the cases where the binding pocket is not known 

there is a need to identify and characterize it. Therefore, many algorithms for pocket 

identification were developed. 76-78 An important property of binding pockets is, though 

mostly buried, that they contain polar atoms. 79 These polar atoms can act as anchoring sites 

for a ligand, and can contribute significantly to the total binding energy. 80, 81 Predicting the 

biophysical properties of a binding site allows quantifying the maximal affinity achievable by 

a ligand, and can help estimate the ligand’s probability to become a drug. 82 Correctly 

identified binding pockets can be further used in molecular docking. 

2.4.1 Molecular docking 

Molecular docking is a method used in computer-aided drug design in order to match a 

candidate ligand to a target protein binding site by detecting favorable and unfavorable 

interactions between a ligand and a protein. Docking seeks to identify the most favorable 

position of the ligand inside the binding pocket. 83 It offers a computational, relatively fast 

alternative for experimental techniques, allowing to filter large libraries of compounds into 

focused libraries that can be further experimentally tested. 84 

Docking explores different ligand orientations and conformations inside the binding pocket of 

the protein. 73, 85 The important factors for binding are: geometric compatibility, electrostatic 

compatibility, low-energy conformation of the ligand and the protein, hydrophobic 

interactions, and stacking forces. 86 The binding affinity is then estimated using the 



Background 

7 

 

interactions between the ligand, the target protein, and the solvent. The docking process 

accounts for the many degrees of freedom of the ligand. Six degrees of freedom result from 

the translational and rotational mobility of the ligand relative to the protein, in addition to 

3n-6 (n is the number of atoms) internal degrees of freedom. Most docking programs consider 

the protein as rigid, and account only for the flexibility of the ligand. 87 In order to deal with 

the large number of degrees of freedom, every docking program must include an efficient 

conformational search algorithm. 88 Various search algorithms are applied in different 

docking programs, including Monte Carlo, Genetic Algorithm, Lamarckian Genetic 

Algorithm, Neural Networks, Iterative Stochastic Elimination, and Simulated Annealing.  

Molecular docking has two main aims. The first one is to identify the three-dimensional 

configuration of the ligand inside the binding pocket. The second is to score the quality of the 

binding mode. 83 The determination of the ligand configuration can be validated by comparing 

docked ligand poses to experimentally determined ligand structures. 89 When considering a 

2 Å root-mean-square deviation (RMSD) of the atomic distances from the crystal structure as 

acceptable, docking programs are able to predict up to 70% of the experimental binding poses 

properly. Some docking programs show better results on specific protein types: e.g., GOLD 

performs better with a more hydrophilic binding site. 90  

2.4.2 Scoring functions 

Each docking program has an implemented scoring function. In addition, a scoring function 

can also be external, and score the quality of a given protein-ligand complex structure. In both 

cases it aims to quantify the binding affinity of a given protein-ligand binding mode. 91 A 

scoring function should accurately represent the thermodynamic properties of a protein-ligand 

interaction. 83 In principle a scoring function usually calculates the binding free energy of a 

ligand under standard conditions. However, in practice the success of absolute binding free 

energy predictions is quite low, and at best a ranking of the binding energies of different 

ligands can be achieved. 87 Scoring functions can be divided into four main classes: 

knowledge-based, force field-based, empirical-based, and descriptor-based. 

2.4.2.1 Knowledge-based scoring functions 

Knowledge-based scoring functions use statistically evaluated data from structural databases 

in order to derive rules on preferred interaction geometries. This approach assumes that atom 
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types interacting more frequently in certain distances, reflecting favorable interactions. The 

distance distribution of an interaction (also referred to as a “distance-dependent 

pseudopotential”) represents the energetic character of this interaction, where the more 

common distances represent an energetically favorable interaction. The mathematical 

formulation is based on an inverse Boltzmann law, where the “potential of mean force” is 

calculated from the statistical probability distribution. This can be further used to score the 

energetics of this interaction in other structures. 91, 92 An advantage of this method is that it 

does not require a full understanding of the physical character of the interaction, it relies 

directly on the statistical appearance of the interaction. A disadvantage might be that this not 

necessarily represents the binding free energy surface, but rather only the crystal structure 

orientation. 92 Examples for knowledge-based scoring functions are BLEEP, 93, 94 PMF, 18, 95 

and SMoG. 96. Another example is DrugScore, 17, 80 which I used for binding energy 

predictions.  

DrugScore is a knowledge-based scoring function used for predicting binding free energies 

and identifying binding poses, and was tested on protein-ligand complexes. 17, 80, 97-101 

DrugScore uses structural information from experimentally determined protein-ligand 

complexes. This information was retrieved from the PDB, 102 converted into distance-

dependent pair preferences as well as into singlet potentials scaled by the solvent-accessible 

surface area. Therefore, DrugScore-predicted binding free energies correspond to the 

enthalpic contributions to the binding energy, and implicitly, the solvation free energy. The 

translational, rotational, vibrational, and conformational entropy components are neglected in 

DrugScore. 

2.4.2.2 Force field-based scoring functions 

Force field-based scoring functions (also referred to as physics-based scoring functions) 

describe the physical interactions between the protein and the ligand. 103-105 They account for 

all atom-atom interactions. They sum the bond, angle, dihedral, electrostatic, and van der 

Waals terms. 106 Force fields depend on empirical parameters, which are derived from 

physical measurements and quantum mechanical calculations. As the force field is empirically 

parameterized, it can usually only be applied on molecular systems similar to the ones it was 

parameterized on. Considering that force field-derived binding energies only account for 

physical interactions and consequently neglect entropic contributions results in a large size 
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dependence, as larger ligands make more interactions, and gain better scores. Therefore, 

addition of an entropic term is necessary. 91 Examples for force field-based scoring functions 

are AMBER, 105, 107 CHARMM, 108, 109 and OPLS. 110-112 Another example is MM-PB/GBSA, 

which incorporates a force field-based scoring function (in addition it incorporates solvation 

free energy). I used MM-PBSA for binding energy predictions. 26, 113, 114 

MM-PBSA (molecular mechanics Poisson-Boltzmann surface area) 23, 26 is a post-processing 

end-point free energy calculation method for calculating free energies of molecules in 

solution. 115 Snapshots for the generation of conformational ensembles can either be obtained 

from a single trajectory of the complex (“single-trajectory approach”) or from separate 

trajectories of the complex, receptor, and ligand (“separate trajectory approach/three-

trajectory approach”).  

The MM-PBSA approach separates the binding free energy (ΔGbind.) to the different energy 

components as described in eq. 1. 26, 116 

 

STGEG solvMMbind  ..  1 

 

In this equation, ΔEMM is the change in the gas-phase molecular mechanics energy, ΔGsolv. is 

the change in the solvation free energy, and TΔS is the change in the entropy of the solute 

molecules. 

ΔEMM uses a force field-based scoring function as described in eq. 2. 

 

vdWticElectrostaInternalMM EEEE   2 

 

In this equation, ΔEInternal is the internal energy change resulting from the bond, angle, and 

dihedral energies. ΔEElectrostatic is the electrostatic energy change, and ΔEvdW is the van der 

Waals energy change.  
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ΔGsolv. is modeled separately according to eq. 3. 

 

SAPBsolv GGG  .  3 

 

In this equation, ΔGPB is the contribution describing the polar part of the solvation free energy 

calculated using a Poisson-Boltzmann (PB) model. ΔGSA is the contribution describing the 

non-polar part of the solvation free energy calculated according to the buried solvent-

accessible surface area (SASA). The solute entropy term of eq. 1 (TΔS) can be calculated 

using quasi-harmonic analysis or normal mode analysis (NMA). 23, 26 However, this term is 

difficult to calculate and is often neglected. 26, 117 

2.4.2.3 Empirical scoring functions 

Empirical scoring functions estimate the free binding energy as a sum of individual 

contributions, each representing an important energetic term, e.g., ionic interactions, hydrogen 

bonds, hydrophobic contacts, or entropic factors. The contribution of each individual term is 

obtained using a weighting coefficient, determined by regression or statistical analysis of data 

retrieved from test sets of protein-ligand complexes with solved three-dimensional structure 

and known experimental binding affinities. 91, 118-120 The scoring function then tries to 

generalize the information on external protein-ligand complexes. 121 Examples for empirical 

scoring functions are SCORE1, 119 SCORE2, 122 ChemScore, 123 GlideScore, 124 and X-

Score. 125  

Another example is Surflex, which I used for binding free energy predictions. Surflex models 

the non-covalent binding of small organic molecules to proteins. It was trained on a broad 

range of structurally and functionally different proteins. 126 It contains parameters which 

consider hydrophobic complementarity, polar complementarity, and entropy terms. The 

parameters of the hydrophobic and polar terms are determined using pair-wise distances 

between atoms, considering factors such as the atom type, the formal charge, and possible 

hydrogen bonds. The directionality of interactions is also taken into account. Each of the 

parameters is scaled and optimized according to the training dataset. 121, 127 The entropic term 

is also taken into account. First it penalizes the score linearly to the number of rotational 
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bonds, intended to model their restriction. Second it penalizes the score linearly to the 

logarithm of the molecular weight, intended to model the rotational and translational 

restriction. 128 

2.4.2.4 Descriptor-based scoring functions 

Descriptor-based scoring functions are relatively new, they incorporate quantitative structure-

activity relationships (QSAR) into the protein-ligand complex interaction evaluation. 

Structure-activity relationships (SAR) determine the correlation between structure and 

biological activity, i.e. how changes in the structure of a ligand influence the biological 

activity. 129 QSAR are usually performed using regression models, trying to predict the 

biological activity given different chemical structures. 130 QSAR correlates physicochemical 

properties (molecular descriptors) with biological activity. 131, 132 Experimental data regarding 

activity and selectivity of the ligands is used for the generation of a model correlating the 

biological activity with the molecular descriptors. 133 Usually the scoring function starts from 

a large set of molecular descriptors and uses machine learning algorithms in order to 

determine the descriptors and their values that influences the biological activity. A statistically 

valid QSAR model can be used to predict the biological activity of a compound without 

performing any biological evaluations. 118 Examples for descriptor-based scoring functions 

are NNScore, 134, 135 RF-Score, 136, 137 SFCscoreRF, 138 and ID-Score. 139 

2.5 Determining similarity between ligand poses 

Determining the similarity between different ligand poses is of high importance for structure-

based drug design. The first use of it is to measure the ability to reproduce known 

crystallographic structures (re-docking) that way allowing to examine the success of re-

docking. Furthermore, it allows to examine the variability within a given set of molecules. 

The most commonly used method for similarity comparison between different conformers (in 

my case poses) of the same molecule is root-mean-square deviation (RMSD). It gives a 

quantitative single-number measurement of the structural similarity, as described in equation 

4. 140-142 

 
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N

i
ii wv

N
RMSD

1

21
 4 



Background 

12 

 

Where v and w are the coordination vector of two poses and N is the number of atoms. The 

lower the value, the more similar the two conformers are to each other. 

2.6 Normal mode analysis 

Normal mode analysis (NMA), also called harmonic analysis, identifies the natural movement 

of atoms relative to each other. NMA characterizes each energy well of the conformational 

energy landscape as a parabolic approximation of the relative movements caused by thermally 

induced fluctuations. 60, 61 These relative movements are the internal vibrations of a molecule 

and describe the dynamics of the system. 143 

2.6.1 Energetic representation of the conformational states 

Harmonic approximation of the energy potential well around a given conformation is 

calculated using eq. 5. 

     RrRKRrrU 
2

1
)(  5 

In this equation R is the 3n-dimensional vector (n is the number of atoms) describing the 

center of the energy well. r is the 3n-dimensional vector examined. K is the Hessian matrix 

defining the shape of the potential well. 56, 144 This allows identifying the natural concerted 

motion of the macromolecule, by investigating the vibrational normal modes that are 

energetically accessible for each energy minimum.  

2.6.2 Uses and limitations of NMA 

Identification of the underlying motions of a macromolecule can correspond to large atomic 

displacements, revealing functional importance. 6, 145, 146 Examples for this were shown for the 

hinge motion of lysozyme 147, 148 and citrate synthase. 149 Large conformational changes were 

shown in the GroEL chaperonin 150 and aspartate transcarbamylase. 151-153 As NMA 

investigates the energy minimum of a structure it can be used to refine structures of 

macromolecules solved by X-ray crystallography 154, 155 and NMR. 156 The dynamic structure 

of tRNA was investigated using NMA revealing the three different segments and the 

interactions between them. 157 DNA molecules were also examined displaying the 

supercoiling mechanism on the molecular level. 158, 159 Furthermore, the vibrational 

frequencies of the molecules can be used to calculate the vibrational entropy, as was 
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developed by Hagler et al. on oligopeptide structures 160 and further used by Levitt et al. on 

trypsin inhibitor, crambin, ribonuclease and lysozyme. 7 Tidor and Karplus quantified the 

entropy change of insulin upon dimerization. 36 NMA is considered nowadays as the gold 

standard method for vibrational entropy analysis. 5, 6, 60 

An important limitation of NMA is that it assumes that the energy landscape is harmonicly 

shaped. However, many evidence indicates that the energy landcape is an-harmonic. 161-163 

Another limitation is that if the structure is displaced from equilibrium, the harmonic 

assumption is no longer valid. 60 

2.7 Floppy inclusion and rigid substructure topography 

Floppy inclusion and rigid substructure topography (FIRST) is a method which uses 

techniques taken from graph theory and applies them to protein structures in order to describe 

the flexibility of a protein. 164 

2.7.1 Rigidity theory 

A bar and joint framework is a system of joints connected by fixed-length bars. The joints are 

allowed full free motion, which is limited by the bars. The rigidity of the system is determined 

by the constraint network of bars between the joints. 165 A rigid framework has no internal 

degrees of freedom. An example can be given using a framework in a two-dimensional space. 

If a framework has a total of f degrees of freedom, three degrees of freedom are attributed to 

the framework as a rigid body, i.e., vertical, horizontal, and rotational degrees of freedom. 165 

The number of internal degrees of freedom of the system is f-3. Internal degrees of freedom 

are also called floppy modes. 166 Each joint has two degrees of freedom. For an N-atomic 

system, there are 2N degrees of freedom of which 2N - 3 are internal. 167 The bars hold the 

connected joints fixed, reducing the degrees of freedom. 2N - 3 bars are the minimal number 

of bars required to cancel all the internal degrees of freedom of the framework (Figure 3B). 167 

A system with less than 2N - 3 bars maintains some degrees of internal flexibility, i.e., it is 

underconstrained (Figure 3A). In comparison, a system with more than 2N - 3 bars contains 

more bars than needed to rigidify the system and is considered overconstrained (Figure 

3C). 164, 168 
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A B C  

 

Figure 3: A two-dimensional bar and joint framework where the four joints are represented as dots, 

and the bars are represented as lines. (A) An underconstrained network, maintaining internal degrees 

of freedom. (B) A minimally constrained network, with five constraints which are bars between the 

four joints preventing any internal degrees of freedom. This equals 2N – 3, which is the minimal 

number of constraints required to remove all internal degrees of freedom. (C) An overconstrained 

network, with more than 2N – 3 constraints, removing all internal degrees of freedom (figure adapted 

from 168). 165 

 

An important factor to consider when counting the number of joints and bars is the 

distribution of the bars, i.e., when considering one system, parts of the system can be 

overconstrained, whereas other parts might be underconstrained (Figure 4). Hence, the total 

number of bars is not sufficient to determine whether the entire system has internal degrees of 

freedom or not. 169 

 

Figure 4: A two-dimensional bar and joint framework where the six joints are represented as dots, and 

the bars are represented as lines. The total number of constraints equals 2N – 3, which is sufficient to 

give a minimally constrained network on average. However, the right half of the framework is 

underconstrained, whereas the left part is overconstrained (figure adapted from 168).  
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The constraint network can be also represented as a three-dimensional framework. However, 

then an additional tern needs to be added in order to account for the dihedral rotation. 170 This 

is called the body-bar-hinge framework, where each joint is defined as a body with six 

degrees of freedom. Dihedral rotation about the bar axis makes the bar a hinge. 169 

2.7.2 Three-dimensional pebble game 

The pebble game is a recursive algorithm used to describe the rigidity of a three-dimensional 

joint framework. 167 Each body is assigned three pebbles, representing the three degrees of 

freedom. Each bar between two bodies is assigned a pebble from one of the bodies attached to 

it. Pebbles that are not assigned to any bar represent the degrees of freedom of that body. 

Rearrangement of the framework is allowed as long as the bars that were covered by pebbles 

remain covered by pebbles of one of the two bodies they are connected to. The result of the 

pebble game is a framework where the free pebbles represent the number of degrees of 

freedom of each body to indicate which constraints are independent and which are 

redundant. 171 

2.7.3 The application of rigidity theory in protein structure 

FIRST describes proteins as a system of body-bar-hinge, where the atoms are the bodies, and 

the bonds are the bars and hinges. Two types of bars are defined, the first allows dihedral 

rotation and are therefore hinges and the second does not allow rotation and is used to 

describe non-rotatable bonds. 171 The internal degrees of freedom of each atom of the protein 

can indicate and show the rigid and flexible substructures of the structure. 164, 172 
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2.8 Datasets used for validation 

Datasets of pharmacologically relevant targets were used for validation, HIV-1 protease, FXa, 

Hsp90, trypsin, and a protein-protein dataset.  

2.8.1 HIV-1 protease 

The Human immunodeficiency virus (HIV) is the etiologic agent for the acquired 

immunodeficiency syndrome (AIDS). The viral proteins and enzymes that comprise the viral 

core are processed by the HIV-1 protease, which is an aspartyl protease. 173-175 The essential 

role of the HIV-1 protease in the HIV life cycle, and its unique specificity, makes it a major 

therapeutic target. 176 

 

 

Figure 5: Crystal structure of the homodimeric HIV-1 protease bound to Acetyl-pepsatin (PDB ID 

5HVP), shown as cartoon and sticks representation, respectively.  
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The HIV-1 protease enzyme is a homodimer, where each monomers is composed of 99 amino 

acids. The active site is located at the interface between the two monomers, where the flaps 

are also a part of the binding pocket. The triad Asp25, Thr26, and Gly27 from each monomer 

is located at the bottom of the binding pocket. The two aspartic acid residues which are 

involved in the catalysis are Asp25, and Asp25´. They share one hydrogen, and therefore have 

only one negative charge. The protein has a two-fold rotational symmetry (C2 symmetry), the 

C2 axis lies between the two monomers, perpendicular to the catalytic aspartic acids (Asp25, 

and Asp25`). 177, 178 

The S1 and S1´ subsites are very hydrophobic. S1 is the subsite of the protein, which binds 

the first residue preceding the cleavage point at the substrate. S2 is the subsite binding the P2 

position, which is the second position preceding the cleavage point; on the other side of the 

cleavage point the substrate residues are P1´, P2´ etc. and of the protein S1´, S2´ etc. 179, 180 

The S2 subsites are also hydrophobic, except the Asp29 residues, and the Asp30 residues, the 

S3 subsites are adjacent to the S1 subsite and are also mostly hydrophobic, except for 

Arg8. 181, 182  

The two flexible flaps of the HIV-1 protease cover the active site and thereby restrict access 

to it. It is assumed that in the unbound state the flaps are semi-open, and close upon binding 

of the substrate. This domain movement accounts for the high flexibility of the binding 

pocket. 183  
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Figure 6: Binding mode of Acetyl-pepsatin, shown in sticks with CPK coloring with carbons colored 

green in the HIV-1 protease shown in cartoons and colored in white. The binding pocket is shown in 

sticks and the side chains are colored in CPK with white carbons (PDB ID 5HVP). Dashed lines 

indicate potential polar interactions.  

 

2.8.2 Factor Xa 

Factor Xa (FXa) is a trypsin-like serine protease, which is a pivotal component in the blood 

coagulation process. 184  
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Figure 7: Crystal structure of the FXa bound to RTR (PDB ID 1NFY), shown as cartoon and sticks 

representation, respectively.  

 

The trypsin family of serine proteases is formed by a structurally conserved globular catalytic 

domain consisting of two β-barrel subdomains. A cleft between these two subdomains creates 

the binding pocket. The substrate is a peptide that is cleaved by the catalytic triad Asp102, 

His57, and Ser195 (the numbering used is from chymotrypsin, 185 which was the first trypsin-

like serine protease to be discovered. The use of this numbering is consistent with literature 

on the trypsin-like serine protease family). 186 

FXa cleaves Phe-Phe-Asn-Pro-Arg-Thr-Phe and Tyr-Ile-Asp-Gly-Arg-Ile-Val in prothrombin. 

There is a strong preference for arginine as the P1 residue. The positively charged arginine at 
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the P1 residue forms a salt bridge with the negatively charged aspartic acid (Asp189) at the 

bottom of the S1 pocket. 187 The shallow character of the S2 pocket, lined by the side chain of 

tyrosine (Tyr99) allows only a small amino acid in this position, preferably a glycine. The S3 

pocket is flat and exposed to the solvent, and the S4 pocket is hydrophobic. 186 

Inhibition of FXa has been shown to be useful against thrombosis, by reducing the 

prothrombinase activity towards prothrombin, and thereby decreasing and delaying the 

formation of thrombin upon activation of the clotting cascade. 188 

 

Figure 8: Binding mode of ligand RTR shown in sticks with CPK coloring with carbons colored green 

in the FXa shown in cartoons and colored in white. The binding pocket is shown in sticks and the side 

chains are colored in CPK with white carbons (PDB ID 1NFY). Dashed lines indicate potential polar 

interactions. 

 

The S2 pocket is shallow, lined by the side chain of Tyr99. Therefore, FXa inhibitors aiming 

to occupy the binding pocket must have an elongated conformation in order to bridge this 

subsite. Most inhibitors of the FXa contain two basic moieties to occupy the S1 and S4 sites, 

separated by functional groups operating as extension. The first basic group replaces the P1 

Glu97 

Asp189 
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Trp215 Tyr228 
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arginine of the substrate in the S1 pocket to generate a salt bridge to the Asp189. 188 The 

second basic group binds in the S4 hydrophobic pocket by generating π–cation interactions to 

the three aromatic amino acids: Trp215, Phe174, and Tyr99 composing this sub-pocket, this 

replaces the Ile P4 residue of the substrate. 187 

2.8.3 Heat shock protein 90 

Heat shock protein (Hsp) 90 kilodalton (kDa) is an ATP-dependent molecular chaperone. It 

belongs to a family of highly abundant chaperones. 189, 190 

 

Figure 9: Crystal structure of the homodimeric Hsp90 bound to ATP (PDB ID 2CG9). One monomer 

is shown as surface representation, one as cartoon representation, and the ligand as sticks 

representation.  

 

Hsp90 is a homodimer, where each monomer is composed of three domains, the C-terminal 

domain, the middle domain, and the N-terminal ATP-binding domain. 189 The C-terminal 

domain is a dimerization site. The middle domain is involved in the ATP hydrolysis, as it is 
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part of the ATP-binding site, and contains typical catalytic residues. In addition, the middle 

domain is involved in the binding of client proteins, and co-chaperones. The N-terminal 

domain contains a unique ATP and ADP binding site. Upon binding and hydrolysis of the 

ATP to ADP conformational changes occur, which regulate the binding of target proteins, and 

co-chaperones. 190  

The Hsp90 machinery is still not completely understood. It is assumed that the middle and N-

domain of each monomer act as molecular clamp (connected at the C-terminal domain), 

trapping most of the client proteins, thereby leading to their conformational alteration to the 

active form. Nucleotide binding facilitates the transition between the open (apo) and closed 

conformations. 191-194 More than 200 proteins to date are identified as client proteins of 

Hsp90, among them are kinases, e.g., Bcr-Abl 195, transcription factors, e.g., p53 196, and other 

chaperones, e.g., Hsp70. 196 

Hsp90 is a key component in the ability of the cell to handle stress conditions as many of its 

target proteins regulate cell survival, proliferation and apoptosis. Cancer cells experience 

extreme stress conditions (i.e., lack of nutrients, hypoxia, proteotoxic stress, genetic 

instability, etc.). Overexpression of Hsp90 “buffers” these stress conditions and allows the 

cell to survive and maintain its cancerous character. 197 As a result of the increasing stress 

levels, the expression of Hsp90 also increases from about 1-2% of the total cellular protein 

under normal conditions to 4-6% under stress conditions. 198, 199 Therefore, several researches 

showed that Hsp90 is significant in the progress of cancer, and is considered a major target for 

cancer therapy. 200-203  
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Figure 10: Binding mode of Geldanamycin shown in sticks with CPK coloring with carbons colored 

green and the N-terminal domain of Hsp90 shown in cartoons and colored in white. The binding 

pocket is shown in sticks and the side chains are colored in CPK with white carbons (PDB ID 1YET). 

Dashed lines indicate potential polar interactions.  

 

The first identified inhibitors of Hsp90 were the natural products Geldanamycine (GA), and 

Radicicol (RD). 204 They were shown to adopt an ATP-like bound conformation inside the N-

terminal ATPase binding site, thereby inhibiting the ATP binding and subsequent hydrolysis. 

This prevents the chaperone activity of the Hsp90 on its oncogenic target protein, leads to the 

accumulation of these oncogenic proteins, and in turn leads to cell apoptosis. 205-207  

2.8.4 Trypsin  

Trypsin is a digestive enzyme, which like FXa belongs to the trypsin family of serine 

proteases. It contains the same catalytic triad, Asp102, His57, and Ser195. 208 Cleavage of the 

N-terminal domain of trypsinogen results in the active form of trypsin. 209 Trypsin cleaves 

C-terminal to positively charged side chains. 210  
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Figure 11: Crystal structure of trypsin bound to CRC200 (PDB ID 1K1N), shown as cartoon and sticks 

representation, respectively. 

 

The positively charged amino acid of the substrate forms a salt bridge with Asp189 at the 

bottom of the S1 pocket. 211 Gly 193 and Ser 195 form the oxianionic binding hole. 209 
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Figure 12: Binding mode of CCR shown in sticks with CPK coloring with carbons colored green and 

trypsin is shown in cartoons and colored in white. The binding pocket is shown in sticks and the side 

chains are colored in CPK with white carbons (PDB ID 1K1N). Dashed lines indicate potential polar 

interactions. 

 

2.8.5 Protein-protein dataset 

In this dataset structures of four protease-protease inhibitors, four antibody-antigen and two 

signal transduction complexes were used. The dataset is comprised of a chymotrypsin with 

the third domain of the Kazal-type ovomucoid inhibitor from Turkey complex, Ras-Raf 

complex, Ras-RalGDS (guanine nucleotide dissociation stimulator) complex, human 

leukocyte elastase complexed with the third domain of the Kazal-type ovomucoid inhibitor 

from Turkey, β-trypsin complexed with a peptidic inhibitor, and of subtilisin complexed with 

a Streptomyces subtilisin inhibitor. The complexes in this dataset exhibit diverse folds, 

protein sizes between 775 and 8398 atoms, and binding affinities from the M to pM range. 
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3 Theory 

3.1 Molecular recognition and Gibbs free energy 

My aim is the calculation of the free energy of binding upon non-covalent association of a 

protein and a ligand, forming a complex. This calculation is valid for the non-covalent 

binding of any two molecules, but for my case I consider a protein and a ligand. It is the basis 

for many enzymatic reactions, such as catalysis, hydrolysis, and phosphorylation. 212, 213 

The process of molecular recognition and binding between a protein and a ligand to form a 

complex can be described as the equilibrium of the associated and dissociated states  

 

PLLP   6 

 

In this equilibrium P is the protein, L the ligand, and PL the protein-ligand complex. 

The total differential of the Gibbs free energy (dG) of the binding process between a protein 

and a ligand is described in eq. 7. 42 

 




 dNVdpSdTdG  7 

 

Where S is the entropy, p is the pressure, V is the volume, and μα is the thermodynamic 

potential of molecule α (protein, ligand, and protein-ligand complex). 

Upon protein-ligand binding under constant pressure and temperature conditions (dp = dT = 0, 

dNPL = -dNP = -dNL = 1), the Gibbs free energy (G) equals the thermodynamic potential (μ), 

and the change in the binding free energy (ΔG) is 42 
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)( LPPLbindG    8 

 

μα is expressed in eq. 9. 42 
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Where Cα is the concentration of molecule α, kB is the Boltzmann constant, T is the 

temperature and Q is the molecular partition function or the statistical weight. 

The molecular partition function describes a system in thermodynamic equilibrium. It sums 

over all possible microstates. 214 There are two main approaches for describing these partition 

functions, the first is the rigid rotor harmonic oscillator approximation and the second is the 

flexible molecule approach.  

3.1.1 Formulation in terms of the rigid rotor harmonic oscillator approximation 

The rigid rotor harmonic oscillator (RRHO) formulation of the partition function 

approximates the protein-ligand complex, protein and ligand as rigid rotors, i.e., the only 

internal motions of the molecules are vibrational. 36, 42, 215 This allows to approximate the 

translational, rotational, and vibrational components of the partition function (from eq. 9) 

separately. 42 

The translational part of the partition function is  
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In this equation h is Planck’s constant, m is the molecular mass, V is volume, and β is defined 

as expressed in eq. 11 216 

 

  1 TkB  11 

 

In the RRHO approximation, as the molecules are rigid, the three moments of inertia are 

treated as constants and therefore, the rotational part of the partition function is 42 
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In this equation I1, I2, and I3 are the three principal moments of inertia of the molecule and ext 

is the symmetry number for external symmetry operations that leave internal molecular 

coordinates unchanged. 

The vibrational part of the partition function is calculated from the internal vibrations, as 

described by eq. 13. 42 
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In this equation i is an internal vibration, ωi is its angular frequency, and E0 is the energy 

minimum. 59.  

The full partition function is the combination of the translational, rotational, and vibrational 

partition functions (eqs. 11, 12, and 13) as expressed by eq. 14. 217 
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3.1.2 Formulation in terms of the flexible molecule approach 

The following is taken from the manuscript “Efficient approximation of ligand rotational and 

translational entropy changes upon binding for use in MM-PBSA calculations” by Ben-

Shalom I. Y., Pfeiffer-Marek S., Baringhaus K. H., and Gohlke H. (submitted). 

Our approach to estimate translational and rotational entropy change upon ligand binding to a 

protein starts from the formulation of the molecular partition function in what has been 

termed the flexible molecule (FM) approach, 42 which distinguishes itself from the RRHO 

approximation36, 215 in that it does not depend on a rigid rotor approximation and, hence, is 

better suited for flexible molecules. The FM approach relies on classical statistical mechanics, 

which allows to omit kinetic energy contributions to the partition function. Furthermore, as 

applies to the RRHO approximation, in the FM approach in the classical limit, the free energy 

or entropy of binding become independent of mass. 42 

In the FM approach, the molecular partition function is given by the configurational integral 

over the n spatial coordinates, which can be separated into three coordinates of translation, 

three coordinates of rotation, and (3n - 6) internal coordinates  
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Overall translation contributes a factor of V, overall rotation a factor of 82 / ext, and Qin is 

the internal contribution. 42, 218 

Considering S ~ ln Q 218 and eq. 15, the complete configurational entropy can be decomposed 

into  
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inRT SSSS   16 

 

without the requirement to consider mutual information terms that account for the degree of 

correlation between two coordinates 219-221 as such terms are zero in the FM approach when 

they involve overall translation and rotation. 42  

For our purposes, it is convenient for the protein-ligand complex C to further separate the six 

relative translational (T’) and rotational (R’) coordinates of the ligand L with respect to the 

protein P from the remaining 3n – 12 internal coordinates (in’)42 
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which now incurs likely finite second- and third-order mutual information terms I. As a first 

approximation, we neglect these terms as they are computationally expensive to evaluate. 220, 

221 However, it has been suggested that these terms can be similar in magnitude to the 

individual entropy terms. 43, 222 

The change in configurational entropy upon formation of the protein-ligand complex from the 

two independently moving binding partners then is 
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Consider that SC
T and SP

T are identical because the standard volume V (eq. 15) applies to both 

species and that SC
R and SP

R will likewise cancel if ext of both species are identical (which 

holds for asymmetric proteins, and which we apply as a second approximation if the protein 

has rotational symmetry but the binding ligand is asymmetric). The contributions resulting 

from Sin and Sin’ are described in the chapter “ Estimating changes in the vibrational entropy”. 

Here, we make use of a third approximation, we neglect contributions by Sin and Sin’ for all 

three species. We do so assuming that considering relative translational and rotational motions 

(T’, R’) between protein and ligand in the complex (“librational motions”) captures a major 

contribution to Sconfig.. Along these lines, contributions due to restrictions of the 

conformational space of the binding partners, related to drops in the number of energy wells 
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accessed before and after complex formation, have previously been shown not to be the 

primary source of Sconfig.;43, 47 for the ligand, this may be due to conformational 

preorganization already in the unbound state 223, 224 and for the protein due to a restricted 

rotamer space of side chains located in the concave surface of the binding pocket. 225, 226 Not 

considering changes in the width of energy wells upon complex formation appears more 

severe, however. 43, 47 Yet, for reasons of computational efficiency, we are going to treat the 

protein as rigid for evaluating Sconfig. (see below), excluding per se the possibility to compute 

changes in the width of its energy wells. Finally, as to the ligand, 2, 43 this results in 
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3.1.2.1 Approximation of the change in translational entropy 

The term within the first brackets in eq. 19 can be evaluated as 31, 213 
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with Vunbound = 1660 Å3 as found by integrating over the translational volume of a ligand in 

solution at a standard concentration of 1 M and kB being the Boltzmann constant. 40, 227 Vbound 

is the effective translational volume accessible to the ligand after binding. 42 We determine the 

configurational space of the bound ligand by docking (see Figure 13A). Similar poses are 

clustered together assuming that a cluster represents a minimum in the energy landscape (see 

Figure 13B). It is important to note that a change in translational entropy defined that way in 

general depends on how the relative translational coordinates are defined for the complex. 227 

Treating the protein as rigid as done here (see below) eliminates one source of ambiguity 

arising from motions of some of the protein atoms used to define the protein’s reference point 

relative to the reference point of the ligand. 42 Here, we compute Vbound separately for each 

cluster from 
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)]min()[max()]min()[max()]min()[max( ZZYYXXVbound   21 

 

with min{X, Y, Z} and max{X, Y, Z} being the respective minimal and maximal positions of 

the ligand’s center of mass along the Cartesian axes (see Figure 13C). This procedure has 

been used previously 39, 43, 49, 52, 228 and makes use of the fourth approximation that the ligand 

in the bound state resides in a square well potential of mean force. 

3.1.2.2 Approximation of the change in rotational entropy 

By analogy, we compute the term within the second brackets in eq. 19, again for each cluster 

separately, as 31, 213 
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with unbound = 82 / ext 40, 49, 52 and bound being the effective rotational volume accessible to 

the ligand after binding. 49, 52, 229-231 Following Ruvinsky, 52 we approximate bound as 
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For determining , , and , we treat the ligand as a rigid body. We center the ligand, 

determine its principal axes and the corresponding eigenvalues, order the eigenvalues 

according to their magnitude, and calculate the rotation matrix. 232 The quaternion is then 

computed from the rotation matrix according to ref. 233, and from it , , and . 234 The cosine 

function for the angle  results from the integration over sin() in the rotational partition 

function as described in eq. 20 in ref. 51 and ref. 235. 
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3.1.2.3 Multiple energy wells in the bound state 

In the bound state, multiple binding modes of a ligand can sometimes be observed, 

particularly for weakly binding ligands, 101, 236-241 reflecting an energy surface with 

energetically similar energy wells. Previous work showed 43, 53 that the entropy across these 

wells is the weighted average of the entropies Si associated with an individual well plus an 

entropy associated with the distribution of the system across the energy wells {i} (“mixing 

entropy”, eq. 24). 42  
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pi is the probability of finding the system in energy well i and is computed from all bound 

ligand configurations {j} in a well according to (eq. 25) 42, 242 
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where Ei is the energy of the lowest (best) scored pose in well i and T = 298 K. 

As pi computed according to eq. 25 depends on the accuracy of the docking energy in our 

approach, which may be limited, we tested two alternatives. In the first, pi is computed from 

the number of poses Ni in energy well i (eq. 26) 
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and in the second, all n energy wells get the same weight (eq. 27) 

 

n
pi

1
  27. 

 

As we do not consider multiple energy wells, i.e. conformations, for a ligand in the free state, 

we approximate eq. 24 by omitting the “mixing entropy” for the bound state as well. See 

above with respect to the influence of the drop in the number of energy wells on Sconfig.. 

Considering eqs. 19-22, finally, this results in the expression for approximating Sconfig. used 

in this work 

 

  
i

iTiRiBconfig SSpkS ,,.  28 

 

Note that this way of averaging entropies Si associated with an individual well distinguishes 

our work from that of Ruvisnky et al. 50, 51. 

3.1.2.4 Sampling of energy wells in the bound state  

According to the predominant states approximation introduced by Gilson, 243 the largest 

contributions to the configurational integral are found in or near energy minima. 42 We thus 

approximate eq. 24 for the bound state by considering a finite, and usually small, number of 

well-defined energy wells (see below for how such energy wells are identified). Following a 

suggestion of Ruvinsky et al., 49, 52 we use a global optimization technique combined with a 

local energy minimization as implemented in the Lamarckian genetic algorithm of AutoDock 

3.0 244 for generating bound ligand configurations located in energy wells (see chapter 4.3 

“Molecular docking” section in Materials and Methods for details).  

Note that for smooth energy landscapes or systems with many degrees of freedom, sampling 

the energy wells will be slow to converge such that non-negligible contributions to the overall 

Sconfig. may be missed. 243, 245-247 A correction has been devised for that case by Gilson and 

coworkers. 243, 245 We feel it safe to assume, however, that the energy landscape of the bound 
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state is dominated by a small number of low-energy states only 248-250 such that we do not 

need to consider such a correction. 

Proper identification of which of the generated bound ligand configurations belong to one 

energy well is important for appropriately estimating residual translational and rotational 

mobility according to eqs. 27 and 29. An obvious and widely used criterion is to cluster the 

ligand configurations based on the root-mean-square deviation (RMSD) of their 

coordinates. 49, 52, 140-142, 244 We tested this criterion, too (see chapter 4.4 “Clustering of ligand 

binding poses” in Materials and Methods for details). However, as this criterion can lead to 

essentially identical binding modes being sorted into differential clusters due to different 

conformations of ligand parts that remain solvated, in addition, we devised and tested an 

interaction-based clustering inspired by interaction fingerprints introduced in previous 

studies. 251, 252 See chapter 4.4 “Clustering of ligand binding poses” in Materials and Methods 

for details. This way of clustering bound ligand configurations for approximating Sconfig. 

distinguishes our work from that of Ruvisnky et al. in that only an RMSD-based clustering 

was used there. 49, 52 

The overall workflow yielding the ΔSconfig. approximation (eq. 28) (Figure 13) has been 

termed BEERT (Binding Entropy Estimation for (changes in) Rotation and Translation). 

 



Theory 

36 

 

 

Figure 13: Procedure to approximate Sconfig. by BEERT (eq. 28). (A) Sampling ligand binding poses 

by docking. (B) The different clusters represent energy wells on the binding (free) energy landscape. 

(C) For each ligand pose, the center of mass is computed (marked as a green point). For each cluster, 

the effective translational volume is calculated from the encapsulated volume of the centers of mass of 

all ligand poses in the cluster (eq. 21). (D) For each cluster, the effective rotational volume is 

calculated from the principal axes of the ligand poses (eq. 23).  

 

3.1.3 Estimating changes in the vibrational entropy  

The following is taken from the manuscript “Rigidity theory-based approximation of 

vibrational entropy changes upon binding to biomolecules” by Gohlke H., Ben-Shalom I. Y., 

Kopitz H., Pfeiffer-Marek S., and Baringhaus K. H.. 
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We introduce a computationally highly efficient approximation of vibrational entropy change 

(Svib.) upon binding to biomolecules based on rigidity theory and compare its results for 

datasets of protein-protein and protein-ligand complexes to those obtained with NMA-based 

Svib.. The principle idea underlying our approach is that, rather than estimating Svib. from 

changes in the vibrational frequencies of normal modes and, hence, the width of energy wells 

upon binding, we estimate Svib. from changes in the variation of the number of low (i.e., 

zero) frequency modes. This will be described in detail in the following. 

In normal mode analysis, a potential energy function V(x) is expanded in a Taylor series 

expansion about some point x0. 61 If x0 denotes the location of a minimum of V(x), the gradient 

of V(x) vanishes. If also third and higher-order derivatives of V(x) are ignored, the dynamics 

of the system can be described in terms of linearly independent normal modes obtained from 

diagonalizing the Hessian matrix, each one associated with a frequency νi. From the νi, the 

vibrational contributions to thermodynamic properties can be determined. 253, 254 For Svib., one 

obtains 
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As is obvious from eq. 29, Svib. is particularly sensitive to the frequencies of the lowest modes 

of vibration. 36, 253 The low-frequency modes reflect the presence of weak forces in the 

biomolecular system, encoded, e.g., as torsion angle and van der Waals potentials in current 

state-of-the-art biomolecular force fields. 255 

To make now the connection to approximating Svib. based on rigidity theory, we first neglect 

weak forces in V(x), resulting in a Kirkwood 256 or Keating 257 potential VK, schematically 

written as 165 
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VK describes small displacements from an equilibrium structure in a bond-bending network in 

terms of changes in bond length (l) and bond angle (), with  and  being the force 

constants for bond stretching and bending, respectively. Diagonalizing the Hessian from 

eq. 30 ascertains a number F of vibrational modes with zero frequency. 165 These so-called 

floppy modes correspond to the ways in which the network can be continuously deformed at 

no cost in energy by rotations around bonds; F decreases with an increasing mean 

coordination <r> in the network (Figure 14A). 165 Note that the floppy modes will become 

“spongy”, i.e. will have a small finite frequency, if weak forces are present in the network. 

Four points are important for estimating Svib. from F. First, if  and  become (infinitely) 

large in eq. 30, the bond stretching and bending forces become bond and angle constraints, 

leading to a constraint network. A representation of biomolecules in terms of constraint 

networks has been successfully used in the analysis of bimolecular rigidity and flexibility 

previously, where, in addition to covalent interactions, non-covalent interactions (hydrogen 

bonds, salt bridges, and hydrophobic tethers) are modelled via bond and angle constraints. 164, 

258, 259 Second, as to computational efficiency, rather than by diagonalizing the Hessian from 

eq. 30, F can also be determined by an advanced constraint (Maxwell) counting 165, 260 on the 

constraint network as implemented in the combinatorial “pebble game” algorithm. 167, 261 This 

algorithm performs with a time complexity of, on average, O(N), providing for a dramatic 

speed up for large (biomolecular) systems compared to the time complexities of O(N3) for 

matrix diagonalization. Third, for the description of a system’s dynamics by NMA, the system 

must reside at a local minimum on the potential energy hypersurface. In MM/PB(GB)SA-type 

applications, typically, structures have been minimized to a root mean-square gradient 

(RMSG) of the potential energy of 10-5 – 10-3 kcal mol-1 Å -1 before applying NMA. 23 

Performing minimizations of biomolecules to such low RMSG is computationally demanding. 

In contrast, no minimization is required prior to applying the “pebble game” algorithm to 

constraint networks. Fourth, in rigidity and flexibility analysis, the negative of the number of 

floppy modes, -F, has been shown to act as a free energy: F is a convex function of <r> (i.e., 
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F(2) = d2F / d<r>2  0) (Figure 14A) such that if there is an ambiguity, the system will always 

be in the lowest free energy, i.e. maximum floppy modes, state. 169, 262 Considering <r> as a 

temperature-like quantity, 263 F(2) has been regarded as a specific heat and used to characterize 

the order of transitions of constraint networks switching between rigid and flexible states. 262 

Continuing the thermodynamic interpretation of F and its derivatives, here we introduce the 

negative of F(1) = dF / d<r> as an entropy-like quantity, based on the defining equation for 

entropy 254 (eq. 31) 

 

S = -(G / T)N,p ~ -(d(-F) / d(-<r>)) = -F(1)  31 

 

In eq. 31, we consider that <r> decreases with increasing temperature, as already successfully 

applied in thermal unfolding simulations of constraint network representations of 

biomolecules. 264, 265 To the best of our knowledge, no such thermodynamic interpretation of 

F(1) has yet been presented.  

For F(1), a relation with respect to F and the total number of bonds NB in constraint networks 

with a fixed number of nearest neighbors has been derived (eq. 32) 169, 262 

 

-F(1) ~ (3N – F) / NB  0 32 

 

first, yielding that -F(1)  0, as required of an entropy. Second, -F(1) depends on the actual 

network state (Figure 14B): if NB is low, related to a very flexible network, -F(1) approaches a 

positive limit, indicating the maximum entropy of the system; if NB is high, related to a very 

rigid network, -F(1) approaches zero, as expected for a system for which only one state of 

realization exists. Note that adding constraints, e.g. due to binding of a ligand, to a constraint 

network representation of a biomolecule with either low or high NB will not lead to marked 

changes in -F(1) (Figure 14B). In contrast, marked changes are to be expected when 

constraints are added to a network with intermediate NB (Figure 14B), reminiscent of a 

biomolecule with marginal stability. 266  
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Figure 14: (A) The number of floppy modes (F) as a function of the mean coordination <r> is shown 

exemplarily for one MD simulations-generated conformation of the trypsin-ligand complex (PDB ID 

1K1N, solid line) and the protein only (dashed line). Along the lines rigid cluster decompositions of 

both structures computed at identical Ecut values, respectively, are depicted and marked under the 

structures, with each colored blob indicating one rigid cluster; the largest rigid cluster is colored in 

blue. (B) -F(1) = -dF / d<r>, introduced here as an entropy-like quantity, is shown as a function of the 

mean coordination <r>, corresponding to the curves in panel A. Ecut values corresponding to <r> are 

depicted along the abscissa for the complex and the protein. To compare -F(1) for different 

biomolecular systems, the respective <r> at a fixed Ecut value was determined. The vertical dashed and 

dotted lines depict -F(1) for complex and protein at Ecut = -1.0 kcal mol-1. Note that in this Ecut range, 

the rigid cluster decompositions (panel A) differ the most. 

 

The change in vibrational entropy upon binding to a biomolecule is then approximated as 

(eq. 33) 

 

-F(1) =(-F(1)
com) - (-F(1)

rec) - (-F(1)
lig) 33 

 

where com, rec, and lig refer to the complex, receptor, and ligand, respectively. 

Computing -F(1) proceeds in three steps. First, a structural ensemble of the complex is 

generated by all-atom molecular dynamics (MD) simulations. Performing the subsequent 

analyses on an ensemble rather than a single structure overcomes the problem that results 

from constraint counting are sensitive to the input structural information. 267, 268 Second, a 

constraint network is generated for each complex conformation, as done in previous studies of 

biomolecular rigidity and flexibility. 164, 258, 259 In addition, a constraint network is generated 

for the receptor conformation extracted from the respective complex, as is for the extracted 

“ligand” in the case of protein-protein complexes. In contrast, small molecule ligands lack the 

typical network character and, thus, are not suitable for evaluation by constraint counting. In 

all, a so-called single-trajectory approach is pursued, as often applied in end-point (free) 

energy methods, which neglects possible conformational changes of the unbound structures 

but usually gives less noisy results than the three-trajectory alternative. 269 Third, a “constraint 
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dilution trajectory” of network states {σ} is generated from each initial constraint network by 

successively removing non-covalent constraints. 264, 265, 270-272 Here, hydrogen bond 

constraints (including salt bridges) are removed in the order of increasing strength 264, 270, 273 

such that for network state σ only those hydrogen bonds are retained that have an energy 

EHB ≤ Ecut. The hydrogen bond energy EHB is determined from an empirical energy function 
274 successfully used by us 275-278 and others 265, 270, 271, 279, 280 in this context. For each σ, 

F(<r>) is computed by constraint counting with the program first, 164, 167 and from that -F(1) at 

a given <r> by numerical differentiation. Using eq. 32 instead is not possible because atoms 

in constraint networks generated from biomolecules have a variable number of nearest 

neighbors. To compare -F(1) for different biomolecular systems, the respective <r> at a fixed 

Ecut value was determined. Here, Ecut = -1.0 kcal mol-1 was used unless otherwise noted, 

motivated from previous studies. 267 
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4 Materials and Methods 

4.1 Datasets used for validation 

The BEERT workflow was evaluated on three datasets of protein-ligand complexes of 

pharmacologically relevant targets, HIV-1 protease, Factor Xa (FXa), and Heat shock protein 

90 (Hsp90). The structures were retrieved from the Protein Data Bank (PDB), 281 using only 

complexes that contain a wild-type protein and an inhibitor for which experimental binding 

affinity information is available. We chose datasets with at least 15 crystal structures of the 

protein with different ligands. For the HIV-1 protease and FXa datasets, we obtained 

information about the experimental binding free energy from 

 

ibind KRTG ln  34 

 

For the Hsp90 dataset, we used pIC50 (logarithm of the half maximal inhibitory concentration) 

values instead. As these experimental data were retrieved for all Hsp90 ligands using the same 

experimental settings, 282-287 they, too, can be used for computing relative binding free 

energies. For competitive inhibitors the relation between IC50 and Ki can be expressed in 

eq. 35. 212 
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In this equation [S] is the concentration of the substrate and KM is the Michaelis constant. 288 

pKi and pIC50 values were taken from the databases PDBbind, 289-291 binding MOAD, 292, 293 

and Binding DB. 294-297 
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The vibrational entropy project was evaluated in addition on the trypsin dataset and on the 

protein-protein dataset.  

4.2 General preparation of protein and ligand structures 

For the BEERT project, for each protein-ligand complex the structural coordinates were 

retrieved from the PDB. 281 The ligands were removed from the complexes, as were all water 

molecules, and the ligands were assigned Sybyl atom types and saved separately. For 

docking, hydrogens and charges are not considered and were therefore not added. 17, 99 For 

MD simulations, hydrogens were added to the receptors and ligands using PrepWizard. 298 

Default protonation states were assigned to all protonatable amino acids except: I) The 

protonation and rotamer states of histidines, asparagines, and glutamines were assigned 

manually to optimize local interactions. II) HIV-1 protease contains two aspartic acid residues 

in the catalytic site, Asp25 and Asp25’. According to several studies, the protonation states of 

these residues were assigned such that one of the two aspartic acids is monoprotonated with a 

proton placed on the oxygen in position OD2 of the side chain. 181, 299-301 The protonation tates 

of the ligands were determined using the Epik program. 302, 303 

For the trypsin dataset that was used in the vibrational entropy project, the protonation state of 

histidines, asparagines, and glutamines was determined by the REDUCE software 304 and the 

protonation states of the ligands were determined using the PRODRG server. 305 

 

Chapters 4.3 until 4.6 were performed for the BEERT project and the following text is taken 

from the manuscript “Efficient approximation of ligand rotational and translational entropy 

changes upon binding for use in MM-PBSA calculations” by Ben-Shalom I. Y., Pfeiffer-

Marek S., Baringhaus K.H., and Gohlke H. (submitted). 

4.3 Molecular docking 

All docking runs were performed following established procedures. 99 We used AutoDock 

3.05 244 with DrugScore pair potentials 98 as an objective function, which has been used 

successfully previously for generating good docking solutions. 80, 306, 307 The docking protocol 

for flexible ligand docking considered 100 independent runs per ligand using an initial 

population size of 100 individuals, 5.0×103 generations, a maximum number of 10.0×106 
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energy evaluations, a mutation rate of 0.02, a crossover rate of 0.8, and an elitism value of 1. 

The spacing of the precomputed potential grids was set to the default value of 0.375 Å. In 

order to probe for the convergence of the ΔSconfig. approximation, in addition, for each 

complex ensembles with 500 and 1,000 docking poses were generated. 

4.4 Clustering of ligand binding poses 

Subsets of the docked ligand configurations belonging to a well of the energy landscape of the 

bound state were, first, identified by RMSD-based clustering as implemented in AutoDock 

3.05, 244 using RMSD thresholds of 1 Å. The RMSD-based clustering considers internal 

symmetries (e.g., in the case of phenyl substituents). 244 

Second, we developed a clustering of bound ligand configurations based on the interaction 

pattern between the ligand and the protein, which was inspired by previous studies. 251, 252 For 

this, we identify all pairs of ligand and protein heavy atoms that are closer than a cutoff 

distance (dcut) for each docking pose (Figure 20) and generate a union set of all protein atoms. 

We assign “1” only for the pairs of ligand and protein heavy atoms with d < dcut and arrange 

them in a matrix such that the value of a matrix element becomes 1 if the actual distance is 

closer than dcut and 0 otherwise. All such matrices contain the same protein and ligand atoms 

for one protein-ligand complex in the same order in rows i and columns j, respectively. The 

number of matrix elements (i, j) that are 1 in both matrices then defines the similarity between 

two docking poses. The poses are clustered according to their similarity by hierarchical 

clustering 308-310 as implemented in R. 311 Identifying pairs of ligand and protein atoms in the 

first step of this approach is efficiently performed making use of a cell data structure 312 

ubiquitously applied in MD simulations. 313, 314 For this, the space of the protein is partitioned 

into cubes {c} of edge length dcut. For a given ligand atom in a cube c, only protein atoms 

within this cube or within the neighboring 26 cubes are considered for distance calculations. 

4.5 Estimating binding affinities by DrugScore scoring 

For comparison, relative binding affinities are estimated using the DrugScore pair potentials 

for the docked protein-ligand complex. DrugScore is a knowledge-based scoring function and 

has been previously used for estimating binding affinities on protein-ligand complexes. 17, 80, 

97, 98, 100, 101 DrugScore potentials encode distance-dependent interaction energies between 
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ligand and protein atoms derived from statistical preferences and implicitly include solvation 

contributions. 98 Changes in ΔSconfig. are not considered in DrugScore. 

4.6 Estimating binding affinities by Surflex scoring 

For comparison, we also used Surflex as an external scoring function developed by Jain and 

coworkers to estimate relative binding affinities of docked protein-ligand complexes, 126, 128, 

315, 316 which performed very well in an external evaluation. 317 We used Surflex to score our 

existing docked poses, because it incorporates the number of rotatable bonds of the ligand as a 

measure for the configurational entropy. 128  

4.7 Molecular dynamics simulations 

MD simulations to generate conformational ensembles of the protein-ligand complexes for 

post-processing with MM-PBSA (see below) were performed with the AMBER11 suite of 

molecular simulation programs, 318 except for the trypsin dataset, for which AMBER10 was 

used, 319 following established procedures. 115 The Cornell et al. force field 320 with 

modifications introduced by Hornak et al. (ff99SB) 321 and the general amber force field 

(GAFF) 322 were used for proteins and ligands, respectively. Partial charges of the small 

molecules were generated according to the RESP procedure. 322, 323 The structures were 

solvated in a rectangular box of TIP3P water molecules where the distance between the edges 

of the box and the closest solute atom was at least 11 Å. Periodic boundary conditions were 

applied using the particle mesh Ewald (PME) method 313 to treat long-range electrostatic 

interactions. Bond lengths of bonds involving hydrogen atoms were constrained using the 

SHAKE algorithm. 324, 325 The time step for all MD simulations was 2 fs, and a direct-space 

non-bonded cutoff of 8 Å was applied. 

Initially, each complex crystal structure was minimized by 50 steps of steepest descent 

minimization, followed by 500 steps of conjugate gradient minimization. After minimization, 

the system was heated from 100 K to 300 K using canonical ensemble (NVT) MD simulations 

for 50 ps. Then, the solvent density was adjusted using isothermal-isobaric ensemble (NPT) 

MD simulations for 250 ps. Positional restraints with a force constant of 5 kcal mol-1 Å-2 

applied during thermalization were reduced in a stepwise manner over 50 ps followed by 

50 ps of unrestrained NVT-MD simulations at 300 K with a time constant of 2 ps for heat 

bath coupling. Temperature control was done using the Berendsen thermostat. 326 The HIV-1 
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protease, FXa, and Hsp90 complexes were then subjected to 250 ns of NVT-MD simulations 

for production, extracting snapshots in time intervals of 20 ps. The trypsin complexes were 

then subjected to 20 ns of NVT-MD simulations for production, extracting snapshots in time 

intervals of 20 ps. 

In addition, for the vibrational entropy project, the dataset of protein-protein complexes was 

used. The four antibody-antigen and four protein-protein complexes have been used to 

investigate the energetics of protein-protein complex formation by Brooijmans et al.. 327 

Conformations extracted from molecular dynamics (MD) simulations between 300 and 600 ps 

were provided by N. Brooijmans; the MD simulations had been performed with the AMBER 

suite of molecular simulation programs 319 at 298 K in a box of TIP3P water 328 using the ff99 

force field. 320 The signal transduction complexes have been used in a study on protein-protein 

binding by Gohlke et al.. 329 Conformations extracted from molecular dynamics (MD) 

simulations between 2 ns and 12 ns were used; the MD simulations had been performed with 

the AMBER suite of molecular simulation programs 319 at 300 K in a box of TIP3P water 328 

using the Cornell et al. force field.330  

4.8 Effective energies from MM-PBSA computations 

The following was performed for the BEERT project and the following text is taken from the 

manuscript “Efficient approximation of ligand rotational and translational entropy changes 

upon binding for use in MM-PBSA calculations” by Ben-Shalom I. Y., Pfeiffer-Marek S., 

Baringhaus K.H., and Gohlke H. (submitted). 

MM-PBSA 23, 26 (molecular mechanics Poisson-Boltzmann surface area) is a post-processing 

end-point free energy calculation method. 115 MM-PBSA was performed as described 

previously. 115 Snapshots for the generation of conformational ensembles can either be 

obtained from a single trajectory of the complex (“single-trajectory approach”) or from 

separate trajectories of the complex, receptor, and ligand (“separate trajectory approach/three-

trajectory approach”). Previous studies showed larger noise when pursuing the latter 

approach. 116, 331 Hence, we followed the “single-trajectory approach” here. Snapshots of the 

binding partners were extracted every 20 ps from MD trajectories of the complexes of 250 ns 

length. A sampling interval of 20 ps is well above the correlation time of the effective energy 

and results in statistically independent snapshots in that respect. 23, 329, 332 All counter ions and 
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water molecules were stripped from the snapshots. The gas-phase energy was calculated 

based on the ff99SB force field 321 without applying any non-bonded cutoff. The polar part of 

the solvation free energy was determined by solving the linearized Poisson-Boltzmann (PB) 

equation as implemented in AMBER11 318, 333 and applying PARSE radii. 334 A dielectric 

constant of 1 and 80 for the interior and exterior of the solute was applied, respectively. The 

polar contributions were computed at 100 mM ionic strength, with a solvent probe radius of 

1.4 Å. The non-polar part of the solvation free energy was calculated by a solvent-accessible 

surface area-dependent term, using γ = 0.0072 kcal mol-1 Å-2 for the surface tension. The sum 

of the gas-phase energy and the polar and non-polar parts of the solvation free energy will be 

termed effective energy (Geff.) below. 

 

Chapters 4.9 and 4.10 were performed for the vibrational entropy project and the following 

text is taken from the manuscript “Rigidity theory-based approximation of vibrational entropy 

changes upon binding to biomolecules” by Gohlke H., Ben-Shalom I. Y., Kopitz H., Pfeiffer-

Marek S., and Baringhaus K. H.. 

4.9 Calculation of Svib. by normal mode analysis 

Svib. was calculated by normal mode analysis (NMA). 5-7 For NMA, the system must reside at 

a local minimum on the potential energy hypersurface. 61, 335 Therefore, conformations of each 

protein-protein complex, and the respective “receptor” and “ligand” extracted from it, had 

been energy minimized in the gas phase using a distance-dependent dielectric constant (DDD) 

of ε(r) = 4r when calculating Coulombic interactions, with r being the distance between two 

solute atoms, until the root-mean-square of the elements of the gradient vector (RMSG) 

was < 10-4 kcal mol-1 Å-1. 23 From the frequencies of the vibrational modes, Svib. had been 

computed according to eq. 29 using T = 300 K. 23 For minimization and NMA, the programs 

sander and nmode of the AMBER7 suite of molecular simulation programs 319 had been 

used. 23 Changes in the vibrational entropy upon binding were then calculated as 

 

Svib. = Svib.,com - Svib.,rec - Svib.,lig 36 
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where com, rec, and lig refer to the complex, receptor, and ligand, respectively. 

In the case of protein-ligand complexes, in general, each complex conformation from the MD 

simulations was minimized to RMSG < 10-4 kcal mol-1 Å-1 using the force fields as for the 

MD simulations and a DDD of ε(r) = 4r when calculating Coulombic interactions, with r 

being the distance between two solute atoms. 335 For the minimizations, the program 

SANDER of the AMBER11 suite of molecular simulation programs was used. 319 Starting 

structures for the separate minimizations of receptor and ligand were taken from these 

minimized complex structures. This follows a recommendation by Page and Bates, 336 

according to which, for single-trajectory calculations, smaller fluctuations in the computed 

vibrational entropies are obtained compared to the common approach of extracting starting 

structures for receptor and ligand from a non-minimized complex structure. NMA was 

performed as previously established in our group 335 using the program NAB of the 

AMBER11 suite of molecular simulation programs. 319 In general, all atoms of the respective 

complex, receptor, or ligand conformations were considered using a DDD of ε(r) = 4r. 

Changes in vibrational entropy upon binding were then calculated according to eq. 29 and eq. 

36, using T = 300 K. To further reduce the influence of imprecisions in the Svib. calculations 

on Svib., the average over vibrational entropies computed for all receptors of one dataset was 

used for Svib.,rec in eq. 36. 

In addition Svib. values for the trypsin datatset from ref. 335 were used. These values were 

generated using the generalized Born (GBHCT) model as proposed by Still et al. 337 together 

with the Hawkins et al. 338 pair-wise descreening approximation for computing effective Born 

radii and mbondi intrinsic GB radii. 339 Note that Svib. values calculated with either the DDD 

or GBHCT models have been found to be highly correlated (see Figure 2 in ref. 335). 

4.10 Constraint network generation and constraint counting 

For all conformations containing a biomolecule, constraint networks in the bar and joint 

representation 167 were generated using the program ambpdb with the option “-first” from the 

AMBER11 suite of molecular simulation programs. 319 To remain consistent with the Svib. 

calculations, the minimized conformations were used for this, unless otherwise noted. Here, 

atoms are represented as nodes, and covalent and non-covalent interactions (hydrogen bonds, 

salt bridges, and hydrophobic tethers) as distance and angle constraints. 164 Hydrogen bonds 
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and salt bridges were taken into account subject to geometric criteria detailed here 164 and if 

their energy EHB ≤ Ecut; EHB was computed from an empirical energy function 274 successfully 

used by us 275-278 and others 265, 270, 271, 279, 280 in this context. Hydrophobic interactions 

between carbon or sulfur atoms were taken into account if the distance between these atoms 

was less than the sum of their van der Waals radii (C: 1.7 Å, S: 1.8 Å) plus Dcut = 0.15 Å. 

For each conformation, a “constraint dilution trajectory” of network states {σ} is generated 

from the initial constraint network by successively removing hydrogen bond and salt bridge 

constraints in the order of increasing strength 264, 270, 273 such that for network state σ only 

those hydrogen bonds are retained that have an energy EHB ≤ Ecut; for this, Ecut was varied in 

the range of -0.01 to -3.0 kcal mol-1 in 100 steps. For a given σ, F and <r> are computed by 

the program first, 164, 167. This results in a smooth function F(<r>) (Figure 14). From that -F(1) 

is computed by numerical differentiation at a given <r>. To compare -F(1) for different 

biomolecular systems, the respective <r> at a fixed Ecut value was determined. Here, 

Ecut = -1.0 kcal mol-1 was used unless otherwise noted, motivated from previous studies. 267 

Finally, -F(1) results are averaged over all conformations of a complex, receptor, or ligand 

species, respectively, and -F(1) is calculated according to eq. 33. 

In the case of the protein-ligand complexes, to reduce the influence of imprecisions in the 

-F(1) calculations on -F(1)
 and remain consistent with the Svib. calculations, the average over 

-F(1) computed for all receptors of one dataset was used for -F(1)
rec in eq. 33. Furthermore, 

small molecule ligands lack the typical network character and thus are not suitable for 

evaluation by constraint counting. For such ligands, -F(1)
lig in eq. 33 is replaced by a scaled 

c * Svib.,lig value. The scaling coefficient c was determined as an average over the ratios 

-F(1)
com / Svib.,com of the complexes of the trypsin dataset and is 0.17 cal-1 mol K; c is not a 

fitting coefficient but rather scales the magnitude of Svib. towards that of -F(1). The same c 

value was then applied to all other protein-ligand complex datasets. Note that computing 

Svib.,lig for small molecules is computationally cheap and does not impair much the overall 

computational efficiency of computing -F(1). 
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4.11 Multiple linear regression 

The following was performed for the BEERT project and the following text is taken from the 

manuscript “Efficient approximation of ligand rotational and translational entropy changes 

upon binding for use in MM-PBSA calculations” by Ben-Shalom I. Y., Pfeiffer-Marek S., 

Baringhaus K.H., and Gohlke H. (submitted). 

A linear combination of Geff. from MM-PBSA and TSconfig. from BEERT was used as an 

approximation to the binding free energy (eq. 37). The coefficients in eq. 34 were determined 

by multiple linear regression against experimental Gbind.  

 

  cSTbGaG configeffpredicted   - ..  37 

 

As previously shown, for different proteins, the ratio between enthalpic and entropic 

contributions to the binding free energy is different. 340-342 Therefore, multiple linear 

regression was performed separately for each dataset. 

4.12 Quality measures and error estimates 

The following was performed for both projects and the following text is taken from the 

manuscripts “Efficient approximation of ligand rotational and translational entropy changes 

upon binding for use in MM-PBSA calculations” by Ben-Shalom I. Y., Pfeiffer-Marek S., 

Baringhaus K.H., and Gohlke H. (submitted) and “Rigidity theory-based approximation of 

vibrational entropy changes upon binding to biomolecules” by Gohlke H., Ben-Shalom I. Y., 

Kopitz H., Pfeiffer-Marek S., and Baringhaus K. H.. 

The results of the multiple linear regression were evaluated in terms of the coefficient of 

determination (R2) between experimental and predicted binding energies, Fisher’s F value, 

and the root mean squared error S = √(RSS/[n-h-1]), where RSS is the sum of squared 

differences between fitted and experimentally determined binding affinities, n is the sample 

size, and h is the number of regressors in eq. 34. 101 For statistical validation, we calculated 

coefficients of determination for a leave-one-out cross-validation (q2). To do so, for each 

ligand in a dataset, coefficients in eq. 34 are determined by multiple linear regression for all 
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but this ligand, and the ligand is then used for testing. q2 is then computed as 1-PRESS/SSD, 

where PRESS equals the sum of squared differences between and experimentally determined 

binding affinities and SSD is the sum of the squared differences between experimentally 

determined binding affinities and the mean of the training set binding affinities. The root 

mean squared error is SPRESS = √(PRESS/[n-h-1]) in this case. 101 Coefficients of 

determination were also calculated for Y-randomization (Y-R2), where the values of the 

experimental Gbind were randomly shuffled prior to performing the multiple linear regression 

(eq. 34). This randomization process tells one how well random values could be fitted by our 

model, and is a negative control. 343 p values were computed using the program R, using a 

specific form of the F-test that compares the predicted model to the experimental data. 311 

Coefficients of correlation (r2) were determined by comparing DrugScore scores, MM-PBSA 

effective energies, BEERT entropies, and the MW each separately against experimental 

Gbind.. In addition coefficients of correlation were determined by comparing Svib. (eq. 29) or 

Svib. (eq. 36) calculated using NMA to -F(1) (eq. 32) or -F(1) (eq. 33) calculated by 

constraint counting, respectively. r2
max is the maximal achievable correlation between Gbind 

and a computational prediction, given the experimental uncertainty and the standard deviation 

of experimental Gbind. (see eq. 17 in ref. 8). We calculated 95% confidence intervals for r2 by 

performing bootstrapping as previously done by us 331 using the boot package 344 of the 

program R 311 and 10,000 bootstrap replicas, employing bias-corrected, accelerated percentile 

intervals. p values were computed using the program R, using the F-test on the residual sum 

of squares. 311 

Reported uncertainties of the docking results and the different energy terms as well as Svib., 

Svib., -F(1), and -F(1) are the standard error of the mean (SEM), i.e., the standard deviation 

divided by the square root of the number of samples. 345 Error propagation for eq. 34 was 

computed according to refs. 346, 347 (eq. 38) 

 

   2222

/. TReff SGTotal SEMbSEMaSEM    38, 

 

regarding the uncertainty in the coefficients a and b. 
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Alternatively, error propagation for Svib. (eq. 29), Svib. (eq. 36), -F(1) (eq. 32), and -F(1)
 

(eq. 33) was considered according to refs. 346, 347 (eq. 39)  

 

     2.
22

.
2

. ligreccomTotal SEMcSEMSEMSEM   39 

 

where c is the scaling coefficient, i.e., 0.17 cal-1 mol K when Svib.,lig values are used for 

computing -F(1) for protein-small molecule complexes, and 1.00 otherwise. 
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5 Results and Discussion 

5.1 Datasets used for validation 

The BEERT pipeline was evaluated on the HIV-1 protease, FXa, and Hsp90 datasets and the 

following is taken from the manuscript “Efficient approximation of ligand rotational and 

translational entropy changes upon binding for use in MM-PBSA calculations” by Ben-

Shalom I. Y., Pfeiffer-Marek S., Baringhaus K.H., and Gohlke H. (submitted). 

HIV-1 protease is a homodimeric aspartic protease with two extended β-hairpin loops, which 

are flexible and open and close upon substrate binding. 348 The HIV-1 protease dataset is 

composed of 20 complex structures with inhibitors with molecular weights of 500-750 Dalton 

and experimental pKi values in the range of 7 to 12. PDB IDs and ligand properties for all 

complexes are provided in Table S1 in the Supporting Information (SI). All HIV-1 protease 

inhibitors in our dataset are asymmetric, and all contain a secondary hydroxyl group as the 

transition state-mimicking unit (Figure S1 in the SI). They decompose into subsets with 

different molecular scaffolds: (hydroxyethylamino)sulfonamides, 12, 349-352 N-

phenyloxazolidinone-5-carboxamides, 353 2-methyl-3-hydroxybenzamides, 12 and 

azaphenylalanines. 12 

FXa is a trypsin-like serine protease with a globular catalytic domain. The binding site is 

created by a relatively shallow cleft between two β-barrel subdomains. The active site is 

mostly hydrophobic with an aspartic acid important for the recognition. 186 The FXa dataset is 

composed of 20 complex structures with inhibitors with molecular weights of 400-600 Dalton 

and experimental pKi values in the range of 6-10. PDB IDs and ligand properties for all 

complexes are provided in Table S2 in the SI. The FXa inhibitors are all asymmetric and are 

composed of different subsets (Figure S2 in the SI): One group is formed by β-amino ester 

derivatives, with ligands containing benzamidine, aminomethyl-biphenyl, 354 or pyridine N-

oxide moieties. 355 A second group contains a sulfonamide moiety linked to thienopyridine 
354or a 3-amino-2-pyrrolidinone scaffold, 356-359 or as a part of a ring in the form of 

sulfonylpiperazinone. 360 A third group contains a 3-amidinobenzyl-1H-indole-2-carboxamide 

scaffold 361 or are indole-2-carboxylic acid-based. 362 

Hsp90 is an ATP-dependent chaperone. It is a homodimer where each monomer is composed 

of an N-terminal ATPase domain, a middle domain, and a C-terminal dimerization 
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domain. 189 The N-terminal binding site in the ATPase domain is formed by four helices 

shaping a compact cavity. 190, 197, 287 The Hsp90 ligand dataset contains 17 complex structures 

with inhibitors binding to the N-terminal ATPase domain. The ligands are ATP mimetics, 

with molecular weights in the range of 150-500 Dalton and experimental pIC50 values in the 

range of 3-8. PDB IDs and ligand properties for all complexes are provided in Table S3 in the 

SI. The Hsp90 inhibitors are all asymmetric and are composed of different subsets (Figure S3 

in the SI): purine-based inhibitors, 287 molecules in which the purine scaffold is reduced to a 

pyrazole ring, 286 thienopyrimidines and analogs including triazin-based and phenyldiazenyl-

pyrimidin-based ligands, 282 as well as diaryl isoxazole-, 1-(2-hydroxyphenyl)-2-naphthol-, 363 

and resorcinylic isoxazole amide-based ligands. 364 

Datasets used in previous studies aiming at predicting binding free energies often showed a 

strong correlation between molecular weight and experimental binding free energies. 17, 70, 365 

Hence, for such datasets, binding free energy predictions that show a ligand size-dependency 

can yield fair but trivial results. 17 For the three datasets used here, the coefficients of 

correlation between molecular weight and experimental binding free energies, derived from 

Tables S1, S2, and S3 in the SI, are 0.06 (HIV-1 protease), 0.06 (FXa), and 0.44 (Hsp90; 

bootstrapped 95% confidence interval: 0.03 < r2 < 0.79) (Table 2), excluding outliers as 

discussed in the next chapter. The related p values indicate a non-significant correlation for 

the HIV-1 protease and FXa datasets; in the case of the Hsp90 dataset, p = 0.02 indicating a 

significant correlation. The same result holds if the logarithm 366, 367 or square root 368 of the 

molecular weight is correlated with the experimental binding free energies (data not shown). 

The vibrational entropy project was evaluated in addition on the trypsin dataset and on the 

protein-protein dataset and the following text is taken from the manuscript “Rigidity theory-

based approximation of vibrational entropy changes upon binding to biomolecules” by 

Gohlke H., Ben-Shalom I. Y., Kopitz H., Pfeiffer-Marek S., and Baringhaus K. H.. 

Trypsin belongs to the trypsin family of serine proteases, like FXa. It contains the same 

catalytic triad, Asp102, His57, and Ser195, and the an the same Asp189, which is important 

for the recognition. 186, 208. The trypsin dataset comprises 23 trypsin – small molecule complex 

structures used in ref. 335 (PDB IDs: 1C5S, 1F0T, 1G36, 1K1N, 1K1O, 1K1P, 1MTW, 1O2K, 

1O36, 1QB6, 1QBO, 1QCP, 1RXP, 1S0R, 1TX7, 1V2N, 2AYW, 2FX4, 2OTV, 2ZDK, 

2ZDL, 2ZDN, 2ZFS). The structures cover a broad spectrum of ligands with varying size, 
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ranging from benzamidine, which only fills the S1 pocket, to Crc200 (Chiron-Behring), which 

forms multiple polar and hydrophobic interactions within the trypsin active site. Binding 

affinities span a range from ~25 M to ~10 nM, i.e., about 3.4 log units (see Figure S4 in the 

SI). The dataset of protein-protein complexes comprises four antibody-antigen, four protease-

protease inhibitor, and two signal transduction complexes (PDB IDs 1CHO, 1DVF, 1GUA, 

1LFD, 1MLC, 1PPF, 1VFB, 2JEL, 2PTC, 2SIC).  

Chapters 5.2 until 5.8 were performed for the BEERT project and the following text is taken 

from the manuscript “Efficient approximation of ligand rotational and translational entropy 

changes upon binding for use in MM-PBSA calculations” by Ben-Shalom I. Y., Pfeiffer-

Marek S., Baringhaus K.H., and Gohlke H. (submitted). 

5.2 Sampling the configurational space of bound ligands by molecular 

docking 

For sampling energy wells in the bound state according to the predominant states 

approximation, 243 we applied molecular docking using AutoDock 3.05 244 as a search engine 

and DrugScore pair potentials 98 as an objective function. 80 As a means to probe the validity 

of this procedure, we evaluated to what extent the molecular docking identifies the global 

minimum on the energy surface of the bound state, assuming that this is represented by the 

crystal structure of the protein-ligand complex. To do so, for each protein-ligand complex, the 

lowest energy docking pose in the largest cluster was compared to the ligand pose in the 

crystal in terms of the RMSD. Results for the single complexes are shown in Tables S4, S5, 

and S6 in the SI for all three datasets. To assess the statistical significance of this result, the 

comparison was done for five independent docking runs, resulting in a SEM of the RMSD of 

< 2 Å in all cases. 

Following the convention that a docking result can be considered “good” if its RMSD over all 

non-hydrogen atoms is < 2.0 Å to the crystal structure, 369, 370 we obtain “good” results in 

100% of the cases for the HIV-1 protease and FXa datasets, and 90% for the Hsp90 dataset 

(Tables S4, S5, and S6 in the SI). This result is superior to the docking success reported for 

the combination of AutoDock/DrugScore on a mixed dataset of protein-ligand complexes 80 

but resembles very well docking results obtained when using DrugScore as a scoring function 

on another dataset of HIV-1 protease (100% of the 52 docked ligands resulted in a predicted 
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pose < 2 Å RMSD from the crystallographic structure). 371 DrugScore also showed a success 

rate of 80% in recognizing the native pose of HIV-1 protease and FXa ligands. 365 On an 

Hsp90 dataset, 72% of the docked poses were within 1 Å RMSD to the crystal structure, 

which is a more stringent criterion than ours. 372 Overall, these results demonstrate that the 

representation of the energy surface of the bound state by DrugScore and the use of AutoDock 

for sampling it is highly suitable for identifying the experimental global energy minimum of 

the bound state in these cases of rigid protein/flexible ligand re-docking experiments. 

In order to examine to what extent we sample bound configurations by docking, for each 

protein-ligand complex we ordered the clusters of docking poses according to their size and 

calculated the RMSD of the lowest energy pose from the crystal structure. For each dataset, 

we averaged the size of the cluster as well as the calculated RMSD value of respective 

clusters over all complexes. Figure 15 reveals that poses of the largest cluster are always most 

similar to the crystal structure, whereas the smaller clusters tend to have higher RMSD values 

(up to 3.5 Å RMSD). A dense sampling of bound ligand configurations in the vicinity of the 

global minimum is indicated by the fact that different clusters showing similar RMSD values 

from the crystal structure are present. Furthermore, the smaller clusters usually show high 

standard deviations (up to ~3 Å RMSD) (Figure 15), indicating that across a dataset ligands 

occupy different energy wells of the binding (free) energy landscape to a different extent.  



   Results and Discussion 

58 

 

 

Figure 15: Assessment of the sampling of bound ligand poses by docking. Depicted is the size of the 

clusters of docked ligand poses (bars, sorted with respect to the size along the abscissa) and the RMSD 

of the lowest energy pose with respect to the crystal structure, averaged over respective clusters 

obtained for all ligands of the datasets of (A) HIV-1 protease, (B) FXa, and (C) Hsp90. Error bars 

depict the standard deviation. 
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For some of the protein-ligand complexes the docking resulted in ligand poses that do not 

seem suitable for identifying residual ligand motions in the binding pocket because the 

docked poses were either too similar, i.e., they were located in a single energy minimum, or 

too diverse, i.e., pronounced energy minima could not be recognized. Hence, first, we 

required for a docking result for the FXa and Hsp90 datasets to be taken into account for 

BEERT calculations that the largest cluster contains at least 20% of the docked ligand poses. 

Such a criterion has been applied previously by us as an indicator for convergence of the 

docking. 99 From the FXa dataset, 15% of the ligands did not fulfill this criterion (PDB IDs 

1LPK, 1LPG, 1LPZ, and 2J95); from the Hsp90 dataset, 6% of the ligands did not fulfill this 

criterion (PDB ID 1UYH) (Figure 16). For the HIV-1 protease dataset, no threshold was 

considered because the binding pocket and the ligands are large, resulting in many degrees of 

freedom and therefore more diverse sets of ligand poses. 373 Second, in one case (6%; Hsp90 

complex with PDB ID 2WI2), the docking resulted in a single cluster with essentially 

indistinguishable ligand configurations representing a single, very narrow energy minimum 

(Figure 16). As this ligand has a rather low binding affinity (IC50 = 350 M), such a tight 

binding mode seemed unrealistic to us. We thus discarded this complex from further analyses. 

Finally, in one case (5%; HIV-1 protease complex with PDB ID 3EKV), the docking resulted 

in single pose clusters for > 50% of the generated poses, although one large cluster was 

present. As we are unable to compute Sconfig. according to eq. 24 for single poses in energy 

wells, we discarded this complex from further analyses. 
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Figure 16: One hundred ligand poses generated by docking with AutoDock using DrugScore as the 

objective function. 80 (A) The docked poses of the ligand taken from PDB code 2WI2 (from the Hsp90 

dataset). (B) The docked poses of the ligand taken from PDB code 1LPG (from the FXa dataset). The 

carbon atoms of each ligand pose are colored differently. (C) and (D) Clustering profiles according to 

panels (A) and (B), respectively. 

 

5.3 Structural analyses of MD simulations 

At the structural level, three RMSD values were computed for 12,500 snapshots extracted 

from trajectories of 250 ns length each:374 For Cα atoms of the protein with respect to the 
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starting structure used for the MD simulation; this reveals conformational changes of the 

protein. For ligand heavy atoms with respect to the starting structure; this reveals 

conformational changes of the ligand. For ligand heavy atoms with respect to the starting 

structure after superimpositioning only the protein of the respective complex; this reveals 

potential movements of the ligand (plus conformational changes) with respect to the protein 

structure. 

In the HIV-1 protease dataset, all protein structures that were further used for calculations 

show RMSD values < 2 Å, which compares favorably with other studies of MD simulations 

of HIV-1 protease complexes. 375 RMSD values of the ligand when the protein is fitted are 

< 5 Å in all cases, with 15 out of 19 structures showing an RMSD < 3 Å. For the remaining 

four structures, conformational changes of the ligand contributed to the RMSD, as shown by 

the ligand-internal RMSD of ~2 Å. For further details, see Table S7 and Figure S5 in the SI. 

The structure of 2Q54 was shown to be unstable during the MD simulation. The protein 

RMSD was higher compared to the other proteins in the dataset, and the ligand leaves the 

binding pocket as revealed by the ligand RMSD > 10 Å after fitting the protein. The value 

also kept increasing in the course of the MD simulations (Figure S5 in the SI). This structure 

was therefore not used for further analysis. 

In the FXa dataset, all protein structures show RMSD values < 2.5 Å, which compares 

favorably with other studies of MD simulations of FXa complexes. 376 RMSD values of the 

ligand when the protein is fitted are < 8 Å in all cases. Although some of the RMSD values 

are high, they are stable during the MD simulations and resulted to a large extent from 

conformational changes of the ligands, as shown by the ligand-internal RMSD of ~4 Å. For 

further details, see Table S8 and Figure S6 in the SI. 

In the Hsp90 dataset, all protein structures show RMSD values < 4 Å, with 16 out of 18 

structures showing RMSD values < 3 Å. The two remaining structures show structural 

modifications during the first 10-20 ns but then remain stable for the remainder of the MD 

simulations. This is comparable with other studies of MD simulations of Hsp90. 377 RMSD 

values of the ligand when the protein is fitted are < 3.5 Å in all cases. For further details, see 

Table S9 and Figure S7 in the SI. 
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5.4 Comparison of predicted and experimentally determined binding 

affinities 

5.4.1 Predicting binding affinities using MM-PBSA effective energies 

12,500 equally distributed conformations of the protein-ligand complexes were extracted from 

trajectories of 250 ns length each. The structural stability during the MD simulations was 

examined and is reported in the section 5.4 “Structural analyses of MD simulations”, as well 

as in Tables S7, S8, and S9 and Figures S5, S6, and S7 in the SI. We calculated MM-PBSA 

effective energies following the single-trajectory approach for all three datasets. We first 

investigated the robustness and precision of the MM-PBSA computations on our datasets. The 

drift of the MM-PBSA effective energies over time was computed from the slope of the linear 

regression line and is very low, with an absolute value < 0.07 kcal mol-1 ns-1 for all structures 

and 41 out of 57 complexes (72%) having a value ≤ 0.02 kcal mol-1 ns-1 (Tables S10, S11, and 

S12 in the SI), demonstrating robust MM-PBSA computations. The SEM of each MM-PBSA 

effective energy calculation is < 0.001 kcal mol-1 for all complexes, demonstrating the high 

precision of the calculations. We next compared the relative effective energies computed by 

MM-PBSA for the three datasets to the experimental data (Tables S13, S14, and S15 in the 

SI). This resulted in weak and insignificant correlations for the HIV-1 protease and Hsp90 

datasets (r2 = 0.02 and r2 = 0.01, respectively) and a moderate and significant correlation for 

the FXa dataset (r2 = 0.38, bootstrapped 95% confidence interval: 0.04 <r2 <0.68, p < 0.05) 

(Table 2). These results are in line with previous work by Yang et al., who used MM-PBSA 

calculations in order to determine the binding energies of 156 ligands of six groups of protein 

families; correlations of r2 = 0.5 between predicted and experimental binding energies were 

found for four out of six groups. 378 MM-PBSA effective binding energies were calculated for 

nine of the ligands in our HIV-1 protease dataset using MM-PBSA and compared to the 

experimental values; this resulted in a very low to no correlation, even after modifying the 

parameters of MM-PBSA. 350 Another study was performed on the FXa inhibitors containing 

the 3-amidinobenzyl-1H-indole-2-carboxamide scaffold. The ligands were examined using 

MM-PBSA. Calculations were performed on an initial scaffold, then the different ligands 

were built from this scaffold. This yielded a poor correlation with r2 = 0.22, which was not 

statistically significant. 379, 380 Various computational methods (MM-GBSA, FEP, Docking) 

were used for the binding free energy prediction of Hsp90 inhibitors reaching a high 
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predictive ability of r2  0.7 for the different methods. However, the r2 values between the 

experimental binding free energies and the molecular weights were almost equally high. 381 

This indicates that the prediction results may be related to the size of the molecules, too. 

5.4.2 Predicting binding affinities by a linear combination of MM-PBSA 

effective energies and BEERT configurational entropies 

Calculating the translational and rotational entropies for the three datasets resulted in an 

disfavorable contribution to the binding free energy (-TΔSconfig. at T = 300 K) ranging between 

8-16 kcal mol-1 (see Tables S16, S17, and S18 in the SI). These values are in line with 

literature values for contributions resulting from restricting translation and rotation of ligands 

upon binding to a protein. 43, 340, 382, 383 Erikson estimated -TΔSconfig. resulting from the 

immobilization of an actin subunit when it is bound to the actin polymer as 7 - 11 

kcal mol -1. 382 Verkhivker et al. estimated a value of 11 kcal mol-1 associated with the 

translational and rotational entropy change for different protein-ligand complexes of HIV-1 

protease. 340 On the upper side of the scale, Chang et al. estimated -TΔSconfig. that results from 

the association of amprenavir to HIV-1 protease as 15.7 kcal mol-1. 47 Lower values were 

presented by Horton and Lewis who calculated -TΔSconfig. for 15 different protein-ligand 

complexes resulting in an average of 6.2 kcal mol-1. 383  

Despite their high structural similarity, the ligands in each dataset display a broad range in 

TΔSconfig., thereby indicating that changes in the translational and rotational entropy cannot be 

neglected in binding energy predictions. Remarkably, in the case of ligand 895 (PDB ID 

2UWL) and ligand 894 (PDB ID 2UWP) from the FXa dataset, which differ only in one bond 

order (Figure 17, Table 1), the binding affinity of the former is 4 nM, whereas that of the 

latter is 154 nM. However, ΔGeff. values calculated by MM-PBSA for both complexes were 

very similar compared to the spread across all other FXa complexes (Table S14). Sconfig. 

computed by BEERT resulted in a significant entropic penalty for ligand 894, which 

apparently can better adapt to the binding pocket due to the higher degree of flexibility, 

resulting in a stronger restriction of the translational and rotational degrees of freedom (Figure 

17, Table 1). This effect is likely amplified by the larger restriction of conformational degrees 

of freedom for ligand 894 and can explain the difference in the experimental binding affinities 

between the two ligands (see Figure 17 and Table 1). 
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Figure 17: Similar ligands showing different residual mobility in the binding pocket. Structures of the

ligands 894 (A) and 895 (B) taken from PDB codes 2UWP and 2UWL, respectively. One hundred poses of

the ligands from panels (A) and (B) generated by redocking to the structures of 2UWP (C) and 2UWL (D). 
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Table 1: Comparison of the rotational and translational entropy changes computed by eq. 28 of the 

two similar ligands 894 (PDB ID 2UWP) and 895 (PDB ID 2UWL). 

PDB code 894 895 

Ω 0.252 0.573 

V [Å3] 0.004 0.051 

TΔSrot. [kcal mol-1] -3.43 -2.94 

TΔStrans. [kcal mol-1] -7.74 -6.19 

TΔSconfig. [kcal mol-1] -11.17 -9.13 

ΔGeff. [kcal mol-1] -22.0 -23.7 

ΔGbind. [kcal mol-1] -12.9 -13.9 

Experimental pKI [nM] 154 4 

 

To predict binding affinities for each dataset of protein-ligand complexes, we approximated 

ΔGbind. by a linear combination of ΔGeff. and Sconfig. according to eq. 34. Multiple linear 

regression was performed separately for each dataset to incorporate that the ratio between 

enthalpic and entropic contributions to the binding free energy may be different for different 

proteins. 340, 341 The resulting coefficients are provided in Table 3. For the HIV-1 protease and 

FXa datasets, the coefficients for the MM-PBSA effective energies are ~10- and ~4-fold 

lower than the coefficients for -TSconfig., respectively, that way compensating that the MM-

PBSA effective energies are larger in magnitude than -TSconfig. values (Tables S13, S14, S16, 

17 in the SI). In the case of the Hsp90 dataset, the coefficient for the MM-PBSA effective 

energies is close to zero, corroborating that the MM-PBSA effective energies convey almost 

no information with respect to explaining Gbind. (Table 3). The coefficients of determination 

R2 between the fitted (eq. 34, Table 2) and experimental binding energies are 0.72 for the 

HIV-1 dataset (F = 20.79), 0.54 for the FXa dataset (F = 7.65), and 0.63 for the Hsp90 dataset 

(F = 10.01) (Table 2 and Figure 18), respectively. 
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To further check the statistical significance of the derived models, cross-validation runs were 

performed by means of the “leave-one-out” (LOO) procedure. For all three data sets, q2 

values > 0.3 were obtained (HIV-1 protease: 0.67; FXa: 0.34; Hsp90: 0.46) (Table 2), 

qualifying the models as “good”. 384 The correlations of the predicted versus experimental G 

are statistically significant (p < 0.05) in all three cases (Figure 19, Table 2), and the root mean 

squared error sPRESS is ≤ 1.36 kcal mol-1 (Table 2) and, hence, only ~2-fold larger than the 

experimental uncertainties (Table 2) and close to the limit of chemical accuracy. It has been a 

matter of debate if internal validation, as performed by cross-validation here, suffices to judge 

the robustness of a model. 385, 386 For small datasets as used in our case, internal validation 

was suggested to be more appropriate, however, as information for deriving the model would 

be lost if the dataset were split to obtain an external test set. 387 Further indication for the 

significance of the obtained models is provided by the results obtained for the data sets with 

randomly scrambled experimental Gbind.. Here, the coefficients of determination R2 are close 

to zero in all three cases (Table 2). Overall, these validations strongly suggest that the 

developed models are reliable and predictive. 
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Table 2: Results of statistical analyses related to scoring protein-ligand complexes after excluding outliers. 

Method 

 MW MM-

PBSA 

MM-PBSA & BEERT DrugScore Surflex MM-

PBSA 

& RB 

DrugScore 

& RB 

 

Dataset  r2[a] r2[b] R2[c] F[d] S[e] q2[f] sPRESS
[g] Y-

R2[h] 

r2[i] r2[j] R2[k] R2[l] r2
max

[m] 

HIV-1 

protease 

0.06 0.02  0.72**** 20.79  1.19 0.67**** 1.36 0.04 0.03  0.02  0.12  0.08 0.79 

FXa 0.06 0.38**  0.54***  7.65  0.78 0.34** 1.07 0.01 0.11  0.00  0.42*  0.18 0.99 

Hsp90 0.44  0.01  0.63**** 10.01  1.44 0.46** 1.25  0.08  0.14  0.37*  0.01  0.33 0.98 
[a] Correlation between experimental ΔG and the MW of the ligands (Tables S1, S2, and S3 in the SI). 
[b] Correlation of ΔGeff. calculated by MM-PBSA based on MD simulations of 250 ns length with experimental ΔG (Tables S10, S11, and S12 in the SI).  
[c] Coefficient of determination for a multiple linear regression according to eq. 34; sample size HIV-1 protease: n = 18; FXa: n = 16; Hsp90: n = 15. 
[d] Fisher’s F value. 
[e] Root mean squared error, see text for definition. 101 In kcal mol-1.  
[f] Leave-one-out cross-validated coefficient of determination for the multiple linear regression according to eq. 34. 
[g] Root mean squared error, see text for definition. 9 In kcal mol-1. 
[h] Coefficients of determination for the multiple linear regression according to eq. 34 after Y-scrambling of experimental ΔG values.  
[i] Correlation of the DrugScore score obtained from the pair-wise distance-dependent potentials (eq. 5 in ref. 98) with experimental ΔG (Tables S4, S5, and S6 in 
the SI). 
[j] Correlation of the scoring function Surflex with experimental ΔG (Tables S4, S5, and S6 in the SI). 
[k] Coefficient of determination for a multiple linear regression using ΔGeff. and the number of rotatable bonds as ΔSconfig. according to eq. 34. 
[l] Coefficient of determination for a multiple linear regression using DrugScore as ΔH and the number of rotatable bonds as independent variables against 
experimental ΔG. 
[m] The maximal achievable correlation in any computational method, considering the experimental uncertainty and the range of experimental ΔG values (eq. 17 
in ref. 8). 
Statistical significance: *: p < 0.01, **: p < 0.005, ***: p < 0.001, ****: p < 0.0005. 
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Table 3: Coefficients of the multiple linear regression (eq. 34) for default parameters of the BEERT 

approach. 

Dataset Coefficients[a] 

 a b c 

HIV-1 protease 0.12 (0.10, 0.11) 1.14 (1.08, 1.20) -21.60 (-22.19,-21.24) 

FXa 0.10 (0.08, 0.11) 0.45 (0.30, 0.54) -12.58 (-13.20, -11.45) 

Hsp90 -0.01 (-0.10, -0.01) -0.58 (-0.36, -0.73) -2.22 (-2.02, -2.45) 

[a] Values in parentheses denote the 95% confidence interval for the regression coefficient. 
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Figure 18: Scatter plots of fitted versus experimental ΔG values for the (A) HIV-1 protease, (B) FXa, 

and (C) Hsp90 datasets. Fitted values were computed according to eq. 34 using coefficients given in 

Table 3. Dashed lines depict uncertainty in the experimental Gbind values. Datapoints excluded prior 

to performing the multiple linear regression are shown in red. The vertical error bars depict the SEM 

according to eq. 38. 
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Figure 19: Scatter plots of predicted versus experimental ΔG values using a leave-one-out cross-

validation for the (A) HIV-1 protease, (B) FXa, and (C) Hsp90 datasets. Dashed lines depict the 

experimental error range of the correlation. 
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5.5 Influence of the identification of energy wells on the regression results 

In order to determine the influence of the identification of energy wells on the estimate of 

ligand translational and rotational entropy changes (eq. 24), we varied the parameters of the 

interaction-based clustering, the sizes of ensembles of binding poses to be clustered, and the 

weighting of the energy wells and repeated the multiple linear regression analyses according 

to eq. 34. 

The distance threshold for defining interactions between protein and ligand atoms was varied 

between 3 Å and 7 Å in intervals of 1 Å. The lower bound is close to or below the sum of van 

der Waals radii of two atoms, and the upper distance allows to consider protein-ligand 

interactions mediated by one water molecule. Across all three datasets, the largest R2 values 

are found for a distance threshold of 4 Å, with minor (FXa) or more pronounced (HIV-1 

protease, Hsp90) changes of the coefficient of determination for values below or above 

(Table 4). 

 

Table 4: Coefficients of determination (R2) between experimental and fitted ΔG using different 

distance thresholds for interactions.[a] 

 Distance[b] 

Dataset  3 4 5 6 7 

HIV-1 protease 0.49 0.72 0.53 0.55 0.56 

FXa 0.52 0.54 0.49 0.46 0.44 

Hsp90 0.23 0.61 0.54 0.54 0.54 
[a] Multiple linear regression according to eq. 34. 
[b] Threshold that defines an interaction between a protein and a ligand atom; in Å. 

 

The similarity between two ligand poses is determined as the fraction of common interactions 

that they share with the protein. The higher the similarity threshold is, the more similar are 

ligand poses within each cluster, and therefore more clusters are generated. The similarity 

threshold was varied between 0.2 and 0.4 in steps of 0.1 (Table 5). A threshold of 0.2 yielded 

the best regression results across all three datasets, which decreased at higher thresholds. 

Thresholds > 0.4 resulted in a small number of clusters (2-3) and therefore were not 
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considered. A threshold of 0.1 led to clusters being very small, often containing only a single 

pose, for which we are unable to compute Sconfig. according to eq. 24 (data not shown).  

 

Table 5: Coefficients of determination (R2) between experimental and fitted ΔG using different 

similarity thresholds for interaction-based clustering.[a] 

 Threshold[b] 

Dataset 0.2 0.3 0.4 

HIV-1 protease 0.72 0.53 0.50 

FXa 0.54 0.47 0.44 

Hsp90  0.61 0.52 0.50 

[a] Multiple linear regression according to eq. 36. 
[b] Threshold used for similarity determination as the fraction of common interactions that two poses 

share. 

 

The minimum number of poses in a cluster required to consider it an energy well was 

modified between 2 and 5. Single pose clusters were not tested (see above); thresholds > 4 

resulted in the exclusion of more than 50% of the docked poses of the complexes in all 

datasets. The best regression results across all datasets were obtained when the minimum 

number of poses was 2 (Table 6). Thus, excluding clusters with more than one pose resulted 

in lower correlations. 
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Table 6: Coefficients of determination (R2) between experimental and fitted ΔG using different 

minimal sizes of cluster.[a] 

 Minimal cluster size[b] 

Dataset 2 3 4 

HIV-1 protease 0.72 0.51 0.36 

FXa 0.54 0.51 0.52 

Hsp90 0.61 0.46 0.35[c] 
[a] Multiple linear regression according to eq. 34. 
[b] Minimal number of poses required to define a cluster as an energy well. 
[c] R2 was calculated based on 16 out of 18 complexes because for two of the complexes more than 

50% of the docked poses were excluded. 

 

Ensembles of binding poses with population sizes of 100, 500, and 1,000 were generated by 

docking in order to test how many binding poses are required to map the energy landscape of 

the ligand bound to protein. Although for all three ensemble sizes the regressions resulted in 

R2  0.41, the best results were achieved for 100 ligand poses across all three data sets 

(Table 7). As a possible explanation, larger ensembles lead to more equally populated clusters 

across all ligands, that way blurring entropy differences between binding poses: The standard 

error of the mean for the cluster population is 0.53 and 0.52 for the ensembles of 500 and 

1,000 poses, respectively, compared to 0.66 for the ensemble of 100 poses. 
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Table 7: Coefficients of determination (R2) between experimental and fitted ΔG using different 

number of ligand poses generated by AutoDock.[a] 

 Number of poses[b] 

Dataset 100 500 1.000 

HIV-1 protease 0.72 0.42 0.41 

FXa 0.54 0.59 0.54 

Hsp90 0.63 0.56 0.56 
[a] Multiple linear regression according to eq. 36. 
[b] Number of poses generated by AutoDock and used for the calculation. 

 

We tested three weighting functions (eqs. 20-22) for computing the entropy across energy 

wells as the weighted average of the entropies associated with an individual well (eq. 24). 

Across all three datasets, the largest R2 values were obtained when the weights were 

computed from the occupancy of the clusters (eq. 21) (Table 8). This result likely reflects that, 

although the Boltzmann averaging used in eq. 20 is rigorous, it suffers from inaccuracies in 

the docking energies used to compute it. Considering the weight of each energy well equal 

(eq. 22) resulted in likewise worse results. 

 

Table 8: Coefficients of determination (R2) between experimental and fitted ΔG using different 

weighting methods for ΔSconfig. calculation.[a] 

 Method 

Dataset Occupancy 

weighting[b] 

Equal weighting[c] Boltzmann 

weighting[d] 

HIV-1 protease 0.72 0.58 0.46 

FXa 0.54 0.45 0.53 

Hsp90 0.61 0.54 0.49 
[a] Multiple linear regression according to eq. 34. 
[b] The cluster occupancy was used as weighting factor (eq. 21). 
[c] All energy wells were equally weighted (eq. 22). 
[d] Boltzmann-weighted averaging with respect to the docking energy computed by DrugScore was 

applied (eq. 20). 
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Finally, the interaction-based clustering was compared to RMSD-based clustering; the latter 

has been used by Ruvisnky et al. 70, 83 in the context of estimating changes in the translational 

and rotational entropy upon ligand binding. When inspecting docking poses clustered by 

RMSD as implemented in AutoDock, we observed that poses with similar binding modes 

often belonged to different clusters. This resulted from them showing different conformations 

of the solvent-accessible parts, while their bound parts were similar (Figure 20). The 

interaction-based clustering developed here was inspired by interaction fingerprints, which 

have been used previously to represent 3D pharmacophore interactions. 251, 252 As a major 

difference between these uses and ours, we compare multiple binding poses of one ligand in a 

protein rather than aiming at comparing types of interactions formed by different ligands. 

Using RMSD-based clustering with an RMSD threshold of 1 Å yielded R2 values in the 

regressions (eq. 34) of 0.08 and 0.09 for the HIV-1 protease and Hsp90 datasets, respectively, 

and 0.48 for the FXa dataset (Table 9). Using the interaction-based clustering yielded 

R2  0.54 across all datasets. Thus, clustering ligand poses based on their bound parts only is 

superior, likely because then both the restricted mobility of the bound parts and the residual 

mobility of the solvent-accessible parts can be correctly identified, which results in better 

Sconfig. estimates. 
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Figure 20: Advantages of interaction-based clustering. (A) Structure of FXa (PDB code: 1NFY) in 

surface representation with two docked ligand poses (ligand RTR). The RMSD between the two 

ligand poses is ~2.5 Å, resulting mainly from the rotation of the solvent-exposed 

chlorobenzothiophene substituent. (B) Structure of trypsin (PDB code: 1O36) in surface representation 

with two docked ligand poses (ligand 607). The RMSD between the two ligand poses is ~2.0 Å, 

resulting mainly from the rotation of the solvent-exposed aniline substituent. Both ligand poses in 

panels A and B introduce relatively high RMSD values despite overall similar binding modes. (C) and 

(D) Identical binding poses of the ligand RTR in the structure of FXa (PDB code: 1NFY) (C) and of 

ligand 607 in the structure of trypsin (PDB code: 1O36) (D) as in panels A and B, respectively. Protein 

atoms interacting only with one ligand pose are colored in magenta (24% and 16% of the total 
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interacting atoms for A and B, respectively), protein atoms interacting with the other ligand pose are 

colored in light blue (20% and 13% of the total interacting atoms for A and B, respectively), and 

protein atoms interacting with either one of the ligand poses are colored in blue (56% and 71% of the 

total interacting atoms for A and B, respectively). 

 

Table 9: Coefficients of determination (R2) between experimental and fitted ΔG using different 

clustering methods.[a] 

 Clustering method 

Dataset Interaction clustering[b] RMSD clustering[c] 

HIV-1 protease 0.72  0.08 

FXa 0.54 0.48 

Hsp90 0.61 0.09 
[a] Multiple linear regression according to eq. 34. 
[b] Interaction-based clustering was used, applying the optimal parameters identified in Tables 4 - 9. 
[c] RMSD-based clustering was used as implemented in AutoDock, applying an RMSD threshold of 

1 Å. 

 

In summary, the best results in the regressions (eq. 36) were obtained using interaction-based 

clustering with a distance threshold of 4 Å, a similarity threshold of 0.2, a minimum number 

of poses in a cluster of 2, an ensemble size of 100, and a weighting based on the occupancy of 

a cluster (eq. 21). Results obtained with these settings are reported in Table 2. 

5.6 Binding affinities predicted by DrugScore 

For comparison, we predicted relative binding affinities for the docked poses obtained by 

AutoDock with DrugScore. This resulted in weak and insignificant correlations with 

experimental binding energies (HIV-1 protease: R2 = 0.03; FXa: R2 = 0.11; Hsp90: 0.14) 

(Table 2 and Tables S4, S5, and S6 in the SI). These results are at variance with a previous 

study where DrugScore was used for relative binding affinity predictions on the “Wang 

dataset”, a dataset of 100 protein-ligand complexes from different protein and ligand 

groups, 388 which resulted in a fair correlation (Spearman’s rank correlation coefficient 

RS = 0.624). 17 DrugScore also showed a high ability in binding affinity prediction compared 
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to other scoring functions on five groups of protein-ligand complexes, each with 15-61 

ligands, resulting in 0.35 < R2 <0.56. 97 Another study showed the ability of DrugScore in 

predicting binding affinities on complexes of serine proteases, metalloproteases, and lyases, 

each with 10-25 ligands, resulting in 0.67 < R2 <0.87. 365 The difference in the predictive 

power of DrugScore observed here and in the previous studies can likely be accounted to the 

difference in the used datasets: In the previous studies, the experimental binding energies 

covered a range of up to 16 kcal mol-1. In our datasets, the experimental binding energies 

cover a range of ≤ 7 kcal mol-1, a more realistic scenario in the context of lead optimization. 

5.7 Binding affinities predicted by Surflex 

For an additional comparison, we also predicted relative binding affinities by Surflex as an 

external scoring function for the docked poses obtained by AutoDock with DrugScore. 

Surflex was previously rated one of the best scoring functions in its ability to rank known 

inhibitors compared to other scoring functions on a dataset of 100 different protein-ligand 

complexes. 317 We used Surflex to score our existing docked poses, as it incorporates the 

number of rotatable bonds of the ligand as a measure for the change in configurational 

entropy. 128 Correlating experimental binding affinities to predicted Surflex scores resulted in 

weak and insignificant correlations for the HIV-1 protease and FXa datasets (r2 = 0.02 and 

0.00, respectively), and fair results for the Hsp90 dataset (r2 = 0.37; bootstrapped 95% 

confidence interval: 0.05 <r2 <0.70; p <0.05) (Table 1; Tables S19, S20, and S21 in the SI). 

As in the case of scoring with DrugScore, these results are at variance with previous studies 

(see above) but can likely be explained with the different ranges of binding energies of the 

datasets used in these studies and here. Similar difficulties of scoring functions in correlating 

scores to binding affinities for congeneric series of ligands and/or ligand datasets with small 

ranges of binding affinities have been reported before. 389 

5.8 Number of rotatable bonds as a measure for the change in 

configurational entropy 

The number of rotatable bonds has been used frequently as an approximate measure of 

changes in configurational entropy upon ligand binding in scoring functions.22, 50-53 Here, we 

replaced ΔSconfig. in eq. 36 by the number of rotatable bonds determined for each ligand 

(Tables S1, S2, and S3 in the SI) and performed separate multiple linear regression analyses 
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against experimental binding affinities of the three datasets. This resulted in R2 values of 0.12 

and 0.01 for the HIV-1 protease and Hsp90 datasets, respectively (Table 1, Table S29 in the 

SI). For the FXa dataset, R2 = 0.42 (p < 0.05). Thus, for all three datasets, the use of the 

number of rotatable bonds yielded inferior results than when using Sconfig. (eq. 21) in eq. 36. 

We also combined the number of rotatable bonds with DrugScore scores instead of ΔGeff. in 

eq. 29 and performed multiple linear regression analyses. This resulted in R2 values of 0.08, 

0.18, and 0.33 for the HIV-1 protease, FXa, and Hsp90 datasets, respectively, again showing 

inferior models compared to using eq. 36 (Table 2 and Table 10). Thus, together with the 

results obtained for Surflex described above, using the number of rotatable bonds as a 

measure for the change in configurational entropy yielded regression models that are either 

not statistically significantly different from an intercept-only model or showed R2 values that 

are markedly smaller than those obtained when applying Sconfig. (eq. 28) in the context of 

eq. 36. 

 

Table 10: Coefficients of determination (R2) between experimental and fitted ΔG estimating the 

entropy term from the number of rotatable bonds. 

Dataset ΔH[a] ΔGeff.
[b] 

HIV-1 protease 0.08 0.10 

FXa 0.18 0.42 

Hsp90 0.34 0.01 
[a] Multiple linear regression according to eq. 36, where ΔSconfig. is the number of rotatable bonds, and 

ΔH is DrugScore score. 
[b] Multiple linear regression according to eq. 36, where ΔSconfig. is the number of rotatable bonds, and 

ΔGeff. is MM-PBSA effective energy. 

 

5.9 Comparisson of vibrational entropy calculation using NMA and 

FIRST 

The following is taken from the manuscript “Rigidity theory-based approximation of 

vibrational entropy changes upon binding to biomolecules” by Gohlke H., Ben-Shalom I. Y., 

Kopitz H., Pfeiffer-Marek S., and Baringhaus K. H.. 
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The validity of eq. 31 and 33 was assessed on one dataset of protein-protein complexes and 

four datasets of protein-small molecule complexes by comparison to vibrational entropies 

computed by NMA. The dataset of protein-protein complexes comprises four antibody-

antigen, four protease-protease inhibitor, and two signaling complexes with diverse folds, 

protein sizes between 775 and 8398 atoms, and binding affinities from the M to pM range. 

Initially, we probed if -F(1) behaves as an extensive property, as required of an entropy-like 

quantity and confirmed in the case of insulin dimerization for Svib. computed by NMA. 36 We 

computed -F(1) for each complex, receptor, and ligand of the dataset members, resulting in 3 x 

10 values. When plotted against the mass of the proteins, a significant and very good 

correlation results (r2 = 0.92; bootstrapped 95% confidence interval: 0.84 < r2 < 0.96; 

p = 2.2 * 10-15; Figure 21), demonstrating a strong dependence of -F(1) on the system size, 

indicative of an extensive property.  

 

Figure 21: Correlation of -F(1) versus the protein mass for complexes, receptors, and ligands of the 

protein-protein complex dataset. In addition, the correlation line is shown. 

 

Not surprisingly, -F(1) and Svib. of the 3 x 10 complexes, receptors, and ligands, respectively, 

also yield a very good correlation (r2 = 0.95; data not shown). More importantly, we next 

correlated -F(1) and Svib. (eq. 36), i.e. estimates of changes in the vibrational entropy upon 

binding, for the ten protein-protein complexes, yielding a significant and good correlation 

(r2 = 0.80; bootstrapped 95% confidence interval: 0.19 < r2 < 0.96; p = 0.0005; Figure 22A). 
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In contrast, Svib. correlated against the area of the epitope buried upon complex formation 

yields a weak correlation (r2 = 0.36; data not shown). Together, this demonstrates that the 

good correlation of -F(1) versus Svib. does not have a trivial, i.e. size-dependent, origin; 

rather, -F(1) describes alterations in the density of vibrational states of the complexes relative 

to the binding partners apparently with good accuracy.  

 

Figure 22: (A) Correlation of -F(1) versus Svib. computed for ten protein-protein complexes. The 

average SEM of -F(1) and Svib. are ~210 and ~10.0 cal mol-1 K-1, respectively. (B) Correlation of 

-F(1) versus Svib. computed for 30 alanine mutations in the interface of Ras-Raf (PDB ID 1GUA) 

329 using Ecut = -0.2 kcal mol-1. The red symbols denote mutations E31Ras, E37Ras, and T68Raf 
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considered outliers. The average SEM of -F(1) and Svib. are ~70 and ~1.3 cal mol-1 K-1, respectively. 

Dashed lines indicate -F(1), Svib. = 0; the correlation line is represented by a straight line. (C) The 

structure of the of Ras-Raf complex (PDB ID 1GUA), where Ras is colored in white and Raf in gray. 

The three outliers corresponding to Figure 22B are depicted in spheres; residues interacting with them 

across the interface are depicted in sticks. 

 

Note that significant and good correlations were also obtained if Ecut was set to -0.6 or -1.4 

kcal mol-1 (r2 = 0.63, 0.83; Figure 23), demonstrating that our approach is robust with respect 

to the choice of Ecut.  

 

 

Figure 23: Correlation of -F(1) versus Svib. computed for the protein-protein complex dataset using 

(A) Ecut = -1.4 and (B) -0.6 kcal mol-1. In addition, the correlation line is shown. 

 

Finally, we used structures directly extracted from the MD trajectories for computing -F(1), 

rather than the minimized ones used as input for NMA. Not considering PDB ID 2JEL, -F(1) 

of which deviates most between non-minimized and minimized structures, resulted in a 

correlation with r2 = 0.54 (bootstrapped 95% confidence interval: 0.01 < r2 < 0.96; p = 0.02; 
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Figure 24). Thus, despite structural deviations between respective conformations used for 

constraint counting and NMA, still a good correlation is obtained. 

 

 

Figure 24: Correlation of -F(1) versus Svib. computed for the protein-protein complex dataset using 

structures directly extracted from the MD trajectories for computing -F(1), rather than the minimized 

ones used as input for NMA. In addition, the correlation line is shown. The red symbol denotes PDB 

ID 2JEL considered an outlier. 

 

Computational alanine scanning allows from a single MD simulation an estimate of the 

individual contribution of each residue of a protein-protein complex to the binding and has 

proven valuable for identifying “hot spot” residues in protein-protein epitopes. 115, 329, 390-392 

For the vibrational entropy contribution, the difference in the change of Svib. upon binding 

(Svib.) is computed by NMA from the wild type and an alanine mutant; the mutant is 

generated from the wild-type conformations by removing respective atoms. -F(1) is 

computed analogously. The correlation of -F(1) versus Svib. for 30 alanine mutations in 

the interface of Ras-Raf (PDB ID 1GUA)329 is significant and weak (R2 = 0.24; bootstrapped 

95% confidence interval: 0.01 < r2 < 0.58; p = 0.01; Figure 25) if Ecut = -1.0 kcal mol-1 is used 

and three outliers are disregarded. The correlation can be markedly improved (R2 = 0.51; 

bootstrapped 95% confidence interval: 0.22 < r2 < 0.72; p = 2.7*10-5; Figure 22B) if 

Ecut = -0.2 kcal mol-1 is used, again disregarding three outliers (residues E31Ras, E37Ras, and 
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T68Raf; Figure 22C). Apparently, analyzing stiffer constraint networks is favorable here, likely 

because the -F(1) values for side chains on the protein surface become less noisy when 

contributions from the protein core become less pronounced. Side chains of residues E37Ras 

and T68Raf are involved in salt bridges or a polar hydrogen bond across the center of the 

epitope, and their influence on the vibrational entropy change is underestimated by constraint 

counting (Figure 22B). Residue E31Ras engages in a salt bridge interaction at the edge of the 

epitope, and its influence on the vibrational entropy change is overestimated by constraint 

counting (Figure 22B). Neglecting solvent influences or cooperative effects on the strength of 

the polar interactions in the energy function EHB might cause these deviations. Note that the 

vibrational entropy contributions of most of the side chains in the Ras-Raf epitope disfavor 

binding, as indicated by Svib. > 0. The -F(1) values mirror this finding for all but seven of 

the side chains (disregarding the three outliers). 

 

 

Figure 25: Correlation of -F(1) versus Svib. computed for 30 alanine mutations in the interface of 

Ras-Raf (PDB ID 1GUA) using Ecut = -1.0 kcal mol-1; the Svib. values were taken from ref. 329. In 

addition, the correlation line is shown. The red symbols denote three outliers. 

 

As to the protein-small molecule complexes, the trypsin dataset encompasses 23 complexes 

with ligands ranging in size from filling only the S1 pocket to those capturing the entire active 

site, and binding affinities covering a range of ~3.4 log units. The correlation of -F(1) versus 
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Svib. is significant and fair (r2 = 0.40; bootstrapped 95% confidence interval: 

0.09 < r2 < 0.66; p = 0.001; Figure 26A). Some ligands lead to Svib. > 0, whereas others show 

Svib. < 0. Ligands of the former group are usually small and make few interactions with the 

protein (Figure 26D), allowing for librational motions of the ligand;393 in contrast, those of the 

latter group usually make many interactions with different parts of the protein (Figure 26C), 

stiffening the protein. 394 Notably, this distinction between ligands is almost perfectly 

reflected in the -F(1) values (Figure 26A), revealing that constraint counting can distinguish 

between ligand binding that leads to favorable versus disfavorable vibrational entropy 

contributions to the binding affinity. This property is of high importance when ranking 

potential ligands. 36 The Factor Xa dataset contains 20 complex structures with small 

molecule ligands that are more similar in size (400 – 600 Da) and show a narrower 

distribution of binding affinities (range: ~2.7 log units). As an additional challenge, the 

dataset contains both ligands that form the well-known salt bridge with Asp189 in the S1 

pocket and those that place non-polar moieties there. The correlation of -F(1) versus Svib. is 

significant and fair (r2 = 0.46; bootstrapped 95% confidence interval: 0.06 < r2 < 0.74; 

p = 0.001; Figure 26B and Table S23 in the SI). Again, both -F(1) and Svib. distinguish 

between ligand binding that leads to favorable versus disfavorable vibrational entropy 

contributions to the binding affinity (Figure 26B). A ligand of the former group is IIA (PDB 

ID 2BOH), which places a chlorothiophen moiety into the S1 pocket (Figure 26F), one of the 

latter group is IMA (PDB ID 1LPG), which places a benzamidine moiety there (Figure 26E). 

As the ligands are otherwise similar in size and interaction pattern with the protein, one can 

speculate that it is the locking-in of protein and ligand by a salt bridge that leads to 

disfavorable vibrational entropy contributions in contrast to the less restrictive interactions of 

the chlorothiophen moiety.  

 

 



Results and discussion 

86 

 

 

Figure 26: Correlation of -F(1) versus Svib. computed for protein-small molecule complexes of (A) 

the trypsin dataset and (B) the FXa dataset. Dashed lines indicate -F(1),  Svib. = 0; the correlation line 

is represented by a straight line. Data points of complexes that result in maximal favorable or 

disfavorable vibrational entropy changes are circled, and the respective crystal structures of the 

complex are depicted: (C) ligands CRC200 (taken from PDB ID 1K1N) and (D) nicotinamide (taken 

from PDB ID 2OTV); (E) ligands IMA (taken from PDB ID 1LPG) and (F) IIA (taken from PDB ID 

2BOH). The location of the S1 pocket in trypsin and FXa is indicated by a black arc; polar interactions 

between protein and ligand are depicted by red dashed lines. The average SEM of -F(1) and  Svib. are 

0.1 and 1.0 cal mol-1 K-1, respectively. 

 

Finally, we investigated two additional datasets of Hsp90- and HIV-1 protease-small 

molecule complexes. These datasets were rather similar to the trypsin and Factor Xa datasets 

with respect to the number of data points and the range of ligand sizes and binding affinities 
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(Hsp90 dataset: 16 complex structures with small molecule ligands ranging from 150 – 

500 Da and binding affinities spanning 4.7 log units; HIV-1 protease dataset: 20 / 500 – 

750 Da / 4.2 log units). As a major difference, however, the width of the distribution of Svib. 

computed by NMA across each dataset is only ~1/3 of that of the trypsin and Factor Xa 

datasets (~22-25 cal mol-1 K-1), that way being very similar in magnitude to the average 

standard deviation of the computed Svib. (~23-29 cal mol-1K-1). Therefore, according to 

Kramer et al., 8 the maximum possible squared Pearson coefficient of determination (r2
max) on 

these datasets vanishes; in agreement, -F(1) versus Svib. did not yield significant correlations 

(Tables S3 and S4 in the SI). Note that these last results restate the fundamental challenge of 

computing precise changes in vibrational entropy in general, 395 rather than showing a 

limitation of approximating them by -F(1). 

Using the “pebble game” algorithm provides a dramatic speed up. For a normal-sized protein 

(~250 residues), the computing time for determining F is ~8 s, compared to ~2.5 hours in 

NMA for the energy minimization and diagonalization of the Hessian, when both 

computations are performed on a single CPU core with 2.5 GHz. 
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6 Conclusions 

The aim of my thesis was the development of a method for calculating the entropy change 

upon protein-ligand complex formation, for improving binding free energy predictions. To 

this end, my thesis contains two projects. The first project included the calculation of the 

translational and rotational entropy change of the ligand upon complex formation and the 

second project includes comparing the vibrational entropy change.  

For the first project I developed the python-based BEERT (Binding Entropy Estimation for 

Rotation and Translation) software, for predicting the translational and rotational entropy 

change of a ligand upon binding. The varying extent of translational and rotational restriction 

upon binding results in differences in the translational and rotational entropy. In order to 

estimate the restriction, I first generated ensembles of ligand poses using the AutoDock 

software. The different poses then were clustered according to their intermolecular interaction 

pattern which represents the different accessible microstates. The ligand poses in each 

microstate reflect the depths and widths of the underlying energy wells. The translational and 

rotational entropy is then calculated from the restriction of the rotation and translation volume 

between the bound and unbound state of the ligand. 

For validation of the BEERT software I used three datasets of well-established drug targets, 

namely HIV-1 protease, FXa, and Hsp90. The datasets were composed of highly similar 

inhibitors with a small range of molecular weights and inhibitory activity which represents a 

real-life scenario in lead optimization. Binding affinity predictions were performed using 

multiple linear regression of the translational and rotational entropy calculated by BEERT and 

effective binding energy calculated by MM-PBSA. The predicted binding affinities were 

compared with those from experiments. For all three datasets, using only MM-PBSA resulted 

in weak correlations, while incorporating the entropy calculations from BEERT improved the 

binding energy prediction dramatically (R2 = 0.56 – 0.72). As an alternative, the number of 

rotatable bonds is often used for an estimation of the entropy change. However, using the 

number of rotatable bonds in a multiple linear regression together with MM-PBSA does not 

improve the results, which indicates the importance of incorporating the BEERT. BEERT was 

further tested for robustness using a leave-one-out cross-validation resulting in q2 = 0.34 –

 0.66, which was statistically significant for all three datasets. As a negative control y-

randomization resulted in no correlation. 
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In the second project, I compared changes in the vibrational entropy upon binding to 

biomolecules based on rigidity theory, to Svib. computed by NMA as a gold standard. This 

was also validated on the same three datasets as used in the first project. In addition it had 

been previously validated in our group on a dataset of trypsin inhibitors, a protein-protein 

dataset as well as in alanine scanning, yielding significant and good to fair correlations for 

datasets of protein-protein and protein-small molecule complexes. As our approach is 

computationally highly efficient, it is a valuable alternative to NMA-based vibrational entropy 

computations in end-point (free) energy methods. 

The significance of the presented approach BEERT is that it allows calculating the often 

neglected translational and rotational entropy contribution to binding free energy. In addition, 

we provided a highly efficient method for calculating vibrational entropy. Taken together, 

both methods allow calculating the configurational entropy change upon ligand binding in a 

highly efficient manner, thus complementing existing scoring functions or free energy 

calculation. To the best of our knowledge, this is the first time that a prediction of 

configurational entropy was successfully implemented in a way that allows large scale virtual 

screening, making our approach a valuable tool for identifying, understanding, and optimizing 

drug molecules and molecular interactions in general. 
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7 Supporting Information 

7.1 Supplemental tables 

Table S1: Physicochemical and structural properties of ligands from the HIV-1 protease 

dataset. 

PDB ID Resolution[a] MW[b] Rotatable 

bonds[c] 

KI 

2I0D 1.95 349 637.754 14 0.8 pM 289-297 

2Q54 1.85 353 656.779 15 0.98 nM 289-297 

2Q55 1.90 353 655.794 14 2.04 nM 289-297 

2Q5K 1.90 353 628.812 16 5 pM 289-293 

2QHY 1.85 350 583.653 13 33 nM 289-293 

2QHZ 1.85 350 606.610 13 53 nM 289-293 

2QI0 2.10 350 582.717 13 42 nM 289-293 

2QI1 2.00 350 582.698 15 50 nM 289-293 

2QI3 1.95 350 547.740 15 63 pM 289-293 

2QI4 1.80 350 567.730 14 36 pM 289-293 

2QI5 1.85 350 588.793 16 14 pM 289-293 

2QI6 1.85 350 553.703 13 27 pM 289-293 

2QI7 1.85 350 532.701 17 62 pM 289-293 

3EKV 1.75 12 505.636 14 40 pM 294-297 

3EKX 1.97 12 567.793 12 10 pM 294-297 

3EKY 1.80 12 704.867 18 9 pM 294-297 

3GI4 1.85 351 677.699 13 16 pM 289-297 

3GI5 1.80 351 651.738 13 6 pM 289-297 

3GI6 1.84 351 663.715 14 6 pM 289-297 

3MXD 1.95 352 625.700 13 1.47 nM 289-293 

[a] Resolution of the crystallographic structure in Å. 
[b] Molecular weight of the ligand in g mol-1. 
[c] Number of rotatable bonds of the ligand. 
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Table S2: Physicochemical and structural properties of ligands from the FXa dataset. 

PDB ID Resolution[a] MW[b] Rotatable bonds[c] KI 

1EZQ 2.20 354 482.756 12 0.9 nM 289-297 

1F0R 2.10 354 475.720 5 22 nM 289-297  

1F0S 2.10 354 447.666 5 18 nM 289-297 

1KSN 2.10 355 470.701 10 0.4 nM 289-293 

1LPG 2.00 396 576.937 11 82 nM 289-297  

1LPK 2.20 396 451.701 11 28 nM 289-293 

1LPZ 2.40 396 489.577 7 25 nM 289-297 

1LQD 2.70 396 448.741 7 9 nM 289, 290, 293-297 

1NFU 2.05 397 483.139 6 18 nM 289-297 

1NFW 2.10 397 455.085 5 1.1 nM 289-297 

1NFX 2.15 397 525.177 7 3 nM 289-297 

1NFY 2.10 397 483.139 6 1.3 nM 289-297 

2BOH 2.20 362 501.180 6 3 nM 289-297 

2CJI 2.10 398 482.087 5 6 nM 289-297 

2J34 2.01 356 486.096 5 15 nM 289-297 

2J94 2.10 357 468.641 6 534 nM 289-297 

2J95 2.01 357 518.160 6 4 nM 289-297 

2UWL 1.90 358 460.058 6 4 nM 289-297 

2UWP 1.75 358 460.058 7 154 nM 289-297 

2VH0 1.70 359 544.199 8 3.1 nM 289, 290 

[a] Resolution of the crystallographic structure in Å.  
[b] Molecular weight of the ligand in g mol-1. 
[c] Number of rotatable bonds of the ligand.  
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Table S3: Physicochemical and structural properties of ligands from the Hsp90 dataset. 

PDB ID Resolution[a] MW[b] Rotatable 

bonds[c] 

IC50 

1UY7 1.90 287 311.387 6 200 μM 289-293 

1UY9 2.00 287 325.37 6 15.3 μM 289-293 

1UYC 2.00 287 341.413 8 41 μM 289-293 

1UYD 2.20 287 405.884 9 200 μM 289-293 

1UYG 2.00 287 303.296 5 53.5 μM 289-293 

1UYH 2.20 287 359.404 8 14.3 μM 289-293 

1UYK 2.20 287 343.361 6 17.1 μM 289-293 

2BYH 1.90 286 371.780 6 259 nM 289-293 

2BYI 1.60 286 422.849 7 461 nM 289-293 

2BZ5 1.90 363 460.337 5 700 nM 289-291 

2UWD 1.90 364 388.807 7 28 nM 294-297 

2VCI 2.00 283 465.549 9 21 nM 289-297 

2VCJ 2.50 283 457.913 8 21 nM 289-297 

2WI2 2.09 282 156.211 1 350 μM 289-297 

2WI4 2.40 282 344.202 3 1.56 μM 289-297 

2WI5 2.10 282 353.405 5 900 nM 289-297 

2WI6 2.18 282 367.258 3 230 nM 289-297 

[a] Resolution of the crystallographic structure in Å.  
[b] Molecular weight of the ligand in g mol-1. 
[c] Number of rotatable bonds of the ligand.  
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Table S4: Average RMSD values and DrugScore scores of ligands of the HIV-1 protease 

dataset derived from re-docking experiments. 

PDB ID RMSD[a] SEM[b] DrugScore[c] SEM[d] 

2I0D 0.93 0.04 -25.14 0.03 

2Q54 0.95 0.03 -26.94 0.06 

2Q55 0.48 0.02 -26.90 0.01 

2Q5K 0.99 0.05 -26.99 0.02 

2QHY 0.61 0.02 -24.96 0.01 

2QHZ 1.20 0.05 -24.53 0.01 

2QI0 0.57 0.01 -25.69 0.01 

2QI1 0.94 0.03 -25.80 0.01 

2QI3 0.95 0.04 -23.05 0.01 

2QI4 0.86 0.08 -25.06 0.01 

2QI5 0.58 0.01 -24.52 0.01 

2QI6 0.73 0.05 -24.95 0.01 

2QI7 1.06 0.04 -23.31 0.08 

3EKV 1.13 0.10 -23.77 0.01 

3EKX 0.35 0.01 -24.73 0.01 

3EKY 1.47 0.02 -26.30 0.08 

3GI4 0.45 0.01 -25.20 0.14 

3GI5 1.01 0.01 -25.53 0.03 

3GI6 0.74 0.04 -24.62 0.13 

3MXD 0.43 0.01 -25.14 0.06 
[a] RMSD for the pose with the lowest predicted binding energy of the largest cluster averaged over 5 

independent docking runs in Å.  

[b] Standard error of the mean.  
[c] DrugScore relative energy for the pose with the lowest predicted binding energy of the largest 

cluster averaged over 5 independent docking runs in kcal mol-1, converted from DrugScore arbitrary 

units using the regression calculated from the experimental binding energy. 

[d] Standard error of the mean.  
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Table S5: Average RMSD values and DrugScore scores of ligands of the FXa dataset derived 

from re-docking experiments. 

PDB ID RMSD[a] SEM[b] DrugScore[c] SEM[d] 

1EZQ 1.93 0.02 -23.73 0.01 

1F0R 0.57 0.03 -22.01 0.00 

1F0S 1.15 0.00 -21.28 0.00 

1KSN 0.50 0.04 -22.92 0.01 

1LPG 1.25 0.02 -23.72 0.08 

1LPK 1.03 0.01 -24.02 0.01 

1LPZ 1.13 0.04 -22.45 0.02 

1LQD 1.07 0.04 -22.72 0.03 

1NFU 1.55 0.11 -21.09 0.06 

1NFW 0.27 0.01 -19.50 0.02 

1NFX 0.55 0.01 -21.40 0.07 

1NFY 0.87 0.05 -20.65 0.05 

2BOH 0.40 0.00 -21.46 0.02 

2CJI 0.36 0.01 -21.51 0.00 

2J34 0.18 0.01 -20.16 0.00 

2J94 0.47 0.01 -20.54 0.02 

2J95 0.64 0.04 -20.11 0.03 

2UWL 0.32 0.01 -19.26 0.05 

2UWP 0.58 0.06 -20.10 0.00 

2VH0 1.18 0.00 -21.72 0.01 
[a] RMSD for the pose with the lowest predicted binding energy of the largest cluster averaged over 5 

independent docking runs in Å.  

[b] Standard error of the mean.  
[c] DrugScore relative energy for the pose with the lowest predicted binding energy of the largest 

cluster averaged over 5 independent docking runs in kcal mol-1, converted from DrugScore arbitrary 

units using the regression calculated from the experimental binding energy. 

[d] Standard error of the mean.  
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Table S6: Average RMSD values and DrugScore scores of ligands of the Hsp90 dataset 

derived from re-docking experiments. 

PDB ID RMSD[a] SEM[b] DrugScore[c] SEM[d] 

1UY7 1.72 0.03 -19.35 0.01 

1UY9 1.86 0.01 -19.35 0.01 

1UYC 1.55 0.04 -19.40 0.00 

1UYD 1.94 0.01 -20.11 0.00 

1UYG 1.50 0.16 -18.53 0.01 

1UYH 1.87 0.07 -19.47 0.01 

1UYK 1.85 0.01 -19.89 0.00 

2BYH 1.07 0.00 -19.47 0.04 

2BYI 1.06 0.01 -19.89 0.00 

2BZ5 1.46 0.00 -20.65 0.01 

2UWD 1.20 0.04 -20.07 0.00 

2VCI 1.54 0.01 -22.53 0.00 

2VCJ 1.59 0.00 -21.07 0.00 

2WI2 0.21 0.00 -14.14 0.00 

2WI4 0.19 0.01 -17.36 0.00 

2WI5 0.54 0.03 -19.10 0.00 

2WI6 0.91 0.08 -17.85 0.00 

1UYE 3.45 0.12 -20.38 0.01 

1UYF 3.03 0.01 -20.65 0.04 
[a] RMSD for the pose with the lowest predicted binding energy of the largest cluster averaged over 5 

independent docking runs in Å.  

[b] Standard error of the mean.  
[c] DrugScore relative energy for the pose with the lowest predicted binding energy of the largest 

cluster averaged over 5 independent docking runs in kcal mol-1, converted from DrugScore arbitrary 

units using the regression calculated from the experimental binding energy. 

[d] Standard error of the mean.  
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Table S7: Average RMSD values of the protein-ligand complexes in the HIV-1 protease dataset 

derived from MD simulations. 

PDB ID Protein Ligand fitted Ligand not fitted 

RMSD[a] Std[b] RMSD[c] Std[d] RMSD[e] Std[f] 

2I0D 1.68 0.30 2.59 1.16 3.67 1.63 

2Q54 2.52 0.54 3.94 0.51 10.84 4.45 

2Q55 1.25 0.17 1.41 0.31 2.15 0.40 

2Q5K 1.50 0.22 1.37 0.25 1.67 0.32 

2QHY 1.37 0.22 1.51 0.42 2.15 0.66 

2QHZ 1.38 0.23 2.72 0.74 4.75 0.99 

2QI0 1.65 0.30 1.43 0.27 1.97 0.31 

2QI1 1.61 0.27 1.43 0.42 1.76 0.49 

2QI3 1.61 0.29 2.17 0.27 2.48 0.34 

2QI4 1.34 0.17 1.68 0.29 2.05 0.31 

2QI5 1.49 0.26 1.62 0.23 2.27 0.48 

2QI6 1.26 0.23 1.03 0.33 1.64 0.74 

2QI7 1.26 0.17 1.71 0.25 1.94 0.27 

3EKV 1.50 0.20 1.61 0.28 2.43 0.42 

3EKX 1.31 0.17 1.98 0.29 3.88 0.94 

3EKY 1.79 0.19 2.42 0.24 3.95 0.45 

3GI4 1.61 0.35 2.06 0.76 2.93 1.01 

3GI5 1.28 0.16 1.76 0.26 2.05 0.36 

3GI6 1.54 0.34 1.36 0.30 2.03 0.43 

3MXD 1.35 0.34 1.33 0.92 1.94 0.98 
[a] Average RMSD in Å calculated over 12,500 snapshots taken from 250 ns of MD simulation. RMSD for each 

snapshot was calculated over all Cα atoms of the protein, relative to the initial structure, after superimposing the 

protein.  
[b] Standard deviation calculated over the average from all snapshots, in Å. 

[c] Average RMSD in Å calculated over 12,500 snapshots taken from 250 ns of MD simulation. RMSD for each 

snapshot was calculated over all ligand atoms, after superimposing the ligand. 

[d] Standard deviation calculated over the average from all snapshots, in Å.  
[e] Average RMSD in Å calculated over 12,500 snapshots taken from 250 ns of MD simulation. RMSD for each 

snapshot was calculated over all ligand atoms, after superimposing the protein. 

[f] Standard deviation calculated over the average from all snapshots, in Å. 
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Table S8: Average RMSD values of the protein ligand complexes in the FXa dataset derived from MD 

simulations. 

PDB ID Protein Ligand fitted Ligand not fitted 

RMSD[a] Std[b] RMSD[c] Std[d] RMSD[e] Std[f] 

1EZQ 1.74 0.25 1.07 0.40 1.57 0.61 

1F0R 2.04 0.27 2.43 0.43 4.82 1.59 

1F0S 1.67 0.27 2.47 0.70 5.88 1.70 

1KSN 1.47 0.13 1.33 0.24 1.67 0.27 

1LPG 1.86 0.23 1.53 0.31 3.46 0.50 

1LPK 2.03 0.42 1.02 0.28 3.81 0.60 

1LPZ 1.82 0.29 2.38 0.52 4.91 1.22 

1LQD 1.69 0.21 2.02 0.50 3.59 1.05 

1NFU 1.97 0.38 2.61 0.29 5.57 1.32 

1NFW 1.68 0.25 2.00 0.19 5.65 1.00 

1NFX 1.84 0.32 2.24 0.35 4.85 0.77 

1NFY 2.35 0.40 2.17 0.52 7.86 1.43 

2BOH 2.11 0.26 1.90 0.30 2.64 0.45 

2CJI 2.10 0.43 2.69 0.64 6.62 1.75 

2J34 2.23 0.26 1.71 0.41 2.79 0.95 

2J94 1.94 0.30 1.28 0.60 3.27 1.31 

2J95 1.95 0.19 1.62 0.31 4.39 0.82 

2UWL 2.03 0.24 2.71 0.54 5.80 1.43 

2UWP 1.95 0.24 2.73 0.41 7.94 1.56 

2VH0 1.76 0.22 2.46 0.43 5.38 1.19 
[a] Average RMSD in Å calculated over 12,500 snapshots taken from 250 ns of MD simulation. RMSD for each 

snapshot was calculated over all Cα atoms of the protein, relative to the initial structure, after superimposing the 

protein.  
[b] Standard deviation calculated over the average from all snapshots, in Å. 

[c] Average RMSD in Å calculated over 12,500 snapshots taken from 250 ns of MD simulation. RMSD for each 

snapshot was calculated over all ligand atoms, after superimposing the ligand. 
[d] Standard deviation calculated over the average from all snapshots, in Å.  

[e] Average RMSD in Å calculated over 12,500 snapshots taken from 250 ns of MD simulation. RMSD for each 

snapshot was calculated over all ligand atoms, after superimposing the protein. 

[f] Standard deviation calculated over the average from all snapshots, in Å. 
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Table S9: Average RMSD values of the protein ligand complexes in the Hsp90 dataset derived from 

MD simulations. 

PDB ID Protein Ligand fitted Ligand not fitted 

RMSD[a] Std[b] RMSD[c] Std[d] RMSD[e] Std[f] 

1UY7 2.14 0.33 1.70 0.25 2.89 0.56 

1UY9 2.80 0.76 1.83 0.32 2.94 0.65 

1UYC 3.60 0.94 1.83 0.26 3.36 0.62 

1UYD 2.21 0.53 1.37 0.41 1.89 0.54 

1UYG 2.05 0.47 1.39 0.67 2.64 1.61 

1UYH 2.04 0.39 1.79 0.44 3.27 1.12 

1UYK 2.34 0.39 1.31 0.31 1.77 0.35 

2BYH 2.07 0.48 0.91 0.26 1.88 0.72 

2BYI 2.75 0.76 1.39 0.20 2.11 0.37 

2BZ5 2.02 0.26 1.58 0.46 2.77 0.71 

2UWD 2.80 0.76 0.83 0.17 1.70 0.47 

2VCI 2.03 0.46 2.09 0.49 2.79 0.70 

2VCJ 2.35 0.31 1.75 0.57 2.34 0.67 

2WI2 2.09 0.30 0.98 0.22 2.13 0.42 

2WI4 2.03 0.34 1.33 0.41 2.74 0.50 

2WI5 2.16 0.32 0.77 0.20 1.17 0.33 

2WI6 2.50 0.41 1.04 0.17 1.44 0.24 
[a] Average RMSD in Å calculated over 12,500 snapshots taken from 250 ns of MD simulation. RMSD for each 

snapshot was calculated over all Cα atoms of the protein, relative to the initial structure, after superimposing the 

protein.  

[b] Standard deviation calculated over the average from all snapshots, in Å. 
[c] Average RMSD in Å calculated over 12,500 snapshots taken from 250 ns of MD simulation. RMSD for each 

snapshot was calculated over all ligand atoms, after superimposing the ligand. 

[d] Standard deviation calculated over the average from all snapshots, in Å.  

[e] Average RMSD in Å calculated over 12,500 snapshots taken from 250 ns of MD simulation. RMSD for each 

snapshot was calculated over all ligand atoms, after superimposing the protein. 

[f] Standard deviation calculated over the average from all snapshots, in Å. 
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Table S10: The drifts in the effective binding energies, determined from the slopes of the 

linear regression lines against the time for each complex from the HIV-1 protease dataset. 

PDB ID Drift[a] 

2I0D -0.02 

2Q54 -0.01 

2Q55 -0.02 

2Q5K 0.01 

2QHY 0.01 

2QHZ -0.04 

2QI0 -0.01 

2QI1 -0.05 

2QI3 -0.01 

2QI4 0.00 

2QI5 -0.02 

2QI6 0.00 

2QI7 -0.02 

3EKV -0.02 

3EKX -0.07 

3EKY -0.02 

3GI4 0.00 

3GI5 0.01 

3GI6 -0.04 

3MXD -0.01 
[a] Effective binding energies were calculated over 250 ns, and the drift is given in 

kcal mol-1 ns-1. 
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Table S11: The drifts in the effective binding energies, determined from the slopes of the 

linear regression lines against the time for each complex from the FXa dataset. 

PDB ID Drift[a] 

1EZQ 0.04 

1F0R -0.03 

1F0S 0.03 

1KSN -0.01 

1LPG 0.04 

1LPK 0.00 

1LPZ 0.01 

1LQD 0.01 

1NFU -0.03 

1NFW 0.00 

1NFX -0.03 

1NFY 0.03 

2BOH 0.00 

2CJI 0.01 

2J34 -0.02 

2J94 0.05 

2J95 0.00 

2UWL -0.02 

2UWP 0.01 

2VH0 -0.04 
[a] Effective binding energies were calculated over 250 ns, and the drift is given in 

kcal mol-1 ns-1. 
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Table S12: The drifts in the effective binding energies, determined from the slopes of the 

linear regression lines against the time for each complex from the Hsp90 dataset. 

PDB ID Drift[a] 

1UY7 0.00 

1UY9 0.02 

1UYC -0.03 

1UYD -0.02 

1UYG 0.05 

1UYH 0.00 

1UYK 0.01 

2BYH 0.01 

2BYI 0.00 

2BZ5 0.01 

2UWD -0.01 

2VCI -0.01 

2VCJ -0.02 

2WI2 0.00 

2WI4 -0.01 

2WI5 0.03 

2WI6 0.00 

[a] Effective binding energies were calculated over 250 ns, and the drift is given in 

kcal mol-1 ns-1. 
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Table S13: MM-PBSA effective energies of the HIV-1 protease dataset using the one-

trajectory approach. 

PDB ID MM-PBSA[a] SEM[b] 

2I0D -39.60 4.80∙10-04 

2Q54 -21.90 5.84∙10-04 

2Q55 -36.10 5.28∙10-04 

2Q5K -40.20 4.32∙10-04 

2QHY -34.20 4.00∙10-04 

2QHZ -33.80 4.80∙10-04 

2QI0 -46.00 3.84∙10-04 

2QI1 -37.20 6.24∙10-04 

2QI3 -39.00 4.16∙10-04 

2QI4 -32.70 4.48∙10-04 

2QI5 -35.70 6.40∙10-04 

2QI6 -32.80 4.24∙10-04 

2QI7 -37.70 3.76∙10-04 

3EKV -41.80 3.92∙10-04 

3EKX -42.20 6.16∙10-04 

3EKY -34.30 5.04∙10-04 

3GI4 -41.20 4.48∙10-04 

3GI5 -36.40 4.32∙10-04 

3GI6 -35.20 9.68∙10-04 

3MXD -30.70 9.52∙10-04 
[a] Average MM-PBSA effective binding energy in kcal mol-1 calculated over 12,500 snapshots from 

250 ns of MD simulations. 

[b] Standard error of the mean, in kcal mol-1.  
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Table S14: MM-PBSA effective energies of the FXa dataset using the one-trajectory 

approach. 

PDB ID MM-PBSA[a] SEM[b] 

1EZQ -49.5 4.64∙10-04 

1F0R -25.2 5.04∙10-04 

1F0S -28.7 4.56∙10-04 

1KSN -50.9 3.84∙10-04 

1LPG -48.6 5.52∙10-04 

1LPK -48.8 6.32∙10-04 

1LPZ -41.2 5.36∙10-04 

1LQD -37.1 5.20∙10-04 

1NFU -27.8 5.36∙10-04 

1NFW -25.6 4.32∙10-04 

1NFX -35.1 5.04∙10-04 

1NFY -27.0 5.20∙10-04 

2BOH -28.4 3.04∙10-04 

2CJI -24.4 3.52∙10-04 

2J34 -28.1 4.56∙10-04 

2J94 -22.3 4.96∙10-04 

2J95 -30.9 3.12∙10-04 

2UWL -23.7 4.08∙10-04 

2UWP -22.0 3.12∙10-04 

2VH0 -31.3 5.68∙10-04 
[a] Average MM-PBSA effective binding energy in kcal mol-1 calculated over 12,500 snapshots from 

250 ns of MD simulations.  

[b] Standard error of the mean, in kcal mol-1.  
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Table S15: MM-PBSA effective energies of the Hsp90 dataset using the one-trajectory 

approach. 

PDB ID MM-PBSA[a] SEM[b] 

1UY7 -28.1 2.88∙10-04 

1UY9 -28.3 3.44∙10-04 

1UYC -34.3 3.68∙10-04 

1UYD -34.8 3.52∙10-04 

1UYG -21.6 4.56∙10-04 

1UYH -28.0 3.28∙10-04 

1UYK -26.9 3.04∙10-04 

2BYH -19.2 4.08∙10-04 

2BYI -26.7 5.20∙10-04 

2BZ5 -33.1 3.68∙10-04 

2UWD -29.4 3.12∙10-04 

2VCI -33.5 3.76∙10-04 

2VCJ -33.3 3.76∙10-04 

2WI2 -15.0 3.20∙10-04 

2WI4 -22.9 3.12∙10-04 

2WI5 -28.1 3.92∙10-04 

2WI6 -32.9 3.12∙10-04 
[a] Average MM-PBSA effective binding energy in kcal mol-1 calculated over 12,500 snapshots from 

250 ns of MD simulation.  

[b] Standard error of the mean, in kcal mol-1.  
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Table S16: -TSconfig. as calculated by BEERT for the HIV-1 protease dataset. 

PDB ID BEERT[a] SEM[b] 

2I0D 9.07 0.08 

2Q54 10.52 0.10 

2Q55 10.30 0.02 

2Q5K 10.85 0.05 

2QHY 12.51 0.19 

2QHZ 12.86 0.27 

2QI0 15.16 0.25 

2QI1 13.90 0.29 

2QI3 10.61 0.09 

2QI4 11.30 0.17 

2QI5 9.53 0.11 

2QI6 11.87 0.21 

2QI7 9.51 0.14 

3EKV 14.73 0.33 

3EKX 10.26 0.06 

3EKY 9.71 0.07 

3GI4 10.17 0.09 

3GI5 9.73 0.05 

3GI6 9.55 0.06 

3MXD 11.38 0.03 
[a] Average entropies at T = 300 K in kcal mol-1 computed according to eq. 28 over 5 independent 

docking runs, each with 100 poses.  

[b] Standard error of the mean, in kcal mol-1.  
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Table S17: -TSconfig. as calculated by BEERT for the FXa dataset. 

PDB ID BEERT[a] SEM[b] 

1EZQ 10.78 0.05 

1F0R 10.40 0.04 

1F0S 11.10 0.03 

1KSN 11.14 0.07 

1LPG 8.86 0.08 

1LPK 8.72 0.14 

1LPZ 7.24 0.07 

1LQD 9.05 0.04 

1NFU 8.68 0.10 

1NFW 7.94 0.05 

1NFX 8.85 0.07 

1NFY 8.26 0.07 

2BOH 10.29 0.25 

2CJI 10.23 0.03 

2J34 10.19 0.25 

2J94 10.66 0.14 

2J95 7.81 0.14 

2UWL 8.54 0.08 

2UWP 9.50 0.22 

2VH0 10.17 0.10 
[a] Average entropies at T = 300 K in kcal mol-1 computed according to eq. 28 over 5 independent 

docking runs, each with 100 poses.  

[b] Standard error of the mean, in kcal mol-1.  
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Table S18: -TSconfig. as calculated by BEERT for the Hsp90 dataset. 

PDB ID BEERT[a] SEM[b] 

1UY7 9.28 0.36 

1UY9 9.88 0.06 

1UYC 10.09 0.07 

1UYD 9.93 0.07 

1UYG 9.91 0.05 

1UYH 9.86 0.06 

1UYK 9.77 0.08 

2BYH 10.58 0.09 

2BYI 10.39 0.06 

2BZ5 9.74 0.08 

2UWD 12.71 0.11 

2VCI 15.79 0.08 

2VCJ 15.71 0.08 

2WI2 20.04 0.12 

2WI4 11.34 0.10 

2WI5 12.64 0.06 

2WI6 11.05 0.03 
[a] Average entropies at T = 300 K in kcal mol-1 computed according to eq. 28 over 5 independent 

docking runs, each with 100 poses.  

[b] Standard error of the mean, in kcal mol-1.  
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Table S19: Surflex as an external scoring function on the re-docking poses retrieved by 

AutoDock and DrugScore for the HIV-1 protease dataset. 

PDB ID pKi
[a] Surflex[b] 

2I0D 12.10 8.51 

2Q54 9.01 10.25 

2Q55 8.69 11.01 

2Q5K 11.89 5.13 

2QHY 7.48 9.62 

2QHZ 7.28 7.37 

2QI0 7.38 7.73 

2QI1 7.30 10.53 

2QI3 10.20 9.40 

2QI4 10.44 11.17 

2QI5 10.85 8.82 

2QI6 10.57 10.29 

2QI7 10.21 8.82 

3EKV 10.40 8.73 

3EKX 11.00 10.16 

3EKY 11.05 5.82 

3GI4 10.80 9.96 

3GI5 11.22 10.41 

3GI6 11.22 11.00 

3MXD 8.83 10.83 
[a] Experimental pKi. 
[b] Surflex energy for the pose with the lowest predicted binding energy of the largest cluster in 

kcal mol-1. 
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Table S20: Surflex as an external scoring function on the re-docking poses retrieved by 

AutoDock and DrugScore for the FXa dataset. 

PDB ID pKi
[a] Surflex[b] 

1EZQ 9.05 3.73 

1F0R 7.66 3.52 

1F0S 7.74 5.05 

1KSN 9.40 4.51 

1LPG 7.09 2.68 

1LPK 7.55 7.62 

1LPZ 7.60 3.67 

1LQD 8.05 4.27 

1NFU 7.74 6.77 

1NFW 8.96 6.46 

1NFX 8.52 3.74 

1NFY 8.89 7.37 

2BOH 8.52 5.97 

2CJI 8.22 6.58 

2J34 7.82 5.33 

2J94 6.27 6.88 

2J95 8.40 4.57 

2UWL 8.40 4.74 

2UWP 6.81 3.02 

2VH0 8.51 3.24 
[a] Experimental pKi. 
[b] Surflex energy for the pose with the lowest predicted binding energy of the largest cluster in 

kcal mol-1. 
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Table S21: Surflex as an external scoring function on the re-docking poses retrieved by 

AutoDock and DrugScore for the Hsp90 dataset. 

PDB ID pIC50
[a] Surflex[b] 

1UY7 3.70 5.72 

1UY9 4.82 5.83 

1UYC 4.39 5.19 

1UYD 3.70 3.24 

1UYG 4.27 5.39 

1UYH 4.84 5.61 

1UYK 4.77 5.12 

2BYH 6.59 4.88 

2BYI 6.34 6.52 

2BZ5 6.15 6.82 

2UWD 7.55 5.99 

2VCI 7.68 7.51 

2VCJ 7.68 6.58 

2WI2 3.46 2.68 

2WI4 5.81 6.26 

2WI5 6.05 4.80 

2WI6 6.64 5.43 
[a] Experimental pIC50. 
[b] Surflex energy for the pose with the lowest predicted binding energy of the largest cluster in 

kcal mol-1. 
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Table S22: Svib computed by NMA and -F(1) computed by constraint counting for the HIV-
1 protease dataset. 

PDB ID Svib [a] SEMTotal
[b] -F(1) [c] SEMTotal

[d] 

2I0D 0.23 0.29 45.01 0.08 

2Q54 -18.76 0.31 118.97 0.08 

2Q55 -5.10 0.31 50.90 0.08 

2Q5K -6.36 0.32 -58.40 0.08 

2QHY 4.19 0.29 71.39 0.07 

2QHZ 6.99 0.31 133.92 0.08 

2QI0 7.82 0.32 63.01 0.09 

2QI1 -4.27 0.33 50.88 0.08 

2QI3 -9.08 0.22 85.00 0.09 

2QI4 2.87 0.31 129.85 0.10 

2QI5 0.00 0.29 25.85 0.10 

2QI6 3.82 0.37 78.74 0.09 

2QI7 -8.28 0.32 82.53 0.09 

3EKV -3.85 0.17 121.03 0.09 

3EKX -6.48 0.28 83.18 0.09 

3EKY 4.24 0.34 93.58 0.10 

3GI4 -6.28 0.31 -15.64 0.09 

3GI5 -8.62 0.30 51.83 0.09 

3GI6 -9.74 0.43 174.23 0.09 

3MXD -5.72 0.35 175.37 0.09 

[a] Svib (eq. 36 in the main text) was averaged over 500 snapshots taken from the last 10 ns of a 20 ns 

MD simulation, in cal mol-1 K-1. 

[b] Standard error of the mean of Svib (eq. 39 in the main text), in cal mol-1 K-1. 

[c] -F(1) (eq. 33 in the main text) was averaged over 500 snapshots taken from the last 10 ns of a 20 ns 

MD simulation, in cal mol-1 K-1. 

[d] Standard error of the mean of -F(1) (eq. 39 in the main text).  



Supporting Information 

112 

 

Table S23: Svib computed by NMA and -F(1) computed by constraint counting for the FXA dataset. 

PDB ID Svib [a] SEMTotal
[b] -F(1) [c] SEMTotal

[d] 

1EZQ -7.67 0.34 -97.59 0.08 

1F0R 29.53 0.46 201.78 0.09 

1F0S 19.44 0.31 22.95 0.09 

1KSN -11.52 0.38 -122.82 0.09 

1LPG -19.95 0.33 -153.90 0.09 

1LPK 21.25 0.66 29.37 0.10 

1LPZ -8.18 0.30 15.30 0.09 

1LQD 11.24 0.36 69.20 0.08 

1NFU 15.18 0.33 130.84 0.09 

1NFW 5.90 0.43 58.14 0.10 

1NFX 4.19 0.34 53.18 0.08 

1NFY 22.37 0.38 115.76 0.08 

2BOH 60.39 0.41 217.85 0.08 

2CJI 24.94 0.39 171.33 0.10 

2J34 28.23 0.36 176.34 0.08 

2J94 -7.10 0.35 167.34 0.09 

2J95 14.16 0.34 177.25 0.09 

2UWL 10.48 0.41 182.96 0.09 

2UWP 3.55 0.38 200.01 0.10 

2VH0 11.21 0.42 31.65 0.10 

[a] Svib (eq. 36 in the main text) was averaged over 500 snapshots taken from the last 10 ns of a 20 ns 

MD simulation, in cal mol-1 K-1. 

[b] Standard error of the mean of Svib (eq. 39 in the main text), in cal mol-1 K-1. 

[c] -F(1) (eq. 33 in the main text) was averaged over 500 snapshots taken from the last 10 ns of a 20 ns 

MD simulation, in cal mol-1 K-1. 

[d] Standard error of the mean of -F(1) (eq. 39 in the main text). 
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Table S24: Svib computed by NMA and -F(1) computed by constraint counting for the 
Hsp90 dataset. 

PDB ID Svib [a] SEMTotal
[b] -F(1) [c] SEMTotal

[d] 

1UY7 13.82 0.30 -96.75 0.06 

1UY9 13.99 0.28 -108.81 0.07 

1UYC 16.26 0.38 -75.89 0.06 

1UYD 10.65 0.29 -94.67 0.06 

1UYG 15.48 0.31 -42.29 0.05 

1UYH 19.85 0.32 -61.22 0.06 

1UYK 16.81 0.28 -90.08 0.06 

2BYH 9.43 0.32 -68.58 0.05 

2BYI 1.59 0.32 -148.32 0.06 

2BZ5 5.58 0.27 -82.93 0.06 

2UWD 6.49 0.31 -97.28 0.05 

2VCI 5.33 0.37 -53.75 0.05 

2VCJ 3.55 0.34 -97.27 0.05 

2WI2 12.32 0.32 37.02 0.06 

2WI4 9.51 0.31 -29.88 0.05 

2WI6 10.77 0.40 -153.93 0.06 

[a] Svib (eq. 36 in the main text) was averaged over 500 snapshots taken from the last 10 ns of a 20 ns 

MD simulation, in cal mol-1 K-1. 

[b] Standard error of the mean of Svib (eq. 39 in the main text), in cal mol-1 K-1. 

[c] -F(1) (eq. 33 in the main text) was averaged over 500 snapshots taken from the last 10 ns of a 20 ns 

MD simulation, in cal mol-1 K-1. 

[d] Standard error of the mean of -F(1) (eq. 39 in the main text). 
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Table S25: Svib computed by NMA and -F(1) computed by constraint counting for the 
Trypsin dataset. 

PDB ID Svib [a] SEMTotal
[b] -F(1) [c] SEMTotal

[d] 

1C5S -0.25  0.63 -20.96 7.52 

1F0T -12.68  0.64 -162.47 6.24 

1G36 -17.77  0.70 33.52 6.73 

1K1N 0.67  0.54 -260.65 6.30 

1K1O -47.41 0.83 -270.03 7.09 

1K1P -9.24  0.78 -382.79 6.87 

1MTW 21.96  0.80 -12.37 5.69 

1O2K -17.15  0.73 -26.97 7.43 

1O36 -12.15  0.74 -93.91 7.51 

1QB6 -16.99  0.63 -198.87 7.22 

1QBO -25.18  0.79 -174.11 6.08 

1QCP -3.56  0.56 -170.75 5.99 

1RXP -19.08  0.62 -100.17 6.59 

1S0R 18.42  0.78 123.13 7.43 

1TX7 4.73  0.65 -3.99 6.58 

1V2N 4.59  0.63 154.22 7.71 

2AYW -15.2  0.63 -145.27 7.28 

2FX4 21.09 0.78 102.76 7.50 

2OTV 22.22  0.75 153.23 8.07 

2ZDK -6.25  0.78 -235.15 8.10 

2ZDL -14.83  0.68 -227.76 7.77 

2ZDN -4.24  0.99 -249.22 6.62 

2ZFS -27.09  0.68 -239.42 7.22 

[a] Svib (eq. 36 in the main text) was averaged over 30 snapshots taken from the last 6 ns of a 10 ns 

MD simulation, in cal mol-1 K-1. 

[b] Standard error of the mean of Svib (eq. 39 in the main text), in cal mol-1 K-1. 

[c] -F(1) (eq. 33 in the main text) was averaged over 30 snapshots taken from the last 6 ns of a 10 ns 

MD simulation, in cal mol-1 K-1. 

[d] Standard error of the mean of -F(1) (eq. 39 in the main text). 
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7.2 Supplemental figures 

 

Figure S1: Structures of the ligands of the HIV1 protease dataset, the PDB ID of the 

complex, and the experimental binding affinity (Ki). 
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Figure S2: Structure of the ligands of the FXa dataset, the PDB ID of the complex, and the 

experimental binding affinity (Ki). 
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Figure S3: Structures of the ligands of the Hsp90 dataset, the PDB ID of the complex, and the 

half maximal inhibitory concentration (IC50). 
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Figure S4: Structure of the ligands of the trypsin dataset, the PDB ID of the complex, and the 

experimental binding affinity (Ki) or the half maximal inhibitory concentration (IC50). *No 

Ki/IC50 value  available. 
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Figure S5: RMSD profile over 250 ns MD simulations for each of the protein-ligand 

complexes in the HIV-1 protease dataset. RMSD is calculated with respect to the starting 

structure. Results over the Cα atoms of the protein are shown in grey, those over the ligand 

heavy atoms in black, those over the ligand heavy atoms after superimpositioning only the 

protein in green. 
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Figure S6: RMSD profile over 250 ns MD simulations for each of the protein-ligand 

complexes in the FXa dataset. RMSD is calculated with respect to the starting structure. 

Results over the Cα atoms of the protein are shown in grey, those over the ligand heavy atoms 

in black, those over the ligand heavy atoms after superimpositioning only the protein in green. 
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Figure S7: RMSD profile over 250 ns MD simulations for each of the protein-ligand 

complexes in the Hsp90 dataset. RMSD is calculated with respect to the starting structure. 

Results over the Cα atoms of the protein are shown in grey, those over the ligand heavy atoms 

in black, those over the ligand heavy atoms after superimpositioning only the protein in green. 
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