
Diffusion in porous networks

Inaugural-Dissertation

zur

Erlangung des Doktorgrades der
Mathematisch-Naturwissenschaftlichen Fakultät

der Heinrich-Heine-Universität Düsseldorf

vorgelegt von

Dana Wagner
geboren in
Duisburg

Düsseldorf, Mai 2016



Aus dem Institut für experimentelle Physik der kondensierten Materie,
Lehrstuhl für Physik der weichen Materie
der Heinrich-Heine-Universität Düsseldorf

Gedruckt mit der Genehmigung der
Mathematisch-Naturwissenschaftlichen Fakultät der
Heinrich-Heine-Universität Düsseldorf

Referent: Prof. Dr. Stefan U. Egelhaaf
Koreferent: Prof. Dr. Peter Gilch
Tag der mündlichen Prüfung: 4.7.2016



ABSTRACT

In this Ph.D. thesis, the diffusion of macromolecules and liquids in and through porous

media is described. This is relevant for a large variety of scientific areas and applications,

ranging from food production, controlled drug delivery and filtration devices to fuel cells

and enhanced oil recovery. Thus, diffusion in porous media has previously been the focus of

numerous theoretical and experimental studies. However, the basic underlying mechanisms

are still unclear, especially the interplay between solvent and solute motion, which is usually

not considered.

The major goal of this work was to develop an experimental technique that allows the

simultaneous but independent investigation of solvent and solute diffusion. This has been

achieved through a combination of three complementary imaging techniques. While sol-

vent diffusion was studied with neutron radiography, the movement of fluorescently labeled

macromolecules was followed using fluorescence imaging. Additionally, the overall sample

size and appearance were simultaneously monitored with optical brightfield transmission

imaging.

In a first step, the reliability of the developed technique was successfully tested with an

extensive investigation of fluorescent macromolecule diffusion through polymer hydrogels

yielding results which were in good agreement with two well-established experimental tech-

niques and Brownian dynamics simulations. The next step was a comprehensive comparison

and distinction between solvent and solute diffusion into polymer hydrogels with different

properties. The data were quantitatively interpreted based on different theoretical models.

Even small molecules such as dyes, which are commonly used as tracer particles were shown

to exhibit a significantly different diffusivity than the solvent. Compared to the influx mea-

surements, a qualitatively different diffusion behavior was observed for the reverse process

of macromolecule release from polymer hydrogels.
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ZUSAMMENFASSUNG

Im Rahmen dieser Doktorarbeit wurde die Diffusion von Flüssigkeiten und Makromolekülen
durch poröse Strukturen untersucht und beschrieben. In einer Vielzahl von Forschungsge-
bieten und Anwendungen, von der Nahrungsmittelherstellung über kontrollierten Medika-
mententransport im menschlichen Körper oder Filtrationsprozesse bis hin zur Erdölgewin-
nung, stehen Diffusionsprozesse durch poröse Medien im Vordergrund. Durch diese vielfälti-
gen Anwendungsmöglichkeiten wurde dieses Thema bereits in zahlreichen theoretischen und
experimentellen Forschungsarbeiten behandelt. Trotzdem sind bisher viele Fragen bezüglich
der zu Grunde liegenden Mechanismen unbeantwortet geblieben, und besonders die Wech-
selwirkungen zwischen Flüssigkeiten und Makromolekülen, also dem Lösungsmittel und der
gelösten Substanz, werden oftmals nicht explizit berücksichtigt.
Das Hauptziel dieser Arbeit war die Entwicklung einer experimentellen Methode zur gleich-
zeitigen, aber unabhängigen Untersuchung der Diffusion von Flüssigkeiten und Makro-
molekülen. Dies wurde mit Hilfe einer Kombination von drei einander ergänzenden bildgeben-
den Verfahren realisiert. Während Neutronenradiographie die Untersuchung von Flüssig-
keitsbewegungen ermöglichte, wurde die Diffusion von fluoreszenzmarkierten Makromolekü-
len durch Fluoreszenzbildgebung visualisiert und analysiert. Zusätzlich wurde die gesamte
Probe mittels optischer Bildgebung ähnlich der Hellfeldmikroskopie auf Änderungen in
Größe oder Erscheinung untersucht.
Die Funktionalität und Zuverlässigkeit der entwickelten Methode wurde zunächst dadurch
gezeigt, dass die Ergebnisse einer umfangreichen Studie zu der Diffusion von fluoreszieren-
den Makromolekülen in Polymerhydrogelen mit denen von zwei gängigen experimentellen
Methoden übereinstimmten und mit Brownian Dynamics Simulationen beschrieben werden
konnten. In weiterführenden Experimenten wurde die Makromolekül-Diffusion in Poly-
merhydrogelen dann mit der Diffusion von Lösungsmitteln verglichen. Im Vergleich zur
Flüssigkeitdiffusion konnte schon für kleine Farbstoffpartikel, welche gemeinhin als Tracer
verwendet werden, ein ausgeprägter Unterschied festgestellt und gezeigt werden. Zusätz-
lich zu diesen Experimenten, bei denen die Diffusion in die Hydrogele hinein gemessen
wurde, wurden auch der umgekehrte Fall, Diffusion aus den Hydrogelen in das umliegende
Reservoir, untersucht. Dabei wurde ein qualitativ unterschiedliches Verhalten beobachtet,
welches mit Hilfe von leicht unterschiedlichen theoretischen Modellen beschrieben werden
konnte.

ii



AUTHOR’S DECLARATION

I declare that the work in the dissertation was carried out autonomously and independently
and without using any unauthorized help, and has not in the same or similar form been
submitted at a different institution. This is my first attempt at obtaining a doctoral degree.

SIGNED: ............................................................................... DATE: .......................

iii



DANKSAGUNG

Ich möchte die Gelegenheit nutzen, mich von Herzen bei all denen zu bedanken, die mich

auf dem langen Weg bis hin zur Fertigstellung dieser Arbeit begleitet und unterstützt haben.

In erster Linie gilt mein Dank meinem Doktorvater, Prof. Dr. Stefan Egelhaaf – zum

einen dafür, dass er mir die Möglichkeit gegeben hat, die Arbeit an seinem Lehrstuhl und

unter seiner Leitung anzufertigen und zum anderen für seinen grenzenlosen Optimismus und

seine Begeisterung für noch so kleine Fortschritte. Er hat mich während der gesamten Zeit

unterstützt und nie in Frage gestellt, ob ich auf dem richtigen Weg bin. Außerdem möchte

ich mich bei Herrn Prof. Dr. Peter Gilch für die Übernahme des Co-Referats bedanken.

Besonderer Dank gilt auch Frau Dr. Helen Hermes, die mich die meiste Zeit betreut hat

und die mir auch nach Verlassen der Arbeitsgruppe jederzeit mit Rat und Tat zur Seite

stand. Ihr Tatendrang, ihre Energie und ihre Kreativität waren stets motivierend und stim-

ulierend. Unsere gemeinsamen Roadtrips ans PSI und die damit verbundenen Messzeiten,

bei denen wir festgestellt haben, dass wir sehr gut zusammen arbeiten können und wir uns

gut ergänzen, wenn es darum geht die Messzeit optimal zu nutzen, werden mir immer in

guter Erinnerung bleiben.

Jennifer Burbach hat als studentische Hilfskraft und Freundin maßgeblich zum Erfolg der

Messreisen ans PSI beigetragen und mich auf der Odyssee um das Carnet A.T.A. (Passier-

schein A 38) begleitet und vor dem Wahnsinn bewahrt. Ein großer Dank gilt in diesem

Zusammenhang auch Herrn Dr. Christian Grünzweig, der von meiner Arbeit überzeugt

war und sich dafür einsetzte, dass ich Messzeit außerhalb der offiziell vergebenen Messzeit

bekam.

Des Weiteren möchte ich mich generell bei allen Kollegen am Lehrstuhl für Physik

der weichen Materie für das nette und freundliche Arbeitsklima bedanken. Einzelne Kol-

legen, die für mich zu guten Freunden wurden, sollten jedoch gesondert erwähnt werden.

Jörg, mit dem ich zahllose Tassen Kaffee getrunken habe und der meine Gefühlslage oft-

mals am besten nachvollziehen konnte. Auch wenn seine eigenen Probleme ihn an den

Rand der Verzweiflung brachten, hatte er immer ein offenes Ohr für mich, hat mich unter-

stützt und mir Mut gemacht. Danke auch an Ronja, für Hilfe, Rat und Geduld. Mit ihr

waren die regelmäßigen Fahrten nach Jülich deutlich unterhaltsamer als alleine. Christoph,

iv



für seine stets gute Laune, übersprudelnde Begeisterung und das gründliche Lesen meines

Manuskripts. Dass er mich immer wieder nach Origin-Ratschlägen gefragt hat, hat mich

sehr gefreut – auch wenn ich meistens selbst keine Ahnung hatte. Richie, für die “besten”

selbst erfundenen Witze und die Hilfe bei der Entwicklung meiner LabVIEW-Programme.

Ein ganz besonderer Dank gilt Kevin – für das LaTeX template mit der Dokumenten-

klasse “kevin”, für das Korrekturlesen dieser Arbeit und die überaus hilfreichen und nicht

zu vernichtenden Kommentare, für Aufmunterungen und Zuspruch und dafür, dass ich mich

immer auf ihn verlassen kann.

Ich schätze mich glücklich, Freunde aus Schule, Studium, meiner Mannschaft und FF

zu haben, die nicht müde geworden sind, mich zu fragen, wie es läuft und mir zu sagen,

dass sie stolz auf mich sind. Auch wenn ich sie nicht alle namentlich nennen kann, sei ihnen

gedankt und versichert, dass ich ihr Verständnis und ihre Unterstützung wertschätze.

Meiner Familie kann ich kaum genug danken. Tim, Natascha und Oskar für Ablenkung,

Zuspruch und Hilfe bei der Steuererklärung, meinen Eltern dafür, dass sie immer an mich

geglaubt haben und ich immer auf sie zählen kann und besonders meinem Vater, der nie

sauer darüber war, dass ich seine Frage, wann ich denn fertig werde nicht immer freundlich

beantwortet habe. Ohne euch wäre ich nicht ich selbst.

Zuletzt möchte ich mich bei meinem Freund Christian dafür bedanken, dass er mir immer

Halt und Zuversicht gegeben und mir nicht ein Mal vorgeworfen hat, dass ich einen Großteil

der knappen Freizeit auf dem Hockeyplatz verbracht habe. Dass wir diese schwierige Zeit

so gut gemeistert haben, lässt mich optimistisch und freudig in die Zukunft blicken.

v





“Inmitten der Schwierigkeiten liegt die Möglichkeit.”

Albert Einstein

vii





CONTENTS

List of Figures xi

List of Tables xii

1 Background 1

1.1 Soft Matter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.1.1 Colloids . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

1.1.2 Polymers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

1.1.3 Amphiphiles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

1.2 Porous Media . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

1.3 Diffusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

2 Overview 13

2.1 Imaging Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

2.1.1 Brightfield Imaging . . . . . . . . . . . . . . . . . . . . . . . . . . 16

2.1.2 Fluorescence Imaging . . . . . . . . . . . . . . . . . . . . . . . . . 16

2.1.3 Neutron Radiography . . . . . . . . . . . . . . . . . . . . . . . . . 19

2.2 Experimental Setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

2.3 Porous Systems and Intruders . . . . . . . . . . . . . . . . . . . . . . . . . 25

2.3.1 Polymer Hydrogels . . . . . . . . . . . . . . . . . . . . . . . . . . 25

2.3.2 Mesoporous Silica . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

2.3.3 Fluorescent Dyes and Macromolecules . . . . . . . . . . . . . . . . 30

2.4 Diffusion in Porous Media . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

3 Publications 39

3.1 Neutron, Fluorescence and Optical Imaging: An in-situ Combination of

Complementary Techniques . . . . . . . . . . . . . . . . . . . . . . . . . . 39

3.2 Diffusion of macromolecules in a polymer hydrogel: from macroscopic to

microscopic scales . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

ix



Contents

3.3 Solvent and solute ingress into a polymer hydrogel resolved by a combination

of imaging techniques . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97

3.4 Release of macromolecules from polyacrylamide hydrogels . . . . . . . . . . 119

Appendices 127

A Software 127

A.1 Display and save images of two cameras . . . . . . . . . . . . . . . . . . . 127

A.2 Choose color plane, calculate average intensity in region of interest and

export results to Origin . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130

A.3 SubVI: Display color image and choose color plane . . . . . . . . . . . . . 134

A.4 Choose color plane and subtract background in area of interest in fluores-

cence images . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135

A.5 Normalize and scale neutron images . . . . . . . . . . . . . . . . . . . . . 138

A.6 Convert image to binary image . . . . . . . . . . . . . . . . . . . . . . . . 142

A.7 Find contour of the hydrogel . . . . . . . . . . . . . . . . . . . . . . . . . 145

A.8 Calculate intensity profile . . . . . . . . . . . . . . . . . . . . . . . . . . . 148

B Publications: Protein Phase Behavior 153

B.1 Effect of glycerol and dimethyl sulfoxide on the phase behavior of lysozyme:

Theory and experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155

B.2 Additivity of the Specific Effects of Additives on Protein Phase Behavior . . 157

B.3 Tuning protein-protein interactions by cosolvents: specific effects of ionic

and non-ionic additives on protein phase behavior . . . . . . . . . . . . . . 159

B.4 Cosolvent-Induced Changes of Protein-Protein Interactions: From Phase

Behavior to Second Virial Coefficient . . . . . . . . . . . . . . . . . . . . . 161

x



LIST OF FIGURES

1.1 The colloidal length scale . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.2 Exemplary polymer architectures . . . . . . . . . . . . . . . . . . . . . . . 3

1.3 Amphiphiles and the formation of micelles . . . . . . . . . . . . . . . . . . 5

1.4 Scanning electron micrographs of natural hierarchical structured porous ma-

terials . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

2.1 Resolving power of the human eye, optical light and electron microscopes . 15

2.2 Schematic illumination path in a brightfield imaging device . . . . . . . . . 16

2.3 Schematic representation of a Jablonski diagram . . . . . . . . . . . . . . . 17

2.4 Schematic illumination path in a fluorescence imaging device . . . . . . . . 18

2.5 Spectra of two neutron radiography beamlines at the Paul Scherrer Insitute 21

2.6 Neutron transmission of H2O-D2O mixtures . . . . . . . . . . . . . . . . . 22

2.7 Schematic representation and photographs of the experimental setup . . . . 23

2.8 Exemplary optical, fluorescence, and neutron images of a polymer hydrogel

in a reservoir of fluorescein solution . . . . . . . . . . . . . . . . . . . . . . 24

2.9 Schematic representation of a hydrogel sample constrained in a sampe cell . 29

2.10 Synthesis pathway of mesoporous silica . . . . . . . . . . . . . . . . . . . . 29

2.11 Comparison of experimentally determined diffusion coefficients of dextran

molecules with Brownian dynamics simulations . . . . . . . . . . . . . . . 31

2.12 Solvent volume fraction profiles obtained from neutron radiography mea-

surements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

2.13 Normalized H2O volume fraction in the center of D2O-hydrogels after con-

tact with H2O solutions containing fluorescent molecules . . . . . . . . . . 34

2.14 Fluorescent (macro)molecule influx into and release out of hydrogel discs . 35

xi



LIST OF TABLES

1.1 Colloidal Dispersions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

1.2 Size regimes in porous media . . . . . . . . . . . . . . . . . . . . . . . . . 8

2.1 Overview of investigated polymer hydrogels . . . . . . . . . . . . . . . . . 27

2.2 Overview of dyes and dextran molecules used in the experiments . . . . . . 30

xii



BACKGROUND 1
1.1 Soft Matter

Colloids, polymers, and amphiphiles were traditionally independent research fields until be-

ing joined under the new umbrella ‘soft matter’ in the 1980s [1]. Soft matter represents a

subfield of condensed matter which connects diverse research areas such as physics, chem-

istry, biology, and material sciences. This diversity is also manifested in various technolog-

ical applications of soft materials, ranging from paint to lubricants, adhesives, detergents

and food. Soft matter comprises a variety of physical states and systems which span the

mesoscopic size regime between a nanometer and a micrometer (Fig. 1.1) and which are

mechanically soft and hence easily deformable by external stresses and electric or magnetic

fields [2–6].

The mesoscopic size of soft matter entities leads to two essential characteristics. Firstly,

Virus Cell Hair Full stop

hydrogel 

FluorophoreAtom

10−11 10−10 10−9 10−8 10−7 10−6 10−5 10−4 10−3 10−2 m

[7]

Figure 1.1 Illustration of exemplary systems spanning different length scales. The scan-
ning electron microscopy image of a hydrogel represents the mesoscopic size range relevant
for soft matter systems; adapted from [8].

1



1.1 Soft Matter

effects on the atomic scale do not have to be considered but rather coarse-grained models

are suitable to describe soft matter physics. Secondly, particles are small enough to undergo

thermal fluctuations, so-called Brownian motion, which is based on the observation of ran-

domly moving pollen grains in water by the botanist Robert Brown in 1827 [9]. Almost

80 years later, in 1905, Albert Einstein developed a theoretical model which successfully

described Brown’s findings. He proved that the pollen grains moved due to stochastic colli-

sions with water molecules, which also served as verification of the existence of atoms and

molecules [10].

1.1.1 Colloids

A colloidal dispersion consists of two phases: a dispersed phase (‘particle’) and a dispersing

medium (‘solvent’). All possible combinations of solid, liquid and gas are possible with the

exception of gas-gas. Examples are found in everyday life, as shown in Table 1.1. The

mesoscopic size of the dispersed particles is much larger than the size of the molecules

forming the dispersion medium which can hence be treated as a structureless continuum.

This ensures a well-defined and distinguishable interface between particles and medium. A

mixture of two gases represents a homogeneous system where the two original phases are

not distinguishable any more and is hence not a colloidal dispersion.

dispersed
phase

dispersion
medium

type of colloidal
dispersion

examples

gas liquid foam soap, beer froth, sparkling
drinks

gas solid solid foam pumice stone, marshmallow

gas gas does not exist –

liquid gas liquid aerosol fog, mist, hair spray

liquid liquid emulsion milk, mayonnaise

liquid solid solid emulsion, gel cheese, ice cream

solid gas solid aerosol smoke, dust

solid liquid sol, colloidal
suspension

paint, ink, clay

solid solid solid suspension plastic, glass

Table 1.1 Types of colloidal dispersions [11].
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Chapter 1 – Background

1.1.2 Polymers

Polymers are molecules consisting of repeating units (monomers) and also belong to the

world of soft matter. Indeed, the name polymer itself gives an indication of the nature of

these materials. It is derived from the Greek words ‘poly’ and ‘mer’, meaning many and seg-

ment, respectively. A number of monomers are covalently bound together to form a macro-

molecule. Homopolymers are built up by one single monomer species, whilst copolymers

consist of different monomers. Polymers are ubiquitous in nature and industrial products

and occur in vast numbers of architectures with highly diverse properties and applications

[12]. Examples of synthetic polymers are polyethylene, nylon, polyester or Teflon, while

natural polymers like silk, wool or DNA are widely known. The simplest case is a long lin-

ear polymer chain, but in principle all conceivable shapes exist, e.g. stars, combs, brushes,

rings, or three-dimensional polymer networks (Fig. 1.2). These can be custom-tailored by

the use of appropriate monomers in the polymerization process.

Rotations around the bond axis are generally not restricted by the covalent bonds between

individual monomers. Long polymer chains thus have a large number of internal degrees of

freedom resulting in many possible spatial arrangements of the monomeric building blocks.

The conformation of one isolated, single polymer chain can thus only be usefully described

statistically. The entropically favored configuration of a polymer chain is a random coil

which constantly dynamically changes its actual shape. Stretching out of the chain is en-

monomers

linear 

chain

star

polymer

comb 

polymer

brush 

polymer

ring 

polymer

polymerization

polymer

network

Figure 1.2 Schematic representation of generic polymer types.
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1.1 Soft Matter

tropically unfavorable. This entropic force is responsible for the elasticity of rubber and also

polymer networks [2].

The simplest model to describe the ideal polymer chain configuration is the freely-jointed

chain model, where N monomers with a fixed bond length, l, are freely jointed such that

all angles between individual segments are equally likely. The configuration can thus be

described as a random walk in three dimensions, yielding an average end-to-end distance,

Ree = lN1/2. An extension of this model, the freely-rotating chain model, takes into ac-

count that two consecutive bonds enclose a fixed bond angle while rotation around the bond

is still possible [13, 14]. Despite the fixed bond angle, a monomer can be placed at any

direction relative to a monomer far enough away along the chain. The length over which

the orientational correlation is lost is called ‘Kuhn statistical length’. Thus, the polymer

can again be represented by a freely-jointed chain.

This model lacks an important restriction. While it is possible to revisit a location in a clas-

sical random walk, two monomers cannot occupy the same position. Thus, a self-avoiding

random walk is more appropriate to describe real polymer configurations, as introduced by

the chemist Paul Flory [15]. A rigorous solution of the self-avoiding random walk is not yet

available, but approximate solutions and computer simulations suggest Ree = lN3/5. The

radius of gyration, Rg, is frequently used instead of the end-to-end distance as a measure

of the extension of the chain. It is the mean distance of all monomers to the center of mass

of the molecule.

Polymer networks will be discussed in more detail in Chapter 2.3.1. These are defined as

networks in which each monomer is connected to all other monomers and also to the macro-

scopic surrounding via numerous continuous paths through the macromolecule [16]. Whilst

one can distinguish between chemical and physical networks, the naming refers to the na-

ture of the so-called crosslinking points. According to IUPAC nomenclature, a crosslink is

defined as a region in a macromolecule which connects at least four polymer chains. If less

than four polymers are connected, it is called a branch point [16]. In a chemical polymer

network, separate chains are joined by covalent bonds which are formed by chemical reac-

tions that can be initiated by a change in pH, heat, pressure, or radiation [15, 17]. These

bonds are mechanically and thermally stable and difficult to break up, hence complicating

the recycling of crosslinked materials such as car tires. Physical crosslinks on the other

4



Chapter 1 – Background

hand are based on entanglements and attractive interactions between polymer chains and

are thus not permanent.

1.1.3 Amphiphiles

Like polymers, the third main species of soft matter – amphiphiles – take their name from

Greek ‘amphis’ meaning both and ‘philia’ meaning love; it describes substances compris-

ing a hydrophilic (water-loving) polar head and a hydrophobic (water-hating) tail. The

hydrophilic head can either be charged or uncharged and the hydrophobic tail typically

consists of one or more long hydrocarbon chains. Common amphiphiles are soaps or phos-

pholipids, a major component of all cell membranes [2, 18].

The amphiphilic character influences how these molecules behave in solution. In pure water

for example, they preferentially situate themselves at the surface with their polar heads in

and their non-polar tails outside the water phase. That is why they are also referred to as

surfactants, short for surface-active-agents. If they are forced to enter the water phase –

for instance by increasing the amphiphile concentration – the hydrophobic parts will try to

avoid contact with water through the formation of micelles. These amphiphile aggregates

are held together by weak physical interactions in the order of 1 kBT , with the Boltzmann

constant kB and the temperature T (Fig. 1.3). Besides the spherical micelle shown in

Fig. 1.3, cylindrical micelles, planar double layers or inverted structures are possible. The

concentration which is needed for this spontaneous self-assembly into micelles to occur, is

called the critical micelle concentration (cmc).

Basic laws of statistical mechanics postulate that all thermodynamic systems minimize their

free energy, F = U − TS, by reducing the internal energy, U , or maximizing the entropy,

S. A balance between entropy and energy decides the number, shape, and size of the

aggregates.

water

phase

air

hydrophilic head

hydrophobic tail

increase amphiphile

concentration

spherical

micelle

Figure 1.3 Schematic representation of amphiphiles and the formation of micelles.
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1.2 Porous Media

Another factor, determining the aggregate geometry is the shape of the single amphiphile

molecules, more precisely the headgroup cross-section, the volume taken up by the hy-

drophobic chain and its length.

One of the main uses of amphiphiles is to stabilize mixtures of two, normally immiscible,

liquids such as oil and water. When an amphiphile is added to the mixture, the molecules

preferentially adsorb at the interface, thus reducing the interfacial tension. Oil droplets will

be encapsulated by the amphiphilic micelles and a stable emulsion is formed. This is also

how amphiphiles work in detergents and soaps and why they are widely called surfactants.

1.2 Porous Media

Porous media consist of two phases: the network, often called the matrix or frame, is usually

a solid while the pores or voids are filled with a fluid (gas or liquid). Apart from metals,

some dense rocks and some plastics, most solid materials can be classified as porous media

with the pore structure enabling fluid transport through the materials [19]. Natural mate-

rials such as rocks, bones or wood as well as manufactured materials such as cements or

ceramics exhibit a porous structure which often significantly influences the material’s prop-

erties and functionality. Porous building materials for instance are better thermal insulators

as they can enclose large amounts of air. Another example is soil and sand, which causes

natural filtration of ground water and also traps water in the voids which can successively

be absorbed by plants. A selection of scanning electron microscopy and optical microscopy

images of natural porous media is shown in Figure 1.4 [20].

Generally, porous media serve to store fluids or gases, separate different substance or cat-

alyze chemical reactions. Physical properties of porous materials are mainly governed by

the texture and stiffness of the matrix, the pore sizes and their distribution as well as the

resultant specific surface area. According to the IUPAC, there are three different pore size

regimes: micropores, mesopores and macropores (Table 1.2) [21].

There are several experimental ways to determine the pore size distribution. The most di-

rect approach is to take an image of the material and measure the dimensions of the pores

[22]. Depending on the pore sizes and the required resolution, optical, electron or atomic

force microscopy can be used. Additionally, three-dimensional X-ray imaging, computer

tomography, is a commonly used technique in geology to reconstruct the internal structure

6



Chapter 1 – Background

Figure 1.4 Examples of scanning electron and optical microscopy images of natural porous
materials; adapted from [20].

of rocks non-destructively. However, these techniques are only useful for certain samples.

It might be necessary to cut the sample into thin sections or to treat the sample in order to

enhance contrast, which might also change the sample properties or the pore sizes [22, 23].
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1.3 Diffusion

pore diameter IUPAC
nomenclature

examples

0–2 nm micropores activated carbons, zeolites,
metal-organic frameworks

2–50 nm mesopores silica, alumina, polymer
hydrogels

>50 nm macropores plant roots, soil

Table 1.2 Pore size regimes in porous media according to the IUPAC [21].

Very common porosity measurement techniques for solid materials are gas sorption and

liquid intrusion measurements. In gas sorption experiments, the change in pressure is mea-

sured when an inert gas, typically nitrogen, is absorbed by the sample [24, 25]. For liquid

intrusion measurements, a non-wetting liquid, often mercury, needs to be forced into the

porous material under high pressure. The porosity can then be calculated based on the

volume of liquid and the pressure needed to fill the voids.

However, these techniques are all only applicable for dry samples with a stiff, self-supporting

matrix. Another class of porous materials which is of particular importance for the work

described in this thesis, are polymer hydrogels (Chapter 2.3.1). In this case, scattering

techniques can be applied to investigate the porosity. The sample is irradiated with a

monochromatic beam of light, neutrons, or X-rays and the scattered intensity as a function

of scattering angle is measured. Information about the pore structure can usually be derived

by analyzing the small angle scattering data based on appropriate models and assumptions.

The interpretation of scattering data often requires prior knowledge about the expected

pore structures [22].

1.3 Diffusion

Diffusion is a spontaneously occurring process that leads to the complete mixing of two

or more components. The origin of this process is the Brownian motion of the diffusing

substances paired with a concentration gradient [26]. This can be intuitively explained:

whilst Brownian motion alone only results in a fluctuating random motion without preferred

direction and frequent collisions between molecules, the concentration gradient induces a

macroscopically directed movement due to a higher collision probability in regions of a

8



Chapter 1 – Background

higher concentration.

First extensively documented experiments about diffusion of gases were conducted from

1828 to 1833 by Thomas Graham. Although he already postulated that diffusion in solutions

depends on both the concentration gradient and temperature [27], it was Adolf Fick who

developed the laws of diffusion in 1855, which are based on the analogy to heat conduction

and can be used to describe fundamentally all diffusion problems.

In one dimension, x, Fick’s first law postulates that the diffusive flux, J , which is the rate of

transfer of a diffusing substance per unit area is proportional to the concentration gradient,

∂c/∂x, whereas the diffusion coefficient D, is the constant of proportionality:

J = −D
∂c

∂x
. (1.1)

The negative sign indicates the diffusion direction from high to low concentrations. A

combination of Eq. 1.1 with the conservation equation yields Fick’s second law, the most

fundamental diffusion equation. It describes the temporal change in concentration, c,

during a diffusion process. If the diffusion coefficient, D, is independent of position, x, and

concentration, c:
∂c

∂t
= −∂J

∂x
= D

∂2c

∂x2 . (1.2)

Note that the dependence of the concentration on position and time, c(x, t), is omitted in

this representation. In the case of radial diffusion in a sphere or an infinitely long cylinder,

the surface of diffusion is position dependent and has to be considered. For radial diffusion

in a sphere, Eq. 1.2 can be expressed as:

∂c

∂t
= D

(
∂2c

∂r2 + 2
r

∂c

∂r

)
, (1.3)

and similarly for diffusion in a cylinder as:

∂c

∂t
= 1

r

∂

∂r

(
rD

∂c

∂r

)
, (1.4)

where r is the radial position inside the sphere or cylinder and r = 0 in the center.

With an adequate consideration of the geometry and the boundary conditions of a given

system, the diffusion equation can be solved. Many theoretical scenarios were extensively

covered by Crank [28] and picked up by many authors [29–33].
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Fick’s laws are based on a macroscopic approach to describe diffusion processes which

does not explicitly take the motion of individual diffusing particles into account. On this

microscopic level, Brownian motion can be described by a theory independently developed

by Albert Einstein and Marian Smoluchowski in 1905 and 1906, respectively. They derived

a relation between the diffusion coefficient, D, and the mean square displacement, ⟨∆r2⟩,

which is a measure for the average distance a particle travels in a certain delay time, τ :

⟨∆r2(τ)⟩ = 1
N

N∑
i=1

(ri(t + τ) − ri(t))2 = 2dDτ . (1.5)

The mean square displacement is an ensemble average over N particles and d denotes the

dimensionality of the diffusion process. Equation 1.5 describes free diffusion and becomes

much more complicated if external obstructions are introduced.

These two approaches on different length scales also point towards fundamentally different

experimental methods to study diffusion. The first one is to monitor the change in concen-

tration of the diffusing substance and then apply the Fickian diffusion equations and the

second is to study how the system evolves on the molecular level.
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OVERVIEW 2
In this chapter, an overview of the work performed for this thesis and which is presented

in more detail in Chapter 3 is provided. A central part of the work described in this thesis

was the design, construction and optimization of an experimental setup that allows the

simultaneous application of three complementary imaging techniques: optical transmission

or reflection imaging, fluorescence imaging, and neutron radiography (Chapters 2.2 and

3.1). This experimental setup was used to investigate diffusion into, through, and out of

porous media (Chapter 2.2).

In a first step, the diffusion of fluorescent macromolecules into a water-swollen polymer

hydrogel was studied using optical and fluorescence imaging. The results were compared to

those obtained from two different experimental techniques (fluorescence correlation spec-

troscopy and nuclear magnetic resonance spectroscopy) and from Brownian dynamics sim-

ulations (Chapter 3.2). A good agreement between the results from these fundamentally

different experimental and theoretical techniques proves the reliability and functionality of

the developed experimental setup and the associated measuring and analysis techniques.

In the next step, similar measurements were performed using additionally the third imaging

method, neutron radiography, in order to distinguish between solvent and solute diffusion.

This allowed the separate but simultaneous study of the influx of solvent and solute into

polymer hydrogels (Chapter 3.3) as well as the release of fluorescent macromolecules from

the hydrogels (Chapter 3.4). Even though the diffusion of molecules through porous net-

works such as polymer hydrogels is crucial for a number of applications and hence the focus

of numerous experimental and theoretical studies [1–11] there are few studies explicitly

addressing the solvent motion and its interplay with the solute motion [12, 13].
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2.1 Imaging Methods

2.1 Imaging Methods

A central part of the work described in this thesis was the development of an experimental

technique that combines three complementary imaging methods to simultaneously and in-

dependently investigate various features of a system. Thus, a general overview of common

imaging techniques is given in this chapter and the three techniques used in the experimen-

tal part of this thesis (brightfield, fluorescence and neutron imaging) are discussed in more

detail.

Imaging in science is applied in multidisciplinary research areas with numerous applications.

It is a very popular experimental approach as it satisfies the human desire to see what is

occurring even if it is not visible to the eye. In the modern smartphone era, the practice of

taking a photograph has become a daily occurrence and photography can be conveniently

used to explain the underlying principle of all imaging techniques.

Light emitted or reflected from an object is focused by an optical system onto an image

sensor or a light-sensitive material, forming an image of the object. Light intensities, and

in the case of a color sensitive image detector, wavelengths are measured and visualized via

spatially resolved gray levels or a color code. Image quality is determined by both the spatial

resolution, i.e. the minimal distance between two points in the image that can be distin-

guished from each other, and the image contrast, i.e. the difference in brightness and color

between different points in the image. The limits of resolution paired with the obtained

magnification have been continuously improved. While the human eye is limited to resolving

objects that are a fraction of a millimeter apart, light microscopes allow micrometer sized

objects to be seen. As the resolution is determined by the wavelength of the radiation,

the use of an electron beam with a much shorter wavelength yields a resolution down to

0.1 nm (Fig. 2.1). Two types of optical imaging, brightfield and fluorescence imaging, will

be discussed in more detail in Chapters 2.1.1 and 2.1.2.

In a few applications, the sample automatically emits the radiation which is to be detected.

Examples are thermal imaging, where radiation in the long-infrared range of the electro-

magnetic spectrum is measured to generate a heat map, or the detection of radioactive

radiation used in positron emission tomography in nuclear medicine. In most cases, the

sample needs to be irradiated with some kind of radiation first. This can be compared to

using a flash when taking a photograph in dark environments. The radiation interacts with
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Chapter 2 – Overview

Figure 2.1 Schematic representation of the resolving power of the human eye compared
to light and electron microscopes; from [14].
∗Light microscope includes brightfield, dark field, phase contrast and fluorescence micro-
scopes. Electron microscope includes scanning electron and transmission electron micro-
scope.

the sample, is absorbed, transmitted or scattered and thus contains information about the

sample, which is recorded using a suitable detector. Depending on the radiation, contrast

in the image is generated by different features of the sample. This can be understood by

comparing two common medical imaging techniques: X-ray and magnetic resonance imag-

ing.

In 1895, Wilhelm Röntgen discovered X-rays, a radiation with a wavelength between 0.01

and 10 nm, which can be used to identify bone structure. X-ray imaging in medicine is

often called radiography, even though technically speaking the term ‘radiograph’ describes

only a shadow image produced by any kind of radiation after passing through an object. In

the case of X-rays, human tissue and liquids are basically transparent while the minerals in

bones, especially calcium, efficiently absorb X-rays due to their high electron density. This

results in a reduction of X-rays reaching the detector and hence contrast in the image.

Magnetic resonance imaging (MRI), also called nuclear magnetic resonance imaging (NMRI),

is achieved by placing the sample in a strong and uniform magnetic field (typically about

1.5 T). This results in a polarization of the protons and thus alignment of their spins parallel

to the magnetic field. Protons are the nuclei of hydrogen atoms and thus present in H2O

molecules in human tissue. Then, an additional weaker magnetic field, that oscillates at

the resonance frequency of the hydrogen atoms is applied. This causes the spins to tilt
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and precess. After turning of the oscillating field, the spins will relax again and orient in

the direction of the static magnetic field. The time constant for this relaxation process is

measured. As it strongly depends on the molecular environment of the hydrogen molecules,

different tissues and organs result in a characteristic signal and contrast in the image.

For the sake of completeness, it should be noted that imaging with all other types of radia-

tion such as ultrasound or radar is also possible. Imaging with particle radiation is discussed

in more detail in Chapter 2.1.3 using the example of neutron radiography.

2.1.1 Brightfield Imaging

Brightfield imaging is the simplest optical imaging method. Light, typically from a halogen

or a LED lamp, is directed onto the sample either transmitted or reflected and subsequently

focused onto a detector. The light path through a brightfield transmission imaging device

is schematically depicted in Figure 2.2. The collimator lens collects light from the light

source and collimates it in order to be able to efficiently use the provided illumination.

The collimated light beam is then focused onto the sample plane by a condenser lens

before it reaches the objective. The objective can be a single lens or consist of several

optical components and serves to magnify the image of the sample and to focus it onto

the detector, which can be a camera or the human eye. In most microscopes, an additional

lens, called the ocular or eye piece, is placed near the focal point of the objective to further

magnify the image. The obtained magnification depends on the individual lenses in the

objective and contrast in the image results from absorption of light in the sample.

Light Source

Collimator Condenser

Sample Plane

Objective

Detector

Figure 2.2 Schematic illustration of the light path through a brightfield transmission
imaging device.

2.1.2 Fluorescence Imaging

Luminescence is the emission of light from substances which either transfer external energy

not at all or not entirely into thermal energy but get electronically excited. There are many
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different types of luminescence depending on the nature of the excitation. Examples are

chemiluminescence which is the result of a chemical reaction, electroluminescence, resulting

from an electric current passing through a material or photoluminescence which is a conse-

quence of the absorption of photons. Photoluminescence can be divided into fluorescence

and phosphorescence, which is the emission of light from excited singlet or triplet states

[15, 16].

The absorption and emission of light can be illustrated by Jablonski diagrams, as seen in

Figure 2.3, where S0, S1, and S2 represent the ground, first, and second excited states, re-

spectively. These states can be further divided into different energy levels corresponding to

different vibrationally excited states. Fluorescence typically occurs from aromatic molecules

and fluorescent substances are commonly known as fluorophores. Important characteristics

of a fluorophore are its fluorescence lifetime and its quantum yield. The fluorescence life

time, τ , is the average time between excitation and emission and is typically in the order

of nanoseconds. In contrast to the instantaneous absorption of light, the time span the

fluorescent molecule remains in the excited state allows it to interact with other molecules.

Thus, absorption spectroscopy can only yield information about the energy ground state of

the molecules while the fluorescence signal contains information about the molecular envi-

ronment and dynamics of a fluorescent molecule [15]. The quantum yield is the ratio of the

S1

S2

S0

Internal 

Conversion

FluorescenceAbsorption

hνA hνA hνF

Intersystem

Crossing

T1
Phosphorescence

hνP

Figure 2.3 The Jablonski diagram schematically shows the excitation of a fluorophore
from its ground state, S0, to an excited state, S1 or S2, followed by either an internal
conversion to a lower excited state or an intersystem crossing to the first triplet state, T1.
Fluorescence and phosphorescence are emitted upon relaxation to the ground state from
the S1 or T1 state, respectively; redrawn from [15].
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number of emitted photons to the number of absorbed photons and hence determines the

brightness and the necessary excitation energy to generate a sufficient fluorescence signal

[15]. The emission spectrum is characteristic for the respective fluorophore and independent

of the excitation wavelength [17].

In addition to fluorescing, molecules can also undergo a spin conversion from the excited

singlet state to the first triplet state, T1. The phosphorescence emitted from this energy

state occurs on considerably slower emission rates of 103 − 100 s−1, corresponding to life-

times in the range of milliseconds to seconds or even longer. As displayed in Figure 2.3,

the emitted light usually has a lower energy and thus longer wavelength, λ, compared to

the excitation light. This difference in wavelength is named ‘Stokes shift’ after the Irish

physicist Sir George G. Stokes, who first observed this phenomenon in 1852 [18]. It enables

the separation of excitation and emission light with optical filters necessary for fluorescence

imaging techniques, as illustrated in Figure 2.4 for the fluorophore fluorescein isothiocyanate

(FITC). The excitation filter (EX) is usually a band pass filter that only transmits a narrow

wavelength range around the excitation maximum of the fluorophores in the fluorescent

specimen (Fig. 2.4). FITC displays its maximum absorption at 495 nm and an emission

peak at about 519 nm. After interacting with the sample, the light beam contains both

the excitation light and the emitted fluorescence light. A dichroic mirror (DM) is used to

separate these two contributions. If it is placed at an angle of 45 ◦ to the incident beams, it
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Fluorescence Filters: Spectral Profiles

Figure 2.4 Schematic representation of the light path and the use of optical filters in
epi-fluorescence imaging devices. The fluorescence spectrum of fluorescein isothiocyanate
(FITC) and spectral profiles of filters optimized for this fluorophore are presented.
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reflects wavelength below a certain cut-off value while higher wavelengths are transmitted.

The DM is chosen such that the cut-off value lies between the excitation and the emis-

sion wavelengths. In the case of FITC, wavelengths below 500 nm are reflected and higher

wavelengths are transmitted. As seen in the spectral profiles of a commercially available

fluorescence filter set optimized for FITC in Figure 2.4, it is still possible that some fraction

of the excitation light is transmitted by the dichroic mirror. Thus a third filter, the emission

filter (EM), which is typically a band pass or a longpass filter that only transmits wave-

lengths well above the excitation wavelengths is used. Thus, only fluorescence generated

in the specimen reaches the detector. The high sensitivity of fluorescence detection, even

allowing single-molecule observation together with a vast number of fluorescence technolo-

gies and applications render it a dominant and extensively used methodology. Prominent

examples of additional fluorescence techniques are fluorescence correlation spectroscopy

(FCS), fluorescence anisotropy, Förster energy transfer (FRET) or fluorescence recovery

after photobleaching (FRAP).

2.1.3 Neutron Radiography

In contrast to the optical imaging methods discussed in the previous sections, neutron imag-

ing uses a neutron beam instead of light to irradiate the object of interest and hence to

form the image. Neutrons are the electrically neutral constituents of atoms with a mass of

1.675×10-27 kg, which were discovered by James Chadwick in 1932 [19, 20]. An important

requirement for neutron radiography experiments is access to a neutron source providing a

sufficient neutron flux at a large scale facility for science. There are two classes of neutron

sources, nuclear fission reactors and spallation sources. In a reactor, the fission of the ura-

nium isotope 235U after capturing a slow neutron is used. The uranium nucleus is deformed

and split up into two lighter nuclei instantly releasing two to three neutrons. Each of these

neutrons can again initiate the fission of another uranium nucleus, leading to a chain reac-

tion of fission events. The amount of available fissile material is very important for a stable

neutron flux and a safe reactor operation. While too much fissile material would quickly

lead to an uncontrollable chain reaction with an exponential increase of generated neutrons

accompanied by a huge energy release, a certain critical mass of uranium is necessary to

sustain the chain reaction.

For the second nuclear reaction used for neutron production, the spallation reaction, highly
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energetic protons produced by a particle accelerator are directed onto a target contain-

ing heavy nuclei such as lead or tantalum. The protons collide with individual nucleons

(i.e. neutrons or protons) in the nuclei. As a result of these collisions, nucleons are either

ejected or experience further intra nuclear collisions leading to a highly excited nucleus,

which consequently releases further nucleons.

An important property of neutrons relating to their use in soft matter experimentation is

their dual wave-particle nature, which allows their energy, E, to be related to their wave-

length, λ. The de Broglie equation is:

λ = h

p
= h

mnv
= h√

2Emn
, (2.1)

with the Planck constant, h = 6.626 × 10-34 Js, momentum, p, and speed, v, and allows

suitable wavelengths to be chosen to match the energy required.

The energy of neutrons produced with one of the explained nuclear reactions is typically in

the range of 1 MeV. However, for scientific purposes and condensed matter investigations,

neutron wavelengths in the order of a few Angstroms are required. This corresponds to

the meV energy range and hence the generated neutrons have to be cooled or in other

words slowed down before they can be used for the experiments. This is achieved with a

moderator which is typically graphite, heavy water or light water, where the speed of the

neutrons is reduced by elastic collisions with the moderator molecules. The different energy

and thus wavelength regimes are classified roughly according to the respective moderator

temperature into hot, thermal, cold, and ultracold neutrons. Figure 2.5 shows exemplary

neutron wavelength spectra of two neutron radiography beamlines available at the Paul

Scherrer Institute in Villigen, Switzerland. Whilst NEUTRA is a thermal neutron imaging

facility, the experiments described in Chapter 3.3 were performed at the cold neutron imag-

ing beamline ICON.

As its name states, neutron radiography is a radiographic technique, meaning that shadow

images of the objects are recorded. Neutron tomography, a three-dimensional reconstruc-

tion of several radiographs taken in different orientations is possible as well but will not be

discussed further. Contrast in the radiographs is generated when neutrons interact with

the object, get absorbed or change their direction, resulting in a reduction of transmitted

neutrons. As neutrons only interact weakly and mainly with the atomic nuclei, they are
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Figure 2.5 Neutron wavelength spectra of two neutron radiography beamlines at the Paul
Scherrer Insitute in Switzerland; redrawn from [21].

highly penetrating into most materials and suitable to internally image large objects and

structures in a non-destructive fashion [22]. A particularly useful property of neutrons is

that their interaction cross-section varies randomly throughout the periodic table. This is in

distinct contrast to X-rays, where the attenuation coefficient of an element increases with

increasing atomic number due to their interaction with electrons. Neutrons interact strongly

with some light atoms such as hydrogen, lithium or boron while they barely interact with

metals such as aluminum [22, 23]. Even isotopes of the same element can have markedly

different neutron attenuation coefficients. This has particular relevance for neutron radio-

graphy in soft matter applications as isotope exchange can be used to induce contrast in

the images and thus highlight certain parts of the sample. A prominent example, which

was also exploited for the experiments described in Chapter 3.3, is the difference in neu-

tron attenuation of 1H and 2H, hydrogen and deuterium, respectively. Even though these

isotopes only distinguish themselves by one neutron, hydrogen has a total neutron cross-

section σH = 82.36 b (whereas 1 b = 10−28 m2) while that of deuterium is only σD = 7.64 b

for a neutron wavelength of λ = 0.1798 nm [24, 25]. The cross-section is an intrinsic

measure for the likelihood of an interaction between neutron and nucleus. The larger neu-

tron cross-section of H2O compared to that of D2O thus translates into a lower neutron

transmission of H2O in a neutron imaging experiment. This is illustrated in Figure 2.6,

where the neutron transmission, T , of H2O-D2O mixtures as a function of the respective
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Figure 2.6 Neutron transmission, T , of H2O-D2O mixtures with the respective volume
fractions of H2O and D2O, φH and φD measured at the cold neutron imaging beamline
ICON at the Paul Scherrer Insitute, Villigen, Switzerland.

volume fractions of H2O and D2O, φH and φD, is plotted. The neutron radiographs are

two-dimensional grayscale images with the intensities, I(x, y), and were measured at the

ICON beamline. To calculate the transmission, which is the ratio of the transmitted to the

incident intensity, T = I/I0, a pixelwise flat-field correction was performed:

T (x, y) = I(x, y) − IBG(x, y)
I0(x, y) − IBG(x, y) , (2.2)

The incident intensities, I0(x, y), as well as the background intensities, IBG(x, y), taken

when all shutters in the neutron beamline were closed, were recorded separately. The

pixelwise correction accounts for spatial inhomogeneities in the neutron beam and detector

efficiency. If necessary, the data can be corrected for potential temporal fluctuations in the

neutron beam intensity by monitoring the transmission of a reference area, where no change

in transmission is expected during the measurement time. This procedure is explained in

detail in Chapter 3.3.

2.2 Experimental Setup

An experimental setup was designed which allows the combination of three complementary

imaging techniques: optical imaging (OI), fluorescence imaging (FI), and neutron radio-
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graphy (NR). It is described in detail in Chapter 3.1. As neutron radiography experiments

can only be performed at large scale facilities, the setup needs to be portable and cus-

tomized to meet the spatial restrictions of the neutron beamline where the experiments are

conducted. All neutron radiography experiments described in this thesis were performed at

the cold neutron imaging beamline ICON at the Paul Scherrer Institute located in Villigen

in Switzerland [26, 27] and thus the setup described here is optimized for this beamline.

Figure 2.7 shows a schematic representation of the imaging setup and two photographs,

which illustrate the setup placed in the ICON beamline. The horizontal neutron beam path,

in this representation from right to left, can not be changed. Thus, the optical setup is

constructed such that a vertical sample orientation is possible and that only the sample

and cell and two optical mirrors (M1 and M2) are irradiated by the neutron beam. All

other components are placed far enough from the neutron beam and additionally shielded

in order to minimize their activation. The two quartz glass mirrors with a chrome-silica

coating reflect optical light but have a very low neutron interaction cross-section and thus

appear almost transparent to neutrons. Neutrons transmitted from the sample reach the

scintillation screen (SC), which re-emits the energy deposited by the incoming neutrons in

the form of light which is detected by a CCD camera (NR CAM) and forms the neutron

radiograph.

For the optical and fluorescence imaging, the light from an LED lamp (CoolLED pE-2) is

guided to an excitation filter (EX) by an optical fiber (OF). The excitation filter usually is
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Figure 2.7 (a) Schematic representation and (b) and (c) photographs of the experimental
setup in the neutron radiography beamline ICON at the Paul Scherrer Institute. The labels
are defined in the main text. In the photographs, there is no sample in the sample plane
and shielding to prevent radiation damage of the equipment has been removed. Reprinted
from [28] with the permission of AIP Publishing.
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2.2 Experimental Setup

a short or band-pass filter and transmits only a certain wavelength range that is suitable

to excite fluorophores in the sample. It guarantees that the wavelength of the incident

excitation light is well below the emission wavelength of the fluorophores. An achromatic

doublet lens (L1) generates a collimated light beam, which is then directed onto the ver-

tically oriented sample using mirror M1. In the sample a fraction of the incident radiation

is transmitted while the rest is absorbed by the fluorescent molecules and is subsequently

re-emitted with a longer wavelength. Thus, the light beam behind the sample plane con-

sists of two spectral parts, which can be separated using optical filters. A dichroic mirror

(DM) in combination with an emission filter (EM) transmit the emitted fluorescence, while

the transmitted excitation light is reflected by the DM and subsequently attenuated by a

neutral density filter (ND) to avoid overexposure. These two spectral parts contain differ-

ent information about the sample, which can be visualized by focusing the respective light

beams onto two separate CCD cameras (FI CAM and OI CAM) using lenses (L2 and a

pair L3). Using a color camera allows the detection of changes in the emission spectrum

during an experiment. Instead of the combination of OI and FI with the described setup,

one could also introduce additional filters in the OI light path and for instance monitor a

second fluorescent species.

As already discussed in Chapter 2.1 and seen in Fig. 2.8 using the example of a polymer

hydrogel immersed in a reservoir of fluorescent dye solution, the three imaging methods

2000 I
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(b) Fluorescence Imaging
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(c) Neutron Radiography 
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2000 I 90004000 I

Figure 2.8 Exemplary (a) optical, (b) fluorescence and (c) neutron images of a polymer
hydrogel in a reservoir of fluorescein solution. The color and gray scale bars correspond to
the original image intensities.
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combined in this setup illustrate different properties of the sample. In optical imaging,

contrast is generated by differences in the optical density. Size, structure and possibly

defects of the sample can be seen (Fig. 2.8 (a)). In fluorescence imaging, only the fluo-

rescent molecules, in this case the sodium salt of fluorescein, are seen (Fig. 2.8 (b)). A

higher intensity corresponds to a higher fluorophore concentration and the comparison of

images, taken at different times allows the analysis of the diffusion of fluorescein dye from

the reservoir into the hydrogel. As opposed to this, contrast in the neutron radiographs

is caused by the large difference in attenuation of hydrogen and deuterium (Fig. 2.8 (c)).

The hydrogel depicted here is swollen in H2O, which appears dark in the radiograph, while

the fluorescent dye is dissolved in D2O which appears much brighter. Thus a mixing of the

two liquids can be followed by monitoring the spatially and temporally dependent change

in image intensities.

In contrast to neutron radiation, which can easily penetrate metallic materials such as alu-

minum or zirconium, optical transmission imaging is limited to either very thin or optically

transparent samples. In the case of opaque samples, the mirror M1 needs to be replaced

by a beam splitter in order to realize epi-illumination and thus optical and fluorescence

reflection imaging [28].

2.3 Porous Systems and Intruders

2.3.1 Polymer Hydrogels

Hydrogels are three-dimensional networks of crosslinked polymers with intriguing proper-

ties. They can for instance absorb large amounts of water due to hydrophilic functional

groups and hence swell to many times their original size. The dissolution of the network

is prohibited by the crosslinks, which can either be physical or chemical, depending on the

polymer and the synthesis conditions. Physical crosslinks arise from ionic or hydrophobic

interactions between different polymers, hydrogen bonds or polymer chain entanglements.

While these junctions are of transient nature, chemical crosslinks are permanently formed

by a chemical reaction [29]. Due to the large variety of suitable polymeric material and

crosslinking methods, many different hydrogels have been prepared and studied. Some hy-

drogels are often referred to as smart materials due to their ability to respond to external

stimuli such as a change in pH, temperature, or solvent composition with a drastic volume
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2.3 Porous Systems and Intruders

change. Hydrogels are widely used in a broad range of applications from bioadhesives [30],

responsive coatings [31, 32] or chemical sensors [33, 34] to controlled drug delivery [35–38]

or food products [39, 40].

All experiments described in this thesis were performed with chemically crosslinked poly-

acrylamide (PAAm) hydrogels, which were synthesized by copolymerization of the monomer

acrylamide (AAm) with the tetrafunctional crosslinking agent N,N’-methylenebis(acrylamide)

(BIS). Ammonium peroxodisulphate (APDS) and tetramethylethylenediamine (TEMED)

were used as redox initiators to start the chemical reaction. One important parameter

characterizing the hydrogel is the molar ratio of crosslinker to monomer, usually called

the crosslinking ratio, X = nBIS/nAAM, where n denotes the amount of the respective

substance. Hydrogels with two different crosslinking ratios were prepared, X =1/60 and

X =1/15. Hydrogels swollen in heavy water (D2O) were prepared using the same protocol

by exchanging H2O with D2O in every step. The characteristics of the hydrogel and espe-

cially the developed pore sizes are also determined by the degree of swelling, Q, or in other

words the amount of solvent comprised by the polymer network:

Q = mgel
mp

, (2.3)

with the mass of the hydrogel, mgel, and the polymer mass after complete drying of the

hydrogel, mp. The equilibrium degree of swelling evidently depends on the crosslinking ratio

and the nature of the polymeric material but also on solvent quality. Instead of the swelling

degree, one can also calculate the polymer (or solvent) volume fraction in the hydrogel:

φp = mpρs
mpρs + msρp

, (2.4)

where ρ denotes the densities of the polymer (subscript p) and the solvent (subscript s).

Pore sizes can be calculated based on the Flory-Rehner theory for the swelling of crosslinked

polymer networks [41]. These values should only be interpreted as a rough estimate though,

as many assumptions are introduced in the calculations. With the known crosslinking ratio,

X, and the molecular weight of the repeat unit in the polymer (AAm), Mr,AAm =71.1 g/mol,

the theoretical average molecular weight of the polymer chain between two crosslinking
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points, M̄c, can be calculated [42, 43]:

M̄c = Mr,AAm
2X

. (2.5)

The mean pore size or network correlation length, ξ, can be interpreted as the end-to-end

distance of the polymer chains between two crosslinks [42–44]:

ξ = φ-1/3
p

√
2CnM̄c
Mr,AAm

l , (2.6)

with the carbon–carbon bond length, l =0.154 nm, and the dimensionless characteristic

ratio, Cn (Cn =2.72 for PAAm [45]). Table 2.1 shows the characteristics of different

polyacrylamide hydrogels in their fully swollen equilibrium state which were used in the

experiments based on the Flory-Rehner theory. The calculated pore sizes, ξ, should only

be considered as a rough estimate. In a real hydrogel, pore sizes and shapes are neither

uniform nor constant in time. The polymer chains are flexible and soft, leading to dynamic

fluctuations in the actual pore sizes. For some experiments, the degree of swelling, Q, was

altered by partial drying of the hydrogel samples (Chapter 3.3).

solvent X Q φp ξ [nm]

H2O 0.0167 20.41 0.038 5.852

H2O 0.0667 15.63 0.050 2.670

D2O 0.0167 16.26 0.053 5.241

D2O 0.0667 13.28 0.065 2.449

Table 2.1 Characteristics of the investigated polyacrylamide hydrogels. They were swollen
in either H2O or D2O and the crosslinking ratio, X, was varied which resulted in different
degrees of swelling, Q, polymer volume fractions, φp, and pore sizes, ξ.

In a typical experiment, hydrogel discs are constrained between two parallel glass plates and

then contacted with fluorescent molecule solutions. As visualized in Figure 2.9, the diffusion

of fluorescent molecules and solvent only occurs through the radial edge of the hydrogel

discs. Constriction and slight squeezing of the hydrogels is necessary to prevent slipping of

the sample which is vertically oriented as required for neutron radiography measurements.

It is assumed that this constriction affects the hydrogel structure and possibly introduces

an anisotropic pore size distribution. This made a reliable determination of the pore sizes
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2.3 Porous Systems and Intruders

experienced by the diffusing molecules in the experiments difficult.

The structure of freeze-dried hydrogels is commonly visualized by scanning electron mi-

croscopy experiments. The required freeze-drying prior to the measurements renders the

determination of the pore sizes of the hydrogel in its native hydrated state impossible.

Dynamic light scattering (DLS) measurements of the polyacrylamide hydrogels were per-

formed in order to estimate the pore size of hydrated samples. Due to the non-ergodicity

of gels in general, the measurement procedure and the analysis of light scattering data

is complex. From measurements performed, the pore sizes were determined to be in the

order of magnitude expected from the Flory-Rehner calculations with rather big deviations

between repeat measurements. As these hydrogel samples are not necessarily comparable

to those used in the diffusion experiments, these values will not be further dwelled upon.

For ease of experimentation, the hydrogels studied with DLS were polymerized directly in

the cuvettes and hence were not swollen to equilibrium and then compressed as was the

case for the diffusion experiments. Similarly, the interpretation of results from small an-

gle neutron scattering (SANS) experiments was complicated. Those measurements were

performed in the exact same sample cells as the diffusion experiments and hence only the

sample orientation perpendicular to the diffusion direction (top view in Fig. 2.9) could be

probed.

Due to the lack of a reliable technique to determine the hydrogel pore sizes experienced by

the diffusants, we used three complementary experimental techniques to study the diffusion

of differently sized macromolecules through one particular hydrogel and additionally per-

formed Brownian dynamics simulations to draw conclusions about the pore size distribution

(Chapter 3.2).

2.3.2 Mesoporous Silica

For the experiments with the imaging setup in reflection mode, another class of porous

materials was used. Mesoporous silica powders with a hierarchic pore structure of well-

defined sizes were first developed in 1992 [46]. They exhibit extremely large surface areas

of approximately 1000 m2/g and offer many applications in various fields of research such

as optical sensing [47, 48], drug delivery [49, 50], and catalysis [51]. The hexagonally

ordered silica powder MCM-41 functionalized with the fluorescent dye nile red was used

in the experiments described in Chapter 3.1. A pathway commonly used to synthesize
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Figure 2.9 Side and top view of a hydrogel disc constrained between two glass plates.
Solvent and fluorescent molecules diffuse into the hydrogel through the radial edge.

these materials is schematically shown in Figure 2.10. In a first step, surfactants such

as cetyltrimethylammonium bromide form cylindrical micelles in aqueous solutions which

subsequently self-assemble into a hexagonal array of micelles. This is then used as a

template. A certain silica species is added to the solution and then condensates on the

surfactant-rods. Removal of the organic template by thermal treatment (calcination) or

solvent extraction yields the mesoporous silica material with a well-defined two-dimensional

pore structure. The fluorescent dye nile red was covalently attached to the mesoporous

silica yielding a suitable optical sensor material as nile red is a solvatochromic dye. Its

emitted fluorescence depends strongly on solvent polarity. The MCM-41 materials were

characterized by small angle X-ray scattering (SAXS), nitrogen sorption and transmission

electron microscopy (TEM) [52]. A bimodal pore size distribution with pore diameters of

1.5 and 2.8 nm was found.

Si

O
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O
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Formation Alignment Arrangement Calcination

Add Silica

Figure 2.10 Synthesis pathway of MCM-41; adapted from [53].
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2.4 Diffusion in Porous Media

2.3.3 Fluorescent Dyes and Macromolecules

The diffusion as a function of the size of the different fluorescent (macro)molecules through

porous networks was also studied. An overview of the diffusants used for the experiments in

this thesis is given in table 2.2 and their naming convention is introduced. Three different

fluorescent dyes (Alexa fluor 488, tetramethylrhodamine and fluorescein) as well as dextran

molecules labeled with these dyes were studied. The molecular weights, MW, were obtained

from manufacturer data sheets and range from 0.33 kDa for fluorescein to 2000 kDa for the

largest dextran. Hydrodynamic radii of all of the (macro)molecules were calculated from

measured diffusion coefficients (see Chapter 3.2) and range between about 0.5 and 40 nm,

thus spanning a size regime much smaller to much bigger than the average hydrogel pore

sizes (Table 2.1).

MW [kDa] rh [nm] Alexa fluor 488 Tetramethylrhodamine Fluorescein

dy
es

0.33 0.56 FLU

0.39 0.56 TMR

0.53 0.54 A488

de
xt

ra
ns

3 1.7±0.1 A488-D3 TMR-D3 FLU-D3

10 3.1±0.2 A488-D10 TMR-D10 FLU-D10

40 6.0±0.3 TMR-D40 FLU-D40

70 7.9±0.4 TMR-D70 FLU-D70

500 20±2 FLU-D500

2000 40±4 TMR-D2000

Table 2.2 Overview of dyes and dextran molecules of different molecular weights, MW,
hydrodynamic radii, rh, and their naming convention. The molecular weights were obtained
from manufacturer data sheets and the radii were calculated from measured diffusion co-
efficients (see Chapter 3.2). The dextrans were labeled with one of three different dyes
(Alexa fluor 488, tetramethylrhodamine and fluorescein).

2.4 Diffusion in Porous Media

Whenever a porous material is subject of a scientific study, the transport phenomena in and

through the material is inevitably addressed. A literature review of porous media does not

render many results if the transport properties of the particular material are not discussed.

This is due to the fact that it is closely linked to the efficiency for a technical application and
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in the case of biological material to its functionality. Technical and industrial applications

for porous media and thus also for diffusion in porous media such as fuel cells [54, 55], food

production [39, 40], filtration devices [56, 57], and chromatography [58, 59] are widespread.

Recently, the biomechanics of natural and engineered porous tissues and in-tissue drug de-

livery has gained more and more attention [35, 36, 60–62]. In the field of geosciences,

concepts and algorithms have been developed to model flow and transport through soils.

However, biological and industrial porous media can often be significantly more complex,

introducing additional mechanisms, which are not yet completely understood. Fast de-

formations and fluctuations of the network structure in most biological porous media can

affect the diffusion for instance and a large range of pore sizes can be encountered.

Calibration of Optical Imaging Methods

Precise measurements to reveal the underlying transport properties of porous media are

evidently required. Chapter 3.2 presents an extensive experimental and theoretical study of

the diffusion of differently sized molecules through one specific polymer hydrogel network.

The optical and fluorescence imaging methods introduced in Chapters 2.1.1 and 2.1.2 were
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Figure 2.11 Hindrance factors, H = Dgel/Dsolution of differently sized dextran molecules
obtained from three independent experimental techniques compared to a fit based on a fiber
network model and Brownian dynamics simulations. Reproduced from [63] with permission
from the PCCP Owner Societies.
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compared with two independent experimental techniques, namely fluorescence correlation

spectroscopy (FCS) and nuclear magnetic resonance (NMR) spectroscopy. All techniques

were found to yield quantitatively consistent diffusion coefficients even though they probe

different length scales of the system. The observed trends were successfully reproduced

by coarse grained Brownian dynamics simulations as shown in Figure 2.11. The hindrance

factor, H, which is defined as the ratio of the diffusion coefficient measured in the gel,

Dgel, to the one measured in solution, Dsolution, decays markedly with increasing size of the

diffusing molecules as expected. The agreement of the results obtained with three inde-

pendent experimental techniques and simulations serves as valuable proof of the accuracy

of the individual techniques.

Solvent and Solute Influx into Hydrogels

In a following step, the simultaneous optical and fluorescence imaging experiments were

combined with neutron radiography measurements in order to distinguish between solvent

and solute motion (Chapter 3.3). The diffusion of fluorescent dyes and macromolecules

suspended in either H2O or D2O into polyacrylamide hydrogel discs with varying degree

of swelling and crosslinking ratio, which were either swollen in H2O or D2O, was studied.

Time-series of neutron and fluorescence images were recorded and the two-dimensional im-

age intensities, I(x, y, t), were converted into solvent and solute volume fractions, φ(x, y, t),

using appropriate calibrations [28, 64]. Spatial averaging taking into account the distance

to the hydrogel disc border yielded solvent and solute volume fraction profiles, φ(r, t),

where r denotes the radial position in the disc. These profiles, showing the time- and

position-dependent volume fraction distributions inside the hydrogel discs, were quantita-

tively analyzed based on solutions to the diffusion equation (Eq. 1.4) considering different

boundary conditions.

Figure 2.12 shows an exemplary set of D2O volume fraction profiles, φD(r, t), which were

normalized with the initial and final D2O volume fractions inside the hydrogel, φi and φ∞,

respectively. Here, the diffusion of a fluorescein-D2O solution into a fully swollen H2O-

hydrogel was followed. The data was fitted based on two different solutions to the diffusion

equation for cylindrical geometries (Eq. 1.4): firstly, radial diffusion into the cylinder from

a stirred, infinite reservoir and secondly, diffusion from a stirred reservoir of limited volume.

A stirred reservoir implies a uniform concentration in the entire solution around the cylinder
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Figure 2.12 Normalized D2O volume fraction profiles, φD(r, t), for different times (as
indicated) after a H2O-hydrogel with radius, a, and crosslinking ratio, X = 0.0167, was
contacted with D2O solution containing fluorescein dye as obtained by neutron radiography.
Fits based on two models (red: diffusion from a stirred, infinite reservoir, blue: diffusion
from a stirred, finite reservoir) are shown. Reprinted from [64] with the permission of AIP
Publishing.

at all times and corresponds to an infinitely large diffusion coefficient in the reservoir. Ad-

ditionally, the concentrations in the solution and at the reservoir-cylinder interface remain

constant in the case of an infinite reservoir size while it decreases in the case of a finite

reservoir. Even though the finite reservoir was not stirred in the experiments, a uniform con-

centration outside the hydrogel discs and a constant concentration at the hydrogel border

were found in most measurements (Fig. 2.12). Thus, the first model was found to be suited

to fit the experimental volume fraction profiles with one diffusion coefficient, D, while the

decreasing concentration in the reservoir solution could be interpreted based on the second

model. In Chapter 3.3 a detailed description of the models and an additional comparison

to a third model, which describes diffusion in a cylinder from an unstirred, infinite reservoir

is given.

With a series of diffusion experiments, it was shown that the mixing of H2O and D2O could

be followed directly and independently of solute diffusion. This is beneficial compared to

techniques where solvent diffusion is monitored implicitly by using tracers. Interestingly,

already for small dye molecules, a pronounced difference between solute and solvent dif-

fusivity was seen, which increased with increasing size of the diffusing species. Moreover,

the solvent diffusion appears to be very slightly affected by the presence of solutes. This
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can be seen in Figure 2.13, where the normalized H2O volume fraction, φH, in the cen-

ter of the hydrogel disc with radius, a, as a function of time, t, is plotted in the case of

D2O-hydrogels that were contacted with H2O solutions for different sample compositions.

The hydrogel discs were partially dried to approximately 75 % of their initial mass prior to

the measurements and the crosslinking ratio and fluorescent molecules (fluorescein, 10 kDa

dextran, 70 kDa dextran) were varied as indicated.
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Figure 2.13 Normalized H2O volume fraction, φH, in the center of the hydrogel with
radius a as a function of time t after the D2O-hydrogel has been contacted with H2O
solutions containing fluorescent molecules (fluorescein, 10 kDa dextran, 70 kDa dextran) as
indicated. The inset shows φH at short times and includes a hydrogel contacted with pure
H2O. Small differences in the initial disc radii, a, are accounted for by normalizing the time,
t, with the squared radius, a2. Reprinted from [64] with the permission of AIP Publishing.

Macromolecule Release from Hydrogels

In addition to the investigation of solvent and solute influx into a polymer hydrogel, the

reverse process of macromolecule release from the hydrogels was studied (Chapter 3.4). Due

to their porous nature, hydrogels are suitable host-materials to incorporate and subsequently

release macromolecules such as pharmaceutical drugs into the surrounding [35, 38, 65–67].

Understanding the fundamental concepts and mechanisms influencing the macromolecule

diffusion into and out of the hydrogel is essential in order to optimize time- and target-

controlled delivery of solutes such as drugs. Thus, an experimental approach to allow a

more comprehensive understanding of the mechanisms that influence the diffusion process
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was developed. Diffusion of fluorescent (macro)molecules into and out of polyacrylamide

hydrogel discs was monitored in-situ using combined fluorescence and optical bright-field

transmission imaging. Fluorescence imaging yielded time- and space-resolved information

about the (macro)molecule concentration throughout the entire macroscopic observation

volume while bright-field transmission imaging served as a control to visualize changes in

properties and appearance of the hydrogel as described in the previous chapter.

Figure 2.14 shows the change in normalized (macro)molecule concentration in the center of

the hydrogel discs for three differently sized probe molecules (fluorescein, 10 kDa dextran,

70 kDa dextran) as a function of time. Small differences in the initial disc radii, a, are

accounted for by normalizing the time, t, with the squared radius. For high (macro)molecule

concentration, the behavior during release experiments (open symbols in Fig. 2.14 (b))

corresponds to the behavior observed in influx experiments (Fig. 2.14 (a)). The data could
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Figure 2.14 Fluorescent (macro)molecule influx into (a) and release from (b) hydrogel
discs with radius a were followed. Normalized concentration of (macro)molecules, c, in the
center of the discs as a function of normalized time, t/a2. Fits based on two models (red
lines: diffusion from a stirred, infinite reservoir, magenta dashed lines: diffusion from an
unstirred, infinite reservoir) are shown and the initial concentrations in the reservoir, cres,
and in the hydrogel, ci are given.
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well be fitted based on the model for radial diffusion into a cylinder from a stirred, infinite

reservoir, as described in the previous section. By contrast, a qualitatively different diffusion

was observed for release experiments with lower initial (macro)molecule concentrations. The

concentration was found to approach the equilibrium value more gradually (Fig. 2.14 (b)),

which was successfully fitted based on a second model, describing radial diffusion in a

cylinder suspended in an unstirred, infinite reservoir. The apparent difference is caused

by the difference in the absolute concentration in the two scenarios and suggests that

adsorption might play a role. In the case of release, the diffusing substance is initially located

in the hydrogel and thus partially adsorbed, while in influx experiments the fluorescent

molecules initially fill the reservoir and only enter the hydrogel and get adsorbed in the

course of the experiment.

Bibliography
[1] Amsden, B. Macromolecules 1998, 31, 8382–8395.

[2] Amsden, B. Polym. Gels Networks 1998, 6, 13–43.

[3] Liu, D. E.; Kotsmar, C.; Nguyen, F.; Sells, T.; Taylor, N. O.; Prausnitz, J. M.; Radke, C. J.
Ind. Eng. Chem. Res. 2013, 52, 18109–18120.

[4] Lewus, R. K.; Carta, G. J. Chromatogr. A 1999, 865, 155–168.

[5] Lopez-Sanchez, P.; Schuster, E.; Wang, D.; Gidley, M. J.; Strom, A. Soft Matter 2015, 11,
4002–4010.

[6] Williams, J. C.; Mark, L. A.; Eichholtz, S. Biophys. J. 1998, 75, 493–502.

[7] Tong, J.; Anderson, J. Biophys. J. 1996, 70, 1505–1513.

[8] Lehmann, S.; Seiffert, S.; Richtering, W. J. Am. Chem. Soc. 2012, 134, 15963–15969.

[9] Haggerty, L.; Sugarman, J.; Prudhomme, R. Polymer 1988, 29, 1058–1063.

[10] Ogston, A. G.; Preston, B. N.; Wells, J. D. R. Soc. Lond. Proc. Ser. A Math. Phys. Eng. Sci.
1973, 333, 297–316.

[11] Zhou, H.; Chen, S. B. Phys. Rev. E 2009, 79, 021801.

[12] McConville, P.; Whittaker, M. K.; Pope, J. M. Macromolecules 2002, 35, 6961–6969.

[13] Fornasiero, F.; Tang, D.; Boushehri, A.; Prausnitz, J.; Radke, C. J. Membr. Sci. 2008, 320,
423–430.

[14] Nobel Media AB. 2015; https://www.nobelprize.org/educational/physics/
microscopes/powerline/index.html, Accessed: 2015-12-22.

[15] Lakowicz, J. R. Principles of Fluorescence Spectroscopy ; Springer, USA: New York, 2006.

[16] Guilbault, G. G. Practical fluorescence; CRC Press, 1990; Vol. 3.

[17] Kasha, M. Discussions of the Faraday society 1950, 9, 14–19.

[18] Stokes, G. G. Philosophical Transactions of the Royal Society of London 1852, 463–562.

36

https://www.nobelprize.org/educational/physics/microscopes/powerline/index.html
https://www.nobelprize.org/educational/physics/microscopes/powerline/index.html


Chapter 2 – Overview

[19] Chadwick, J. Nature 1932, 129, 312.

[20] Chadwick, J. The existence of a neutron. Proceedings of the Royal Society of London A:
Mathematical, Physical and Engineering Sciences. 1932; pp 692–708.

[21] Neutron Imaging at the spallation source SINQ. 2011; https://www.psi.ch/sinq/neutra/
neutron-imaging-brochure, Accessed: 2016-01-20.

[22] Anderson, I. S.; McGreevy, R. L.; Bilheux, H. Z. Neutron imaging and applications; Springer,
2009.

[23] Strobl, M.; Manke, I.; Kardjilov, N.; Hilger, A.; Dawson, M.; Banhart, J. Journal of Physics D:
Applied Physics 2009, 42, 243001.

[24] Sears, V. F. Neutron News 1992, 3, 29.

[25] http://www.ati.ac.at/~neutropt/scattering/ScatteringLengthsAdvTable.pdf,
Accessed: 2016-01-20.

[26] Kaestner, A.; Hartmann, S.; Kühne, G.; Frei, G.; Grünzweig, C.; Josic, L.; Schmid, F.;
Lehmann, E. Nucl. Instr. Meth. Phys. Res. A 2011, 659, 387–393.

[27] Lehmann, E.; Kaestner, A.; Josic, L.; Hartmann, S.; Mannes, D. Nucl. Instr. Meth. Phys. Res.
A 2011, 651, 161–165.

[28] Wagner, D.; Börgardts, M.; Grünzweig, C.; Lehmann, E.; Müller, T. J. J.; Egelhaaf, S. U.;
Hermes, H. E. Rev. Sci. Instrum. 2015, 86, 093706.

[29] Ebara, M.; Kotsuchibashi, Y.; Uto, K.; Aoyagi, T.; Kim, Y.-J.; Narain, R.; Idota, N.; Hoff-
man, J. M. Smart Biomaterials; Springer, 2014; pp 9–65.

[30] Peppas, N. A.; Sahlin, J. J. Biomaterials 1996, 17, 1553–1561.

[31] Tokarev, I.; Minko, S. Soft Matter 2009, 5, 511–524.

[32] Kuckling, D. Colloid Polym. Sci. 2009, 287, 881–891.

[33] Guenther, M.; Gerlach, G. Hydrogel Sensors and Actuators; Springer, 2010; pp 165–195.

[34] Richter, A.; Paschew, G.; Klatt, S.; Lienig, J.; Arndt, K.-F.; Adler, H.-J. P. Sensors 2008, 8,
561–581.

[35] Hoare, T. R.; Kohane, D. S. Polymer 2008, 49, 1993–2007.

[36] Vashist, A.; Vashist, A.; Gupta, Y. K.; Ahmad, S. J. Mater. Chem. B 2014, 2, 147–166.

[37] Peppas, N.; Bures, P.; Leobandung, W.; Ichikawa, H. Eur. J. Pharm. Biopharm. 2000, 50,
27–46.

[38] Peppas, N. A. Curr. Opin. Colloid Interface Sci. 1997, 2, 531–537.

[39] Kemp, M.; Fryer, P. Innov. Food Sci. Emerg. Technol. 2007, 8, 143–153.

[40] Samprovalaki, K.; Robbins, P.; Fryer, P. J. Food Eng. 2012, 111, 537–545.

[41] Flory, P. J.; Rehner Jr, J. The Journal of Chemical Physics 1943, 11, 521–526.

[42] Peppas, N.; Barr-Howell, B. Hydrogels in medicine and pharmacy 1986, 1, 27–56.

[43] Gudeman, L. F.; Peppas, N. A. Journal of applied polymer science 1995, 55, 919–928.

[44] Carr, D. A.; Peppas, N. A. Macromolecular bioscience 2009, 9, 497–505.

[45] Brandrup, J.; Immergut, E. H.; Grulke, E. A.; Abe, A.; Bloch, D. R. Polymer handbook; Wiley
New York, 1999; Vol. 89.

[46] Kresge, C. T.; Leonowicz, M. E.; Roth, W. J.; Vartuli, J. C.; Beck, J. S. nature 1992, 359,
710–712.

37

https://www.psi.ch/sinq/neutra/neutron-imaging-brochure
https://www.psi.ch/sinq/neutra/neutron-imaging-brochure
http://www.ati.ac.at/~neutropt/scattering/ScatteringLengthsAdvTable.pdf


Bibliography

[47] Descalzo, A. B.; Dolores Marcos, M.; Monte, C.; Martínez-Máñez, R.; Rurack, K. J. Mater.
Chem. 2007, 17, 4716.

[48] Wirnsberger, G.; Scott, B. J.; Stucky, G. D. Chemical Communications 2001, 119–120.

[49] Mamaeva, V.; Sahlgren, C.; Lindén, M. Advanced drug delivery reviews 2013, 65, 689–702.

[50] Rosenholm, J. M.; Sahlgren, C.; Lindén, M. Nanoscale 2010, 2, 1870–1883.

[51] Taguchi, A.; Schüth, F. Microporous and mesoporous materials 2005, 77, 1–45.

[52] Börgardts, M.; Verlinden, K.; Neidhardt, M.; Wöhrle, T.; Herbst, A.; Laschat, S.; Janiak, C.;
Müller, T. J. RSC Advances 2016, 6, 6209–6222.

[53] Reichinger, M. Poröse Silicate mit hierarchischer Porenstruktur: Synthese von mikro-
/mesoporösen MCM-41 und MCM-48 Materialien aus zeolithischen Baueinheiten des MFI-
Gerüststrukturtyps. Ph.D. thesis, 2007.

[54] Litster, S.; Sinton, D.; Djilali, N. Journal of Power Sources 2006, 154, 95–105.

[55] Sinha, P. K.; Wang, C.-Y. Electrochimica Acta 2007, 52, 7936–7945.

[56] Barhate, R.; Ramakrishna, S. Journal of membrane science 2007, 296, 1–8.

[57] Herzig, J.; Leclerc, D.; Goff, P. L. Industrial & Engineering Chemistry 1970, 62, 8–35.

[58] Balke, S.; Hamielec, A.; LeClair, B.; Pearce, S. Industrial & Engineering Chemistry Product
Research and Development 1969, 8, 54–57.

[59] Dullien, F. A. Porous media: fluid transport and pore structure; Academic press, 2012.

[60] Jen, A. C.; Wake, M. C.; Mikos, A. G. Biotechnol. Bioeng. 1996, 50, 357–364.

[61] Drury, J. L.; Mooney, D. J. Biomaterials 2003, 24, 4337–4351.

[62] Stuart, M. A. C.; Huck, W. T. S.; Genzer, J.; Müller, M.; Ober, C.; Stamm, M.; Sukho-
rukov, G. B.; Szleifer, I.; Tsukruk, V. V.; Urban, M. Nat. Mater. 2010, 9, 101–113.

[63] Sandrin, D.; Wagner, D.; Sitta, C. E.; Thoma, R.; Felekyan, S.; Hermes, H. E.; Janiak, C.;
de Sousa Amadeu, N.; Kühnemuth, R.; Löwen, H.; Egelhaaf, S. U.; Seidel, C. A. M. Phys.
Chem. Chem. Phys. 2016,

[64] Wagner, D.; Burbach, J.; Grünzweig, C.; Hartmann, S.; Lehmann, E.; Egelhaaf, S. U.; Her-
mes, H. E. J. Chem. Phys., Accepted for publication.

[65] Hoffman, A. S. Adv. Drug Deliv. Rev. 2012, 64, 18–23.

[66] Hamidi, M.; Azadi, A.; Rafiei, P. Adv. Drug Deliv. Rev. 2008, 60, 1638–1649.

[67] Bindu Sri, M.; Ashok, V.; Arkendu, C. Int. J. Pharm. Chem. Sci. 2012, 1, 642–661.

38



PUBLICATIONS 3
3.1 Neutron, Fluorescence and Optical Imaging: An in-situ Combi-

nation of Complementary Techniques

Journal: Review of Scientific Instruments

Reference: Rev. Sci. Instrum. 86, 093706 (2015), DOI: 10.1063/1.4931427

Impact factor: 1.598

Authors: Dana Wagner, Markus Börgardts, Christian Grünzweig, Eberhard Lehmann,

Thomas J. J. Müller, Stefan U. Egelhaaf, and Helen E. Hermes

1st author

DW and HEH designed the experimental setup and sample cells. DW built and optimized

the setup. Sample preparation was done by DW and MB, measurements were performed

by DW, HEH and MB. DW and HEH analyzed the data. CG and EL assisted during the

beam time at PSI. DW, HEH, TJJM and SUE conceived and discussed the project and

HEH and SUE supervised the project. DW, HEH and SUE contributed to the writing of

the manuscript.

80% contribution of DW

The article is reprinted with the permission of AIP Publishing.

39



This page has been left intentionally blank.

40
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An apparatus which enables the simultaneous combination of three complementary imaging techniques, op-
tical imaging, fluorescence imaging and neutron radiography, is presented. While each individual technique
can provide information on certain aspects of the sample and their time evolution, a combination of the three
techniques in one setup provides a more complete and consistent data set. The setup can be used in trans-
mission and reflection mode and thus with optically transparent as well as opaque samples. Its capabilities
are illustrated with two examples. A polymer hydrogel represents a transparent sample and the diffusion of
fluorescent particles into and through this polymer matrix is followed. In reflection mode, the absorption
of solvent by a nile red-functionalized mesoporous silica powder and the corresponding change in fluorescent
signal is studied.

I. INTRODUCTION

Interest in soft matter and material sciences moves
towards increasingly complex samples, e.g. host–guest
systems or composite materials.1–4 In addition, these
are often studied under rather complicated conditions,
e.g. external forces, such as shear,5–7 or whilst undergoing
structural or phase transitions.8–11 Furthermore, biologi-
cally or industrially relevant samples are typically multi-
component systems.12 Due to their complex nature, com-
pletely reproducible samples and kinetic responses are
not usually observed such that sequential measurements
have only limited value and a better understanding of
the samples’ behavior can often be obtained by applying
different complementary measurement techniques, at the
same time.13,14 In this article, we describe a setup that
has been designed to perform three complementary imag-
ing measurements, namely optical imaging, fluorescence
imaging and neutron radiography, simultaneously, i.e. at
the same time and on the same sample volume.

A large variety of imaging methods are used in soft
matter science, biology and medical diagnostics.15,16

Their basic principle is similar: radiation interacts with
the sample and the resulting signal is recorded with a
two-dimensional detector leading to an image that con-
tains spatially resolved information about certain char-
acteristics of the object. Different features of the sample
can be “imaged”, depending on the chosen technique and
contrast.

In optical imaging (OI), the transmission or reflection
of visible light by the sample is recorded as a function of
space and time.17 The recorded light intensity relative to
the incident intensity reflects the local optical density of
the sample along the light path. By contrast, fluorescence
imaging (FI) provides information on the local concen-
tration of fluorophores.18 The fluorophores are excited by

the incident radiation and emit light with a longer wave-
length. The excitation and emission spectra depend on
the specific fluorophore and determine the choice of the il-
lumination wavelength(s) and the spectral characteristics
of the filters used in the imaging part of the device. The
fluorophore is chosen to report on the feature of interest,
such as the motion of the fluorophore itself, a local prop-
erty or the local concentration of some chemical.19 The
fluorophore is thus a specific marker which usually has to
be added to the system and hence potentially changes the
system. Neutron radiography (NR) provides a transmis-
sion image, which depends on the neutron attenuation of
the sample and thus probes a different aspect of the sam-
ple compared to OI and FI. Neutrons interact with the
nuclei and hence the interaction depends on the specific
isotope. Therefore, isotope exchange can be exploited to
highlight specific parts of the sample, similar to the ad-
dition of fluorophores in FI except that isotope exchange
tends to affect the sample less. In studies involving bi-
ological or soft matter samples, typically the large dif-
ference in the attenuation of hydrogen and deuterium is
exploited and deuteration is used to highlight or mask
specific parts of the sample.20 Due to the much smaller
wavelength of neutrons compared to light, the scatter-
ing of neutrons by large-scale structures, such as those
of interest in biological or soft matter samples, occurs at
much smaller scattering angles. Thus, for spatial resolu-
tions and sample thicknesses similar to the ones in these
experiments, neutrons scattered by large-scale structures
are detected by the same or a neighboring pixel as the
transmitted beam. The observed effective transmission
is hardly reduced by scattering effects which can hence
often be neglected in the data analysis.21–23

Neutron radiography and fluorescence imaging have
been combined before.19,24 In these previous studies,
however, the samples had to be moved out of the neu-
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tron beam to take fluorescence images. Thus, a truely
simultaneous observation as well as an imaging of fast
kinetic processes was not possible. A further advantage
of the setup described here is the significantly better spa-
tial resolution, which is crucial for typical biological or
soft matter samples.

II. EXPERIMENTAL SETUP

The setup that combines optical, fluorescence and neu-
tron imaging can be operated in two modes: optical
transmission and optical reflection imaging. This allows
the investigation of optically transparent and opaque
samples. The optical imaging setup is built on an op-
tical breadboard (45 cm × 60 cm) which is placed in the
neutron beamline and aligned to the neutron beam. In
both setups, neutron radiography is performed in trans-
mission mode.

A. Neutron, Fluorescence and Optical Imaging in
Transmission Mode

The imaging setup in transmission mode is schemati-
cally shown in figure 1(a) and photographs are presented
in figure 2. The setup is designed so that, apart from
the sample cell, only two optical mirrors (M1, M2) are
located in the neutron beam. The two mirrors are made
of quartz glass with a chrome-silica coating and they
are sufficiently transparent to neutrons so that the neu-
tron beam is not significantly attenuated or otherwise
affected. Nevertheless, the mirrors are accounted for in
the data analysis by applying a bright beam correction
(Sec. III A). The other components and especially the
CCD cameras are placed far enough from the neutron
beam and are shielded to minimize their activation. The
sample is placed in the neutron beam, as close as possible
in front of the scintillator (see below). The transmitted
neutrons reach the scintillation screen (SC) which then
emits photons. A 10µm thick gadolinium based scintil-
lator (Gd2SO2S:Tb) has been found to be suitable for
high-resolution neutron imaging. The emitted photons
are reflected from mirror M3 and recorded with a CCD
camera (NR cam).25 Thus the gray value in each pixel of
the image provides information on the transmitted neu-
tron intensity in the corresponding sample volume.

The divergence of the neutron beam limits the resolu-
tion of the image to26

ug =
l

L/Dap
, (1)

where l is the sample-scintillator distance, Dap the di-
ameter of the source aperture and L the distance of this
aperture to the detector, i.e. the scintillator. While L
and Dap are set by the neutron beamline, the sample-
scintillator distance l should be minimized in order to
reduce geometrical blurring. In this setup, l is limited
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Fig. 1. Schematic representation of the experimental setup in
(a) optical transmission and (b) optical reflection mode. See
text for details.

by the sizes of the sample cell (Sec. II C) and the mirror
M1 which is why this mirror is kept as small as possible
while still covering the whole observation volume.

An LED lamp (CoolLED pE-2) is chosen as light
source for the optical and fluorescence part of the ap-
paratus. Its intensity was found to be sufficient for our
samples and stable for long times. Importantly, its wave-
length can be adapted to the excitation spectrum of the
fluorescent dye molecules in the sample. This LED lamp
can also provide several wavelengths which can be used
to excite different fluorophores simultaneously. The light
from the LED lamp is guided by an optical fiber (OF) to
an excitation filter (EX). This is a short pass or bandpass
filter that transmits a narrow range of wavelengths. It
ensures that the wavelength of the incident light is well
below the emission wavelength of the fluorophore. The
light is then collimated using an achromatic doublet lens
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Fig. 2. Optical and fluorescence imaging setup in transmission
mode in the neutron radiography beamline ICON at the Paul
Scherrer Institute. The labels are as in figure 1 and defined in
the main text. Note that there is no sample cell in the sample
plane and shielding to protect the equipment, especially the
cameras, from radiation damage, has been removed.

with focal length f1 = 20 cm (L1). The lens is placed
at its focal length from the exit of the fiber and hence
the sample is illuminated by a parallel beam of light.
Compared to a focused illumination beam, this exposes
the dye molecules to a significantly lower intensity and
thus reduces photobleaching. To increase the illumina-
tion intensity, a condenser lens could be added behind
the optical fiber in order to collect light from a larger
solid angle. This was not necessary for our samples.
Using a dichroic mirror (DM), the light transmitted by
the sample is split into two parts. First, the short-
wavelength part, which is the transmitted excitation light
that forms the optical transmission image. Second, the
long-wavelength part, namely the light emitted by the
fluorophores which forms the fluorescence image. These
two parts are separately recorded using two cameras (OI

cam, FI cam) for which we use one black and white and
one color CCD camera (AVT Stingray), respectively. To
reduce the transmitted intensity if necessary, a neutral
density filter (ND) can be introduced in front of the OI
cam. To ensure that only light emitted by the fluo-
rophores is recorded, an emission filter (EM) is added
directly in front of the FI cam. The two images are
formed using lenses (L2 and a pair L3). The magnifi-
cation is determined by the relative focal lengths and po-
sitions of the objective lens, an achromatic doublet with
focal length f2 = 20 cm (L2), and the focusing lenses,
achromatic doublets with f3 = 7.5 cm (L3). In the ex-
periments described here, we typically observe an area
of about 2 cm × 2 cm. This exceeds the sensor size of
the cameras (0.85 cm × 0.71 cm) and thus a magnifica-
tion smaller one is necessary; this is realized by choosing
focusing lenses (L3) with a focal length smaller than that
of the objective lens (L2); f3 < f2.
The use of a color camera as the FI cam allows changes

in the emission spectrum during an experiment to be in-
vestigated. Depending on the emitted wavelength, the
analysis can be restricted to only one channel of the color
camera to enhance the signal-to-noise ratio. The OI cam-
era together with an additional emission filter could also
be used to monitor a second fluorophore with a different
emission spectrum.

B. Fluorescence and Optical Imaging in Reflection Mode,
Neutron Imaging in Transmission Mode

The investigation of samples that are opaque to light
but transparent to neutrons is possible after small mod-
ifications to the setup. As shown in figure 1(b), epi-
illumination is realized by using a beam splitter (BS) in-
stead of the mirror M1. A beam splitter that transmits
70% and reflects 30% of the incident light was found to
work well. The beam splitter directs the incident light
onto the sample. The reflected as well as the emitted
light travel back in the direction of the incident beam
and through the beam splitter. As in transmission mode,
both parts are separated by the dichroic mirror (DM) and
imaged by lenses (L2, L3) onto two separate cameras (OI
cam, FI cam). Since mirror M1 is no longer needed, the
sample can be moved closer to the scintillator, thus de-
creasing the geometrical blurring ug.

C. Sample Cells

In oder to be able to analyze the data on a quantitative
level, the sample cell has to meet some requirements. Its
transmission has to be high for neutrons, and for light
at least one transparent window is required. Suitable
materials for neutron radiography are, e.g., aluminum
or quartz glass. The latter is also transparent to visi-
ble light and thus the material of choice for combined
imaging experiments. To determine the sample composi-
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Fig. 3. Demountable watertight sample cell with quartz glass
windows and a cell body made of aluminum: demounted cell
(a), front (b) and side view (c) of the cell.

tion from its transmission, a uniform and precisely known
sample thickness is required. Furthermore, as already
mentioned, it is also desirable to minimize the sample-
scintillator distance. Thus, the side of the sample cell
pointing towards the scintillator should be kept as thin
as possible. Due to the horizontal neutron beam, the cell
has to be constructed such that a vertical sample orien-
tation is possible. Depending on the sample and exper-
iment to be performed, it can be desirable to construct
cells which are demountable and/or watertight. Temper-
ature or pressure control is another feature that might
be considered.

For the transmission experiments described below
(Sec. IVA), demountable and watertight sample cells
were designed (Fig. 3). They consist of a two-piece alu-
minum alloy body. In contrast to a previous cell con-
sisting only of aluminum,27 the present cell has quartz
glass windows. One aluminum part has a spherical win-
dow (Hellma, 22mm diameter, 1.25mm thickness) glued
to it. The sample is placed on this window and then a
second quartz glass window is put on top of the sam-
ple, whose thickness is determined by a fixed aluminum
spacer ring of 0.5mm thickness and, if required, addi-
tional aluminum spacer rings. The cell is sealed using an
O-ring and the second aluminum part, which is screwed
to the cell body with anodized aluminum screws. The
inside of the aluminum body is covered with an inert
anti-reflection foil (not shown in Fig. 3) to prevent re-

flections from the inner walls of the sample cell which
can be caused by a slight misalignment of the sample cell
with respect to the light path and can lead to, e.g., a
bright spot in the center of the cell due to its cylindrical
geometry. The sample cell has two holes that are con-
nected to PTFE tubes. Through the tubes, the mounted
cell can be degassed and filled with liquids. This allows
the sample to be monitored in situ before and during
contact with a liquid.
Although this cell can also be used in reflection mode,
it is not suitable for the second set of experiments pre-
sented (Sec. IVB). Thus, a different cell was designed
(Fig. 4). It consists of a single aluminum body with one
solvent chamber, two rectangular sample chambers and
a front window made of a glass slide with a thickness of
1.05mm. The sample chambers have a height of about
30mm and a square cross-section of 5.1mm × 5.1mm,
i.e. a path length of 5.1mm while the solvent chamber is
taller. All chambers are connected at the top such that
saturated solvent vapor is in contact with the samples.
The solvent chamber can be filled through PTFE tubes
after the cell has been mounted in the neutron beam.

Fig. 4. Sample cell with two sample chambers filled with
dye-functionalized mesoporous silica (middle and right) and
one solvent chamber (left). The chambers are connected at
the top by a groove. The cell is closed with an aluminum
lid that is sealed with aluminum adhesive tape which, in the
photograph, covers the groove

III. DATA TREATMENT

The raw data obtained from the experiments are stored
as series of grayscale or (one channel of) color images
depending on the camera used. The time series of two-
dimensional images are recorded as intensities of every
pixel, Iraw(x, y, t), and are subsequently analyzed.

A. Neutron Radiography

The measured time series of images, i.e. two-
dimensional intensities Iraw(x, y, t), are reduced and an-
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alyzed as described elsewhere28 and briefly summarized
here. (For clarity, in the following the dependence on
the position of the pixel, (x, y), and the time since the
experiment has been started, t, is not explicitly given.)

To correct for effects caused by spatial variations in
the beam intensity or in the detector efficiency as well as
background and electronic noise, a pixelwise correction
is applied to Iraw to yield the transmission, T :

T =
Iraw − ID
IB − ID

, (2)

where ID is the intensity measured with all shutters
closed (“dark image”). Furthermore, IB denotes the in-
tensity of a “bright image”, taken without a sample but
with the optical setup, in particular mirror M2 and mir-
ror M1 or the beam splitter (BS), in the neutron beam.
Even though the NR camera is not directly irradiated
by the neutron beam, its CCD chip is exposed to some
radiation that results in sporadic high local intensities in
the image (“gamma spots”). For ID and IB, a median
filter on a stack of ten images is used to avoid effects
of gamma spots.29 This approach is not useful for radio-
graphs that capture dynamic processes and is thus not
applied to our sample images Iraw. For these images, the
affected pixels are not included in the data analysis. Fig-
ure 5 shows a neutron radiograph of a polymer hydrogel
inside the sample cell before and after application of the
corrections described by eq. 2, which illustrates that the
image becomes more homogeneous by the correction.

The neutron beam might not only be spatially inho-
mogeneous, but often also fluctuates with time t. There-
fore, for time series, the transmission is normalized by
the actual incident neutron intensity or a substitute of
this quantity that shows the same time dependence. The
mean intensity in a reference area where no changes are
expected throughout the measurement (for instance a
part of the cell body) can be used. Similar to eq. 2, the
transmission, averaged over this reference area, relative
to the incident beam is

⟨Tref⟩ =
⟨Iraw,ref⟩ − ⟨ID,ref⟩
⟨IB,ref⟩ − ⟨ID,ref⟩

, (3)

where the intensities of the raw, dark and bright images
are averaged over the same pixels, representing the ref-
erence area. This allows us to calculate the transmission
relative to the reference area, and hence correct for time-
variations in the incident intensity:

Trel =
T

⟨Tref⟩
. (4)

We can now calculate the transmission of the sample,
TS, i.e. the transmission of the sample in the cell, Trel,SC,
without the contribution of the transmission of the empty
cell, Trel,C:

TS =
Trel,SC

Trel,C
. (5)

(a) (b)

5 mm 5 mm
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O-ring
sample 

cell

1400500 1.00.0Iraw T

Fig. 5. Neutron radiograph of a polymer hydrogel disc and
parts of the sample cell (a) before and (b) after a correction
for beam and detector inhomogeneities, background noise and
gamma spots, i.e. (a) represents the recorded intensity Iraw
and (b) the transmission T (eq. 2), respectively.

Note that the values of ⟨Tref⟩ for sample and empty cell
are not necessarily the same as they are obtained at dif-
ferent times and thus TS is not necessarily TSC/TC.
According to the Lambert-Beer law, the transmission

of radiation traveling through the sample is linked to the
material-specific attenuation coefficient S and the path
length d:

TS = e−Sd . (6)

For a one-component material i, Si is related to the num-
ber ni,j of each kind of nucleus j in the material (or con-
stituting molecule) i and the total neutron cross section
of that nucleus, σj ,

30,31 according to:

Si =
ρi
Mi

NA

∑

j

ni,jσj , (7)

where ρi is the density and Mi the molar mass of the
molecule and NA Avogadro’s number. The attenuation
coefficients Si can hence be calculated or determined ex-
perimentally. For a sample consisting of different com-
ponents with volume fractions φi, the total attenuation
coefficient is:

S =
∑

i

φiSi . (8)

For two-component samples, using eqs. 6 and 8, the local
volume fractions φi(x, y, t) of the two components can
be extracted from the images, provided that the sample
thickness d and the attenuation coefficients Si are known.

B. Optical and Fluorescence Imaging

It was found that the optical illumination and detec-
tion are homogeneous and stable in time, the intensity
is so high that the background is negligible and the used
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sample cells are sufficiently transparent to light that cor-
rections as in eqs. 2, 4 and 5 are not necessary for the
optical and fluorescence images, i.e. Ts = Iraw/IB ∝ Iraw.
However, as in any fluorescence experiment, the intensity
might be affected by photobleaching. If the fluorescence
intensity decreases in a reference area where no change
in composition and hence intensity is expected, a pho-
tobleaching correction should be applied.32,33 If photo-
bleaching is taken into account, we found, for the fluo-
rescent dyes and their concentrations used in the present
experiments, a linear relation between corrected intensity
and dye concentration, i.e. a linear expansion of eq. 6, can
be used. Thus the volume fraction of the fluorescent dye
is directly related to the intensity Iraw.

IV. EXAMPLES

The capabilities of the setup are illustrated by two
examples. The first experiment used the transmission
mode to simultaneously investigate the diffusion of dye
molecules into a water-swollen polymer hydrogel, the dif-
fusion of solvent molecules into and out of the hydrogel
and the swelling of the hydrogel. In the second example,
dye-functionalized mesoporous silica was contacted with
solvent vapor and, using the reflection mode, the change
in fluorescence was compared with the local solvent con-
centration.
The experiments were performed at the cold neutron
imaging facility ICON at the Paul Scherrer Institute
(Villigen, Switzerland).34,35 The chosen distance of the
source aperture, L, and diameter of the aperture, Dap,
imply L/Dap = 343. For the samples investigated, this
represents the optimum compromise between neutron
beam intensity and spatial resolution, which, for the spe-
cific sample position, i.e. l, was better than 100 µm in all
measurements. Images were collected continuously with
an individual measurement time of 20 s to 30 s. Better
spatial resolution or much shorter measurement times are
possible if appropriate.
Optical transmission and fluorescence images were col-
lected using a camera resolution of 10 µm, a field of view
of about 25mm × 21mm and a spatial resolution in the
sample plane of about 20µm. The resolution was chosen
to roughly match that of the corresponding neutron ra-
diography measurements. Again, a much better spatial
resolution can be obtained if required.

A. Transmission Mode: Dye and Solvent Diffusion into
and out of a Polymer Hydrogel

The aim of this experiment was to investigate the diffu-
sion of fluorescent dye into a polymer hydrogel and com-
pare it to that of the solvent while also monitoring the
swelling of the hydrogel. Since the sample is transparent
to visible light, the setup was used in transmission mode
(Fig. 1(a)). This experiment allowed us to separately

but simultaneously follow solvent and solute movement
with NR and FI, respectively. At the same time the hy-
drogel was observed with OI to quantify its swelling or
its changing appearance, for example the development or
healing of defects.

Polyacrylamide (PAAm) hydrogels with a cross-linker
to monomer ratio of 1 : 60 were synthesized in light water
(H2O) following a standard protocol.36,37 The initial wa-
ter content of the hydrogel can be varied by partially dry-
ing of the hydrogel; it shrinks upon drying and re-swells
after being contacted with solvent. Here, hydrogel discs
with a light water (H2O) volume fraction of φH2O = 0.97,
radius r ≈ 0.45 cm and height h ≈ 1.5mm were cut from
the hydrogel and transferred into the sample cell. By us-
ing additional spacers in the cell (Sec. II C), the sample
was restrained to a thickness of 1mm to prevent slip-
ping due to the vertical sample orientation. The cell was
then placed on its holder in the setup and aligned with
respect to the scintillator. During installation of the op-
tical setup, it had been aligned with the neutron beam,
namely the scintillator, so that an alignment of the cell
with respect to the scintillator assures its proper align-
ment with the neutron and optical beams.
Fluorescein sodium salt (in the following simply referred
to as fluorescein) was chosen as fluorescent dye. This
was dissolved in heavy water (D2O) to obtain a con-
centration of 26.6 µM. Fluorescein is excited at 496 nm
and emits at 525 nm. Thus, an LED with a center
wavelength of 490 nm and an excitation filter (EX) that
transmits a band of 29 nm width around a center wave-
length of 480 nm were used. The emitted fluorescence and
the excitation light were separated using a dichroic mir-
ror (DM) that transmits wavelengths above and reflects
wavelengths below 502 nm. Additionally, an emission fil-
ter (EM) that transmits only wavelengths above 520 nm
was added.

At the start of an experiment, several neutron, fluores-
cence and optical transmission images were collected be-
fore the hydrogel was contacted with dye solution. The
fluorescein solution was injected using a syringe pump
that could be controlled from outside the bunker of the
beam line. Thus, images could be taken throughout the
filling process. At the end of the filling process, the
fluorescein solution filled the whole sample cell, hence
completely surrounding the hydrogel. Since the faces of
the disc were covered by the glass, diffusion of solvent
and fluorescent particles only occurred through the cir-
cular edge, hence representing a quasi two-dimensional
geometry of an infinite cylinder. Examples of neutron
radiographs, fluorescence and optical images taken im-
mediately after contact with the fluorescein solution and
20min later are shown in Fig. 6. Neutron imaging is sen-
sitive to the isotopic composition of the sample (Sec. I,
Sec. IIIA) and reveals the diffusion of heavy water (ini-
tially outside the hydrogel) and light water (initially in
the hydrogel) into and out of the hydrogel, respectively.
Initially, a strong contrast between the hydrogel and the
surrounding solution is observed (Fig. 6(a), left). In the
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(a) Neutron Radiography 

(b) Fluorescence Imaging

20 min

hydrogel

dye in

D2O

0 min2 mm

(c) Optical Imaging
200

0

Iraw

1.1

0.7

200

0

T
rel

Iraw

2 mm

2 mm

Fig. 6. Fully swollen polymer hydrogel in light water (H2O),
(left) immediately and (right) 20min after contact with fluo-
rescein in heavy water (D2O) as observed simultaneously by
(a) neutron radiography, (b) fluorescence imaging and (c) op-
tical transmission imaging.

course of the experiment, the contrast between the hydro-
gel and the solvent becomes less pronounced (Fig. 6(a),
right) and eventually vanishes. This indicates the inter-
diffusion of heavy and light water.
Fluorescence imaging shows an increasing fluorescence
intensity and hence fluorescein concentration inside the
hydrogel with time (Fig. 6(b)). This reflects the diffu-
sion of fluorescein molecules into the hydrogel. The flu-
orescein molecules clearly enter the hydrogel at a slower
rate than the heavy water. This is consistent with the
larger size, and thus a lower diffusion coefficient, of a flu-
orescein molecule compared to a water molecule. It also
shows that the setup is able to discriminate between sol-
vent and solute movement. Note that the bright rim at
the hydrogel-solution interface arises from scattering at
the (rough) hydrogel edge and precludes an analysis of
the fluorescence data close to the interface. This effect
is particularly pronounced, for example compared to op-
tical transmission imaging, as the fluorescence intensity
is relatively low. It illustrates the advantage of neutrons
with their smaller wavelength and thus smaller scatter-
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Fig. 7. (a) D2O volume fraction and (b) fluorescein concentra-
tion (normalized to the maximum) profiles inside and outside
the polymer hydrogel at different times after contact with flu-
orescein solution as determined by neutron radiography and
fluorescence imaging, respectively. Symbols correspond to the
same times in both figures (as indicated).

ing angles such that neutrons scattered by mesoscopic
structures are recorded by (almost) the same pixel as the
transmitted neutrons. Furthermore, the refractive index
differences experienced by neutrons are typically much
smaller.
Optical transmission imaging shows a slight decrease in
hydrogel size of about 0.03mm. The optical images also
provide useful information on, e.g., defects, as can be
seen in the upper left region of the hydrogel shown in
Fig. 6(c). The evolution of the defects, for example their
healing, can be followed. Furthermore, since such defects
lead to a faster ingress of the fluorescein solution, this
region can be excluded from the quantitative analysis of
the fluorescence and neutron images.

To access quantitative information from the images,
the intensity, Iraw, was analyzed pixelwise (Sec. III) and
then averaged to obtain the time-evolution of the con-
centration profiles, i.e. the concentration as a function of
the distance to the hydrogel-solution interface (Fig. 7).
The temporal evolutions of these profiles provide detailed
and quantitative information on the diffusion processes
with very good statistics, which can be quantitatively
analyzed to yield, e.g., the diffusion coefficients of the
solvent(s) and fluorescein molecules in the solution and
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hydrogel. A quantitative analysis of the concentration
profiles is ongoing37 and beyond the scope of the present
manuscript.

B. Optical Reflection Imaging: Mesoporous Silica
Contacted with Solvent Vapor

This second example investigates the solvent uptake
of a nile red-functionalized mesoporous silica (MCM-41)
powder which is not transparent to light so that the ap-
paratus had to be used in reflection mode. Functional-
ized mesoporous silica powders have been proposed as
chemical sensors.38 Due to their porous structure, these
powders exhibit a very large surface area (approximately
1000m2/g).39 While the pores in the powder particles
are mainly responsible for this large surface area, there
are also relatively large cavities between the individual
particles. Thus, the powder contains intra- as well as
interparticle cavities.

In this experiment MCM-41 powder (Sigma Aldrich)
loaded with approximately 9 µmol/g of nile red40 was
contacted with diethyl ether vapor. The aim of this ex-
periment was to compare the uptake of solvent, using NR,
and the corresponding change in fluorescence, using FI,
after contact with solvent vapor. Generally, the fluores-
cence of such powders changes when they are contacted
with a solvent. The solvent polarity has a strong effect on
both the excitation and in particular the emission wave-
lengths, i.e. these materials exhibit solvatochromism. By
using a color camera it is possible to identify changes in
the fluorescence wavelengths, which are very pronounced
in the present system,40 and thus differentiate between
different solvents absorbed. However, in this exploratory
example, the intensity of the green component of the flu-
orescence was rather weak. Thus, we do not consider this
possibility further here.
Nile red is excited at 552 nm, a different wavelength com-
pared to fluorescein. Hence, the following components of
the apparatus were substituted for the ones previously
used: an LED with a center wavelength of 525 nm, an
excitation filter (EX) that transmits a band of 20 nm
around a center wavelength of 542 nm, a dichroic mir-
ror (DM) that reflects wavelengths below and transmits
wavelengths above 568 nm, and an emission filter (EM)
that transmits a band of 52 nm around 620 nm. Approx-
imately 100mg powder was held in one chamber of the
sample cell shown in figure 4. The glass window enabled
visual verification of the homogeneity of the powder pack-
ing. The experiments were performed at room tempera-
ture and atmospheric pressure. To ensure that the time
of initial contact with the vapor was known, solvent was
injected remotely into the solvent chamber after several
images of the dry powder had been collected.
During the experiment, the solvent migrated from top
to bottom into the sample. Visual observation of the
fluorescence images suggests only small changes in the
fluorescence of the sample with time (Fig. 8(c) and (d)).

(a) (b) (c) (d)

  Neutron Radiography Fluorescence Imaging

750.01.20.0

3 mm 3 mm

IrawTrel

1 min 60 min 1 min 60 min

Fig. 8. Neutron radiographs ((a), (b)) and fluorescence images
((c), (d)) of MCM-41 powder loaded with 9µmol/g nile red
right after contact with diethyl ether and one hour later.

Clearer changes can be seen in the neutron transmission
images (Fig. 8(a) and (b)): Silica powder does not ab-
sorb neutrons strongly and appears light gray whereas
the wet powder appears darker corresponding to a lower
neutron transmission due to the presence of liquid sol-
vent containing hydrogen (H) (Fig. 8(b)). Due to its
very low density, solvent vapor is practically transparent
to neutrons and hence cannot account for the decrease in
transmission.
The neutron transmission images can be quantitatively
analyzed in a similar manner to that described in the
previous example. In addition, solvent migration is ho-
mogeneous, i.e. the solvent concentration is independent
of the position in the plane perpendicular to the ingress
of solvent (Fig. 8). Hence, the data can be averaged hori-
zontally across the sample to improve statistics. Further-
more, homogeneity in a horizontal plane ensures that the
results of reflection imaging are independent of penetra-
tion depth and can be compared directly with the neu-
tron imaging results obtained as a projection through the
entire sample thickness.
To improve the statistics further, in the analysis, the sam-
ple was divided into seven volumes at different heights h
in the sample. Edge and surface effects were avoided by
binning over an image area 4.05mm wide (sample width
5.1mm) by 1.35mm height and excluding about 2.4mm
at the top and several millimeters at the bottom of the
sample. The same areas were used in NR and FI.
The neutron transmission TS(h, t) and the fluorescence
intensity I(h, t) were converted to solvent filling factor,
fNR, and fractional fluorescence intensity, fFI, respec-
tively as follows:

fNR =
TS(h, t=0)− TS(h, t)

TS(h, t=0)− TS(h, t→∞)
, (9)

fFI =
I(h, t)− I(h, t=0)

I(h, t→∞)− I(h, t=0)
, (10)

and plotted as a function of time (Fig. 9). This assumes

3.1 Neutron, Fluorescence and Optical Imaging: An in-situ Combination of
Complementary Techniques

48



9

linear relationships between solvent content and the NR
and FI signals, which is reasonable for the solvent con-
tents considered, and a fully saturated sample at long
times, which also appears reasonable given that both,
fNR and fFI, saturate at long times (Fig. 9). Since the
neutron absorption of vapor is very small, fNR is a mea-
sure of the volume filled with liquid which might be inside
or between the powder particles. By contrast, fFI is sen-
sitive to the amount of the nile red wetted by the solvent.
As the nile red is attached to the surfaces, both of the
pores and the particles, this quantity reports on the frac-
tion of surface that is wetted.
Both, fNR and fFI, increase with time with the increase
occurring earlier closer to the top of the powder sample
(Fig. 9). The increase in fNR happens in two steps; a
fast increase to a value of about 0.3 and a subsequent
slower increase to full saturation. While in the first step
mainly fNR increases, in the second step, fFI follows fNR

closely (Fig. 10). The delay between the increases in fNR

and fFI becomes longer as volumes deeper in the sample
are considered. This observation suggest that migration
of solvent molecules into the free volume occurs in two
stages. First, they quickly move into the large cavities
between the particles, which, due to their relatively large
size, have a large volume-to-surface ratio and thus lead to
the significant increase in fNR but only a modest increase
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Fig. 9. (a) Solvent filling factor fNR and (b) fractional fluo-
rescence intensity fFI in volumes at different positions in the
MCM-41 sample (as indicated in (a)).
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Fig. 10. Direct comparison of the temporal change in fNR

(closed symbols) and fFI (open symbols) for four selected vol-
umes in the sample. Shape and color of the symbols corre-
spond to the respective sample volumes depicted in Fig. 9

in fFI. Subsequently, in a much slower process solvent
moves from these cavities into the smaller pores inside the
particles. The pores have a large surface-to-volume ratio
and hence both, fNR and fFI, increase. This is consistent
with theoretical considerations, which predict larger cav-
ities to fill more rapidly than small pores.41,42 Further-
more, it is conceivable that the total volume of the large
cavities represents about one third of the free volume.43

The neutron and fluorescence data allow for a more quan-
titative analysis of the transport process,41,42,44,45 which,
however, is beyond the scope of this report. Neverthe-
less, these experiments illustrate that valuable quantita-
tive and complementary information on the migration of
solvent into porous systems can be obtained by simul-
taneously performing neutron and fluorescence imaging,
here on the filled volume and wetted surface, respectively.
This can then be exploited for the rational design of hi-
erarchically porous systems.46–48

V. SUMMARY AND CONCLUSION

We have designed and constructed an apparatus which
enables neutron radiography to be simultaneously com-
bined with optical and fluorescence imaging. Imaging
can be performed in transmission or reflection mode to
investigate optically transparent or opaque samples, re-
spectively. The combination with neutron radiography
is rendered possible because the optical setup is com-
pact and hence can be incorporated into neutron radio-
graphy beamlines. Additionally, the optical components
that need to be in the neutron beam do not significantly
affect the neutron beam. Therefore, the three techniques
can be used simultaneously to obtain complementary and
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quantitative information on different aspects of the sam-
ple and their time dependencies.

To illustrate the operation of the apparatus, two ex-
amples were presented. First, the transmission mode was
used to investigate diffusion processes following the con-
tact of a polymer hydrogel with dye solution. The three
imaging techniques allowed us to follow the diffusion of
both solvent and solute (dye), as well as changes in the
hydrogel. In the second example, the reflection mode
was used to study dye-functionalized mesoporous silica
after it was brought in contact with solvent vapor. Dif-
ferences in solvent content and wetted surface area were
revealed which allowed us to disentangle and distinguish
the filling of pores in the particles and cavities between
the particles. Extensions of the apparatus, for example
to follow simultaneously two fluorophores or to study sol-
vatochromism, were also indicated.

ACKNOWLEDGEMENT

We thank the Paul Scherrer Institute (Villigen,
Switzerland) for beamtime and the coated mirrors as well
as the workshop of the Research Centre Jülich for the
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Diffusion of macromolecules in a polymer
hydrogel: from microscopic to macroscopic
scales†

D. Sandrin,‡a D. Wagner,‡b C. E. Sitta,‡c R. Thoma,d S. Felekyan,a H. E. Hermes,b

C. Janiak,d N. de Sousa Amadeu,d R. Kühnemuth,*a H. Löwen,*c S. U. Egelhaaf*b

and C. A. M. Seidel*a

To gain insight into the fundamental processes determining the motion of macromolecules in polymeric

matrices, the dynamical hindrance of polymeric dextran molecules diffusing as probe through a poly-

acrylamide hydrogel is systematically explored. Three complementary experimental methods combined

with Brownian dynamics simulations are used to study a broad range of dextran molecular weights and

salt concentrations. While multi-parameter fluorescence image spectroscopy (MFIS) is applied to investigate

the local diffusion of single molecules on a microscopic length scale inside the hydrogel, a macroscopic

transmission imaging (MTI) fluorescence technique and nuclear magnetic resonance (NMR) are used to

study the collective motion of dextrans on the macroscopic scale. These fundamentally different

experimental methods, probing different length scales of the system, yield long-time diffusion coefficients

for the dextran molecules which agree quantitatively. The measured diffusion coefficients decay markedly

with increasing molecular weight of the dextran and fall onto a master curve. The observed trends of the

hindrance factors are consistent with Brownian dynamics simulations. The simulations also allow us to

estimate the mean pore size for the herein investigated experimental conditions. In addition to the diffusing

molecules, MFIS detects temporarily trapped molecules inside the matrix with diffusion times above 10 ms,

which is also confirmed by anisotropy analysis. The fraction of bound molecules depends on the ionic

strength of the solution and the charge of the dye. Using fluorescence intensity analysis, also MTI confirms

the observation of the interaction of dextrans with the hydrogel. Moreover, pixelwise analysis permits to

show significant heterogeneity of the gel on the microscopic scale.

1. Introduction

The motion of macromolecules through disordered matrices is
of great importance in analytical and preparatory techniques
(chromatography,1 expansion microscopy,2 genomics,3 biofilms4)
as well as in biomedical (imbibition,5 controlled drug delivery,6–9

flow control,10 implantable devices,9 contact lenses,11 cellular and

tissue engineering12,13) and technical applications (enhanced
oil recovery14,15). From a fundamental point of view, precise
measurements for model systems are needed to reveal the
underlying transport principles.16–19 It is known that the pre-
sence of obstacles slows down the transport and that this is
more pronounced for larger molecules. However, the basic
underlying mechanisms and their effects are not yet completely
understood. In particular, the motion of particles through a gel
matrix represents an intricate problem as the gel matrix can
respond to the particle motion. A nontrivial dependence of the
diffusion behavior on both the host and the guest, i.e. the gel
and the diffusing particles, is expected. The behavior of the
host is mainly characterized by a typical pore size. However,
topological constraints resulting from the nontrivial and
dynamically changing connectivity of the pores20 also have an
impact on the diffusion of the guest molecules. This connec-
tivity is expected to result in a wide spread in the translocation
rate of the individual particles. The translational rate is also
influenced by the structural properties of the guest molecules
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such as hydrodynamic radius, shape, molecular weight or
charge distribution. The significance of sieving, entanglements,
(chemical) interactions, partitioning, oscillation of pores etc. is
still controversially discussed.21–27 In addition, the average size
of the pores is also under debate.23,28–34

It is accepted that the mesh sizes in polymer hydrogels
depend on the specific gel preparation such as (I) the mass
concentration of polymeric material in the reaction solution,
[T], and (II) the weight fraction of cross-linker, CR, but the
absolute average size of the pores is subject to debate.23,28–34

Considering hydrogels (0.035 g ml�1 r [T] r 0.065 g ml�1,
0.02r CR r 0.05) with similar compositions to the one studied
here ([T] = 0.04 g ml�1, CR = 0.035), different methods give
very different results for the pore sizes (please note that the
numbers given for [T] and CR, multiplied by 100, correspond to
the parameters %T and %C, respectively, which were used in
the above publications). The reported pore sizes range from
2.00–2.25 nm (chromatography28) through 5–9 nm (electro-
phoresis studies in the 1960s and 1980s29,30) and 60–156 nm
(electrophoresis studies in 199123,31) up to values of 2–20 mm
(for the largest pores found by scanning electronmicroscopy32–34).
This also complicates any systematic study of particle diffusion in
a well-characterized model system, which however is important to
understand the principles of translocation and to test theoretical
approaches.

Here we study polymeric dextran molecules diffusing through
a polyacrylamide hydrogel without interfering with the sample
during the measurements. We use dextrans as tracer particles,
because they have a good water solubility, low toxicity, relative
inertness and are flexible polymers. Moreover, they are commer-
cially available over a broad range of molecular weights and
hence sizes. Most dextrans can be also obtained as derivatives
labelled with fluorescent dyes (fluorescein sodium salt (FLU),
Alexa Fluor 488 (A488), tetramethylrhodamine (TMR)). The
molecular weight of the dextrans is varied between Mw = 3 kDa
to 2000 kDa. For comparison the diffusion of free dyes, FLU,
A488 and TMR is studied in our hydrogel, too. To investigate the
interactions of the particles with the hydrogel in more detail,
we study the influence of solution conditions like pH-value, salt
and tracer particle concentrations. Using three complementary
methods, multiparameter fluorescence image spectroscopy
(MFIS), macroscopic transmission imaging (MTI) with fluores-
cence detection and nuclear magnetic resonance (NMR), we
measure the long-time diffusion coefficient of the fluorescently
labelled and unlabelled probe particles, respectively. MFIS also
allows us to detect the heterogeneity of the gel. The data are
compared to a model by Ogston35 which predicts the dynamical
hindrance in a network of randomly distributed fibers due to
geometric confinement. The Ogston model provides a simple
analytical formula for the particle dynamics via an effective
excluded volume. Another theoretical approach is to perform
computer simulations. Asmodeling a hydrogel on an atomic basis
over huge length- and timescales is computational unaffordable,
various different model assumptions including different degrees
of molecular details have been used in the past.36–48 The most
detailed model for the gel matrix was used by Linse and

coworkers36–39 and Holm and coworkers40–42 who resolved the
monomers of the polymer chains connecting the nodes expli-
citly within a bead-spring model. Within their approach the
swelling behavior of the gels was explored but the diffusion of
tracer particles within the gel network was not addressed. In a
more coarse-grained approach, the matrix was described by
either a static network of points,43 rods,43,44 or chains45 or as
fluctuating network of spheres46,47 which indeed allows for the
computation of tracer diffusion. Following the latter coarse
grained approach of Zhou and Chen,47 we perform Brownian
dynamics (BD) simulations representing three different levels
of complexity to resolve the different physical effects that are
operating in the hydrogel. Our simulation study provides a
simple and systematic framework, taking into account the
flexibility of the matrix particles, the effective dextran–matrix
excluded volume and finding strong indications for effective
attractive interactions. Our combined results provide a consis-
tent picture of polymers diffusing through a hydrogel matrix and
may serve to test more quantitative theories and other experi-
mental approaches.

2. Materials and methods
2.1. Samples

2.1.1. Hydrogel: a polymer matrix in an aqueous environ-
ment. The polyacrylamide (PAAm) hydrogels were formed by
copolymerization of acrylamide (AAm, monomer) with the
tetrafunctional cross-linking agent N,N0-methylenebis(acryl-
amide) (BIS), using ammonium peroxodisulphate (APDS) and
tetramethylethylenediamine (TEMED) as redox initiators. The
monomer and cross-linker were both purchased from Sigma-
Aldrich, APDS from Roth and TEMED from Merck. All compo-
nents were used without further purification. AAm, BIS and
APDS were separately dissolved in deionized and filtered water
and cooled to 4 1C. The individual solutions were then mixed at
a low temperature. The reaction mixture contained 75 mg of
AAm, 2.71 mg of BIS, 6 mg of APDS and 10 ml of TEMED in a
total volume of 2 ml which corresponds to a molar ratio of
cross-linker to monomer of 1 : 60. The total monomer concen-
tration, defined as the mass concentration of AAm and BIS in the
total reaction volume, is [T] = 0.04 g ml�1 and the weight fraction
of cross-linker with respect to the total mass of the polymeric
material (AAm and BIS) is CR = 0.035.

After mixing, the solution was transferred to Teflon molds
and allowed to warm up and react at room temperature. After
one to two hours, polymerization was complete and the hydro-
gel was transferred into a larger container filled with deionized
water. The gel was left for five days to ensure that the hydrogel
swells to equilibrium. The excess water was exchanged daily
to wash out residual chemicals that had not reacted in the
gelation process.49

Discs with a radius Rd E 0.3 cm were cut from the hydrogels
using a simple stamp. In corresponding MTI and MFIS experi-
ments, samples cut from one gel block were used. For the NMR
measurements, the gelation process was carried out in cylindrical
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Teflon molds (Rd E 0.5 cm, height 5 cm). The hydrogels were
then transferred into a container filled with deuterium oxide.

The hydrogel was characterized by determining the polymer
volume fraction in the fully swollen state, j, the average mole-
cular weight between cross-linking points,Mc, and the mesh size,
x. The polymer volume fraction of the hydrogel in the swollen
state j was calculated directly from eqn (1):50,51

j ¼ Vp

Vgel
¼ mprH2O

mprH2O
þmH2Orp

(1)

where Vp is the volume of the dry polymer (PAAm), Vgel is the
volume of the hydrogel after equilibrium swelling, mp is the
mass of the polymer, mH2O is the mass of water in the swollen
gel and rp and rH2O are the densities of polymer and water,
respectively.

The mass of the fully swollen hydrogel was measured after
removing the liquid on the surface of the hydrogel with a
pipette. It was then dried at 40 1C under vacuum for at least
6 h until constant weight was reached to determine mp. The
experiment was repeated for different pieces of hydrogel, and
the mass fraction was converted into volume fraction using the
known polymer density (rp = 1.3 g cm�3).52

The theoretical molecular weight of the polymer between cross-
links Mc is related to the degree of cross-linking in the hydrogel,
X (i.e., the molar ratio of cross-linker to monomer) and the mole-
cular weight of the repeating units (Mr,AAm = 71.1 g mol�1):51,53

Mc ¼ Mr

2X
(2)

The mesh size, x, which characterizes the space between macro-
molecular chains can be calculated using:50,54,55

x ¼ j�1=3z
Cn2Mc

Mr

� �1=2

(3)

where Cn is Flory’s characteristic ratio (Cn,AAm = 2.72) and z is
the carbon–carbon bond length (z = 0.154 nm).56 This calcula-
tion assumes ideal solvent quality, homogeneous cross-linking
densities and Gaussian distribution of chain lengths.

We characterized the polyacrylamide hydrogels as used in
these experiments, i.e. in water and in a 20 mM potassium
carbonate buffer at pH 10. The results are shown in Table 1.

2.1.2. Diffusing polymeric guest molecules. The dextrans
(Table 2) and free dyes were purchased from Invitrogen. For
the NMR experiments, unlabelled dextrans were dissolved in
deuterium oxide with a purity of 99.9% from Deutero GmbH.
For the remaining experiments, dextrans conjugated with Alexa

Fluor 488 (A488) or tetramethylrhodamine (TMR) were dissolved
in deionized water. To exclude fluorescence blinking due to
protonation–deprotonation dynamics, dextrans labelled with
fluorescein (FLU) were prepared in potassium carbonate buffer
at pH = 10, (20 mM) and the fluorescence measurements were
conducted after addition of 100 mM Trolox (Sigma-Aldrich) to
avoid photobleaching of the dye.

To investigate the local environment and possible probe–
polymer interactions inside the gel matrix, we measured the
most polar dye attached to one of the smaller dextrans, A488-
D10 under five different conditions: (i) H2O, (ii) aqueous KClO4

solution (10 mM, 20 mM, 40 mM, and 60 mM), (iii) aqueous
KCl solution (20 mM), (iv) aqueous potassium carbonate buffer
(20 mM) at pH = 7, and (v) at pH = 10.

2.1.3. Addition of polymeric guest molecules to the hydro-
gel. For MFIS experiments, each hydrogel disc was placed in a
chambered cover glass (Lab-Tekt, Thermo Fisher Scientific,
USA), incubated with guest molecule solution (400 ml in total)
and allowed to reach equilibrium before the measurement was
started (2 to 7 days depending on dextran size). When electro-
lyte solutions were used, the solution was exchanged approxi-
mately every 12 h during the incubation period to ensure
defined concentrations.

In the MTI experiments, the initial particle concentration in
the hydrogel was 0 and the concentration in the surrounding
solution was varied between 0.1 and 10 mM. The hydrogel
matrix was contacted with the particle (dye or dextran) solution
at the beginning of the experiments and the diffusion of guest
molecules from the solution into the hydrogel was studied.

For NMR measurements, the hydrogel cylinders were incu-
bated with concentrated amino dextran solution in deuterium
oxide for at least 48 h. The samples were then carefully trans-
ferred into NMR tubes ensuring that the gel texture was not
destroyed. Concentrations below 1 mM were used in order to
avoid aggregation. Bubbles were successfully avoided.

2.2. Measurement methods

2.2.1. Multiparameter fluorescence image spectroscopy
(MFIS). All measurements were conducted on a confocal fluores-
cence microscope (FV1000 Olympus, Hamburg, Germany),

Table 1 Polymer volume fraction in the swollen state (j), molecular
weight of the polymer between cross-links (Mc) and mesh size (x) for the
PAAm hydrogel in water and in potassium carbonate buffer 20 mM at pH 10.
The errors are the standard errors of repeatedmeasurements of the polymer
volume fraction

PAAm in water PAAm pH 10

j 0.0390 � 0.0004 0.0150 � 0.0001
Mc [g mol�1] 2141 2141
x [nm] 5.7 � 0.1 7.8 � 0.1

Table 2 Overview of dyes and dextrans of different molecular weights,
Mw, as obtained from manufacturer (for labelled dextrans already including
the dye) and their naming convention. The dextrans were either unlabelled
or conjugated with one of three different dyes: Alexa Fluor 488, tetra-
methylrhodamine and fluorescein. For more detailed information see S1.1
and S1.2 (ESI)

Mw

[kDa] Unlabelled
Alexa
fluor 488 Tetramethylrhodamine Fluorescein

0.33 FLU
0.39 TMR
0.53 A488
3 D3 A488-D3 TMR-D3 FLU-D3
10 D10 A488-D10 TMR-D10 FLU-D10
40 D40 TMR-D40 FLU-D40
70 TMR-D70
500 FLU-D500
2000 TMR-D2000
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which had beenmodified to allow time-resolved experiments.57,58

A488 and FLU were excited using a polarized pulsed diode-laser
(LDH-D-C-485, PicoQuant, Berlin, Germany) at 485 nm, while for
TMR a supercontinuum laser (SuperK Extreme, NKT Photonics,
Birkerød, Denmark) at 555 nm was employed. Laser light was
directed into a 60� water immersion objective (NA = 1.2) by a
dichroic beam splitter and focused into the sample close to the
diffraction limit. The light emitted was collected by the same
objective and separated into two polarizations (parallel and
perpendicular) relative to the excitation beam. The fluorescence
signal was further divided into two spectral ranges (BS 560, AHF,
Tübingen, Germany). Bandpass filters for A488/FLU and TMR
fluorescence (HC 520/35 and HC 607/70, AHF), were placed in
front of the detectors. The signal from single photon sensitive
detectors (PDM50-CTC, Micro Photon Devices, Bolzano, Italy
and HPMC-100-40, Becker&Hickl, Berlin, Germany, respectively)
was recorded photon-by-photon with picosecond accuracy
(HydraHarp400, PicoQuant) and analyzed using custom software
(LabVIEW based). The temperature during all measurements
was 22.5 � 0.5 1C and the concentration of the dextrans was
adjusted between 0.05 and 3 nM, depending on their different
degree of labelling.

The sample was mounted on a piezo-controlled x–y scanner
(P-733.2CL, Physik Instrumente, Karlsruhe, Germany) and moved
perpendicular to the optical axis. It was moved in a stepwise
manner to permit multiparameter fluorescence detection at
defined locations. The pixel size is defined by the step size of
the scan (in our experiments 10.00 mm) while photons are collected
from the confocal detection volume only (Vdet = 0.55 fl). The
integration time per pixel was 30 min and the complete image
contains 18 pixels (probed spots).

2.2.2. Macroscopic transmission imaging (MTI). The
macroscopic transmission imaging experiments were per-
formed using a custom-built imaging apparatus similar to
that described previously.59 The sample was illuminated by a
parallel beam of light from an LED lamp (CoolLED, center
wavelength of 490 nm) whose wavelength was chosen to excite
the fluorescent particles in the sample. Using a dichroic mirror
that transmits wavelengths above and reflects wavelengths
below 502 nm, the transmitted light was split into excitation
light (bright-field transmission image) and emitted light from
the fluorophores (fluorescence image). The images were then
focused onto separate CCD cameras. Additional fluorescence
filters (excitation filter: 480/25, emission filter: longpass LP 520)
were applied. The hydrogel discs were placed between two
horizontally held glass plates with a fixed distance between
the plates of 1.5 mm using aluminum spacers. This distance
was chosen to ensure that the gels were compressed as little
as possible but still in contact with both glass plates. The
particle solution was added around the gel discs and allowed
to diffuse into the gel matrix. The image collection time was
varied between 5 s at the beginning and up to 300 s at the
end of a measurement. Images were collected for 3 to 72 h.
The sample cells were sealed to ensure that the solvent did
not evaporate and measurements were performed at room
temperature (23 1C).

2.2.3. Nuclear magnetic resonance (NMR). A Bruker AVANCE
DRX-500 NMR spectrometer operating at 500 MHz for 1H was
used. The spectrometer was equipped with a Bruker Great 1/10
gradient amplifier and a Bruker selective inverse (SEI) probe with
z-gradient coils. The gradient amplitudes were calibrated using
dodecane, 1-pentanol and water as standard samples.60 The
temperature sensor was calibrated using methanol as described
by van Geet.61 All diffusion measurements were acquired by using
stimulated echo with bipolar gradient pulses (pulse program
name STEBPGP).62,63 This sequence was also followed by a
WATERGATE sequence to suppress the water signal.64,65

In each experiment, the magnetic field gradient strength of
the bipolar pulses was linearly arrayed along 16 values from 10
to 60 G cm�1 while all other parameters were kept constant.
The gradient pulse length, d and the diffusion delay, DN, were
chosen such that the echo signal was suppressed considerably.

The diffusion coefficients of unlabelled aminodextrans in
hydrogels and in deuterium oxide were measured at 23 1C in
NMR sample tubes of 5 mm diameter. Dextran concentrations
depended on the dextran’s molecular weight and varied from
3.0 M for the 3 kDa dextran to 0.3 M for the 40 kDa dextran to
avoid agglomeration in solution. We performed several diffu-
sion measurements with each sample, varying the key para-
meters d and DN. Our experience showed that this is a good
practice which helps identifying artifacts affecting the experi-
ments or errors in the processing routines. The diffusion
delays, DN were chosen between 0.1 and 2.0 s and the gradient
pulse widths, d were between 600 and 1400 ms. Several combi-
nations of DN and d were applied within those ranges. Later
examination revealed high agreement among all those measure-
ments, indicating good reproducibility.

2.3. Analysis methods

2.3.1. Multiparameter fluorescence image spectroscopy
(MFIS). The recorded MFIS data can be correlated to yield
correlation curves (fluorescence correlation spectroscopy, FCS,
is part of the MFIS). Those fluorescence correlation curves that
were measured inside the hydrogel usually exhibited multiple
overlapping bunching terms in the time regime of the diffusion
process. To establish the number of independent species, M,
needed in the model function to reproduce the data, we fitted a
distribution of diffusion coefficients applying the maximum
entropy method (MEMFCS).66 Having determined M we then
fitted a model function containing M diffusion terms (eqn (4)):

G tcð Þ ¼ 1þ 1

N

XM
i¼1

xi 1þ tc

td;i

� � ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ tc

z0=o0ð Þ2�td;i

s !�1

� 1� AT þ AT � e�
tc
tT

� �
with

XM
i¼1

xi ¼ 1

(4)

For species with identical brightness, xi represents their true
molecular fractions. In this case, N is the number of molecules
in the singlet state in the detection volume element and tc is
the correlation time. The model assumes a three-dimensional
Gaussian-shaped volume element with spatial distribution of
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the detection probabilities w(x,y,z) = exp(�2(x2 + y2)/o0
2)

exp(�2z2/z0
2). The 1/e2 radii in x and y or in z direction are

denoted by o0 or z0, respectively. The characteristic diffusion
time is td = o0

2/4D, with the translational diffusion coefficient
D. The confocal detection volume, Vdet is calculated as follows:
Vdet = p3/2z0o0

2.
Basic photophysical processes such as triplet transitions

which result in temporary dark states are accounted for by an
additional bunching term. Here AT and tT represent the triplet
population and the triplet relaxation time.

The correlation curves for A488- and TMR-dextrans in water
and most FLU-dextrans in carbonate buffer were fitted pixel
by pixel, the remaining samples image-integrated. At mean
irradiances in the focus of 1.2 kW cm�2, A488- and TMR-samples
did not exhibit noticeable triplet populations (AT o 0.01), only
fluorescein showed fluorescence bunching in the ms regime at
even lower irradiances of 0.4 kW cm�2. For pixelwise analysis,
error bars for td (and equivalently for D) were calculated as
standard error of the mean while for single point (i.e. solution)
or image integrated measurements a bootstrapping procedure
was applied.

Diffusion coefficients can be derived from the extracted
diffusion times (td) provided that the size and shape of the
confocal detection volume element are characterized. In prac-
tice, a photostable reference dye with known diffusion proper-
ties is used to calibrate the system. In the present case, we
chose rhodamine 110 (Rh110). Thus all presented diffusion
coefficients derived from FCS are based on the reported value of
DRh110 = (4.3 � 0.3) � 10�6 cm2 s�1 at 295.65 K in dilute
aqueous solutions.67 The characteristic diffusion time of Rh110
in deionized water was td = 30 ms with day-to-day variations of
less than 5%. Due to increased aberrations with changes in the
refractive index upon addition of salt, a systematic increase of
td was observed (e.g. td = 33 ms for Rh110 in 20 mM potassium
carbonate buffer at pH 7 and pH 10, respectively). The longer
wavelength required for the TMR experiments caused an increase
in focus area po0

2 = td4pD and thus of td of about 30%, as
expected from the changed diffraction limit.

A variety of possible artifacts have been reported that could
cause uncertainties in translational diffusion measurements
by FCS.68 In particular optical saturation effects are known
to distort the detection volume element and thus alter the
observed average dwell times of the fluorophores. These effects
have been minimized by keeping the excitation power low and
by performing reference measurements under identical condi-
tions. Low excitation power also diminishes the probability of
photobleaching. Successful minimization of this effect is con-
firmed by the observation of extremely slow diffusing molecules
with dwell times of up to 1 s.

A further possible artifact, focal distortions due to a refrac-
tive index mismatch (below 0.01, see S1.6, ESI†) is estimated to
result in a small corresponding error in D (below 1%69). This is
supported by the good agreement of the FCS data with the
independent MTI and NMR results (see below). Additionally,
the possible refractive index mismatch between solution and
hydrogel was checked using FCS and found to be negligible.

No readjustment of the correction collar setting on the objec-
tive was required after switching the sample from pure water to
hydrogel (see S1.6, ESI†).

The steady state anisotropy, r, which is another parameter
detected by MFIS is defined via the intensities of the fluorescence
signal polarized parallel (FJ) and perpendicular (F>) with respect
to the excitation polarization. As described by Koshioka et al.,70

the fluorescence signal recorded with a confocal microscope is
slightly depolarized by the objective due to its high numerical
aperture. To account for this experimental artifact, correction
factors l1 and l2 have been introduced:70

r ¼ GFk � F?
1� 3l2ð ÞGFk þ 2� 3l1ð Þ2F?

(5)

The correction factors l1 and l2 as well as the factor G, that
compensates for the slightly different detection efficiencies of the
two detection channels, were determined experimentally using
the reference dyes enhanced green fluorescent protein (EGFP)58

or rhodamine 110 and TMR, respectively, (l1 = 0.0308, l2 = 0.0368,
G = 0.99). In detail, the G-factor is defined as the ratio of the
detection efficiencies between perpendicular and parallel polarized
fluorescence light. The fluorescence signal F is obtained from
the detected signal by subtracting the appropriate background
(scattering) measured in clean water or an unloaded gel.

2.3.2. Macroscopic transmission imaging (MTI). We found a
linear relation between fluorescence intensity and concentration in
the concentration range of 0.1 to 10 mM for all samples. Thus, we
can directly determine the relative change in concentration from
the image intensity. Especially for the larger dextran molecules,
equilibration between the hydrogel and the surrounding solution
takes several days. However, for most samples, it was found that
measurement times of about 24 h were sufficient to allow diffusion
coefficients to be extracted from the data. Some additional longer
measurements were performed to capture the long time behavior.
Even though the dyes used were relatively photostable and the
incident intensity was reduced as much as possible, some photo-
bleaching could be seen for these long measurement times. Thus,
a photobleaching correction as described in ref. 71 and 72 was
applied: the change in the normalized intensity F of an area in
the solvent far outside the hydrogel, where no significant change
in the concentration is expected, could be fitted with a double
exponential function:

FðtÞ
Fðt ¼ 0Þ ¼ Pe�pt þQe�qt (6)

The intensity of the region of interest in the gel of every image
was then corrected by dividing the original value by the one
extracted from the bleach curve.

The hydrogel discs had a quasi-two-dimensional geometry
and homogeneous radial diffusion was observed. Thus, by
azimuthally averaging all pixels that are a certain distance away
from the gel–reservoir interface, a concentration profile for
every time step could be determined. Comparison of the
concentration profiles with diffusion equations, including
appropriate boundary conditions, yields diffusion coefficients
(see Section 3.2.1).

PCCP Paper

Pu
bl

is
he

d 
on

 1
8 

M
ar

ch
 2

01
6.

 D
ow

nl
oa

de
d 

by
 H

ei
nr

ic
h 

H
ei

ne
 U

ni
ve

rs
ity

 o
f D

ue
ss

el
do

rf
 o

n 
27

/0
4/

20
16

 1
8:

00
:2

6.
 

View Article Online

Chapter 3 – Publications

57



Phys. Chem. Chem. Phys. This journal is© the Owner Societies 2016

The hydrogels were fully swollen and in equilibrium before
the measurements and no change in the hydrogel size was
expected. However, for some samples we observed a decreasing
gel radius of up to 6% within the first hours of the experiments
in the bright-field transmission images and the change in
radius was taken into account in the analysis. The reason for
this is not clear. A change in temperature or an expansion of the
sample cell and with that a slight increase in sample thickness
might play a role.73

2.3.3. Nuclear magnetic resonance (NMR). As is usual
practice, the diffusion coefficients D were obtained by fitting the
echo amplitudes (integral of the signals between 2.8 and 4.4 ppm)
to the following equation:74,75

Ei

E0
¼ exp �D ggidð Þ2 DN � d

3
� tN

2

� �� �
(7)

where Ei and E0 are the echo intensities at increment i and with
zero gradient applied, g is the gyromagnetic ratio, gi is the
gradient amplitude at increment i, d is the gradient pulse width,
DN is the diffusion delay and tN is the delay between the two
magnetic field gradient pulses laying at one side of the echo pulse
sequence. For the purpose of comparison, the diffusion coeffi-
cients measured in D2O were recalculated for H2O using the
known viscosities of both solvents.76

2.4. Models for Brownian dynamics simulations

Brownian dynamics simulations were used to calculate the
diffusion coefficients of dextran particles within the polymer
network. Inspired by previous investigations,46,47 we considered
simple models of effective spheres for the matrix particles and
the dextrans. For this, we used a microscopic model resolving
the matrix explicitly and coarse-graining the diffusing polymer
coil as an effective soft sphere. There are further underlying
model assumptions: (i) the polymer matrix is not resolved on
the monomer level, (ii) the matrix structure is derived from a
periodic structure, and (iii) explicit hydrodynamic interactions
caused by the solvent are ignored.

In order to obtain a systematic insight, the flexibility of the
polymer matrix and the softness of the dextran–matrix inter-
action were modeled on three different levels. A schematic
illustration of the models is shown in the Results section (see
Section 3.2.2 and Fig. 9). On the first level (also referred to as
model 1 in the following), the matrix particles were fixed on a
periodic simple-cubic lattice with lattice constant a providing
static steric obstacles for the diffusing dextran molecules. For
simplicity, the latter were modeled as effective spheres. On this
crude level any fluctuations in the pore sizes were neglected.
The repulsive steric interaction between an obstacle i at position
-
si and another particle j (either tracer or obstacle) at position -

sj,
separated by the distance sij, was modeled as in ref. 47 with a
truncated and shifted repulsive Lennard Jones potential (also
known as WCA-potential):

Us sij
� � ¼ 4es

sij
sij

� �12

� sij
sij

� �6

þ 1

4

" #
(8)

where es = 1kBT (B4.05 � 10�21 J at 20 1C) and the additive
diameter sij = 2Robst for the obstacle–obstacle-interaction and
sij = Robst + Rh for the interaction between a matrix obstacle and a
tracer of radius Rh. The cutoff was set at the potential’s minimum
at lij = 21/6sij.

For the second level (model 2), we introduced fluctuating
matrix particles. The network connectivity was ensured by
coupling neighboring matrix particles by harmonic springs.
For the harmonic spring potentials, we used Hooke’s law:

Usp(sij) = 0.5k(sij � s0,ij)
2 (9)

for two matrix particles i and j with their distance at rest s0,ij.
Setting k = 2kBT/(2Rh,D3)

2 (B0.6 mJ m�2) allowed the dextran D3
to push a gap of its own diameter 2Rh,D3 through two neighboring
matrix particles in rest positions when overcoming an energy of
1kBT. This parameter is kept fixed in all simulations. Moreover
the matrix particles were exposed to thermal fluctuations and
repelled each other and the dextran particles via steric inter-
actions as in model 1 (eqn (8)). To broaden the pore size
distribution, the matrix particles were randomly shifted up to
half the lattice constant a in each direction with respect to their
initial positions before attaching undistorted springs between
neighboring matrix particles.

At a third level of modeling, two different extensions were
tested by changing the dextran–matrix interactions. In model
3a, we replaced the WCA potential for the steric interactions
with a softer effective Gaussian potential which is a good model
for penetrating polymer coils of different architecture:77–79

UG sij
� � ¼ eG exp � sij

2

2b2

� �
(10)

with b2 = (Ri + Rj)
2/(2ln(eG/(kBT))). This relation keeps the

potential at sij = Ri + Rj for 1kBT. We used eG = 12kBT (for more
details see S11, ESI†).

In model 3b, an attractive shell with the size of a typical
fluorescent dye’s radius (RD0 = 0.55 nm) was added to the
steric repulsion to account for a possible weak sticking of the
dextrans to the matrix using a cosine function for a smooth
transition:

Usp sij
� � ¼

4es
sij
sij

� �12

� sij
sij

� �6

þ1

4

" #
� ea sij � lij

�ea
2

cos
p sij � lij
� �
RD0

� �
þ 1

� �
lij o sij � lij þ RD0

0 lij þ RD0 � sij

8>>>>>>>><
>>>>>>>>:

(11)

We obtained ea = 3.0 � 0.3 kBT as fitted value in both
investigated systems. This value seems reasonable as it should
cause a significant slowdown of the dextrans’ motion while still
allowing a thermal escape out of the shells.

By tracking the tracer’s trajectories, the mean square dis-
placements can be calculated as:

Ds2(t) = h(-s(t0 + t) � -
s(t0))

2i (12)
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For a given sufficiently large elapsed time t, the long-time
diffusion coefficients could then be extracted as:80,81

D ¼ lim
t!1

1

6

d

dt
Ds2ðtÞ (13)

such that the hindrance factors are D/D0.
For a given value of a, which sets the mean pore size, the

hindrance factors for all tracer particles were calculated and
this set of simulation data was compared to the experimental
data. An optimal value for a was found by the best fit, using
a as the single fitting parameter. Only in model 3b, ea was
used as a second fitting parameter. For more technical details,
see S11 (ESI†).

3. Results and discussion

The different experimental techniques used here allowed us to
estimate the precision of the measurements in different ways.
In MTI and NMR, the experiments are conducted by averaging
over one gel, calculating therefore the dispersion of the data
between different gels.

In MFIS we are able to detect two kinds of dispersion of
the data: (i) we measured different spots within the same gel
(pixelwise analysis) and (ii) we executed measurements between
different gels (different data points in Fig. 12b).

It is known that the hydrogels in practice always exhibit an
inhomogeneous cross-link density distribution, causing spatial
heterogeneity.82,83 The scattering of experimental data from
various independent measurements, beyond the shot noise
limits of the single measurements, indicates the heterogeneity
in the gel structure. Spatial heterogeneity on the macroscopic
scale is detected by pixelwise analysis. Different locations within
the same gel display slightly different results. These feature were
visible in all MFIS studies reported below.

3.1. Several populations of guest molecules detected by MFIS

FCS. In contrast to the single diffusion times observed in
solution, for most of the gel samples we have observed that up
to three independent diffusion times are needed to fit the

FCS curves. Differently diffusing species, extending from free
molecules just hindered by the limiting pore size (td B 410 ms)
up to temporarily trapped particles (td 4 10 ms) were found
(SI2–4, ESI†). Fig. 1a displays a set of image-integrated correla-
tion curves for A488-D10 at different electrolyte conditions
which reveal the decreasing fraction of slowly diffusing tem-
porarily trapped particles for increasing salt concentration.
Temporary sticking and accumulation of the probe molecules
in the hydrogel are indicated by time trace analysis (Fig. 4a). Such
tracer–hydrogel interactions already have been studied in the
past, showing different effects depending on the chemical struc-
ture of the gel, the solvent and the nature of the tracer.21,25,27

Interestingly, Vagias and coworkers21 also found interactions
between the hydrogel and different tracers when employing FCS.
Although they used another hydrogel than in our study, the
different fluorescence intensity between gel and solution is clearly
shown by them.

A simple binding model was applied to describe the observed
equilibrium fractions of mobile and trapped probe molecules
(xbound), where ffree is the activity coefficient for free molecules
and Kd

0 the effective binding constant (see S1.7, ESI†):

xbound ¼ ffreeKd
0

1þ ffreeKd
0 (14a)

It was assumed that the activity of the freely diffusing (mobile)
species is most affected by the ionic strength of the solvent.
The Debye–Hückel equation84 describes the dependency of the
activity coefficient, ffree, on the charge, Zi, the effective radius of
the ion, Ri, and the ionic strength, I, in the limit of low salt
concentrations:

ffree ¼ 10
� AZi

2
ffiffi
I

p
1þBRi

ffiffi
I

p
(14b)

with tabulated values84 for the constants A = 0.507 mol�1/2 dm3/2

and B = 3.28 nm�1 mol�1/2 dm3/2 for aqueous solution at 22.5 1C.
A combination of eqn (14a) and (14b) can be fit to the equili-
brium fraction of trapped molecules as a function of the
ionic strength. The fit shown in Fig. 1b yields Zi E 3, which
is in good agreement with the estimated mean number of

Fig. 1 (a) Image-integrated normalized correlation curves for A488-D10 in hydrogels at different salt conditions, (b) decreasing fraction of slow,
temporarily bound molecules for A488-D10 in the hydrogel with increasing ionic strength I. A fit of eqn (14) yields Zi = 3.0 � 0.4; Kd

0 = 0.42 � 0.03;
Ri = (0.7 � 0.5) nm. The inset shows one possible mesomeric structure and charge distribution of Alexa488.
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charges per labelled dextran, estimated as follows. D10 samples
have B5 labelling sites per molecule. The specified mean
degree of labelling (DoLav) of the investigated A488-D10
samples is 1, if the unlabelled dextran molecules are also
considered. However, considering only labelled dextrans in a
first approximation of random labelling, we can expect around
1.5 dyes per labelled and thus detected dextran (for more details
of this calculation, see S1.3, ESI†), which corresponds to a mean
charge Zi(A488-D10) E 3. For the higher salt concentrations, the
Debye length k�1 is of the order of the macromolecule’s dimen-
sion (k�1 E 1.4 nm for I = 0.05 M), producing conditions beyond
some of the approximations made to derive eqn (14b). Never-
theless, the fit shown in Fig. 1b describes the experimental data
sufficiently well.

The analysis reveals that mainly the presence or screening of
charges determine the sticking behavior of the probe molecules
and not the kind of anion as suggested by the Hofmeister
series.85,86 In particular, perchlorate, chloride or hydrogen
carbonate ions at the same ionic strength had a comparable
influence on the diffusion properties of the studied samples
(see Fig. 1b).

Fluorescence anisotropy. To compare the restricted motion
of A488-D10, TMR-D10 and FLU-D10 in the hydrogel to its
behavior in solution, we performed measurements of steady
state anisotropy r and time resolved anisotropy r(t) for each
pixel. For this, a possible distribution of r due to the hetero-
geneous environment needed to be separated from shot-noise
broadening. Thus, a plot of r vs. number of detected photons,
NF, was analyzed (Fig. 2a), and the mean anisotropy, hri was
calculated:87

r ¼ rh i � 1

3

2þ rh ið Þ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� rh ið Þ 1þ 2 rh ið Þp
ffiffiffiffiffiffiffi
NF

p (15)

It is clear that, on average, A488-D10 exhibits a higher aniso-
tropy in the gel than in aqueous solution. This can be attributed
to a temporary trapping of the solute in the matrix network.
The plotted values for r in the gel are pixel-averages where

about 30% of molecules were trapped for this sample (Fig. 1b).
During the measurement time of 1800 s, many probe transits
are averaged, so that the anisotropy reports on the average
trapping probability. In our samples different pixels display
different anisotropies, so that the width of the distribution
significantly exceeds the shot-noise broadening as found in the
solution measurement. This can only be explained by the spatial
heterogeneity of the hydrogel.

To study probe–polymer interactions inside the gel matrix,
rmeasurements where performed for A488-D10 under different
conditions (KClO4 10 mM, 20 mM, 40 mM, 60 mM; KCl 20 mM;
potassium carbonate buffer pH 7, 20 mM and pH 10, 20 mM,
for TMR-D10 and FLU-D10 in H2O, in potassium carbonate
buffer 20 mM pH 10 and in Tris buffer 50 mM pH 7.5). The 2D
r–NF plots for all conditions are shown in S7 (ESI†). Fig. 3 shows
the relation of the ratio of r in the hydrogel to r in different
aqueous electrolyte solution and the fraction of trapped particles,
x, which is directly calculated from FCS curves by applying eqn (4)
(for values see Table S8, ESI†).

In a two-component system the additive behavior of aniso-
tropies predicts a linear dependence of rgel on the fraction of
the trapped species x: rgel = xrtrapped + (1 � x)rsol. To take into
account different initial solution anisotropies of the differently
labeled probe molecules relative anisotropies rgel/rsol are plotted
in Fig. 3. By fitting a line to the data and using rsol = 0.037
(Fig. 2) we estimate mean rtrapped = 0.10 � 0.01 for A488-D10.
This is much less than the fundamental anisotropy of A488
(r0 = 0.37) which would be expected for the completely immobilized
dye. The low density of labels renders energy transfer between
identical chromophores an unlikely cause for the reduced aniso-
tropy, leaving partial mobility of the dye even in the trapped
environment as most probable explanation.

Fluorescence time traces. Time-traces of A488-D10 at low
concentration in the hydrogel were investigated to further
analyze the sticking behavior (Fig. 4a). Temporary sticking
and accumulation of the probe molecules in the hydrogel
are indicated by relatively long dwell times (up to seconds)
and count rates which are significantly above average, both of

Fig. 2 (a) Anisotropy r vs. photon number NF in different time windows for A488-D10 in water (gray contour lines) and in hydrogel (red contour lines)
with one-dimensional projections for the gel data. The time window for the gel data was 1800 s. The theoretical shot-noise limits of r are calculated with
eqn (15) with hri = 0.037 (blue lines). (b) Anisotropy decays, r(t) for Rh110, A488 and A488-D10 in H2O and gel/H2O.
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which are not observed for molecules freely diffusing in
solution (Fig. 4a). A strong correlation between the fraction of
the trapped molecules is revealed by the slow decay between
10 ms and several seconds and the mean count rate for this
time range in the corresponding fluorescence correlation curves
(Fig. 4b).

The interaction of A488-D10 with the matrix is revealed by
several different observations: first, a reduction of the fluores-
cence lifetime (tgel/tsol E 0.95), mainly attributed to quenching
since a change in radiative lifetime due to refractive index
differences between gel and solvent is expected to only account
for 1/3 of the effect (tr(gel)/tr(sol) E 0.987, see S1.6, ESI†),88,89

and, second, an increased anisotropy (rsol = 0.037, rgel = 0.049)
with broadened distribution inside the gel (see Fig. 2 and 3).
Third, the apparent brightness Bapp of A488-D10 in the hydro-
gel, obtained as the ratio of detected count rate to the apparent
number of particles N (taken from the FCS amplitude, eqn (4)), is
significantly lower than B measured in solution (Bapp/B E 0.37)
which is not consistent with the weak dynamic quenching
indicated by the small change in fluorescence lifetime. One
possible explanation could be that a fraction of the molecules are

trapped on a longer time scale (41min) which results in a virtually
uncorrelated background reducing the correlation amplitude.
Taking long term trapping into account for the highly inter-
acting A488-D10, an effective concentration of trapping sites in
the range from 10 to 50 nM can be deduced for low salt conditions
(detailed discussion in the S1.4 and S1.5, ESI†). The observation of
systematically higher fluorescence intensities inside the loaded
gel than in the surrounding solution supports the idea of the
enrichment of probe molecules in the gel (for details see S1.1
and S6, ESI†).

3.2. Mobile guest molecules

3.2.1. Experimental results
MFIS. As already discussed, the analysis of FCS correlation

curves as displayed in Fig. 1a revealed different populations of
guest molecules with differing diffusion times. In this section,
we only consider the freely diffusing species with the smallest
diffusion time. With MFIS, the hydrogel was studied in deionized
water as well as in 20 mM potassium carbonate buffer at pH 10.
Significantly different results were found for the two experimental
conditions. These differences can be explained by a solvent
dependent degree of swelling of the hydrogel (see sample details,
Section 2.1.1). The diffusion coefficients from FCS experiments
are shown in Table 3.

MTI. Fig. 5a shows an example set of fluorescence images at
the beginning and the end of an MTI experiment of A488-D10
diffusing into a hydrogel disc. Due to the influx of fluorescent
particles into the polymer hydrogel, the fluorescence intensity
inside the hydrogel increases with time. A higher intensity inside
the hydrogel is clearly visible at the end of the measurement. This
indicates enhanced fluorescence of the dyes inside the gel and/or
an attraction of the dye to the hydrogel. As expected, a variation of
the particle concentration between 0.1 mM and 10 mM did not
change the diffusion coefficient.

In these experiments the two faces of the hydrogel discs
were not accessible to the solvent. Thus, the samples can be
described as infinitely long cylinders in a reservoir of dye or
dextran in solution, i.e. a quasi two-dimensional geometry with
radial diffusion. Assuming azimuthally homogeneous diffu-
sion, for every fluorescence image, the azimuthally averaged

Fig. 3 Average anisotropy ratio, rgel/rsol as a function of the fraction of
trapped particles derived from FCS measurements for A488-D10 (see
Fig. 1), TMR-D10 and FLU-D10. Linear extrapolation (without H2O value)
yields rgel/rsol = 2.7 � 0.3 for x = 1.

Fig. 4 (a) Fluorescence time traces (sum of perpendicular and parallel channel) for a single pixel in the image of A488-D10 in solution and in the gel in
water conditions, (b) correlation curves of count rate selected subsets of the trace (for details see S5, ESI†).
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intensity profiles were determined. Typical intensity–distance
profiles for three times are displayed in Fig. 5b. The 46 h data
illustrate that the fluorescence intensity in the gel is higher
than in solution.

Diffusion equations for radial diffusion in an infinite cylinder
with radius Rd suspended in an infinite reservoir with a diffusion
coefficient Dgel yield a radial concentration profile c(s,t) of the
diffusing substance with the radial position s inside the infinite
cylinder:94

cðs; tÞ ¼ c1

þ ci � c1
2Dgelt

� �
e
� s2

4Dgelt

ðRd

0

e
� s02
4DgeltI0

ss0

2Dgelt

� �
s0ds0 (16)

with the modified Bessel function of the first kind of order
zero, I0, and the initial and final concentrations ci and cN,
respectively.

Analysis of the complete concentration profiles is nontrivial
because if the hydrogel edge is not perfectly perpendicular, this can
lead to scattering and edge effects which will influence the shape of
the measured concentration profiles. We thus first considered a
more robust approach and analyzed the temporal increase in
concentration in the center of the hydrogel. To enhance statistics,
we averaged over an area of 0.2 mm by 0.2 mm in the center of the
hydrogel. This area is small compared to the overall size of the gel
(Rd E 3.5 mm). One typical dataset for the increase of A488-D10 in
the center of a cylindrical hydrogel is shown in Fig. 6.

From eqn (16) an expression for s = 0 was derived:94

cðtÞ ¼ ci þ c1 � cið Þe�
Rd

2

4Dgel tþt0ð Þ (17)

An imperfectly perpendicular hydrogel edge and potential
scattering from the gel edge will lead to a broadened start
profile (Fig. 5). This was accounted for by adding a time-offset
t0 in eqn (17). This equation was fitted to the time evolution of
the intensity in the center of the hydrogel. This resulted in very
good agreement with the data (see Fig. 6). As the gel radius
plays an important role in the determination of Dgel, we fitted
all datasets with both the initial and the final radius (given in
Section 2.3.2) and estimated Dgel to be between the values we
get from these fits (Table 4).

Since the reservoir in the experiments was finite, the above
model does not perfectly describe the experimental conditions.
In the experiments, the volume of the solution surrounding the

Table 3 Diffusion coefficients of free dye and dextran conjugates in
solution, Dsol, and in the hydrogel, Dgel, at 22.5 1C

Sample Dyea
Mw

b

[kDa]
Rh

c

[nm]
Dsol

[10�6 cm2 s�1]
Dgel

[10�6 cm2 s�1]

Free dye A488 0.53 0.56 3.69 � 0.05 2.7 � 0.1
TMR 0.39 0.56 3.45 � 0.07 2.6 � 0.1
FLU 0.33 0.54 4.33 � 0.09 3.9 � 0.1

D3 A488 3 1.7 � 0.1 1.05 � 0.02 0.59 � 0.02
TMR 1.13 � 0.02 0.62 � 0.02
FLU 1.45 � 0.03 1.24 � 0.04

D10 A488 10 3.1 � 0.2 0.64 � 0.01 0.32 � 0.02
TMR 0.99 � 0.02 0.47 � 0.02
FLU 0.60 � 0.02 0.54 � 0.02

D40 TMR 40 6.0 � 0.3 0.38 � 0.01 0.10 � 0.01
FLU 0.32 � 0.01 0.18 � 0.03

D70 TMR 70 7.9 � 0.4 0.33 � 0.01 0.083 � 0.004

D500 FLU 500 20 � 2 0.107 � 0.002 0.04 � 0.02

D2000 TMR 2000 40 � 4 0.068 � 0.002 —
FLU 0.060 � 0.001 —

a A488 and TMR samples measured in deionized water, FLU in 20 mM
potassium carbonate buffer at pH10. b Molecular mass Mw as obtained
from manufacturer. c Hydrodynamic radii Rh for free dyes are calculated
from reported diffusion coefficients via Stokes–Einstein equation.90–93

Rh of dextran conjugates are obtained from a fitted Flory scaling law to
our MFIS and NMR data (see Fig. 8). Errors for Dsol and Dgel are standard
errors of the averages from multiple measurements, errors for Rh are
68% confidence intervals (�1s) from the fit.

Fig. 5 (a) Example fluorescence images at the beginning (t0) and the end
of an experiment, (b) intensity–distance profiles for 29 s, 30 min and 46 h
after contacting a cylindrical polymer hydrogel with A488-D10 solution.

Fig. 6 Increase in A488-D10 concentration in the center of a hydrogel
disc with time. The inset shows the original data (open circles) and the data
after a photobleaching correction has been applied (closed squares).
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gel was about 11 times the cylinder volume. This should result
in a homogeneous final dye concentration cN E 0.92ci in both
the gel and reservoir. This has not been observed (Fig. 5). Thus we
considered a second model; diffusion into a cylinder from a stirred
solution of limited volume.94 The fitting results from this model
were compared to those from the above model (eqn (16)). The
second model was found to describe the data for short and inter-
mediate measurement times, but failed to describe the long time
behavior. The model suggests that saturation between cylinder and
reservoir should be achieved much faster than seen in the experi-
ments. This discrepancy could be due to an attractive interaction
between the hydrogel and the diffusing molecules as indicated by
the MFIS experiments. In line with this idea is the observation that
for all measurements with Alexa-labelled particles, the fluorescence
intensity of the hydrogel was higher than that of the surrounding
solution at the end of the measurement (Fig. 5). If the particles are
attracted to the hydrogel, they will preferentially diffuse into the gel
even after the concentration difference between gel and reservoir is
balanced. This corresponds to a larger effective reservoir as
described by eqn (16), which is based on an infinite reservoir.

NMR. Diffusion coefficients of unlabelled dextrans in D2O
and inside the hydrogel were extracted from the NMR measure-
ments using eqn (7) to fit the echo amplitudes. For D40 in the
hydrogel, one typical decay curve and the corresponding fit
using eqn (7) is shown in Fig. 7 (for more details see S10, ESI†).

Very good agreement between experimental data and the fit can
be observed. The resulting diffusion coefficients (average of three
measurements with varying gradient length) are shown in Table 5.

Summary. Although all applied techniques probe different
length scales of the sample, for the same conditions they yield

remarkably consistent diffusion coefficients, which are displayed in
Fig. 8. Fits to the Flory scaling law were used to determine the
hydrodynamic radii Rh (also see S9, ESI†) of the dextrans in solution.
As expected, the diffusion coefficients of all our guest molecules
decaymarkedly with increasingmolecular weight and the results for
all methods agree quantitatively. The heterogeneity in the gel
structure is indicated by the scatter of the gel data around the fit
curve from various independent measurements beyond the shot
noise limit.

3.2.2. Comparison with Ogston theory. Besides adsorp-
tion or temporary binding phenomena, the hindrance of diffu-
sion, i.e. a reduction of the macroscopic diffusion coefficient
inside the matrix with respect to the bulk diffusion coefficient
is a fundamental property characterizing the transport behavior
of particles within the matrix. Diffusion of solutes inside the
pores has been approximated by many models.97–99 Here we
applied a simple fiber network theory. This model goes back
to Ogston et al.35 and describes a hydrogel as a network of
randomly distributed fibers. Based on this model, the hindrance
factor is

H ¼ exp �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
j 1þ Rh

Rf

� �2
s0

@
1
A (18)

Table 4 Diffusion coefficients of A488 free dye and dextran conjugates in
the hydrogel at 23 1C measured by MTI. Errors for Dgel are standard errors
of the averages from multiple measurements

Sample Dye Dgel [10
�6 cm2 s�1]

Free dye A488 3.2 � 0.1
D3 A488 0.73 � 0.02
D10 A488 0.42 � 0.01

Fig. 7 NMR data and fit using eqn (7) for unlabelled dextrans (40 kDa) in
the hydrogel. The data was normalized.

Table 5 Diffusion coefficients of unlabelled dextran in solution, Dsolution,
and in the hydrogel, Dgel, at 23 1C measured by NMR

Sample Dye Rh
a [nm] Dsolution [10�6 cm2 s�1] Dgel [10

�6 cm2 s�1]

D3 unl. 1.7 � 0.1 1.37 � 0.01 0.80 � 0.01
D10 unl. 3.1 � 0.2 1.158 � 0.003 0.38 � 0.01
D40 unl. 6.0 � 0.3 0.451 � 0.003 0.110 � 0.003

a Hydrodynamic radii Rh fromDsolution (free dye) or fitted power law (dextran
conjugates, from experimental data, see Table 3). Errors forDsolution and Dgel

are standard errors of the averages from multiple measurements, errors for
Rh are 68% confidence intervals (�1s) from the fit.

Fig. 8 Experimental diffusion coefficients D at 22.5 1C and (for solution
data) hydrodynamic radii Rh for equivalent spheres as estimated by the
Stokes–Einstein equation. Solution data (filled symbols) were approximated
by the Flory scaling law (red line, Rh [nm] = (1.01� 0.07)� (Mw [kDa])0.48�0.02),
and compared to reference data (black line, Rh [nm] = (0.96 � 0.13) �
(Mw [kDa])0.48�0.04, see S9, ESI†).90,95,96 Dashed lines represent fits of the
Ogston model (black: H2O, blue: buffered solution at pH 10; for para-
meters see Table 6) to the gel data (open symbols).
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where Rf is the radius and j the volume fraction of the fibers in
the gel and Rh the hydrodynamic radius of the diffusing species.

The important assumptions behind this model are known:
(i) the solute/fiber interaction is purely hard-sphere in nature,
(ii) the fibers are infinitely long and were placed randomly in
the matrix, and (iii) the solute concentration is very low, so that
solute–solute interactions are negligible in both phases. It is
clear that such approach can only be a crude approximation of
the real physical effects that are governing the translocation in
the matrix in our system. Nevertheless, Ogston’s model yields a
convenient and simple analytic expression to analyze funda-
mental trends. Moreover, such approach implies the use of
effective parameters, permitting in terms of the volume fraction
(j), to obtain reasonable results in comparison to the experi-
mental values as estimated from analysis of the swelling behavior
(see Section 2.1.1).

As expected and shown in Fig. 8, the diffusion coefficient
D decreases with dextran size, with the decrease being more
pronounced in the gel. Thus, the hindrance factor, H = Dgel/Dsol,
will also decrease with increasing hydrodynamic radius Rh of
the dextrans (see Fig. 12).

Dashed lines in Fig. 8 represent the curves calculated with the
Ogston model (eqn (18)) using the fit parameters listed in Table 6.

The agreement with our data is already very good. Using newer,
comparable models (such as the Amsden-model97) did not
noticeably improve agreement with our data (thus not shown
in Fig. 8).

3.2.3. Comparison with Brownian dynamics simulations.
While the Ogston model provides a simple analytical formula to
describe the trends for the dextran dynamics with an effective
excluded volume, we now apply our Brownian dynamics simu-
lations (see Section 2.4) for a more detailed modeling approach.
Different approaches to model a hydrogel have been used in
previous works. When investigating the swelling behavior of a gel,
Linse and coworkers36–39 and Holm and coworkers40–42 resolved the
individual monomers of the gel network. However the dynamics of
tracer particles through the network was not performed within this
level of modelling. Addressing tracer motion within monomer-
resolvedmodelling requires muchmore computational resources
in particular for long-time diffusion. Also the fitting procedure
would require several sets of runs. Therefore we leave monomer
resolved studies to future work. Instead we decided to follow the
more coarse-grained approach by Zhou and Chen.47 This type of
modeling provides a simple and systematic framework in which
to include different physical effects, namely the mobility of the
matrix particles (i.e. fluctuations in the matrix structure), the
effective dextran–matrix excluded volume, and sticky attractions.
The matrix-dextran interactions are expected to play a key role in
spreading the delay times of the diffusive process of the dextran
molecules through the matrix. Fig. 9 shows schematic two-
dimensional representations of the three-dimensional simula-
tions on the three different levels that were used to explain the
experimental data.

In qualitative terms, one would expect increasing agreement
between the simulation and experimental data as we increase

Table 6 Results from fitted model function with standard errors and the
experimentally determined polymer volume fraction (j in the swollen
hydrogel)

TMR-Dx/H2O FLU-Dx/pH 10

j (exp.) 0.0390 � 0.0004 0.0150 � 0.0001
Fiber network
model (eqn (18))

j 0.06 � 0.03 0.005 � 0.007
Rf [nm] 1.4 � 0.5 1.3 � 1.1

Fig. 9 Four models for the dextran–matrix system. Model 1: fixed gel matrix (steric interaction, eqn (8)), model 2: flexible gel matrix (steric interaction,
eqn (8)), model 3a: flexible gel matrix (soft interaction, eqn (10)) and model 3b: flexible gel matrix (steric interaction and attractive shell, eqn (11)). The
sketches illustrate two-dimensional representations of the three-dimensional models used for the simulations.
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the level of complexity. This is indeed what is observed and
displayed in Fig. 10, where the different simulation results are
compared to FCS data. In model 1, hard matrix particles are
fixed on simple cubic lattice sites, providing a uniform matrix
with just one pore size. This results in a very sharp drop in the
hindrance factor when the dextran’s size is increased to this
pore size. Introducing elastically connected matrix particles
(model 2) broadens the pore size distribution and leads to a
slower decrease of the hindrance factors with dextran size, as
expected. However, this decrease is still too sharp compared to
the experimental data. Softening the interactions by changing
the interaction potentials from WCA to a Gaussian potential
(model 3a) shows an even lower, yet still too distinct decrease, of
the hindrance factor with increasing dextran size. The agreement
is still unsatisfactory. Especially the hindrance of the smaller
dextrans is too weak in the previous approaches. When these
small dextrans collide with matrix particles, they can easily find
another way to pass due to their small size.

The introduction of an attractive contribution in the matrix-
guest interaction (model 3b) is found to be crucial to describe the
observed slow decay with increasing dextran sizes. If the smaller
dextrans collide with matrix particles in this model, they can still
find another path to pass. However, they are more likely to first
become stuck resulting in a slowdown even for small dextrans.

Model 3b is the only one which includes a repulsive inter-
action and an attractive shell and it is the best representation of
our experimental data. Additional simulations performed within
model 3b using a Gaussian softened core showed a similar fit
quality as that with a WCA-core. The results show that, within
the framework of the model classes considered here, an effective
attraction is needed to describe the spreading of the dynamics
correctly given the statistical uncertainties of the experimental
data. The origin of this attraction still needs to be resolved. For
specific simulation parameters see the Table S11 (ESI†).

3.3. Estimation of the average pore size

The theoretical study permits an estimation of the average pore
size of the investigated hydrogel in the two experimental environ-
ments. We optimized for the a priori unknown average pore size by
fitting the simulated hindrance factors to the experimental data.
Since the positions of all matrix particles in the BD-simulation

are known, one can estimate the size of a specific pore in the gel as
the center-to-center distance of two neighboring matrix-particles
minus the matrix-particle-diameter. The decision which matrix
particle pairs have to be counted as ‘neighbors’, is subject to a
certain degree of arbitrariness. We chose to consider all particle
pairs that are connected with springs, therefore possibly over-
estimating the correct value by neglecting close, but unconnected,
matrix particle-pairs. Fig. 11 shows this distribution for both
investigated conditions calculated using model 3b.

We obtained an average value of 11 � 1 nm for gels in water
and 38 � 3 nm for gels in buffer at pH 10 for the final set of
parameters after the fit. While this average pore size is an
output from fitting the simulated hindrance factors to the
experimental data, the shape of the distribution is rather an
input as the width of this distribution (standard deviation
s = 5 nm for water, s = 16 nm for pH 10 in Fig. 11) scales with
the average value as defined in the models. The average values
are in the same order of magnitude as calculated from swelling
experiments, where we estimated 5.7 nm and 7.8 nm, respectively,
assuming ideal solvent quality, homogeneous cross-linking densities
and Gaussian distribution of chain lengths (see Section 2.1.1). In
H2O both results differ by less than a factor of 2.

Fig. 10 Comparison between FCS experimental data and Brownian dynamic simulations with 4 different models for TMR-dextran in water conditions (a)
and FLU-dextran in 20 mM potassium carbonate buffer at pH 10 (b).

Fig. 11 The distribution of the free space between connected matrix
particles (dots) in the BD simulation and the average pore size (bars) of
the polymer matrix in both experimental conditions. It is based on the final
set of parameters after the fit within the applied model 3b. Black dots
correspond to H2O, blue dots to 20 mM potassium carbonate buffer at
pH 10 (for details see text).
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We now compare the results of our gel ([T] = 0.04 g ml�1,
CR = 0.035), obtained in water conditions, with literature values
for gels with similar composition. Significant discrepancy between
pore size values resulting from scanning electronmicroscopy SEM
(10–20 mm)32–34 and swelling analysis (2.0 nm) was reported.33

When using SEM, the structure of the gel may become damaged
during the freeze-drying processes, resulting in systematically too
large pore sizes. In our study, we measured under native condi-
tions without disturbing the gel matrix structure thus circumvent-
ing this problem.

In gel electrophoresis with DNA as a cylindrical tracer mole-
cule,23,30,31 pore sizes between 5.9 and 133 nm are reported for gels
with similar composition to ours. The hydrodynamic radius of the
DNA was not measured directly but calculated using different
models which is known to be an intrinsic problem. Approximating
DNA by a sphere becomes more reasonable for shorter DNA
molecules. Therefore it is notable, that the electrophoresis study
using the shortest DNA30 matches our result the best.

Very early work of polyacrylamide gels, using electrophoresis
of proteins29 in phosphate buffer, pH 7 ([T] = 0.06 g ml�1,
CR = 0.05) and chromatography of proteins28 in water ([T] =
0.065 g ml�1, CR = 0.02) agree well with our results, yielding
8.5 nm and 2.25 nm, respectively. In addition, recent studies96

based on dynamic light scattering revealed mesh sizes of the
same order of magnitude for polyacrylamide hydrogels of about
15 nm and for poly(N-isopropylacrylamide) of about 19 nm.

4. Combined results and conclusions

All data for the hindrance factor H obtained from the three
different and independent methods we have applied are displayed
and compared to Brownian dynamics simulations performed with
model 3b in Fig. 12. For the MTI measurements, the average
values of Dsol from NMR and MFIS were used to scale the data, as
they could not be measured with this technique.

We have shown that the long time diffusion coefficients of
dextran molecules moving in solution and in a polyacrylamide gel

matrix determined on different length scales by using multipara-
meter fluorescence image spectroscopy (MFIS), macroscopic trans-
mission imaging (MTI) and nuclear magnetic resonance (NMR)
are consistent. The measured diffusion coefficients decrease with
increasing molecular weight and fall on a master curve. This
supports the reliability of our data set, which might thus serve
as possible calibration data for future experiments and theories.

In addition, although our results could be described by the
Ogston model (Fig. 12), a more realistic model of a flexible gel
matrix was applied to describe the experimental data and to
estimate the average pore size in the gel. The simulated average
pore sizes of 11 nm (water) and 38 nm (pH 10) agree reasonably
well with estimations from swelling theory of 5.7 nm and
7.8 nm, respectively. Within the experimental error bars and
the limitations of the applied models, our results for the gel
equilibrated in water are in good agreement with published
studies employing comparable globular macromolecular probes
(2.25 nm28 or 8.5 nm29) as well as with light scattering investiga-
tions (15 nm)96 in native gels with similar composition.

Combining experiments and simulations enabled us to
achieve a better understanding of the effects determining the
diffusion of molecules in the gel network. Moreover, using the
MFIS method, a significant interaction between hydrogel and
macromolecules was observed, in particular for A488 samples.
The MTI results support the idea of the attractive interaction of
Alexa-labelled particles and the gel, showing that the fluorescence
intensity in the hydrogel was higher than that of the surrounding
solution at the end of the measurements. This suggests to use
uncharged dyes or, in case of charged dyes, to add a sufficiently
high salt concentration for future investigations.

The heterogeneity inside a single hydrogel sample was probed on
a length scale of 10 mm in anisotropy experiments by comparing
different pixels and hence different positions in the hydrogel (Fig. 2).
Furthermore, for the experiments at pH 10, the scattering of data
from various independent samples in Fig. 12b was significantly
beyond shot noise limits (or other experimental uncertainties),
revealing a heterogeneity, which persisted over the complete
measurement times.82,83

Fig. 12 Hindrance factors H = Dgel/Dsol of dextrans in hydrogel. A488 (red), TMR (black) and unlabelled samples (magenta) measured in deionized water
(a), FLU labelled samples (blue) measured in 20 mM potassium carbonate buffer at pH 10 (b). Experimental data: FCS (filled circles); MTI (open squares);
NMR (open triangles); fitted model function: fiber network (eqn (18), dashed black and blue lines, parameters Table 6) and Brownian dynamics simulation
(green points). The errors are the standard errors of repeat measurements.
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Despite our application of a wide range of methods and the
general consistency of the results we have obtained, open ques-
tions remain. For example, while the hindrance factor in the limit
of small tracer particle sizes tends to 1 in our FLU/pH 10 system, it
seems to approachB0.8 in our TMR/H2O system (Fig. 12). A value
close to 1 might still be approached for smaller tracer particles in
our H2O system, but we could not investigate these in our study
due to experimental limitations. If one assumes that there really is
a difference for smaller tracer molecules, the question whether
this is due to different swelling in different environments or
caused by different interactions of the matrix with different dyes
cannot be answered with certainty yet.

For future studies, the diffusion of the same dextranmolecules
with the same dyes in differently crosslinked matrices should be
explored systematically in order to distinguish between different
modes governing the translocation.

Abbreviations

Mass concentration of polymeric material [T]
in total volume
Weight fraction of cross-linker with respect to CR

the total mass of the polymeric material
Diffusion time td
Gel disk radius Rd

Volume dry polymer Vp
Volume gel after swelling Vgel
Mass m
Water density rH2O

Polymer density rp
Polymer volume fraction in the swollen state j
Molecular weight of the polymer between Mc

cross-links points
Molecular weight of the repeating units Mr

Polymer mesh size x
Cross-linking degree in the hydrogel X
Carbon–carbon bond length z
Flory characteristic ratio Cn

Numerical aperture NA
Detection volume in MFIS Vdet
Temperature T
Diffusion coefficient D
Gradient pulse width d
Diffusion delay DN

FCS fit model function G(tc)
Triplet time tT
Triplet amplitude AT
Correlation time tc
Confocal volume radius in x and y o0

Confocal volume radius in z z0
Detection probability w(x,y,z)
Number of molecules N
Molecular fraction xi
Position coordinates x, y, z
Fluorescence intensity F, FJ, F>

Polarization correction factors l1, l2
Fluorescence anisotropy of species i ri
G-Factor G
Intensity fit parameters in MTI P, p, Q, q
Echo intensities Ei, E0
Gyromagnetic ratio g
Gradient amplitude at increment i gi
Delay between pulses tN
Boltzmann constant kB
Lattice constant a
Distance in simulations models si,j
Radius R
Hydrodynamic radius Rh

Matrix particle radius Robst

Position of particles in simulations models -
s

Mean square displacement Ds2

Time, reference time t, t0
Potential between i and j particles Ui,j

Energy steric constant es
Energy Gaussian constant eG
Energy attractive constant ea
Constant in simulations models b
Additive diameter si,j
Position of minimum in simulations models li,j
Hindrance factor H
Charge Zi
Effective binding constant Kd

0

Ionic strength I
Effective ion radius Ri

Activity ai
Concentration ci
Activity coefficient fi
Debye–Hückel constants A, B
Debye length k�1

Photon number NF

Fluorescence lifetime of species i ti
Radiative lifetime of species i tr,i
Bessel function I0
Radial position inside an infinity cylinder for MTI fit s, s0

Fiber radius Rf
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197–211.

55 A. M. Lowman and N. A. Peppas, Macromolecules, 1997, 30,
4959–4965.

56 A. Thakur, Chem. Biochem. Eng. Q., 2011, 25, 181.
57 S. Weidtkamp-Peters, S. Felekyan, A. Bleckmann, R. Simon,
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Materials and Methods 

S1. Dextran samples & hydrogel – fluorescence properties and quantitative FCS

S1.1. Manufacturers details of fluorescent samples

Samples

Degree 
of 

labelling

Number 
of 

lysines

Number 
of 

amines(a)
Charge(b)

Absorption 
Max
[nm]

Emission 
Max
[nm]

Quantum 
yield(c)

A488-D3 1 0 ≥ 1 a 495 517 0.6

A488-D10 1 10 ≥ 2.5 a 494 516 0.6

FLU-D3 1 0 ≥ 1 a 497 523 0.5

FLU-D10 2 0 ≥ 2.5 a 496 521 0.5

FLU-D40 5 0 ≥ 5 a 496 521 0.5

FLU-D500 86 58 ≥ 50 a 496 521 0.2

TMR-D3 1 0 ≥ 1 a 560 584 0.7

TMR-D10 3 0 ≥ 2.5 n 559 586 0.5

TMR-D40 8 0 ≥ 5 n 560 586 0.6

TMR-D70 10 0 ≥ 10 n 560 585 1
TMR-
D2000 138 456 not 

specified
not 

specified 560 583 0.8

Table S1. The table shows the manufacturers specification of dye-labelled dextran conjugates (data 
sheets of used sample batches, Invitrogen). (a) Specified for unlabelled aminodextrans. (b) a: anionic, 
n: neutral. (c) Fluorescence quantum yield  determined relative to fluorescein at pH 8.0 (FLU and FΦ

A488; 1) or relative to 5-(and-6)-carboxytetramethylrhodamine (TMR).015.0925.0FLU ±=ΦF
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S1.2. Investigation of partial quenching (quantum yield and fluorescence lifetime):

For the sample A488-D10 the partial quenching of the labels as indicated in table S1 was 

investigated applying time-correlated single photon counting (TCSPC, table S2).

fl. lifetime
(species fraction)

τ1 [ns]
(x1)

τ2 [ns]
(x2)

τ3 [ns]
(x3)

τ4 [ns]
(x4)

τ5 [ns]
(x5)

χ2 τx [ns]

A488 / H2O
4.125

(0.978)
0.459

(0.022) / / / 1.13 4.045

A488-D10 / H2O
4.125

(0.742)
2.459

(0.104)
0.932

(0.066)
0.260

(0.089) / 1.30 3.400

A488-D10 / H2O
(corr.)

4.125
(0.548)

2.459
(0.077)

0.932
(0.049)

0.260
(0.065)

0
(0.262) 1.30 2.511

Table S2. Lifetime components of A488 and A488-D10 in H2O (FT300, PicoQuant, Berlin; 
excitation: 485 nm, emission: 517-523 nm, magic angle, photons recorded: total 5×108, peak channel 
106 photons, T=20 °C). τx: species averaged fluorescence lifetime.

While free A488 decays almost mono-exponentially its D10-conjugate exhibits at least four lifetime 

components, indicating dynamic quenching of a subset of the labels. Albeit, the obtained species 

averaged lifetimes, , of conjugated and free dye are not consistent with the determined ∑= iix xττ

corresponding fluorescence quantum yields, . According to the ratio of the quantum yields of the FΦ

labelled dextran , measured versus Rhodamine 110, ,2 consistent 57.0( )D10(expA488 =Φ −
F 85.0Rh110 =ΦF

with manufacturers information ) and the A488 dye free in aqueous 56.0925.06.0D10(man)A488 =×=Φ −
F

solution ( , Invitrogen online) a ratio of the species averaged fluorescence lifetimes of 92.0A488 =ΦF

 is expected. Thus a fraction of completely 62.092.0/57.0/ A488D10A488A488D10A488 ==ΦΦ≡ −−
FFxx ττ

(statically) quenched labels of x5 = 0.262 can be deduced (last row in table S2; 

). The resulting unquenched fraction then is 62.0045.4/511.2A488corrD10,A488 ==−
xx ττ

 and the remaining fraction of  represents the 560.0A488
1

D10A488
1 =− xx 179.0262.0560.01 =−−

partially (=dynamically) quenched dyes. For sake of simplicity, in the following the partially 

quenched fraction will be ignored and instead an effective totally quenched portion of xq = 0.38 and a 

corresponding fluorescent portion of xf = 1- xq = 0.62 will be assumed.
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S1.3. The effective degree of labelling (DoLeff.):

The fluorescently labelled dextrans (as provided by Invitrogen, their specifications being 

summarized in table S1) are produced by exposing aminodextrans with an average number na of free 

amino groups to amine-reactive dye conjugates. Except for the A488 conjugates, once the dye has 

been added, the unreacted amines on the dextran are capped to yield a neutral or anionic dextran. 

Some of the samples carry additional lysines. Due to the applied labelling procedure, for any average 

degree of labelling, DoLav, a distribution, P(nd), of the number of dyes per dextran molecule, nd, is 

anticipated, i.e. even samples with a DoLav = 1 will contain unlabelled as well as higher  )1( >≥ da nn

labelled molecules. In case of random labelling, the distribution of nd can be approximated by the 

binomial distribution:

                      (S1)
dad nn

a

av

n

a

av

dad

a
avad n

DoL
n

DoL
nnn

n
DoLnnP

−

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
−⎟⎟

⎠

⎞
⎜⎜
⎝

⎛
−

= 1
)!(!

!
),,(

For many labelled dextrans the fluorescence quantum yield is significantly reduced as compared to 

the free dye. Assuming only static quenching of the dyes (on the time scale of the experiment) three 

different distributions can be defined: (1) the distribution of dextrans P(nt) containing any number nt 

of dyes (fluorescent or quenched) in the range of , (2) the distribution of dextrans P(nf) 0≥≥ ta nn

carrying nf fluorescent (non-quenched) dyes, and (3) the distribution of dextrans containing any dye 

(fluorescent or quenched) under the condition that at least one fluorescent dye is present, P(nt(f)). 

While P(nt) = P(nd), P(nf) can easily be obtained from eq. S1 by replacing DoLav with DoLav × xf. 

The fluorescent fraction of the dyes xf is approximated by the relative quantum yield of the labelled 

dextran as compared to the corresponding free dye, (see S1.2). The third dyefreedextran / FFfx ΦΦ=

distribution, P(nt(f)), is obtained for  from P(nt) by randomly distributing quenched dyes 0)( >≥ fta nn

among the labelled dextrans, i.e. multiplying a second binomial distribution with P(nt) and adding 

the probabilities for all species with the same nt that contain at least one fluorescent label. The 

unlabelled fraction is P(nt(f)= 0) = P(nf  = 0). 

By omitting the corresponding unlabelled fractions (nt = 0, nf = 0 or nt(f) = 0, respectively), three 

different effective degrees of labelling, , can be calculated from the obtained distributions x
effDoL

using eq. S2: 

           (S2)∑∑
==

=
a

x

a

x

n

n
x

n

n
xx

x
eff nPnPnDoL

11
)()(
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5

with x = t, f or t(f), as defined above. 

For A488-D10, the sample investigated in greatest detail in the current study, this will be shown in 

the following (table S3). For this sample DoLav = 1 as determined by the manufacturer and xf = 0.62 

for the fluorescent fraction of the labels (see lifetime analysis S1.2) was assumed. Since the number 

of initial amino groups (na) per dextran could not be obtained from the manufacturer an average 

number of na=5 was estimated (being the mean <na> for the currently available 18 batches of 

unlabelled aminodextrans D10 as specified on the manufacturers homepage). Choosing na=4 or na=6 

does not significantly change the following considerations.

nx 0 1 2 3 4 5 x
effDoL xf

P(nt) 0.328 0.410 0.205 0.051 0.006 3 ×10-4 1.49 1
P(nf) 0.515 0.365 0.104 0.015 0.001 3 ×10-5 1.28 0.62
P(nt(f)) 0.515 0.254 0.175 0.048 0.006 0.003 1.60 0.62

Table S3. Expected distribution of probabilities of labelled dextrans D10 (P(nt)) assuming random 
labelling and a binomial distribution of the labels number, nt, as well as corresponding distributions 
taking the fluorophores partial static quenching into account (P(nf) and P(nt(f)). DoLav=1, available 
labelling sites na=5. xf is the fluorescent (non-quenched) fraction of the dyes. with x = t, f, t(f) x

effDoL

are the effective degrees of labelling considering all labels and labelled dextrans, only fluorescent 
labels and fluorescently labelled dextrans and all labels but only fluorescent dextrans, respectively.
 The estimation of assumed only static quenching for the partially quenched sample and thus )( ft

effDoL

presents a border case, but can be justified by the fact that, according to fluorescence lifetime 

analysis, the fraction of completely quenched dyes significantly exceeds the dynamically quenched 

portion (26% vs. 18%). The distribution of the total number of labels (P(nt) or P(nt(f))) is relevant for 

the estimation of average ionic charges carried by the label. Here P(nt(f)) yields the higher number of 

the two but might be an overestimation, since partial quenching of the individual fluorophores was 

excluded. Thus the true value of as required to estimate the molecular charge due to labelling )( ft
effDoL

is expected to be in between the lower and upper limits as calculated via P(nt) and P(nt(f)), 

respectively.

The distribution of fluorescent labels, P(nf), has implications on the molecular brightness as observed 

by FCS as will be shown in S1.4.
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S1.4. Implications of the distribution of molecular brightnesses for quantitative FCS:

In FCS the molecular brightness B is estimated by dividing the detected fluorescence count rate F by 

the observed number of fluorescent molecules, Ntot, simultaneously present in the confocal detection 

volume element, B =F/Ntot. In case of identical brightness of all particles Ntot can directly be obtained 

from the amplitude of the correlation function (eq. 4 main document, Ntot=N for negligible triplet 

population). A distribution of brightnesses as discussed above would increase the observed 

amplitude, i.e. yielding an apparent (or effective) number of molecules Neff (eq. S3).3

                      (S3)∑∑ ⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛
=

ff n
ff

n
fftoteff nPnnPnNN )()( 2

2

Applying eq. S3 to the numbers in the table S3 yields Neff=0.856 Ntot. With DoLeff, f.=1.28 an 

effective molecular brightness BA488-D10/BA488=1.28/0.856=1.5 is predicted and fully confirmed by 

experiment (BA488-D10≈6.8 kHz/molecule, BA488≈4.5 kHz/molecule;  BA488-D10/BA488 =1.5). Ignoring 

the distribution of labels would falsify the determined molecular concentrations by almost 15 % and 

the corresponding brightnesses by 50 %. To derive the total number of dextran molecules, Ndex, in 

the confocal volume in addition the non-fluorescent labels portion needs to be considered (P(nf=0)  = 

0.515, table SI 3): Ndex=Neff∙(0.856)-1× (1-0.515)-1=2.41∙Neff. Comparing the concentrations of a 

series of A488-D10/H2O solutions (not shown) as determined by FCS (confocal detection volume 

element Vdet=0.55 fl) and its extinction (71,000 cm-1M-1 at 496 nm, Invitrogen) we find 

Ndex(exp)=2.9 Neff, consistent with the estimated number within the anticipated uncertainties of the 

confocal volume determination (±15 %), the measured quantum yield (± 10 %), the average degree 

of labelling (manufacturers specification) and the approximations made by calculating the dye 

distributions. 

The experimental confirmation of the estimated effective brightness justifies the assumption made 

above of a random distribution of the quenched labels. An alternative scenario, e.g. quenching due to 

dye-dye interaction, might be indicated by the similarity of the estimated portion of the singly 

labelled dextrans (P(nt=1) =0.41, corresponding to 61 % of the labelled molecules) and the fraction 

of unquenched dye as determined by TCSPC (56 %). This would lead to an expected effective 

molecular brightness of the dextran A488-D10 close to the free dye brightness and is not consistent 

with our FCS results. 
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S1.5. Effect of immobile fluorophores on molecular brightness in FCS:

In a stationary confocal measurement, i.e. keeping the location of the confocal volume fixed, the 

number of fluorophores that are immobile on the time scale of the experiment, Nimmob, will not 

contribute to fluctuations of the fluorescence, provided temporary dark state population is negligible. 

In that case their fluorescence, Fimmob, can be considered like uncorrelated background. This would 

reduce the correlation amplitude, 1/Nmob (the inverse number of diffusing fluorescent particles) 

corresponding to the fluorescence, Fmob, of mobile fluorophores and yield an apparent amplitude, 

1/Napp
3.

                  (S4)
22

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
=⎟⎟

⎠

⎞
⎜⎜
⎝

⎛
+

=
tot

mob
app

immobmob

mob
appmob F

F
N

FF
F

NN

Ftot=Fmob+Fimmob is the total fluorescence, Ntot=Nmob+Nimmob the total number of fluorescent particles. 

For brightness Bmob=B of mobile and Bimmob=niB of immobile particles follows (with ni>0):

. ( )

222

1 ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
−−

=⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
+

=⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
=

mobitoti

mob
app

immobimob

mob
app

F

mob
appmob NnNn

N
N

NnN
N

N
N

N
NN

Here NF is the equivalent total number of fluorophores with brightness B. With the apparent 

brightness we get 
app

tot
app N

F
B =

and( ) ( ) mobitoti

app
app

mobitoti

tot

mob

mob

NnNn
N

B
NnNn

F
N
F

B
11 −−

=
−−

==

                  (S5)
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⎟
⎠
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2

Provided translational diffusion is the only process leading to fluorescence fluctuations, e.g. for ni=1 

(identical brightness), the mobile fraction can easily be obtained from xmob=Nmob/Ntot=Bapp/B. Thus 

the apparent change in molecular brightness as determined by stationary FCS can give information 

about the portion of mobile species otherwise invisible to this method. 
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For the samples studied, in particular the A488-D10, only a minor change in fluorescence lifetime 

due to quenching upon entering the hydrogel was observed (τgel/τsol≈0.97, approximately half of the 

effect being caused by refractive index changes. See main document and S1.6), suggesting that the 

average molecular brightness in a first approximation can be considered as unaffected by the 

hydrogel. From FCS investigations of different concentrations of A488-D10/H2O in the hydrogel 

between 30 and 100 nM we obtained an apparent molecular brightness of Bapp≈2.5 kHz/molecule. 

With B≈6.8 kHz/molecule as measured free in solution a completely immobile fraction of 

ximmob≈0.63 would have to be concluded from eq. S5. Since higher labelled molecules are 

preferentially trapped (see main document) this must be considered as an upper limit. In case all 

immobile particles were doubly labelled and the mobile ones would carry one fluorophore 

(Bmob=BA488=4.5 kHz/molecule=0.5Bimmob) an estimation according to the above analysis would yield 

xmob=2/((B/Bapp)+1) and ximmob≈0.29. This is higher than the estimated fraction of A488-D10 with nf 

>1 (12 %, table S3) and could indicate an enrichment of higher labelled dextrans inside the hydrogel, 

consistent with the observation of a higher binding constant for those probe molecules (main 

document). 

S1.6. Refractive index mismatch – effect on fluorescence lifetime and diffusion measurements:

Inside the PAAm hydrogel the refractive index, n, is reported to be slightly higher than in dilute 

aqueous solutions.4 For the densities of hydrogels and the wavelength used in our study a linear 

dependence of dn/dc’=0.188 ml/g can be extracted, with c’ being the mass of PAAm per ml 

hydrogel. With n0=1.3361 for water (λ=525 nm and T=22 °C)5 and the measured densities of the gels 

(see main document, converted using a density of ρ(PAA)=1.3 g/cm3) we estimate the refractive 

indices in table S4. 

Based on the refractive index, changes in radiative lifetimes, τr, can be calculated according to 

Toptygin by a modified Strickler-Berg approach.6 The empty spherical cavity model (ESC, 

Toptygin, eq. 59) was found to successfully describe radiative lifetimes of small fluorophores in 

solution (eq. S1.5): 
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τr,1 and n1 are radiative lifetime and index of refraction in water, τr,2 and n2 the corresponding 

quantities in the gel (table S.4).
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hydrogel c [ml/ml] c’ [g/ml] n τr(gel)/τr(sol)
pH7 0.038 0.049 1.3454 0.987
ph10 0.015 0.020 1.3398 0.995

Table S4. Index of refraction at λ=525 nm and T=22 °C for PAAm hydrogels and its estimated 
effect on radiative lifetimes.

For A488 and A488-D10 the observed changes in fluorescence lifetimes are bigger than the 

predicted changes in radiative lifetime, suggesting additional fluorescence quenching due to matrix 

effects (see main document). 

The relative small deviation of n from n0 (H2O) is well within the range of the correction collar of 

current water immersion objectives. This was shown for a Zeiss CApo40x/1.2 W objective,7 

comparable to our Olympus UPlanSApo 60x/1.2 W, and verified by experiment. Furthermore, in a 

calibration measurement we confirmed that for our conditions (wavelength, depth of the focal point 

in the sample) no readjustment of the correction collar setting was required after switching the 

sample from pure water to hydrogel.  

S1.7. Binding model 

A simple binding model was applied to describe the observed equilibrium fractions of mobile and 

trapped probe molecules:

'
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 (S7)

Here, Kd is the binding constant, a the activity for free (afree) and bound (abound) molecules with the 

respective concentration (cbound and cfree). The number of binding sites in the matrix asites defines the 

effective binding constant Kd'.

Chapter 3 – Publications

79



10

Results 

S2. Image integrated normalized correlations curves measured in hydrogel for A488-Dx and TMR-
Dx in water and for FLU-Dx in carbonate buffer 20 mM pH 10 
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Figure S1. Image integrated normalized correlations curves for A488 and TMR free dye and with 
dextran in hydrogel in water conditions. In this case, more than one diffusion time is clearly visible, 
indicating the presence of temporarily trapped molecules in the hydrogel. FLU samples were 
measured in carbonate buffer 20 mM, pH 10, in this case the bound molecules are much less, only 
for samples D40 and D500 trapping is visible and amounts to about 1%.
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S3. Diffusion times from FCS experiments in the hydrogel at standard conditions

Table S5 shows the diffusion times for A488, TMR and FLU for free dye and with dextran at 

standard conditions: water for A488 and TMR, carbonate buffer pH 10 for FLU in the hydrogel.

fast
 component

slow
componentDye Sample Solvent td

 [ms]
fraction 

x
td

 [ms]
fraction

x 
A488 Free dye H2O 0.049 ± 0.002 0.991 200-500 0.009
A488 D3 H2O 0.220 ± 0.007 0.626 10-2000 0.374
A488 D10 H2O 0.410 ± 0.017 0.704 10-6000 0.296
TMR Free dye H2O 0.065 ± 0.001 1 - 0
TMR D3 H2O 0.272 ± 0.010 0.873 10-8000 0.127
TMR D10 H2O 0.363 ± 0.011 0.962 1000-10000 0.038
TMR D40 H2O 1.699 ± 0.105 0.688 20-10000 0.312
TMR D70 H2O 2.026 ± 0.079 0.719 40-12000 0.281
FLU Free dye KHCO3 20 mM pH 10 0.036 ± 0.001 1 - 0
FLU D3 KHCO3 20 mM pH 10 0.116 ± 0.001 1 - 0
FLU D10 KHCO3 20 mM pH 10 0.263 ± 0.004 1 - 0
FLU D40 KHCO3 20 mM pH 10 0.823 ± 0.032 0.992 10-140 0.008
FLU D500 KHCO3 20 mM pH 10 3.664 ± 0.470 0.988 20-3000 0.012

Table S5. Results of FCS fits for A488, TMR and FLU (free dye and labelled dextran) in hydrogel. 
For some samples fitting the model function to the data required two or more diffusion times. In the 
latter case the fraction of the slow component (last column) is the sum of two terms that in total 
represent the fraction of trapped molecules. The diffusion times of fast components are the averages 
from different pixels. For the slow component, td is given as range because it significantly differs 
from pixel to pixel. 
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S4. Diffusion times from FCS experiments for Rh110, A488, TMR and FLU free dye and labelled 
D10 at different salt conditions in the hydrogel.

fast
 component

slow
component

Sample Solvent
td

 [ms]
fraction

x 
td

 [ms]
fraction

x 
Rh110 H2O 0.036 1 - 0

A488 H2O 0.049 0.991 200-500 0.009

A488-D10 H2O 0.410 0.704 10-6000 0.296

A488-D10 KClO4 10 mM 0.384 0.832 10-6000 0.168

A488-D10 KClO4 20 mM 0.383 0.875 10-6000 0.125

A488-D10 KCl  20 mM 0.352 0.904 400-6000 0.096

A488-D10 KClO4 40 mM 0.401 0.900 10-6000 0.100

A488-D10 KClO4 60 mM 0.352 0.910 10-6000 0.090

A488-D10 KHCO3 20 mM pH 7 0.345 0.924 400-6000 0.076

A488-D10 KHCO3 20 mM pH 10 0.354 0.930 400-6000 0.070

TMR-D10 H2O 0.363 0.960 500-7000 0.040

TMR-D10 KHCO3 20 mM pH 10 0.303 1 - 0

TMR-D10 TRIS 50 mM pH 7.5 0.212 1 - 0

FLU-D10 KHCO3 20 mM pH 10 0.265 1 - 0

FLU-D10 H2O 0.260 1 - 0

FLU-D10 TRIS 50 mM pH 7.5 0.262 1 - 0

Table S6. Results of FCS fits for the reference Rh110, A488, A488-D10, TMR-D10 and FLU-D10 
in solution and in the hydrogel at different salt conditions. For some samples fitting the model 
function to the data required two or more diffusion times. In the latter case the fraction of the slow 
component (last column) is the sum of two terms that in total represent the fraction of trapped 
molecules. The diffusion times of the fast components are the averages obtained from different 
pixels. For the slow component, td is given as range because it significantly differs from pixel to 
pixel.
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S5. Trace analysis

The fluorescence time trace was split into small segments and sorted according to their approximated 

mean count rate employing a special feature of the binary single photon data format *.ht3 

(PicoQuant, Berlin, Germany). Depending on the inter-photon time (i.e. the inverse count rate) in 

addition to the photon information extra entries are generated to store each overflow of the 

macroscopic time counter. Thus, sections containing the same total number of entries (as were 

generated upon splitting the recorded file) can be sorted by their content of photons and extra entries 

and thereby by their mean count rate. The produced subsets of split files were subsequently 

correlated and analyzed.
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Figure S2. Fraction of fast component x, effective mean fluorophore number Neff and occurrence of 
different count-rate based sections in time trace (Main document Figure 4). Neff is the inverse 
correlation amplitude at τc=0 and corresponds to the total number of diffusing molecules in case of 
equal brightness for all components. Temporary accumulation of particles due to trapping is clearly 
visible.
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S6. Fluorescence intensity ratio between gel and the solution surrounding the gel plotted against 

experimental concentration for A488-D10 in H2O from FCS measurements
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Figure S3. The plot shows that the fluorescence intensity ratio between gel and the solution 
surrounding the gel, Fgel / Fsol with gel, is decreasing with increasing experimental concentration. The 
enrichment of the fluorophores inside the gel, as indicated by the fluorescence intensity ratio is 
concentration dependent and strongest for small concentrations until high-affinity trap sites are 
saturated.
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S7. Fluorescence anisotropies of A488-D10, TMR-D10 and FLU-D10 in solution and hydrogel 
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Figure S4. 2D plots of anisotropy r vs. photon number NF for A488-D10, TMR-D10 and FLU-D10 
in solution (gray contour lines) and in hydrogel (red contour lines) with 1D projections for the gel 
data.
For A488-D10 the plots show markedly different anisotropies inside the hydrogel for different 
solvent conditions. In case of KClO4 10 mM, 20 mM, 40 mM and KCl 20 mM the anisotropy in the 
gel is higher as compared to the solution value, in these cases the trapped fraction is≥10 %. The 
decrease in anisotropy starts with higher ionic strength: 60 mM KClO4 and 20 mM in carbonate 
buffer pH 7 and 10, clearly correlated with the trapped fraction of the molecules as determined by 
FCS. For TMR-D10 and FLU-D10 the anisotropy is slightly higher or equal in comparison to 
solution measurements in different conditions (trapped fraction≤4%).
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S8. Fluorescence anisotropy A488-D10, TMR-D10 and FLU-D10

r
Sample Solvent

Solution Hydrogel

Trapped fraction 
x

Rh110 H2O 0.010 0.010 0
A488 H2O 0.014 0.018 0.011

A488-D10 H2O 0.037 0.049 0.296
A488-D10 KClO4 10 mM 0.037 0.049 0.168
A488-D10 KClO4 20 mM 0.037 0.046 0.125
A488-D10 KCl  20 mM 0.037 0.046 0.096
A488-D10 KClO4 40 mM 0.037 0.045 0.100
A488-D10 KClO4 60 mM 0.036 0.041 0.090
A488-D10 KHCO3 20 mM pH 7 0.039 0.040 0.076
A488-D10 KHCO3 20 mM pH 10 0.037 0.037 0.070
TMR-D10 H2O 0.093 0.096 0.040
TMR-D10 KHCO3 20 mM pH 10 0.093 0.094 0
TMR-D10 TRIS 50 mM pH 7.5 0.092 0.092 0
FLU-D10 KHCO3 20 mM pH 10 0.044 0.046 0
FLU-D10 H2O 0.047 0.049 0
FLU-D10 TRIS 50 mM pH 7.5 0.047 0.047 0

Table S7. Average anisotropy (r) for Rh110, A488, A488-D10, TMR-D10 and FLU-D10 in solution 
and in the hydrogel for different salt conditions.
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S9. Reference data

Published experimental hydrodynamic radii for dextrans labelled with A488, TMR or fluorescein are 

compiled in Figure SI 5.
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Figure S5. Fit of Flory scaling law to reference data for A488-D3 & A488-D108, A488-D709, TMR-
Dx10 and FLU-Dx8. Rh was taken as published or calculated via Stokes-Einstein equation. The 
systematic difference between TMR-Dx data (measured at 23 °C) and A488-Dx and Flu-Dx data 
(measured at 32 °C, except A488-D70 measured at 25 °C) is mainly attributed to calibration 
uncertainties. Reported temperature effects on Rh of dextrans in the relevant temperature and size 
range are about one order of magnitude smaller than the deviation of the two data sets and in the 
opposite direction: (extracted from Figure 1 in ref.11).( ) 1K003.0 −<ΔΔ− TRR hh
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S10. NMR Measurements 
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Figure S6. NMR data and fits for unlabelled dextrans (3 kDa, 10 kDa and 40 kDa) in hydrogels and 
in D2O. Data was normalized and xy offset-corrected. For clarity reasons, the solution data (red) was 
vertically offset by 0.2.

The diffusion coefficients D were obtained by fitting the echo amplitudes (integral of the signals 
between 2.8 and 4.4 ppm) using Eq.7 (See main text). We performed several diffusion measurements 
with each sample, varying the key parameters δ and ΔΝ and keeping constant the values of τN = 0.001 
s and γ=26752.22005 rad/s Gauss. Several combinations of ΔΝ and δ were applied and the specific 
parameters are listed in the table S8.

Solution Hydrogel

δδ 
[μs]

ΔΔΝ
[s]

Dsol
[10-10m2/s]

δ 
[μs]

ΔΝ
[s]

Dgel
[10-10m2/s]

600 0.60 1.12 600 1.80 0.67
800 0.30 1.15 700 1.40 0.65D3

1000 0.10 1.16 800 1.00 0.68
1000 0.30 0.97 750 1.70 0.30
1200 0.25 0.96 1000 1.30 0.33D10
1600 0.10 0.97 1500 0.50 0.31
800 1.00 0.38 1200 1.60 0.096

1000 0.80 0.38 1300 2.00 0.085D40
1200 0.60 0.37 1400 1.80 0.096

Table S8. Parameters used for NMR measurements for unlabelled dextrans D3, D10 and D40. The 
fit provides the diffusion coefficient for each sample for the different experimental settings. The 
rows marked in yellow represent the curves shown in figure S6.

3.2 Diffusion of macromolecules in a polymer hydrogel: from macroscopic to
microscopic scales

90



21

S11. Technical details of the Brownian dynamics simulation

General

In our Brownian dynamics simulation12, we use a cubic simulation box with periodic boundary 

conditions containing 512 matrix particles and 1 tracer particle. About 200 independent simulation 

runs have been performed to generate typical trajectories for the statistical averages of the tracer's 

mean square displacements. The Brownian equations of motion were integrated with an Euler-

algorithm. The time step Δt for the integration was chosen as Δt < 2∙10-5 τB (for model 1, 2 and 3a, 

TMR) and Δt < 1.5∙10-6 τB (for model 3b, TMR). denotes the Brownian time. Here, a is 0
2 / DaB =τ

the lattice constant of the matrix and D0 the diffusion constant of the tracer particle in a pure solvent 

as obtained from the experiments. For FLU, Δt had to be chosen 10 times smaller. We carefully 

checked that the results for the statistical averages did not change upon further decreasing the time 

step such that the magnitude of Δt was small enough.

Simulation protocol

In our simulations we used the following protocol: 

• Generation of the underlying gel structure:

o The gel obstacles were placed on a simple cubic lattice of lattice constant a. 

o The matrix particles were randomly shifted up to half the lattice constant in each 

direction in model 2, 3a and 3b.

o Springs were attached between the centers of neighboring matrix particles which were 

all undistorted, i.e. the rest lengths equaled exactly the corresponding particle 

separations. 

• The tracer particle was placed in a void. 

• The BD simulation was started and the system was equilibrated for a typical time of teq >= 1 

τB. 

• Statistics for the dynamical correlations was gathered by storing at least 100000 snapshots of 

the tracer trajectory at equidistant times within a sufficiently large time window of tmax>= )(tsr

40τB. In this time window, the tracer moved on average a distance of several lattice constants 

a. 
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Calculation of the hindrance factors

It was carefully checked that the long-time limit of the tracer's mean square displacement 

 was reached. Here, <…> denotes the average over all t0  [0, tmax - t] ( ) ( )( )200
2 )( tsttsts −+=Δ

and all independent simulation runs. The diffusion coefficient was obtained as .12, ( )tsD
t

2

dt
d

6
1lim Δ=

∞→

13 As for an example, see Figure S7. We then performed a fitting procedure to describe the 

experimental hindrance factors H=D/D0 as a function of Rh.
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Figure S7. Hindrance factor D/D0 versus time for two different tracers (D10 and D70) within model 
3b. For very short times, the Diffusion coefficient approaches the Diffusion coefficient in solution 
D0, as no collisions occur during these times. The long-time-limes is reached before 1 τB, as the 
diffusion coefficient does not decrease any further

Parameters

All model parameters were fixed according to Table S9 except the lattice constant a, which sets the 

pore size, and the obstacle radius Robst, which was scaled with a factor such that the constraint of the 

experimentally prescribed volume fraction, φ, (measured by swelling analysis, see main text 

Sec.2.1.1) was fulfilled: . This leads to a coarse-grained obstacle radius comparable to aRobst
3

4
3
π
ϕ

=

the tracer size at least of the same order of magnitude. The additive diameters σij used in Eq. (8), 

(10), (11) were therefore also fixed by σij=2 Robst for the obstacle-obstacle-interaction and σij=Robst + 

Rh for the interaction between a matrix obstacle and a tracer of radius Rh. For the guest particle radii 
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Rh, we used our experimental values (see Rh in Table 3 in the results, 3.2.1). The short-time 

diffusivity of the obstacles was calculated via the Stokes-Einstein relation . Here, η 
obst

B
obst R

TkD
πη6

=

= 0.00095 Pa s is the viscosity of the solvent at T = 295 K (= 22 °C). We used εs=1 kBT for the 

WCA-potential used in model 1, 2 and 3b. In model 3a, we used εG =12 kBT since this value is above 

the value of 2 kBT, which is found for self-avoiding polymers 14  but we expect our system to be 

stiffer. We have changed εG within the range of 4 kBT and 20 kBT and did not obtain an improved fit 

to the experimental data.

In conclusion, out of the 12 parameters shown in Table S9, 9 are fixed by physical constraints, 

namely the obstacle radius Robst, and consequently also the obstacle self-diffusion constant Dobst and 

the additive diameters σobst, obst, σobst, D0 , σobst, D3 , σobst, D10, σobst, D40 , σobst, D70, σobst, D500. Hence only 3 

parameters are left: The lattice constant a, the spring constant k and the interaction parameters εs, 

resp. εG, (plus possibly the parameter εa in model 3b). εa and a are real fit parameters. We have 

checked that a change of k and the interaction parameters εs, resp. εG give indifferent fit quality.

Fitting and conclusion

For the fixed choice of a, the whole hindrance factors H were simulated as a function of Rh, i.e. for 

all tracer radii used in the experiments. These sets of simulation data were compared to the 

experimental data and an optimal value of a was obtained by the best fit. For model 3b, two fit 

parameters were used, namely the lattice constant a and the attraction strength εa. This results in 

better fitting in particular for small Rh. We remark here that the attraction was essential. In a purely 

repulsive dextran-matrix interaction model, a second fit parameter would not give a significant 

improvement of the fit. Additional simulations performed within model 3b using a Gaussian softened 

core showed a similar fit quality as that with a WCA-core such that we conclude that the attraction 

itself rather than the details of the repulsion is crucial to describe the experimental data properly.
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Dye Model

initial gel
simple 
cubic 
lattice 

constant
[10-9m]

obstacle 
radius

[10-9m]

obstacle
self diffusion 

constant

[10-11m2/s]

spring
constant

[10-4N/m]

Matrix-dextran-
interaction 
parameters
(at T=20 °C)

[10-20J]

σ obst,obst

[10-9m]

σ obst,D0

[10-9m]

σ obst,D3

[10-9m]

σ obst,D10

[10-9m]

σ obst,D40

[10-9m]

σ obst,D70

[10-9m]

σ obst,D500

[10-9m]

1 11.75 2.48 0 inf εs = 1kBT ≈ 0.405 4.95 3.03 4.19 5.55 8.48 10.34
2 11.75 2.48 9.18 6.17 εs = 1kBT ≈ 0.405 4.95 3.03 4.19 5.55 8.48 10.34
3a 10.03 2.11 10.77 6.17 εG = 12kBT ≈ 4.86 4.23 2.66 3.82 5.18 8.11 9.97TMR

3b 14.35 3.02 7.52 6.17 εs = 1kBT ≈ 0.405
εa = 3kBT ≈ 1.21 6.05 3.57 4.73 6.09 9.02 10.88

1 31.73 4.86 0 inf εs = 1kBT ≈ 0.405 9.73 5.41 6.57 7.93 10.86 25.16
2 31.73 4.86 4.68 6.17 εs = 1kBT ≈ 0.405 9.73 5.41 6.57 7.93 10.86 25.16
3a 30.29 4.64 4.90 6.17 εG = 12kBT ≈ 4.86 9.29 5.19 6.35 7.71 10.64 24.94FLU

3b 44.71 6.85 3.32 6.17 εs = 1kBT ≈ 0.405
εa = 3kBT ≈ 1.21 13.71 7.40 8.56 9.92 12.85 27.15

D0 D3 D10 D40 D70 D500
radius [10-9m] 0.55 1.7 3.1 6.0 7.9 20

Table S9. Parameters used for Brownian dynamics simulations for model 1 (fixed gel matrix, steric interaction), model 2 (flexible gel matrix, steric 
interaction), model 3a (flexible gel matrix, soft interaction), model 3b (flexible gel matrix, steric interaction and attractive shell).

3.2 Diffusion of macromolecules in a polymer hydrogel: from macroscopic to
microscopic scales
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Solvent and solute ingress into hydrogels resolved by a combination of
imaging techniques
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(Dated: 18 July 2016)

Using simultaneous neutron, fluorescence, and optical brightfield transmission imaging, the diffusion of sol-
vent, fluorescent dyes and macromolecules into a crosslinked polyacrylamide hydrogel was investigated. This
novel combination of different imaging techniques enables us to distinguish the movements of the solvent and
fluorescent molecules. Additionally, the swelling or deswelling of the hydrogels can be monitored. From the
sequence of images, dye and solvent concentrations were extracted spatially and temporally resolved. Diffu-
sion equations and different boundary conditions, represented by different models, were used to quantitatively
analyze the temporal evolution of these concentration profiles and to determine the diffusion coefficients of
solvent and solutes. Solute size and network properties were varied and their effect investigated. Increasing
the crosslinking ratio or partially drying the hydrogel were found to hinder solute diffusion due to the reduced
pore size. By contrast, solvent diffusion seemed to be slightly faster if the hydrogel was only partially swollen
and hence solvent uptake enhanced.

I. INTRODUCTION

Hydrogels are used in a broad range of applications
from chemical sensors,1,2 responsive coatings,3,4

bioadhesives5 or soft contact lenses6,7 to food
products,8,9 drug delivery applications,10–13 and
potential scaffolds for artificial tissue and organs.14–17

In many of these applications the diffusion of molecules
or particles in and through hydrogels is crucial and
the focus of numerous experimental and theoretical
studies.18–29 However, only few studies explicitly moni-
tor the solvent diffusion and its interplay with the solute
motion.7,30

We simultaneously followed solvent and solute to in-
vestigate their diffusion and their effects on each other
as well as on the hydrogel. This was done using a
novel setup, which combines neutron radiography (NR),
fluorescence imaging (FI) and optical brightfield imaging
(OI).31 These three imaging techniques monitor different
properties of the samples. In the optical images, contrast
is generated by differences in the local optical density of
the sample. The hydrogel can be distinguished from the
solvent and a potential change in hydrogel size due to
solvent uptake or loss can be monitored and also defects
in the sample can be observed. FI provides information
about the local fluorophore concentration and thus
enables us to study, e.g., the diffusion of fluorescent
molecules independently of solvent diffusion. The fluo-
rophores can be used to label specific molecules, particles
or structures and can additionally report on properties
such as pH, temperature or chemical environment. By
contrast, the interaction of neutrons occurs with the
nuclei and thus depends strongly on the specific isotope.
Hence, isotope exchange can be exploited to change the
contrast between different parts of the sample and thus
highlight them. In the present experiments, the contrast

between light (H2O) and heavy (D2O) water was used to
distinguish water initially inside or outside the hydrogel,
respectively. The number of transmitted neutrons,
i.e. intensity, provides spatially and temporally resolved
information about the composition of the sample.31–33

This has already successfully been applied to investigate
the flux of liquids.34–39 Exploiting this effect, this
allowed us to monitor solvent diffusion into and out of
the hydrogel. The simultaneous application of these
techniques thus provides information on the diffusion
of fluorescent molecules or macromolecules as well as
solvent into and out of the hydrogel, while the hydrogel
size is monitored. The diffusion of the different species
was studied for different characteristics of the hydrogel.
Its pore size was changed by varying the crosslinking
ratio and the degree of swelling. Furthermore, different
fluorescent molecules and initial solvent compositions
were investigated.

II. MATERIALS AND METHODS

A. Samples

Polyacrylamide (PAAm) networks were synthesized
by copolymerization of the monomer acrylamide (AAm)
with the tetrafunctional crosslinking agent N,N’-
methylenebis(acrylamide) (BIS), using ammonium per-
oxodisulphate (APDS) and tetramethylethylenediamine
(TEMED) as redox initiators. Monomer and crosslinker
were both purchased from Sigma-Aldrich, APDS from
Roth and TEMED from Merck. All components were
used without further purification. AAm, BIS and APDS
were first separately dissolved in deionized, filtered water
and cooled down to 4 ◦C. To slow down the reaction, the
individual solutions were then mixed at this low tempera-
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ture. The crosslinking ratio (molar ratio of crosslinker to
monomer) determines the pore size and the characteris-
tics of the hydrogel; ratios of 1:15 and 1:60 were studied.
A 2ml reaction mixture of the 1:15 hydrogel contained
75mg of AAm, 10.83mg of BIS, 6mg of APDS and 10 µl
of TEMED. The same applied to the 1:60 hydrogel, but
the reaction mixture only contained 2.71mg of BIS. Once
mixed with the desired ratio, the reaction mixture was
transferred to Teflon molds (3.5 cm × 3.5 cm × 0.15 cm)
using a glass pipette and allowed to warm up and react at
room temperature. After one to two hours, polymeriza-
tion was complete and the hydrogel was transferred into
a larger container filled with deionized water. At this
point, the hydrogels could still take up water and swell.
With gravimetric measurements, it was found that all
hydrogels used here swelled for three to five days. The
hydrogels hence were left in deionized water for one week
to ensure swelling was complete. During this time, the
excess water was exchanged every day in order to wash
out residual chemicals that had not reacted.40,41 After-
wards, discs with a radius a ≈ 0.3 cm to 0.5 cm were cut
from the hydrogels using a stamp. The same prepara-
tion protocol was applied for D2O-hydrogels but in every
step, D2O (Deutero GmbH, Kastellaun, Germany, min-
imum content of 99.9% D2O was used instead of H2O.
All vials with solutions containing D2O were flushed with
nitrogen after mixing in order to reduce H2O uptake from
moisture in the air.
Some hydrogel discs were partially dried before the mea-
surement, leading to a change in hydrogel pore struc-
ture. During drying, solvent evaporates from the surface
of the hydrogel discs, leading to an inhomogeneous sol-
vent distribution inside the hydrogel. Thus, the dried
gels were kept in small, tightly sealed containers for at
least three days before the measurement to achieve homo-
geneity. The degree of swelling, mds, of every sample was
determined directly before the measurements. It is de-
fined via the mass fraction of the hydrogel sample, mgel,
with respect to the mass of the fully swollen gel, mgel,fs:

mds =
mgel

mgel,fs
. (1)

Five separately prepared pieces of every type of hydrogel
were weighed to determine mgel,fs, then dried until all
solvent had been removed and then again weighed to get
the polymer mass, mp. This allowed us to calculate the
polymer volume fraction in the fully swollen state:

φp,fs =
mpρs

mpρs +msρp
, (2)

where ρp = 1.30 g/cm
3

is the polymer density,

ρs = 1.00 g/cm
3

and ρs = 1.107 g/cm
3

are the sol-
vent densities for H2O and D2O, respectively. The
polymer volume fraction, φp, of partially dried hydrogels
was calculated from the experimentally observed sample
volume (disc radii determined with OI, Sec. II C (ii) 3)
and the known mass of polymer in the sample, mp. It is

assumed that φp is independent of the position within
the hydrogel.
The fluorescent dye fluorescein sodium salt (in the fol-
lowing referred to as fluorescein (Fluo) and fluorescein-
labeled dextrans with different molar masses; D10,
10 kDa (from Sigma-Aldrich for combined FI and NR
and from Invitrogen for separate FI) and D70, 70 kDa
(from Sigma-Aldrich) were used. They were dissolved
in deionized light (H2O) or heavy (D2O) water at
concentrations of about 25 µM, which was found to
yield a good fluorescent signal while still being dilute
enough to not affect the diffusion coefficients of the
fluorescent molecules. The samples that were studied
with simultaneous NR, OI and FI experiments are listed
in table I.

B. Combined Imaging Experiments

A detailed description of the home-built imaging-
apparatus to perform optical transmission imaging
(OI) and fluorescence imaging (FI) experiments con-
currently with neutron radiography (NR) can be found
elsewhere.31 The sample was irradiated with a parallel
beam of light and a collimated neutron beam at the cold
neutron imaging facility ICON at the Paul Scherrer In-
stitute (Villigen, Switzerland) and time series of images
were recorded with separate CCD cameras for each imag-
ing technique. The chosen distance of the neutron source
aperture, L, and diameter of the aperture, Dap, yielded
L/Dap = 343. This value, together with the distance be-
tween sample and scintillator, l, limit the best possible
resolution, ug, of the neutron radiograph:

ug =
l

L/Dap
. (3)

In these measurements, a 10 µm thick gadolinium based
scintillator (Gd2SO2S:Tb) and a cooled charge-coupled
device (CCD; Andor Neo sCMOS, 2560 × 2160 pixels,
pixel size: 6.5 µm) were used to convert transmitted neu-
trons and record the neutron radiographs, respectively.
The effective spatial resolution was found to be better
than 100µm. Images were collected continuously with
an individual measurement time of 20 to 30 s, which was
found to be the best compromise between image quality
and time-resolution.
Optical transmission and fluorescence imaging were per-
formed with a camera resolution of 10µm, a field of view
of about 25mm× 21mm and a spatial resolution of about
20 µm. It was chosen to roughly match the one of the cor-
responding neutron radiography measurements although
a significantly better spatial resolution could be obtained.
The wavelength of the optical beam was optimized to
excite the fluorophores in the sample (LED lamp with a
center wavelength of 490 nm). Optical filters were used in
the light path to split the light leaving the sample into at-
tenuated excitation light and emitted fluorescence which
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G
el 1:15, D2O, φp,fs = 0.065 1:60, D2O, φp,fs = 0.053 1:60, H2O, φp,fs = 0.038

mds 0.73 0.75 0.8 1.00 0.74 0.75 0.78 0.80 0.81 1.00 0.64 1.00

S
ol
u
te

H2O x

Fluo D2O x sample B sample A

Fluo H2O x x x x x x

D10 H2O x x x

D70 H2O x x

Tab. I. Compositions of the hydrogel samples and solutions investigated are indicated by an x. The crosslinking ratio cr, solvent
in the hydrogel, polymer volume fraction in the fully swollen state, φp,fs, and the degree of swelling mds of the hydrogel are
indicated as well as the different solutes. Samples A and B are discussed in detail in Sec. IVB1.

are then focused onto the OI and FI cameras, respec-
tively. In NR and OI monochrome cameras were used
whereas the FI camera was a color camera.
In a typical experiment, the sample was constrained be-
tween two glass plates in a specifically designed sam-
ple cell that consisted of an aluminum body and quartz
glass windows.31 The cell was aligned with respect to the
neutron and light beams. As neutron radiography ex-
periments can only be performed at large scale facilities
where beam time is severely limited, time series of im-
ages were recorded for a maximum of 3 to 8 hours. It
was found that for the FI experiments, and especially
when the larger dextran molecules were used as diffu-
sants, much longer measurement times would be favor-
able. Thus, additional longer FI and OI experiments ex-
tending over several days were performed with all sample
systems indicated in table I. Several neutron and optical
images of the hydrogel were collected before the solu-
tion was injected into the sample cell. By using a sy-
ringe pump that was controlled from outside the bunker
of the neutron imaging instrument, the injection process
could be followed and the time, t0, when the hydrogel
was contacted with the solution determined. After in-
jection of the solution, the solvent and the fluorescent
molecules diffused into the hydrogel. Diffusion only oc-
curred through the radial edges while the hydrogel faces
were covered by the glass windows. FI measurements
were continued beyond the end of the NR measurements,
until the slightly activated sample cell could be handled
and exchanged.

C. Data Reduction

The data were obtained as series of two-dimensional
grayscale (OI, NR) or color (FI) images with intensi-
ties, Iraw(x, y, t). (Note that the dependence on position,
(x, y), and time since the start of the experiment, t, is
not explicitly given in the following equations.) As de-
scribed elsewhere in more detail,31,32 based on Iraw, the
absolute transmission of the sample, TS, and then the
concentration or composition was determined.

(i) Absolute Transmission

In the first step of the analysis of the neutron data,
complementary dark images (ID), taken when all shutters
in the neutron beamline were closed, and bright images
(IB), taken with the sample removed from the sample
position, were used to apply a pixelwise correction to
the images to account for spatial inhomogeneities in the
neutron beam and detector efficiency as well as neutron
and electronic background, yielding the transmission T :

T =
Iraw − ID
IB − ID

. (4)

On the series of dark and bright images taken before con-
tact with solution, a median filter was applied to remove
randomly distributed and fluctuating bright spots that
can be caused by high intensity γ–particles directly hit-
ting the CCD chip. Bright spots in the images of the
time series were omitted during the averaging process
described later.
Additionally, the mean transmission in a reference area,
⟨Tref⟩, where no temporal changes in the image intensity
were expected (e.g. a part of the cell body) was calculated
for every image:

⟨Tref⟩ =
⟨Iraw,ref⟩ − ⟨ID,ref⟩
⟨IB,ref⟩ − ⟨ID,ref⟩

. (5)

This was used to calculate the transmission of the sample
relative to the reference area, Trel, which is thus not only
corrected for spatial but also for temporal fluctuations in
the neutron beam intensity:

Trel =
T

⟨Tref⟩
. (6)

The absolute transmission of the sample, TS, was ob-
tained by

TS =
Trel

Trel,EC
, (7)
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where Trel,EC is the relative transmission of the empty
sample cell.
Tests showed that the raw optical and fluorescence im-
ages did not need to be corrected for inhomogeneities in
illumination, detector efficiency or background. As flu-
orescein emits light with a center wavelength of 525 nm,
only the green channel, which contained the fluorescence
signal, was used for further analysis.

(ii) Sample Composition

1. Solvent Concentrations from Neutron Radiography

The experimentally determined neutron transmission
of the sample, TS, was used to determine the spatially
and temporally resolved sample composition by

TS = e−Sd , (8)

where d is the sample thickness and S the specific atten-
uation coefficient. The investigated samples consisted of
up to four components: the polymer, H2O, D2O and the
fluorescent molecules with the volume fractions φp, φH,
φD and φf, respectively. Due to the low volume fraction
of the fluorescent molecules (φf ≈ 10−6), their contribu-
tion to the neutron signal can be neglected and thus:

S = φDSD + φHSH + φpSp , (9)

with

φD + φH + φp = 1 . (10)

Using equations 8, 9 and 10, φD, could be determined
from TS:

φD =
lnTS + (1− φp)SHd+ φpSpd

(SH − SD)d
, (11)

and φH, could be obtained similarly, since φp was known
(Sec. IIA).
For every component, i, the attenuation coefficient Si

was calculated using the total neutron cross-sections, σj ,
of each kind of nucleus, j, in the material:42,43

Si =
ρi
Mi

NA

∑

j

ni,jσj , (12)

where ni,j is the number of each nucleus j, ρi the mate-
rial density, Mi the molar mass, and NA Avogadro’s con-
stant. Polyacrylamide consists of repeat units C3H5NO
of molar mass Mp = 71.08 g/mol and has a density

ρp = 1.30 g/cm
3
. Total neutron cross-sections, σj , can be

found in data libraries:42,43 σH = 82.36 b, σC = 5.5555 b,
σN = 13.41 b, and σO = 4.23219 b for a neutron wave-
length of λ = 0.1798 nm. This yields an attenuation coef-
ficient Sp,H = 4.913 cm−1. If the hydrogels are swollen in
D2O instead of H2O, hydrogen might be replaced by deu-

terium (σD = 7.64052 b), resulting in Sp,D = 0.799 cm−1

(if all H are replaced by D). For light and heavy water,
SH = 5.648 cm−1 and SD = 0.651 cm−1, respectively,
were calculated similarly.
The attenuation coefficient of the polymer, Sp, could not
be measured easily. Because the value of Sp has a negli-
gible effect on the values of the determined diffusion co-
efficients of solvent and solute the calculated values were
used (see Supplementary Material). However, SD and
SH were also determined experimentally because they
strongly depend on the setting of the instrument (e.g. fil-
ters and apertures), the wavelength distribution of the
neutrons and also on the sample properties, such as den-
sity and possible impurities. Neutron radiographs of a
series of H2O-D2O mixtures were investigated. Their ab-
solute transmission is (Eqs. 8, 9):

−lnTS = (φDSD+φHSH)d = (SD−SH)dφD+SHd , (13)

with φH = 1 − φD. Thus, − lnTS(φD) decays linearly
with slope (SD − SH)d and intercept SHd (Fig. 1). It
was found that SH = 4.067 cm−1 and SD = 0.604 cm−1

best describe the experimental data. Although these val-
ues significantly deviate from the values calculated for
λ = 0.1798 nm, they agree with values previously mea-
sured at ICON.44 Interestingly, the value of the neutron
attenuation coefficients SD, SH and Sp were found to not
affect the value of the diffusion coefficient determined by
a fit to the transmission in the center of the hydrogel
(Sec. IVB).
The neutron radiographs of the H2O-D2O mixtures were
recorded in the same sample cell as used in the diffusion
experiments, with the optical imaging setup in place and
with an expected sample thickness of d = 0.101 cm. The
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Fig. 1. Absolute neutron transmission, TS, of mixtures of
D2O and H2O with their volume fractions, φD and φH, re-
spectively. The mixtures were contained in the same sample
cell as used for the other experiments. The transmission, TS,
was averaged over an area of 40× 40 pixels in the top, center
and the bottom of the cell (as indicated). A linear fit (Eq. 13)
was applied to the individual data sets (lines of corresponding
colors) and their average (red line).
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sample cell was not moved between the measurements
but rinsed with an appropriate amount of the mixture
to be measured next to match the experimental condi-
tions to those of the actual experiments. This was im-
portant because for H2O the measured absolute transmis-
sion decreases with increasing distance of the sample from
the scintillator due to incoherent scattering.45,46 Further-
more, the sample thickness, d, might slightly vary with
sample position although care was taken when the sam-
ple cells were manually screwed together. The variation
in d was estimated by determining the transmissions at
the top, center, and bottom of the cell separately (Fig. 1).
Indeed, the transmission TS slightly depends on the lo-
cation as does the slope of − lnTS versus the H2O-D2O
composition. We found that the thickness at the top and
bottom differed by about −3% and +2% from that at the
center, respectively; thus d = 0.101± 0.003 cm. Hence,
in the data analysis the sample thickness d has to be
considered carefully. This is particularly important for
large H2O content, where TS shows a stronger variation
due to the larger total neutron cross-section of hydrogen.
In general, hydrogen in H2O mainly attenuates the neu-
tron beam by incoherent scattering, which influences the
measured transmission. This can lead to blurry radio-
graphs and an underestimated H2O content. It was pre-
viously shown that incoherent scattering from H2O sam-
ples plays a dominant role for sample thicknesses greater
that 0.2 cm.47,48 As our samples are thinner and we ob-
serve a very sharp interface between the reservoir edge
and the sample cell in the neutron radiographs31 (not
shown), these effects are neglected in the present experi-
ments.

2. Fluorophore Concentrations from Fluorescence Imaging

For all fluorescent molecules studied here, a linear re-
lation between fluorescence intensity and concentration
was found in the concentration range of 0 to 50 µM. Thus,
the intensity can directly be related to the concentration,
φf . However, the absolute concentration could not be
deduced from the intensity as it is affected by the illu-
mination and the alignment of the sample cell as well as
photobleaching, which might also have occurred before
the measurement. The absolute detected intensities be-
tween repeat measurements performed under the same
experimental conditions varied by less than 15%. A nor-
malization of the raw intensities with the initial and final
values of the intensity inside the hydrogel, Ii and I∞, re-
spectively, was performed to obtain a normalized volume
fraction of fluorescent molecules:

φf = (I − Ii)/(I∞ − Ii) (14)

This resulted in a very good agreement of φf between
different measurements and hence indicates good repro-
ducibility.

3. Hydrogel Radius from Optical Imaging

For every time step, the hydrogel radius was deter-
mined from the optical transmission images. The area,
A(t), taken up by the hydrogel was determined by apply-
ing a reasonable threshold and using the image process-
ing software ImageJ. Then the radius of a circle with the
equivalent area, a(t) =

√
A(t)/π, was calculated.49

(iii) Spatial Averaging

The time dependences of the detected signals, i.e. of
the absolute neutron transmission, TS(x, y, t), and the
fluorescence intensity, I(x, y, t), were analyzed in two
ways. First, the signal measured in a limited region of the
sample, here the center of the hydrogel, was considered
as a function of time. To improve statistics, the average
over an area of 20 × 20 pixels, which is small compared
to the hydrogel disc radius (a ≈ 350 pixels), was deter-
mined for each image.
In a second approach, intensity profiles were calculated
for each time step. An image recorded shortly be-
fore (NR) or immediately after (FI) the hydrogel was
contacted with solution was used to define the initial
hydrogel-solution interface. This was used to calculate
for each pixel its shortest distance, r∗, to the initial in-
terface using a Danielsson algorithm.50 By averaging all
signals at positions with the same r∗, profiles were calcu-
lated. An upper threshold was applied in the averaging
process to remove bright spots in the neutron radiographs
that are caused by, e.g. high intensity γ-particles. Due to
the macroscopic sample size, this approach yielded very
good statistics except in the center of the hydrogel disc.
In the following, we use the normalized distance to the
center of the hydrogel, r/a = 1− r∗/a.

(iv) Photobleaching Correction

Even though the excitation light was not focused into
the sample and its intensity was minimized, photobleach-
ing of the fluorescent dyes was observed especially for
long measurements of several hours. This made a photo-
bleaching correction necessary.51,52

We considered a region in the reservoir around the hy-
drogel, where for long times the decrease of the fluores-
cence intensity is mainly governed by bleaching rather
than dilution. The time-dependence of the fluorescence
intensity of this region was fitted by an exponential decay,
which yielded the time-dependent bleach parameter, ξ(t).
Then the intensities, I(x, y, t), or equivalently, the inten-
sity profiles, I(r, t), were corrected by dividing through
ξ(t).
It was found that the bleaching behavior in the reser-
voir and inside the hydrogel were not necessarily iden-
tical. Thus, a long measurement was performed. The
intensity in the center of a fully swollen 1:60 hydrogel

Chapter 3 – Publications

103



6

0 2.0x10
5

4.0x10
5

6.0x10
5

8.0x10
5

0.0

0.2

0.4

0.6

0.8

1.0

t/a2 [s/cm2]

φ
F
lu

o(
0
,t
)

Fig. 2. Normalized fluorescein concentration, φFluo(0, t), in
the center (r = 0) of a hydrogel (sample A) with radius a
(Tab. II) as a function of time, t, without (black squares)
and with (blue circles) correction for photobleaching. Photo-
bleaching is assumed to lead to an exponential decay of the
intensity (red line). The magenta crosses indicate φFluo(0, t)
obtained at very few times, t, thus avoiding photobleaching.

is expected to initially increase and then saturate when
the equilibrium concentration is reached. However, for
long times the intensity decreases due to photobleaching
(Fig. 2). The long-time behavior again was fitted by an
exponential decay, yielding ξ(t), which was then used for
the photobleaching correction inside the hydrogel. The
procedure was tested by performing measurements dur-
ing which photobleaching was avoided by illuminating
the sample only occasionally, yielding very similar results
(Fig. 2).

III. DIFFUSION – THEORETICAL MODELS

The cylindrical hydrogels were sandwiched between
two parallel glass plates, which prevent flux through the
faces of the hydrogels. Thus, the hydrogels can be de-
scribed as infinitely long cylinders with radial diffusion
only. These cylinders are immersed in a finite unstirred
reservoir. To our knowledge, there is no model that con-
siders such a boundary condition and different diffusion
coefficients in the cylinder and reservoir. Thus, different
solutions for the cylindrical geometry with similar, al-
though not identical boundary conditions were compared
and used to interpret the data.

A. Models 1a and 1b: Cylinder in a stirred, infinite or
finite reservoir

The first model describes radial diffusion into a cylin-
der of radius a and volume Vcyl immersed in a stirred
reservoir of volume Vres = βVcyl. This situation is iden-
tical to an unstirred reservoir with an (infinitely) large
diffusion coefficient in the reservoir. Due to stirring, the
concentration in the reservoir, φres(t), is uniform and only

depends on time and the initial concentration φres,i. The
initial and final concentrations inside the cylinder are de-
noted as φi and φ∞, respectively. Mass conservation im-
plies φ∞ = Vres φres,i/(Vres + Vcyl) in the cylinder and
reservoir at equilibrium. Thus, φres(t) decreases with
time. These boundary conditions lead to the following
expression for the time and position dependent concen-
tration in the cylinder:53

φ(r, t)− φi

φ∞ − φi
= 1+

∞∑

n=1

(4 + 4β)exp(−Dq2nt/a
2)

(4 + 4β + β2q2n)

J0(qnr/a)

J0(qn)
,

(15)
where D is the diffusion coefficient, qn are the positive
roots of β qnJ0(qn) + 2J1(qn) = 0, J0 is the Bessel func-
tion of the first kind of order zero, and J1 is the Bessel
function of the first order. In the following, this will be
called model 1b.
In the case of an infinite reservoir (β → ∞, model 1a),
φres(t) remains constant and the concentration in the
cylinder, φ(r, t), becomes:53

φ(r, t)− φi

φ∞ − φi
= 1− 2

a

∞∑

n=1

exp(−Dα2
nt)J0(rαn)

αnJ1(aαn)
, (16)

where αn are the positive roots of J0(aαn) = 0.
Although this model assumes a stirred reservoir, for an
unstirred reservoir it becomes a good approximation if
diffusion outside the cylinder is very fast compared to
diffusion inside the cylinder, which results in an approxi-
mately uniform concentration in the reservoir. However,
if the experimentally observed concentration profile out-
side the cylinder is not constant, it cannot be described
by this model.

B. Model 2: Cylinder in an unstirred, infinite reservoir

Since in this model the reservoir is not stirred, a con-
centration profile develops inside and outside the cylin-
der. Inside the cylinder, the concentration increases from
the initial uniform concentration φi to the uniform equi-
librium concentration φ∞. By contrast, in the reser-
voir, the concentration is initially uniform, φres,i, then
decreases toward the cylinder to eventually rise again to-
wards the initial, uniform reservoir concentration, φres,i,
due to the infinite reservoir volume. The concentra-
tion profiles can be calculated inside and outside the
cylinder:53

φ(r, t) = φ∞+
φi − φ∞
2Dt

e−r2/4Dt

∫ a

0

e−r′2/4DtI0

(
rr′

2Dt

)
r′dr′ ,

(17)

with I0, the modified Bessel function of the first kind of
order zero. In the center of the cylinder (r = 0) a much
simpler expression is found:

φ(0, t) = φi + (φ∞ − φi)e
−a2/4Dt . (18)
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In both models, the diffusion coefficient is assumed to be
independent of concentrations of the diffusing molecules.
Although in our experiments the local concentrations
change over the course of a measurement their effect on
the diffusion coefficient is considered small enough to be
neglected. Furthermore, the concentration profile covers
the entire hydrogel and large party of the reservoir, but
only the profile in the hydrogel is considered. Thus, the
reservoir only enters through the concentration at the in-
terface of the cylinder which was fitted. Thus emphasis
is given to the diffusion in the hydrogel and the diffu-
sion coefficient in the reservoir is assumed to be identical
to the one in the hydrogel to reduce the number of free
parameters. The above models are compared for typical
values of our experiments in the Supplementary Material.

IV. RESULTS AND DISCUSSION

A. Images and Profiles

Applying OI, FI, and NR simultaneously, the evolution
of the systems was followed in order to study the diffu-
sion of solvent and solute into polymer hydrogels. The
obtained data is illustrated for the case of a 1:60 hydro-
gel swollen in D2O with a degree of swelling mds = 0.75
that was contacted with fluorescein in H2O (Fig. 3). OI
indicates that the size of the hydrogel remained about
constant, i.e. the hydrogel did not swell or shrink signif-
icantly (Fig. 3 (a)). A slight change in contrast due to
solvent and solute ingress can be observed in the OI im-
ages. Additionally, small defects, such as an air bubble in
the hydrogel, can be identified in the brightfield images
and these areas were omitted in the averaging process of
the other imaging techniques. As observed by FI, the flu-
orescence intensity and thus the dye concentration inside
the hydrogel increased with time and the front broad-
ened (Fig. 3 (b)). The same small air bubble is observed
with FI as in OI. NR shows that the neutron transmission
inside the hydrogel decreased with time starting at the
hydrogel-solution interface, which also becomes blurred.
(Fig. 3 (c)). Due to the significantly higher neutron at-
tenuation coefficient of H2O compared to D2O, this im-
plies that H2O diffused into the hydrogel. Thus, mixing
of the solvents inside and outside the hydrogel can be
captured by NR. In NR the air bubble is better visible at
later times as the contrast between air and D2O is much
smaller than between air and H2O.
The images were quantitatively analyzed to yield
the time-evolutions of the concentration profiles and
of the concentration in the center of the hydrogel
(Sec. II C (iii)). Fig. 4 shows profiles of the fluorescence
intensity, I(r, t), and hence volume fraction of the fluores-
cent molecules, φf(r, t), as well as neutron transmission,
TS(r, t), and hence H2O volume fraction, φH(r, t), for dif-
ferent times. The data were obtained from four simulta-
neous FI (top row) and NR (middle and bottom row) ex-
periments, with different hydrogels and diffusants. The

effect of the crosslinking ratio (Fig. 4 (a) and (b)) as
well as the molar mass and hence the size of the diffu-
sant, namely fluorescein, 10 kDa, and 70 kDa dextrans
(Fig. 4 (b)-(d)) is illustrated. The profiles depicted in
Fig. 4 (b) correspond to the images shown in Fig. 3.
The fluorescence intensity profiles, I(r, t), were normal-
ized to 0 inside the initial hydrogel and 1 in the reser-
voir close to the hydrogel (Eq. 14). They can directly
be related to the concentration of fluorescent molecules,
φf(r, t) (Sec. II C (ii) 2). With time, I(r, t) increases in-
side the hydrogel and reaches further into the hydrogel
while it decreases outside the hydrogel. The profiles
hence reflect the ingress of fluorophores. The changes
in the concentration profiles occur at a slower rate as
the size of the diffusing molecules increases. By contrast,
a decreasing crosslinking ratio within the range studied
does not seem to influence the dye diffusion very strongly.
For some samples, a particularly high fluorescence in-
tensity was observed close to the hydrogel-solution in-
terface. This can be seen as a peak in I(r, t) that be-
comes more pronounced with time (Fig. 4 (a)). It is
attributed to scattering at the interface which may nei-
ther be smooth nor perpendicular to the illumination,
or different fluorescence intensities inside, in the vicin-
ity or outside the hydrogel. This is supported by the
finding that no systematic behavior was observed. In
the present system a higher intensity inside the hydrogel
compared to the reservoir is not caused by an increased
fluorophore concentration due to attractive interactions
between the hydrogel and the diffusing molecules.29 In
many measurements, the intensities inside and outside
the hydrogel were identical after equilibration. A sim-
ilar fluorescence intensity peak just inside the hydro-
gel was previously seen when concentration profiles of
fluorescent macromolecules were observed diffusing into
HEMA/MAA hydrogel slabs by confocal microscopy.20

In those experiments, the hydrogel slabs were immersed
in fluorescent macromolecule solution and removed for
taking the confocal images at predefined times. Thus
the concentration profiles could not be measured in-situ.
The observed intensity peaks were attributed to a locally
dried hydrogel surface due to the measurement procedure
and neglected in their analysis. Interestingly, the authors
found that the measured concentration profiles did not
change whether the reservoir was stirred between taking
the confocal images or not.20

The neutron transmission was converted to H2O volume
fraction profiles, φH(r, t), using Eq. 11. They reflect
the solvent ingress into the hydrogel and the increasing
amount of H2O in the hydrogel. At the same time, the
H2O content in the reservoir slightly decreases. Solvent
ingress occurs much faster than solute ingress due to the
smaller size of the solvent molecules compared to the size
of fluorescein.
In contrast to the FI results, the neutron transmission,
TS(r, t), does not show an increased intensity at the in-
terface. The observed neutron transmission is less af-
fected by scattering since the same structures, here the
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Fig. 3. Series of simultaneously recorded (a) optical brightfield images, (b) fluorescence images, and (c) normalized neutron
radiographs of a 1:60 hydrogel swollen in D2O with a degree of swelling mds ≈ 0.75, contacted with fluorescein in H2O at times
since contact as indicated.

hydrogel-solution interface, scatter at smaller scattering
angles due to the smaller wavelength of neutrons com-
pared to light. Neutrons scattered by relatively large
structures are scattered in forward direction and thus
arrive in (about) the same pixel as the transmitted neu-
trons. Thus, scattering remains largely unnoticed.
The increase in H2O volume fraction, φH(0, t), in the cen-
ter of the hydrogels (Fig. 5) provides the time scale and
thus the diffusion coefficient of the influx and also fa-
cilitates the comparison of different measurements more
directly. The addition of small fluorescent molecules or
larger macromolecules as well as the crosslinking ratio
of the hydrogel do not influence the diffusion behavior
of the solvent very strongly. This is consistent with the
similarity of the solvent profiles of the four measurements
shown in Fig. 4 (bottom). Nevertheless, with increasing
solute size, φH(0, t) appears to be very slightly shifted
to longer times, indicating slightly slower diffusion of the
solvent in the presence of larger molecules. This is sup-
ported by the additional observation that the presence of
fluorescein appears to slow down solvent diffusion com-
pared to its absence, i.e. pure water (Fig. 5, inset). This
might be due to the hydration of the solutes, which slows

down a small part of the solvent molecules.

B. Quantitative Analysis and Interpretation

The sequence of images (e.g. Fig. 3), profiles (e.g.
Fig. 4) and data at the center (e.g. Fig. 5) are quan-
titatively interpreted using the models presented above
(Sec. III). Due to their specific features, all four combi-
nations of hydrogel solvent (H2O or D2O) and contacting
solvent (H2O or D2O) can provide information on differ-
ent aspects of the diffusion of solvent and solute. Thus,
they are presented and discussed in turn.

1. H2O-Hydrogels Contacted with D2O Solutions

Two different hydrogels with a crosslinking ratio of
1:60, fully (sample A) and partially (sample B) swollen
in light water (H2O), respectively, were contacted with
D2O containing fluorescein (Tab. II).
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Fig. 4. (top) Intensity profiles, I(r, t), determined by FI and (middle) transmission profiles, TS(r, t), and (bottom) H2O volume
fraction profiles, φH(r, t), both based on NR as a function of the normalized distance to the hydrogel cylinder, r/a, at different
times, t, after contact with solution (as indicated). The samples consisted of D2O-hydrogels with different crosslinking ratios
and a degree of swelling, mds ≈ 0.75 (as indicated), that were contacted with H2O solutions containing different fluorescent
molecules (fluorescein, 10 kDa dextran, 70 kDa dextran as indicated).

(i) Hydrogel size from optical imaging

Optical brightfield transmission imaging allows us to
follow the changes in the hydrogel. Slight decreases in
the hydrogel radii of 4% and 0.4% were observed for sam-
ples A and B, respectively (Tab. II). Initially the polymer
network was swollen in H2O, while the D2O-content in-
creased during the experiments. Polyacrylamide hydro-
gels are known to exhibit a different degree of swelling
depending on the solvent.54,55 This is confirmed by the
dependence of the polymer volume fraction in the fully
swollen hydrogels, φp,fs, on the solvent: φp,fs = 0.053 and
φp,fs = 0.038 for D2O and H2O, respectively (Tab. I).
Fully swollen H2O-hydrogels were found to shrink when
contacted with D2O, and D2O-hydrogels to swell when
contacted with H2O. However, some H2O-hydrogels were
also observed to shrink after contact with H2O, indicat-
ing that factors other than solvent quality can also in-
duce size changes. Due to the very small fluorophore
concentration, osmotic deswelling of the hydrogels is not
expected. This is confirmed by the observation that equi-
librated, fully swollen hydrogels did not change their size
within two weeks after contact with solutions with even
higher dye concentrations. Moreover, deswelling was oc-

casionally seen after hydrogels were contacted with pure
water. An apparent shrinking of the hydrogel might also
be caused by a slight expansion of the sample cell.

(ii) Diffusion of solvent into the hydrogel

Neutron radiography allows us to follow the diffusion
of solvent. In a first step, only the center of the hydrogel
disc is considered. Figure 6 (a) shows the time depen-
dence of the D2O volume fraction in the center of the
hydrogels, φD(0, t), for both samples. Since φD(0, t) de-
pends on the radius, a, of the hydrogel, the time axis is
scaled as t/a2 (Fig. 6 (b)). This almost leads to an over-
lap of the two NR curves, indicating that the diffusion
of D2O hardly depends on the initial degree of swelling.
All three models have been fitted to the data (Tab. II
and Fig. 6 (a)). Models 1a and b both describe the data
very well. By contrast, model 2 fails to fit the long time
behavior. If the final volume fraction, φD,∞, is fixed to
an unrealistically high value, at least the initial rise in
φD(0, t) can be fitted. In the fully swollen hydrogel A,
the diffusion coefficient, DD, is very close to the bulk
diffusion coefficient of D2O (1.7 × 10−5 cm2/s).56–58 For
the partially swollen hydrogel B, DD, as determined us-
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rescein, 10 kDa dextran, 70 kDa dextran as indicated). The
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Fig. 6. Normalized volume fractions of D2O, φD(0, t), and flu-
orescein, φFluo(0, t), in the center of the H2O-hydrogels with
radius a (samples A and B, Tab. II) as a function of (a) time,
t, after contact with D2O solution (b) normalized time, t/a2,
and (c) τ = Dt/a2 with D the diffusion coefficient as deter-
mined based on model 1a (Tab. II) by simultaneous FI and
NR measurements. The FI data in (c) were complemented by
long repeat measurements of both samples. Lines in (a) rep-
resent fits based on models 1a (red), 1b (blue), and 2 (green).

ing model 1 is about 12% larger (Sec. IVB1 (iv)). The
corresponding fitted φD,∞ are only slightly higher than
expected (Tab. II).
Figure 7 shows the experimentally determined D2O vol-
ume fraction profiles, φD(r, t), for sample B. To take hy-
drogel swelling into account, for each time step, the ac-
tual radius, a(t), was determined from the corresponding
brightfield image and used in the model calculations. The
D2O volume fraction decreases outside the hydrogel, but
at the interface (r = a) the concentration is essentially
constant. Thus, model 1b, which predicts a decreasing

SampleA SampleB SampleC

cr 1:60 1:60 1:60

mds 1.00 0.64 1.00

φp,i 0.038 0.060 0.038

φH,i 0.962 0.940 0.962

ai [cm] 0.310 0.489 0.341

a∞ [cm] 0.298 0.487 0.325

di [cm]
0.146
(0.150)

0.098
(0.100)

–
(0.100)

final D2O volume fraction φD,∞

expected 0.875 0.745 –

Models 1a&b 0.880 0.753 –

Model 2 1.250 1.100 –

D2O diffusion coefficient DD [10−6 cm2/s]

1a, profile 17.5± 0.2 19.8± 0.2 –

1a, center 17.5± 0.1 19.8± 0.2 –

1b, center 17.1± 0.1 19.1± 0.2 –

2, center 19.2± 0.6 22.9± 0.5 –

Fluorescein diffusion coefficient DFluo [10
−6 cm2/s]

1a, profile
4.09± 0.02
(4.01± 0.02)

3.71± 0.03
(3.68± 0.02)

–
(3.89± 0.02)

1a, center
4.07± 0.03
(4.02± 0.01)

3.60± 0.03
(3.62± 0.02)

–
(3.85± 0.01)

Tab. II. Sample composition and size for measurements of
H2O-hydrogels contacted with D2O solution containing flu-
orescein; crosslinking ratio cr, degree of swelling mds, initial
polymer and H2O volume fractions, φp,i and φH,i, respectively,
initial and final hydrogel radii, ai and a∞, respectively and
initial sample thickness, di. The final D2O volume fraction,
φD,∞, was calculated based on the composition and fitted us-
ing models 1a, 1b, and 2. The diffusion coefficient of D2O was
obtained by fitting models 1a, 1b, and 2 to the data in the
center. The whole profile and the FI data was analyzed based
on model 1a only. Values in brackets correspond to the av-
erage values of three to five additional long FI measurements
during which equilibration of the hydrogel and reservoir was
achieved.

concentration at the interface, is not appropriate and es-
pecially fails close to the hydrogel border. By contrast,
model 1a describes the profiles inside the hydrogel very
well although it assumes a homogeneous reservoir con-
centration. In the following, model 1a will be used to
interpret the data. The fitted values of the diffusion co-
efficients (Tab. II) are identical to the values obtained by
considering the center only. On the other hand, the de-
crease of φD(r, t) in the reservoir can be fitted by model
1b, yielding a diffusion coefficient about 6% larger than
derived from the data in the center.
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Fig. 7. Normalized D2O volume fraction profiles, φD(r, t), for
different times (as indicated) after the H2O-hydrogel (sample
B) has been contacted with D2O solution containing fluores-
cein as obtained by NR. Fits based on models 1a (red lines)
and 1b (blue lines) as well as the data are corrected for the
time dependence of the hydrogel radius, a(t).

(iii) Diffusion of fluorescent dye into the hydrogel

The increase of the fluorophore concentration in the
center of the hydrogel was followed (Fig 6 (a)). The re-
striction to the center of the hydrogel avoids effects of
the hydrogel-solution interface like scattering (Sec. IVA).
However, in the center equilibrium was not reached dur-
ing the measurement time due to the slower diffusion
compared to that of the solvent (and the limited neutron
beam time). Thus the equilibrium values of the fluores-
cein concentration, φFluo,∞, which are required to nor-
malize the data, were extracted from a region closer to
the hydrogel border, where saturation was reached ear-
lier. In contrast to the time dependence of the D2O
volume fraction, φD(0, t), scaling of the time t with a2

does not lead to an overlap of the FI data (Fig. 6 (b)).
This indicates a smaller diffusion coefficient of fluo-
rescein in the partially swollen sample B than in the
fully swollen sample A. Analysis with model 1a yields
diffusion coefficients DFluo,A = 0.407× 10−5 cm2/s and
DFluo,B = 0.360× 10−5 cm2/s. If the normalized concen-
tration curves are plotted as a function of the dimension-
less time τ = Dt/a2 all four curves of sample A and
B agree (Fig. 6 (c)). They also agree with longer FI
measurements, which were performed outside the neu-
tron beamline.
In the experimental data the initial plateau in the con-
centration trace, which represents the time needed for
the first fluorescent molecules to reach the hydrogel cen-
ter, is not always as pronounced as expected. The reason
for this is a not perfectly perpendicular and smooth hy-
drogel border leading to an already initially broadened
concentration profile.
The normalized fluorescein concentration profiles,
φFluo(r, t), were also fitted by model 1a. The fit parame-
ter φFluo,∞ was adjusted for each profile individually such
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Fig. 8. Normalized fluorescein concentration profiles,
φFluo(r, t), for different times (as indicated) after the H2O-
hydrogel (sample B) has been contacted with D2O solution
containing fluorescein as obtained by FI. Fits based on model
1a (red lines) as well as the data are corrected for the time
dependence of the hydrogel radius, a(t).

that it matched the experimental value at the hydrogel-
solvent interface. This accounts for the effect of photo-
bleaching and for potential changes in sample thickness.
As already discussed in section IVA, in some samples
a particularly high fluorescence intensity close to the
hydrogel-solvent interface was found, which was inter-
preted as an artifact caused by scattering from the inter-
face. The corresponding peak in the concentration pro-
files propagates further into the hydrogel with increasing
time (as seen in Fig. 8) and leads to an inflection point
in the profiles that can not be fitted using model 1a.
For short and intermediate times, the fit works nicely, if
the region close to the hydrogel-solution interface is ig-
nored. The validity of this fitting procedure was proven
by many additional measurements (outside the neutron
beamline), where this artifact was not seen and which
yielded comparable diffusion coefficients. This approach
was also used previously by another group.20

For all FI measurements, three to five additional long
measurements, during which equilibration of the hydro-
gel and reservoir was achieved, were performed and the
results averaged (values in brackets in Tab. II). The
results of the individual measurements and analysis of
the center intensities and complete concentration pro-
files show good agreement (Tab. II). Thus, rather short
measurement times appear sufficient, which is favorable
for the combined imaging experiments requiring central
facilities.

(iv) Dependence of diffusion coefficients on hydrogel
properties

The diffusion of solvent and fluorophore was found to
depend on the hydrogel studied (sample A and B). These
differed in thickness and their degree of swelling, which
affects the pore size and influx of solvent. To disentan-

Chapter 3 – Publications

109



12

gle the effects of these two parameters, we performed FI
measurements with a third sample, which had the degree
of swelling of sample A and the thickness of sample B
(sample C, Tab. II).
The diffusion coefficient of fluorescein, DFluo, increases
from sample B to C to A. The reduction of the mean pore
size by partial drying of sample B thus leads to a slower
fluorescein diffusion. As compression to d = 0.1 cm (sam-
ple C) also influences the solute diffusion, it appears to
affect the pore structure within the hydrogels. With
d = 0.15 cm, the fully swollen hydrogel discs (sample A)
are compressed as little as possible to still guarantee con-
tact with both glass plates. This is hence expected to
result in the largest mean pore size and indeed yields
the largest diffusion coefficient. Thus the diffusion coef-
ficients reflect the obstruction by pores of different sizes.
This is consistent with previous observations on vari-
ous hydrogels and solutes24,26,59–61 as well as theoretical
predictions.18,27,62

The diffusion coefficient of D2O decreases from sample B
to A. The diffusion of the much smaller D2O molecules is
expected to be less affected by the pore size, which points
to another mechanism increasing its mobility. Even
though H2O is a better solvent than D2O, the partially
swollen H2O-hydrogel with φp,i = 0.06 (Tab. II) con-
tains more polymer than a fully swollen D2O-hydrogel
(φp,fs = 0.053, Tab. I) and is thus expected to take up
solvent. This seems to speed up the D2O influx in or-
der to reach equilibrium.63–66 Since this follows similar
time-dependencies as diffusion, it cannot be disentangled.
This effect is expected to be even more pronounced for
D2O-gels contacted with H2O, which will be discussed in
section IVB3.

2. D2O-Hydrogels Contacted with D2O Solutions

During the handling of D2O-hydrogel samples the up-
take of moisture (H2O) has to be avoided. To validate
the sample preparation and storage procedure, one short
combined OI, FI, and NR measurement was performed.
A hydrogel partially swollen in D2O with mds = 0.75
and a crosslinking ratio of 1:60 was contacted with D2O
solution containing fluorescein. Although no change in
the neutron transmission was expected, a slight increase
in transmission inside the hydrogel was monitored (data
not shown). This suggests that some H2O was contained
in the initial D2O-hydrogel. To determine the fraction of
H2O in the initial hydrogel, the sample thickness, d, is re-
quired. Its determination from the neutron transmission
of the initial hydrogel is not possible due to the uncer-
tainty in the sample composition. Instead, the transmis-
sions of four regions in the reservoir around the hydrogel
right after injection of the D2O solution were used to
determine the sample thickness, d = 0.098 cm, which is
close to the expected value (0.101 cm). With this value,
the initial composition of the sample was calculated
(Eq. 11): φp,i = 0.072, φD,i = 0.768 and φH,i = 0.160.

The initial D2O-hydrogels hence may contain a signifi-
cant amount of H2O that originates from moisture during
sample preparation and storage. Therefore, the possi-
ble contamination with H2O has been taken into account
in the analysis of all measurements with D2O-hydrogels
(Sec. IVB3).
Having determined the initial fraction of H2O, not only
the diffusion coefficient of fluorescein but also of D2O
was determined. The D2O volume fraction inside the hy-
drogel increased from φD,i = 0.768 to φD,∞ = 0.890 in
equilibrium. This relatively small increase and the short
measurement time rendered an analysis based on the data
in the center of the hydrogel unreliable. Additionally,
the measurement time was not long enough for the fluo-
rescein concentration to approach saturation. Thus, an
analysis of the data in the center was not performed.
However, the volume fraction profiles were analyzed us-
ing model 1a, which resulted in DD = 1.89× 10−5 cm2/s
and DFluo = 0.369 × 10−5 cm2/s, consistent with the
above results (Tab. II). The other models also adequately
described the NR data and yield the same DD. This is
due to the small absolute change in D2O volume frac-
tion, which renders the different boundary conditions less
crucial (see Supplementary Material). This finding also
supports the notion that, for short times, the models are
essentially indistinguishable.

3. D2O-Hydrogels Contacted with H2O Solutions

Imaging experiments on different D2O-hydrogels con-
tacted with a selection of fluorescent molecules solved in
H2O (Tab. I) were performed. The measurements and
data analysis are illustrated for one D2O-hydrogel with
a crosslinking ratio of 1:60. This hydrogel was partially
swollen, mds = 0.78, corresponding to an initial poly-
mer volume fraction, φp,i = 0.068, and was contacted
with H2O solution containing fluorescent 10 kDa dextran
(Figs. 9, 10 and 11). The same analysis procedure was
applied to the data from the other D2O-hydrogels con-
tacted with H2O solutions and the results are summa-
rized in table III.

(i) Initial and equilibrium composition

From the initial neutron transmission of the solution
around the hydrogel, T sol

S,i = 0.679, the sample thickness
was determined to be di = 0.095 cm. Using this value,
φp,i = 0.068, and the neutron transmission of the hy-

drogel before contact, T gel
S,i = 0.901 (Fig. 9), φD,i = 0.793

and φH,i = 0.139, were determined. They are close to the
initial D2O-H2O composition found for D2O-hydrogels
contacted with D2O solutions (Sec. IVB2).
Having determined the initial composition, we turn to
the final, equilibrium composition after contact with the
H2O solution. During the measurement, the hydrogel
radius increased from ai = 0.558 cm to a∞ = 0.582 cm
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Fig. 9. Transmission, TS(0, t), and corresponding normal-
ized H2O volume fraction, φH(0, t), in the center of a par-
tially swollen D2O-hydrogel with crosslinking ratio of 1:60 as
a function of time, t, after contact with H2O solution contain-
ing fluorescent 10 kDa dextran calculated assuming different
polymer volume fractions, φp, and sample thicknesses, d (as
indicated). Lines are fits based on model 1a (see text for
details).

as determined by OI. Based on a constant sample thick-
ness, d, the final polymer volume fraction φp,∞ = 0.063

was calculated. Moreover, T gel
S,∞ = 0.707 (Fig. 9), im-

plies a final H2O volume fraction φH,∞ = 0.876 (Eq. 11).
This value is significantly larger than expected based on
the sample and reservoir volumes: φH,EQ = 0.723. This
is in contrast to findings with H2O-hydrogels contacted
with D2O solutions (Sec. IVB1), where expected and fit-
ted equilibrium values were very similar. This could be
due to the relatively large amount of H2O in the sample,
which might result in more scattering and hence might
change the measured transmission. Furthermore, a pos-
sibly small deviation in d leads to a larger uncertainty in
measured transmission (Fig. 1).
Thus, we do not assume a constant sample thick-
ness, d, but calculate the apparent final sample thick-
ness, d∞, based on the expected final H2O-D2O sam-
ple composition, φH,EQ/φD,EQ = 3.83, the transmis-
sion, TS,∞ = 0.707 as well as the sample geometry,
i.e. di, ai and a∞ as given above. With equations 10, 11
and φp,∞ = (a2i di/a

2
∞d∞)φp,i this yields φH,EQ = 0.730,

φD,EQ = 0.216, φp,∞ = 0.0539 and d∞ = 0.110 cm.
These values appear more consistent and will thus be
used in the following. The same analysis was performed
for the other measurements where equilibration between
H2O and D2O was reached. This resulted in very similar
values for di, d∞ and φp,∞.
Thus, D2O-hydrogels contacted with H2O appear to swell
towards the equilibrium state. The swelling appears to
slightly change the sample thickness, d, which has to be
considered carefully in the data analysis. In fact, the
small mismatch between expected and fitted equilibrium
sample compositions for H2O-hydrogels contacted with
D2O solutions, which deswelled during the experiments
(Sec. IVB1) could be explained by a slight decrease in

sample thickness: from di = 0.146 cm to d∞ = 0.143 cm
for sample A and from di = 0.098 cm to d∞ = 0.096 cm
for sample B. This possible small change in d does not,
however, affect the fitted values of the diffusion coeffi-
cients but only the absolute values of the volume frac-
tions (see Supplementary Material). Similarly, a small
variation of the polymer volume fraction, φp, is found to
be negligible (see Supplementary Material).

(ii) Diffusion of solvent into the hydrogel

Based on the limiting sets of parameters, the initial val-
ues φp,i = 0.068 and di = 0.095 cm and the equilibrium
values φp,∞ = 0.054 and d∞ = 0.110 cm, respectively,
two limiting cases for the increase in H2O volume frac-
tion, φH(0, t), were calculated (Fig. 9). The two data
sets represent the initial (t < 3000 s) and later behav-
ior with the corresponding radii of the hydrogel. Fits
based on model 1a and using φH,i = 0.139 and the corre-
sponding φH,∞ = 0.876 (blue) and φH,∞ = 0.730 (green)
both yielded DH = 2.11× 10−5 cm2/s. The diffusion co-
efficient of H2O, DH, is slightly larger than that of D2O,
DD = 1.98×10−5 cm2/s (Tab. II). This is consistent with
previous findings in bulk.57 Moreover, in the present sit-
uation the difference might be enhanced since H2O is the
better solvent and hence preferentially enters the hydro-
gel.
With both parameter sets, concentration profiles for dis-
tinct time steps were calculated (Fig. 10). For short times
(t . 3000 s) using the parameters describing the initial
hydrogel and for long times (t & 3000 s) using the param-
eters describing the final hydrogel, a fit yielded the same
diffusion coefficient as the analysis based on the hydrogel
center only. This supports the findings above and the in-
terpretation that the sample thickness increased during
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Fig. 10. H2O volume fraction profiles, φH(r, t), for differ-
ent times (as indicated) after the D2O-hydrogel has been
contacted with H2O solution containing fluorescent 10 kDa
dextran. The two limiting parameter sets were used for the
calculations: (a) φp,i = 0.068 and di = 0.095 cm and (b)
φp,∞ = 0.054 and d∞ = 0.110 cm. Fits based on model 1a
(red lines) and the data are corrected for the time dependence
of the hydrogel radius, a(t).
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the measurement.

(iii) Diffusion of fluorescent molecules into the hydrogel

For the same experiment, FI yielded concentration
profiles of the fluorescent molecules, φf(r, t) (Fig. 11).
FI is not sensitive to the isotope and hence, the ini-
tial H2O contamination of the D2O-hydrogels did not
have to be considered and the data could be analyzed
as described in section IV B 1. The normalized D10 vol-
ume fraction profiles, φf(r, t), were fitted by model 1a
(Fig. 11), yielding the diffusion coefficient of fluores-
cent 10 kDa dextran, DD10 = 0.085 × 10−5 cm2/s. As
this value is slightly higher than a published bulk value
(0.083±0.008×10−5 cm2/s),22 longer separate FI exper-
iments were performed with D10 from another supplier
(Invitrogen as in22). These measurements yielded qual-
itatively consistent results, but slightly different (about
15 % lower) diffusion coefficients (Tab. III). This is at-
tributed to the different statistics and duration of the ex-
periments as well as possibly e.g. different average molar
mass and polydispersity of the dextrans. In all measure-
ments where a D2O-hydrogel was contacted with H2O
solution containing fluorescent 10 kDa dextran, the flu-
orescence intensity inside and outside the hydrogel were
identical after equilibration was reached. In addition, no
enhanced intensity close to the hydrogel-solution inter-
face was observed (Fig. 11).
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Fig. 11. Normalized fluorescent molecule volume fraction pro-
files, φf(r, t), for different times (as indicated) after the D2O-
hydrogel has been contacted with H2O solution containing
fluorescent 10 kDa dextran. Fits based on model 1a (red lines)
as well as the data are corrected for the time dependence of
the hydrogel radius, a(t).

(iv) Dependence of diffusion coefficients on hydrogel
properties

The diffusion of different molecules into various hydro-
gels with different properties was studied. For all sam-
ples, the same analysis procedure as described above was

performed. The initial sample thickness, di, and H2O
volume fraction, φH,i, were determined. Then, the H2O
increase in the sample center, φH(0, t), and concentra-
tion profiles, φH(r, t), were calculated with the two lim-
iting parameter sets and the diffusion coefficients, DH,
were deduced by fitting model 1a to the data. Due to
the need to use central facilities, DH was obtained from
a single measurement only and thus is associated with
a relatively large uncertainty. Nevertheless, we found
good agreement between the values obtained by consid-
ering the center concentrations and profiles, respectively.
With FI and OI, three to five additional longer measure-
ments were performed and the concentration profiles of
the fluorescent molecules, φf(r, t), were analyzed based
on model 1a. For the largest and hence slowest dex-
tran (D70), equilibrium was only reached after about
14 days (data not shown). Due to the very long mea-
surement time, a very stable setup was required and
at later times images were recorded only once per day
to reduce photobleaching. The obtained diffusion coef-
ficient DD70 = 0.027× 10−5 cm2/s is consistent with the
ones obtained in shorter measurements (Tab. III). Hence,
again, short measurements seem to provide reliable re-
sults, as in the case of H2O-hydrogels and D2O solutions
(Sec. IV B 1). The results for all samples are summarized
in table III.
The solvent diffusion coefficient is comparable to previ-
ous findings56–58 and slightly increases upon partial dry-
ing of the hydrogel. This is in line with the results pre-
sented in section IV B 1 and might be related to the sol-
vent uptake during swelling. By contrast, the fluorescent
molecule diffusivity decreases with the reduced swelling
of the initial hydrogel and hence with the decreasing pore
size. In the case of D10, the decrease from the bulk
value (0.083 ± 0.008 × 10−5 cm2/s)22 is less pronounced
than for the larger D70 (0.030 ± 0.002 × 10−5 cm2/s)22

which drops very significantly (Tab. III). The decrease of
the diffusion coefficient of Fluo is more pronounced than
D10 and less than D70. A decrease of diffusion coeffi-
cients with decreasing pore size is due to the increasing
obstruction by the hydrogel and consistent with previous
findings in similar systems23,24,26,59,67 and from theoreti-
cal considerations.18,27,62 By contrast, the larger drop in
the case of Fluo compared to D10 might be due to spe-
cific interactions.29

Furthermore, the H2O diffusion coefficient, DH, tends to
very slightly drop with increasing size of the solute, con-
sistent with the observations described above (Fig. 5).

4. H2O-Hydrogels Contacted with H2O Solutions

For H2O-Hydrogels contacted with H2O solutions, neu-
tron radiography can not provide information on solvent
diffusion due to the missing contrast and hence was not
performed. However, FI and OI experiments are able to
yield information and were conducted. Figure 12 shows
typical FI intensity profiles of fluorescein in H2O diffus-
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mds φp,i cr di [cm] φH,i
fluorescent

molecule

DH

[10−5 cm2/s]

Df

[10−5 cm2/s]

0.80 0.0664 1:60 0.095 0.139 – 2.13± 0.01 –

1.00 0.0530 1:60 0.099 0.005 Fluo 2.03± 0.02 0.382± 0.002

1.00 0.0650 1:15 0.096 0.010 Fluo 2.05± 0.02 0.360± 0.003

0.81 0.0656 1:60 0.097 0.089 Fluo 2.07± 0.02 0.359± 0.002

0.80 0.0664 1:60 0.099 0.120 Fluo 2.10± 0.02 0.352± 0.002

0.75 0.0709 1:60 0.102 0.159 Fluo 2.11± 0.02 0.341± 0.003

0.75 0.0870 1:15 0.096 0.173 Fluo 2.13± 0.02 0.295± 0.003

0.78 0.0681 1:60 0.095 0.139 D10 2.11± 0.01 0.076± 0.003

0.75 0.0709 1:60 0.101 0.164 D10 2.11± 0.02 0.071± 0.002

0.80 0.0815 1:15 0.090 0.138 D10 2.13± 0.01 0.070± 0.003

1.00 0.0530 1:60 0.100 – D70 – 0.017± 0.003

0.74 0.0718 1:60 0.095 0.187 D70 2.05± 0.02 0.015± 0.004

0.73 0.0894 1:15 0.098 0.194 D70 2.08± 0.02 0.011± 0.004

Tab. III. Diffusion coefficients for H2O, DH, and fluorescent molecules, Df , obtained by combined NR and FI for hydrogels
with a different degree of swelling, mds, polymer volume fraction, φp,i, crosslinking ratio, cr, initial sample thickness, di, and
initial H2O volume fraction, φH,i. Additional longer FI measurements were performed and the listed diffusion coefficients, Df ,
are the mean values of three to five measurements.

ing into a H2O swollen hydrogel.
Compared to the previously discussed results, a quali-
tatively different behavior is observed. The concentra-
tion profiles of the fluorescent molecules presented in the
previous sections (Figs. 4, 8, 11), show an essentially
constant concentration in the reservoir except close to
the hydrogel. Here, however, for short and intermediate
times, a pronounced intensity profile developed outside
the hydrogel. Furthermore, in the equilibrated state, the
intensity of the fluorescent molecules in the hydrogel was
higher than in the solvent reservoir. The reasons for these
effects are not clear. Optical effects might play a role,
e.g. scattering from the hydrogel-reservoir interface or an
enhanced fluorescence of molecules in a H2O-swollen hy-
drogel compared to the same molecule in solution. Again,
for measurements with fluorescent 10 kDa dextran, the
same fluorescence intensity in the hydrogel and in the
reservoir was observed after equilibration. While the
concentration profiles well inside a H2O-swollen hydro-
gel in H2O solution and in other porous materials have
been reported,20,21,68 we are not aware of any experi-
mental study, where concentration profiles inside as well
as outside a hydrogel have been measured and reported.
Thus, we restricted our analysis to the concentration pro-
files inside the hydrogel. We again applied model 1a to
quantitatively analyze the data. If the region around the
hydrogel-solution interface is ignored, this provided rea-
sonable fits (Fig. 12) and a fluorescein diffusion coefficient
DFluo = 0.355× 10−5 cm2/s.
The complete profiles, except the region around the hy-
drogel edge, qualitatively resemble profiles predicted by

model 2. In a previous study, we used the dye alexa488
instead of fluorescein (at a slightly smaller concentration
of up to 10 µM), while the hydrogels studied and measure-
ment procedure were the same.29 Interestingly, for those
samples, the long time behavior could not be explained
with model 1a, but with model 2. With FCS measure-
ments, we found evidence for adsorption of alexa488 to
the polymer, which leads to its continued diffusion to-
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Fig. 12. Normalized fluorescein concentration profiles,
φFluo,(r, t), for different times (as indicated) after a H2O-
hydrogel with crosslinking ratio 1:60, a degree of swelling
mds = 0.80 and sample thickness di = 0.100 cm has been con-
tacted with H2O solution containing fluorescein as obtained
by FI. Fits based on model 1a (red lines) as well as the data
are corrected for the time dependence of the hydrogel radius,
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wards and enrichment inside the hydrogel. Hence, in the
case of an adsorbing solute, the assumption of an infinite
reservoir becomes more realistic, while for the present
system model 1a seems appropriate.

V. CONCLUSIONS

Using simultaneous neutron, fluorescence and optical
transmission imaging, we were able to distinguish sol-
vent and solute diffusion into a polymer hydrogel and,
at the same time, monitor macroscopic hydrogel swelling
or shrinking. Polyacrylamide hydrogel discs, swollen in
either H2O or D2O, were contacted with different sized
fluorescent molecules, fluorescein and fluorescein-labeled
dextrans, dissolved in H2O or D2O. Based on the neutron
and fluorescence images, solvent and solute concentration
profiles, respectively, were determined. They were quan-
titatively interpreted using different models describing
diffusion. The data were best described when the hydro-
gel was modeled as a cylinder in a stirred infinite reservoir
or, equivalently, with a much larger diffusion coefficient
outside than inside the hydrogel. Diffusion markedly
slows down with increasing molecule size and also de-
pends on the hydrogel properties as expected based on
previous studies on similar systems.23,24,26,59,67 Increas-
ing the crosslinking ratio or partially drying the hydrogel
both reduce the pore size and were found to slow down
solute diffusion, in particular of the large solutes.
The determination of quantitative results required the
careful and precise consideration of several experimen-
tal parameters. The sample thickness might change over
the course of the experiment, the initial D2O-H2O com-
position in the hydrogels might be affected by mois-
ture, and scattering from the hydrogel-reservoir inter-
face can affect the results. If these effect are taken into
account, the methods and procedures presented provide
detailed quantitative information on the motion of the
different species simultaneously. With additional filters,
it would furthermore be possible to distinguish different
fluorophore species and simultaneously study the diffu-
sion of different macromolecules and their effect on each
other.

SUPPLEMENTARY MATERIAL

A more detailed comparison of the applied theoretical
models can be found in the Supplementary Material. Ad-
ditionally, the effects of uncertainties in sample thickness
and polymer volume fraction on the determination of the
diffusion coefficients is evaluated.
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H. Löwen, S. U. Egelhaaf, and C. A. M. Seidel, Phys. Chem.
Chem. Phys. (2016), 10.1039/C5CP07781H.

30P. McConville, M. K. Whittaker, and J. M. Pope, Macro-
molecules 35, 6961 (2002).

31D. Wagner, M. Börgardts, C. Grünzweig, E. Lehmann, T. J. J.
Müller, S. U. Egelhaaf, and H. E. Hermes, Rev. Sci. Instrum.
86, 093706 (2015).

32H. E. Hermes, R. L. Hanes, D. Wagner, S. Hartmann, A. Kaest-
ner, M. Schulz, B. Schillinger, E. H. Lehmann, and S. U. Egel-
haaf, (2016), in preparation.

33I. S. Anderson, R. L. McGreevy, and H. Z. Bilheux, Neutron
imaging and applications (Springer, 2009).

34H. E. Hermes, C. E. Sitta, B. Schillinger, H. Löwen, and S. U.
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I. COMPARISON OF MODELS

Cylinders in stirred infinite and finite reservoirs,
i.e. models 1a (main text, Eq. 16) and 1b (main text,
Eq. 15), respectively, yield qualitatively similar concen-
tration profiles (Fig. SM – 1). The effect of the finite
reservoir volume depends on the reservoir to cylinder vol-
ume ratio, β; in our experiments 3 ≤ β ≤ 11. For β = 11,
no significant effect of the finite reservoir can be seen
(Fig. SM – 1 (a)). The difference between model 1a and
1b increases with decreasing β especially for intermediate
times and close to the cylinder border (Fig. SM – 1 (b)).
For a finite reservoir (model 1b), normalized concentra-
tions at the border, (φ(a, t)− φi)/(φ∞ − φi), can become
larger than one. This is due to the normalization by the
difference between the initial, φi, and equilibrium, φ∞,
concentrations inside the cylinder. The concentration in
the reservoir, and hence at the hydrogel border, decreases
from the initial reservoir concentration, φres,i, to the equi-
librium concentration, φ∞, due to the limited reservoir
volume.
Figure SM – 2 shows a comparison of cylinders in stirred
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Fig. SM – 1. Normalized radial concentration profiles, φ(r, t),
calculated with model 1a (main text, Eq. 16, closed squares)
and model 1b (main text, Eq. 15, crosses) for the two limiting
reservoir to cylinder volume ratios, β, explored: (a) β = 11
and (b) β = 3. The profiles are shown for different times, t,
with the normalized time τ = Dt/a2 indicated.
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Fig. SM – 2. Normalized radial concentration profiles, φ(r, t),
calculated with model 1a (main text, Eq. 16, closed squares)
and model 2 (main text, Eq. 17, solid lines). The profiles
are shown for different times, t, with the normalized time
τ = Dt/a2 indicated.

(model 1a, closed squares) and unstirred (model 2, solid
lines) infinite reservoirs. In model 1a, a concentration
profile develops inside the cylinder, whereas the concen-
tration is uniform and constant outside the cylinder. By
contrast, in model 2 the concentration changes inside and
outside the cylinder. Outside the cylinder, the concentra-
tion initially decreases toward the cylinder as diffusants
enter the cylinder, but rises again later due to the infi-
nite reservoir. This occurs on a rather long timescale as
the concentration gradient in the reservoir is very small.
Thus, model 2 predicts that the concentration at the in-
terface (r = a) first drops and then increases again with
time whereas it is constant in model 1a and continuously
decreases in model 1b. This difference leads to significant
differences in the shape and location of the concentration
profiles.
The comparison of the different models shows that the
time evolution of the concentration at the cylinder-
reservoir-interface, φ(a, t), is important for the evolution
of the concentration profiles inside the cylinder. To inves-
tigate this effect further, the concentration profiles were
scaled to φ(a, t). This was done for β = 3, where the
largest differences between the models are expected, by
adjusting the final concentration in the cylinder, φ∞, in
models 1a and 2 for each τ such that φ(a, t) coincides with
the one of model 1b. This yields very small deviations be-
tween the results of the models for short and intermediate
times, τ . 0.14 (Fig. SM – 3) and implies that, for these
times, the different models yield very similar concentra-
tion profiles except for the different concentrations at the
interface.
The time-dependence of the concentration in the center of
the cylinder, φ(0, t), was also predicted using the different
models (Fig. SM – 4). Model 1a and 1b yield very similar
φ(0, t). Due to the finite reservoir in model 1b, saturation
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Fig. SM – 3. Normalized radial concentration profiles, φ(r, t),
calculated with all three models (model 1a: squares; model 1b
with β = 3: crosses; model 2: lines). The profiles are shown
for different times, t, with the normalized time τ = Dt/a2

indicated. For every value of τ , the final concentrations in
models 1a and 2 were adapted such that the surface concen-
trations, φ(a, t), match those calculated with model 1b.

is reached earlier so that normalization to φ∞ = 1 leads
to a slightly steeper initial increase. In both models 1a
and 1b the concentration saturates much faster than in
model 2, which predicts a more gradual change in con-
centration and the equilibrium value is approached much
more slowly.
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Fig. SM – 4. Normalized concentration in the center of
the cylinder, φ(0, t), as a function of dimensionless time
τ = Dt/a2, calculated using model 1a (squares), model 1b
(β = 3, crosses), and model 2 (line).

II. EFFECT OF SAMPLE THICKNESS AND POLYMER
VOLUME FRACTION ON THE DETERMINATION OF
THE DIFFUSION COEFFICIENT

The determined D2O volume fraction, φD depends on
the chosen value of the sample thickness, d (main text,
Eq. 11). To investigate the effect of d, it was varied from
0.13 cm to 0.16 cm in the model calculations. This is a
larger range than covered in the experiments. A variation
of d in the calculation of φD(0, t) from the neutron trans-
mission, TS, leads to a change in the slope of φD(0, t),
the initial, φD,i, and equilibrium volume fraction, φD,∞
(Fig. SM – 5 (a)). However, by choosing appropriate φD,i

and φD,∞, all curves can be fitted with the same diffusion
coefficient, DD, which is even obtained for a continuously
increasing (or decreasing) d (red line in Fig. SM – 5 (a)).

Thus the value of d affects φD(0, t) at all times but our
fitting procedure provides the same value of DD irrespec-
tive of d.
If the hydrogels swell or deswell, the polymer volume
fraction, φp, changes. This may be in addition to a
change in d. Using the example of hydrogel A (main text,
Sec. IV B1), the effects of these changes on a typical data
set were estimated. During this measurement, the hy-
drogel radius was found to decrease from ai = 0.310 cm
to a∞ = 0.298 cm. This change might be due to the
exchange of solvent, leading to an increase in polymer
volume fraction from φp,i = 0.038 to φp,i = 0.040 or
an increase in sample thickness from di = 0.146 cm to
d∞ = 0.158 cm. The effects of both changes are illus-
trated in Fig. SM – 5 (b). The influence of a variation in
φp is found to be very small and can thus be neglected,
which renders a change in sample thickness likely.
Even if the hydrogel radius remains constant, the hydro-
gel might swell and at the same time the sample thickness
increase. A comparison of the expected volume fractions
inside and outside the hydrogel after equilibration with
the values determined from the neutron radiographs can
then be used in order to estimate how much d changed
during the measurement. Nevertheless, as already men-
tioned, the diffusion coefficient D is not affected by using
a possibly slightly differing value for the sample thickness.
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Fig. SM – 5. (a) D2O volume fraction, φD(0, t), in the center
of the hydrogel (sample A), as a function of time, t, calcu-
lated with φp = 0.038 and different values for the sample
thickness d (as indicated). Lines of corresponding colors are
calculated using model 1a with D = 1.75 cm2/s. The initial,
φD,i, and final, φD,∞, volume fractions are fitted to the data.
The red line represents a continuously increasing d and is also
calculated with the same diffusion coefficient. (b) φD(0, t) cal-
culated for different combinations of φp and d (as indicated),
which include the maximal range expected for this sample.
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Release of macromolecules from polyacrylamide hydrogels
D. Wagner,1 H. E. Hermes,1 and S. U. Egelhaaf1
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Germany
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Macromolecules can be incorporated in and later released from polymer hydrogels due to their porous network
structure. The diffusion of differently sized fluorescent macromolecules into, in, and especially out of a
polyacrylamide hydrogel was investigated with simultaneous fluorescent and optical bright-field imaging. The
data were quantitatively analyzed using models describing diffusion with different boundary conditions. A
qualitatively different behavior for influx and release is observed and discussed.

I. INTRODUCTION

Hydrogels are polymeric networks swollen in water.
They have been studied widely as, e.g. tunable drug de-
livery system.1–6 Their network structure allows for the
incorporation of (macro)molecules in the hydrogel matrix
and subsequent controlled release.7 The release rate de-
pends on both, the diffusion coefficient of the molecules
and the boundary conditions, like the initial concentra-
tion gradient as well as the properties and especially the
volume of the surroundings.6,8–10 This will affect the re-
lease and hence the performance of hydrogel-based ma-
terials and devices. A better understanding of the mech-
anisms that influence diffusion can be exploited to opti-
mize the time dependence and extent of the uptake and
delivery of solutes into and from hydrogels.
We followed the diffusion of fluorescently labeled
(macro)molecules, namely fluorescent dye (Fluo) and
polymers (dextrans) with different sizes, into and out
of polyacrylamide hydrogels in-situ using combined flu-
orescent and optical bright-field transmission imaging.11

Fluorescence imaging yielded time- and space-resolved
information about the particle concentration throughout
the entire macroscopic observation volume while bright-
field transmission imaging was used to monitor changes
in the properties and appearance of the hydrogel. The
data were quantitatively analyzed using diffusion models
describing diffusion into and out of a cylinder. Although
both processes can be described by the same equations,
we observed a qualitatively different behavior, indicating
that the different boundary conditions affect the diffusion
very noticeably.

II. MATERIALS AND METHODS

A. Samples

Polyacrylamide (PAAm) hydrogels with a crosslinking-
density, i.e. molar ratio of crosslinker to monomer, of
1 : 60 were synthesized using a standard polymerisa-
tion protocol.12,13 The monomer acrylamide (AAm) and
the tetrafunctional crosslinking agent N,N’-methylene-
bis(acrymlamide) (BIS) were purchased from Sigma–
Aldrich. Ammonium peroxodisulphate (APDS) from

Roth and tetramethylethylenediamine (TEMED) from
Merck were used as redox initiators. All components were
used without further purification. AAm, BIS and APDS
were first dissolved in deionized, filtered water and cooled
down to 4 ◦C. The solutions were then mixed at this tem-
perature to minimize the gelation process. 2ml reaction
mixture contained 75mg of AAm, 2.71mg of BIS, 6mg
of APDS and 10 µl of TEMED. The reaction mixture was
transferred to Teflon molds using a glass pipette and al-
lowed to warm up and react at room temperature for one
to two hours. The hydrogel was then transferred into a
larger container filled with deionized water and left for
one week to swell to equilibrium. In order to wash out
residual chemicals, the excess water was exchanged every
day. Discs with a radius a ≈ 0.3 cm to a ≈ 0.5 cm were
cut from the fully swollen hydrogels using a simple stamp
and used like this for influx measurements. For release
measurements, hydrogel discs were placed in a vial con-
taining a fluorescent (macro)molecule solution for several
days until a uniform distribution inside the gel discs was
reached. The time needed for this sorption process de-
pended on the size of the fluorescent molecules.
Three differently sized fluorescent (macro)molecules were
used. A fluorescent dye, fluorescein sodium salt (Fluo:
hydrodynamic radius as quoted by the supplier rh ≈
0.54 nm), and two differently sized dextrans (D10:
10 kDa, rh ≈ 2.3 nm, and D70: 70 kDa, rh ≈ 6.0 nm;
hydrodynamic radii as quoted by the supplier) labeled
with the same dye were purchased from Sigma-Aldrich
and dissolved in deionized, filtered water at concentra-
tions of about 25µM or 100µM.

B. Experimental Setup

The home-built imaging-apparatus which was used to
perform the simultaneous fluorescence and optical bright-
field transmission imaging experiments was previously
described.14 Briefly, hydrogel discs were constrained to a
thickness of 1.5mm between two horizontal glass plates.
The samples were illuminated with a parallel beam of
light from a LED lamp (CoolLED pE-2) with a nomi-
nal wavelength of 490 nm. This illumination was suit-
able to excite the fluorescein dye in the sample, which
then emits light of a longer wavelength. A dichroic mir-
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ror was used to separate the transmitted excitation light
from the emitted fluorescence. The two light beams were
then focused onto separate CCD cameras, forming the
bright-field and fluorescence images.

C. Measurements and Data Analysis

Calibration measurements revealed a linear relation
between fluorescence intensity and (macro)molecule con-
centration inside the hydrogel and also in the reservoir
for all investigated (macro)molecules in a concentration
range of 0 to 100 µM. Thus, the fluorescence inten-
sity was taken to represent the (macro)molecule concen-
tration. Before each measurement, the hydrogels and
(macro)molecule distributions were checked for homo-
geneity. A uniform initial intensity indicates a homoge-
neous distribution throughout the hydrogel or reservoir in
the case of release or influx measurements, respectively.
Only gel discs without significant concentration gradi-
ents were used for the release experiments. In all influx
experiments, a homogeneous concentration in the reser-
voir was found. Pure water or (macro)molecule solution
were added to the sample cell such that they completely
surrounded the hydrogel discs. The reservoir volume was
approximately 11 times the hydrogel volume. During the
course of the experiment, fluorescent molecules diffused
from the hydrogel into the reservoir or vice versa un-
til equilibrium was reached. The ingress or release was
monitored by recording time series of images and subse-
quently analyzing the time evolution in the fluorescence
intensity inside the hydrogel. This yielded transient con-
centration profiles, i.e. the concentration, c(r, t), as a
function of radial position, r, in the hydrogel cylinder and
time, t, since contact. To facilitate direct comparison of
different measurements, the change in normalized con-
centration in the center of the hydrogel discs, c(r = 0, t),
for the three differently sized probe particles was also
considered.
All data were corrected for photobleaching. For the influx
experiments, we followed a previously developed bleach
correction procedure.11 The intensity in the center of a
hydrogel was found to initially increase and at long times
to decrease solely due to photobleaching. Fitting an ex-
ponential decay function to this part of the intensity trace
yielded a bleach curve based on which the raw intensities
were corrected. This approach could not be applied to
the release experiments, because the intensity inside the
hydrogel decreased due to the (macro)molecules leaving
the hydrogel as well as due to photobleaching. Instead,
the concentration in the reservoir is expected to reach
a constant level at long times. Hence, the decrease of
the intensity can be attributed to photobleaching only
and was fitted by an exponential decay. Based on this, a
photobleaching correction was performed.

III. RESULTS AND DISCUSSION

A. Theoretical Models

As the hydrogel discs were held between two glass
plates, diffusion only occurred in radial direction through
the gel-solvent interface. Additionally, the height of the
cylindrical discs was much larger than the size of the dif-
fusants. Thus, the samples can be described as infinite
cylinders with radius a. Here, we consider two models.
In the first model, the infinite reservoir is stirred which
corresponds to an infinitely large diffusion coefficient in
the reservoir. It implies a constant concentration in the
reservoir and at the cylinder-reservoir interface. The sec-
ond model is based on an infinite, unstirred reservoir.
Both models were previously considered to describe the
diffusion of solutes and solvents into hydrogel discs.11,15

The initial and final concentrations inside the cylinder
are denoted as ci and c∞, respectively. In the case of an
infinite, stirred reservoir (Model 1), the concentration in
the cylinder, c(r, t), can be calculated as a function of the
radial position, r, and time, t:16

c(r, t)− ci
c∞ − ci

= 1−2

a

∞∑

n=1

exp(−Dα2
n(t+ t0))J0(rαn)

αnJ1(aαn)
, (1)

whereD is the diffusion coefficient, J0 the Bessel function
of the first kind of order zero, J1 the Bessel function of
the first order, and αn the positive roots of J0(aαn) = 0.
If the infinite reservoir is not stirred (Model 2), a con-
centration profile develops also in the reservoir. The con-
centration in the cylinder and the reservoir is:16

c(r, t) = c∞ +
ci − c∞

2D(t+ t0)
e−r2/4D(t+t0)

×
∫ a

0

e−r′2/4D(t+t0)I0

(
rr′

2D(t+ t0)

)
r′dr′ ,

(2)

with I0 the modified Bessel function of the first kind of
order zero. In the center of the cylinder (r = 0) a much
simpler relation is found:

c(r = 0, t) = ci + (c∞ − ci)e
−a2/4D(t+t0) . (3)

A time-offset, t0, was used to account for a not per-
fectly perpendicular hydrogel edge and potential scatter-
ing from this edge, which both lead to deviations of the
observed initial concentration profile from a step func-
tion. Depending on the values of ci and c∞, these equa-
tions describe both, diffusion into and out of the cylinder.

B. Influx of (Macro)molecules into Polymer Hydrogels

The diffusion of fluorescent (macro)molecules into
polyacrylamide hydrogels was followed. The evolution
of the concentration in the center of the hydrogel discs
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(macro)molecule rh [nm] Dbulk [10−6cm2/s] Din [10−6cm2/s] Dout [10−6cm2/s]

Fluorescein 0.54 3.97 3.42± 0.08 ∗3.51± 0.03 6.48± 0.1

Dextran, 10 kDa 2.3 0.93 0.80± 0.04 2.66± 0.05

Dextran, 70 kDa 6.0 0.36 0.101± 0.07 0.95± 0.1

Tab. I. Bulk diffusion coefficients, Dbulk, were calculated from the hydrodynamic radii, rh, via Stokes-Einstein equation. Influx
diffusion coefficients, Din, and release diffusion coefficients, Dout of fluorescent (macro)molecules were obtained by fitting
Model 1 (influx and release with ∗ci = 100 µM) or Model 2 (release with ci = 25 µM) to the temporal change in concentration
in the hydrogel center.

for different (macro)molecules is shown in Figure 1. Dif-
ferences in hydrogel disc size were accounted for by nor-
malizing the time axis with the squared radius, a2. The
hydrogel radius a(t) was monitored by bright-field trans-
mission imaging. As expected, with increasing molecule
size the increase in concentration is slower. This re-
flects the smaller diffusion coefficient of larger molecules.
The diffusion coefficients, D, were quantitatively deter-
mined using the models described in Sec. III A. It was
found that only Model 1 provides a good fit to the data
while Model 2 results in a more gradual approach to-
wards the equilibrium concentration and thus the dis-
tinctive plateau at long times can not be reproduced.
Model 1 yielded diffusion coefficients, Din (Tab. I), which
are slightly lower than the bulk values, Dbulk, for fluores-
cein and D10, but significantly lower for D70 as expected
due to the obstruction by the hydrogel with an estimated
network correlation length of about 6 nm.15 In addition
to the temporal evolution of the concentration in the hy-
drogel center, transient concentration profiles were de-
termined (Fig. 2). The concentration inside the hydrogel
was also fitted by Model 1 to yield a diffusion coefficient
which is consistent with the values in Tab. I. The con-
centration at the interface was fitted to the experimen-
tally observed value because scattering from the possibly
rough and tilted hydrogel edge led to an increased fluo-
rescence intensity close to the hydrogel-solution interface
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Fig. 1. Normalized concentration, c(0, t), in the center of the
hydrogel with radius a as a function of time t after the hy-
drogels has been contacted with solutions containing different
fluorescent solutes (as indicated). Lines represent fits based
on Model 1.
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Fig. 2. Exemplary normalized D10 concentration profiles,
c(r, t), for different times (as indicated) after the hydrogel
has been contacted with an aqueous solution containing fluo-
rescent dextran (10 kDa). Fits based on Model 1 (red lines)
as well as the data are corrected for the time dependence of
the hydrogel radius, a(t).

(r/a = 1).11 Additionally, this procedure compensates
for small changes in the reservoir concentration due to
the finite size of the reservoir.

C. Release of (Macro)molecules from Polymer Hydrogels

1. High Initial Concentration

The reverse process, namely (macro)molecule release
from polyacrylamide hydrogel discs, was also studied. In
a first step, we consider a high initial concentration in-
side the hydrogel discs; ci = 100 µM. Again, the evolu-
tion of the concentration in the center of the discs as
well as of the transient concentration profiles were mea-
sured (Fig. 3). It should be noted that the concentration
profiles were normalized with the initial concentrations
in the hydrogel and in the reservoir, ci and cres,i, re-
spectively. Due to the release, the concentration in the
center, c(r = 0, t) decreases with time and the initially
strong concentration gradient at the hydrogel-reservoir
interface decreases with the concentration profile, c(r, t),
evolving towards a homogeneous distribution of the fluo-
rescent dye. The data were again fitted based on Model 1.
The analysis yielded a diffusion coefficient of fluorescein,
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Fig. 3. Exemplary results for fluorescein diffusing out of a
hydrogel disc with radius a: (a) normalized concentration,
c(r = 0, t), in the center of the hydrogel as a function of time t
and (b) normalized concentration profiles, c(r, t), for different
times t (as indicated) after the fluorescein-containing hydrogel
has been contacted with pure water. The initial fluorescein
concentration was ci = 100 µM. Fits based on Model 1 (red
lines) as well as the data are corrected for the time dependence
of the hydrogel radius, a(t).

DFluo = 3.51± 0.03× 10−6 cm2/s, in agreement with the
one determined in the influx measurements.

2. Low Initial Concentration

Decreasing the initial concentration to ci = 25 µM
leads to a qualitatively different behavior. The decrease
in concentration in the hydrogel center, c(r = 0, t), for
all three molecules and for comparison the data of the
fluorescein measurement with a four times higher start
concentration, ci = 100µM, is shown in figure 4. In the
case of the lower initial concentration, ci, the concentra-
tion in the hydrogel, c(r = 0, t), saturates more gradu-
ally than predicted by Model 1. However, Model 2, i.e. a
cylinder immersed in an unstirred infinite reservoir, ap-
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Fig. 4. Normalized concentration, c(0, t), in the center of the
hydrogel with radius a as a function of time t after the hydro-
gel that contained fluorescent solutes (as indicated) has been
contacted with pure water. Solid and dashed lines represent
fits based on Model 1 and 2, respectively.

pears to describe the data well (Fig. 4), but fitted values
of the diffusion coefficients, Dout, averaged over five re-
peat measurements (Tab I) are markedly larger than the
Din values.
The concentration profiles, c(r, t), were also determined.
In Fig. 5 (a), normalized fluorescein release profiles for
the two different initial concentrations ci = 100µM and
25 µM are compared. The concentration profiles starting
with ci = 25µM show a decrease reaching further into the
hydrogel and for late times, the concentration decreases
homogeneously throughout the entire hydrogel. This is
consistent with a larger diffusion coefficient Dout > Din

However, by contrast to the concentration trace in the
hydrogel center, the concentration profiles, c(r, t), can-
not be fitted based on Model 2. This suggests that the
large Dout values for the low initial concentration are not
reliable.
A qualitatively different behavior is observed for influx
and release as well as for different initial concentrations,
ci. Since influx and release are the reverse processes and
described by the same equations and also the initial con-
centration should not affect the evolution of the normal-
ized concentration profiles, this should not affect the va-
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Fig. 5. Exemplary normalized concentration profiles, c(r, t),
for different times t (as indicated). For fluorescein, the release
profiles for the two different initial concentrations, ci = 25 µM
and 100µM, are compared (a) and for D10, influx and release
profiles are displayed, whereas the influx profiles were mir-
rored horizontally to facilitate comparison (b).

3.4 Release of macromolecules from polyacrylamide hydrogels
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lidity or the approximations involved in the two models.
In particular, in all cases the reservoir volume is approx-
imately 11 times the cylinder volume: Vres = 11Vcyl.
Model 1 considers a stirred and Model 2 an unstirred
reservoir, which correspond to an infinite and finite diffu-
sion coefficient in the reservoir, respectively. This enters
only through the concentration at the hydrogel-reservoir
interface, as only the concentration profiles inside the
hydrogel are fitted. Interestingly, the normalized con-
centration at the interface hardly depends on the initial
concentration (Fig. 5 (a)). This suggests that also the
validity of this assumption is hardly affected by ci. How-
ever, there appears a large difference in the normalized
concentration at the interface in the case of influx and
release, respectively (Fig. 5 (b)). In Fig. 5 (b), the low ci
release profiles of 10 kDa dextrans are compared to influx
profiles (Fig. 2) which were horizontally mirrored in or-
der to facilitate direct comparison. A further aspect con-
cerns a possible adsorption of the solute to the hydrogel.
Its effects would be more pronounced at lower concentra-
tions, as observed in the release experiments. Previously,
a lower initial concentration, ci = 10µM, has been inves-
tigated in influx experiments.15 Also in this case, Model 2
resulted in a better fit than Model 1, consistent with the
present observations. However, both models fail to com-
pletely describe the low ci release data. Thus, a diffusion
model including adsorption might be required

IV. CONCLUSION

Diffusion of three differently sized fluorescent
molecules, a dye and dextrans, from and into polyacry-
lamide hydrogels was studied using fluorescence imaging.
This yielded the evolution of the concentration profiles.
They were quantitatively analyzed using different models
describing diffusion with different boundary conditions.
The obtained influx diffusion coefficients were smaller
than in bulk with the decrease being more pronounced
with increasing (macro)molecule size. While the con-
centration profiles in influx and release experiments

were consistent at high initial concentrations, a different
behavior was observed at low concentrations, where
markedly higher release diffusion coefficients were found.
This can be attributed to adsorption of the solutes to
the hydrogel which this significantly affects the validity
of the different diffusion models.
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APPENDIX

SOFTWARE A
A.1 Display and save images of two cameras

This code was written in LabVIEW.

DisplayCurrentView&Save_2cams.vi is a program to control two firewire cameras. Live

images are displayed and images are saved at defined time intervals. The number of images

and the frame rate can be chosen and changed at any time during the measurement.

Brightfield images are saved as jpg and fluorescence images as tiff files in a predefined file

location. The date and a timestamp are written in the individual filenames.

The block-diagram shows the programming behind the graphical user interface.
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DisplayCurrentView&Safe_2cams.vi

C:\Users\Dana\Dropbox\Arbeit\Appendix\Software\DisplayCurrentView&Safe_2cams.vi

Letzte Änderung am 26.04.2016 um 10:41

Gedruckt am 26.04.2016 um 11:23

Seite 1

BF_sample1_

Beginning of filename Brightfield Camera C:\phd\20150308\BF\BF_sample1_11_53579.jpg

File name BF cam

 Input values here before running (number and delay can be ammended) 

1Number of 

pictures taken

 Details of last picture taken 

Brightfield camera 

Fluorescence camera 

C:\phd\20150308\BF

Enter file path where BF images will be saved

C:\phd\20150308\FI

Enter file path where FI images will be saved

C:\phd\20150308\FI\FI_sample1_11_53579.tif

File name FI cam

FI_sample1_

Beginning of filename Fluorescence Camera

1000

Number of 

pictures

STOPP

5

Time between 

pictures (s)

 0    (0,0)

Brightfield

 0,0,0    (36,286)

Fluorescence



DisplayCurrentView&Safe_2cams.vi

C:\Users\Dana\Dropbox\Arbeit\Appendix\Software\DisplayCurrentView&Safe_2cams.vi

Letzte Änderung am 26.04.2016 um 10:41

Gedruckt am 26.04.2016 um 10:41

Seite 1

Beginning of filename Brightfield Camera

cam6

cam6: Brightfield cam

cam7

cam7: Fluorescence 

cam

File Path Brightfield Camera 

File Path Fluorescence Camera

Beginning of filename Fluorescence Camera

Number of pictures 2

Number of pictures taken

 This part of the sequence saves the picture to disc 

Brightfield Camera 

Brightfield

Fluorescence

Elapsed Time

Fluorescence Camera 

Time 

between 

pictures (s)
File name BF cam

.jpg

Brightfield Camera 

:

:
1

2

60

3600

calculate time stamp: 

calculates time of the day 

to second 

.

get date and time 

from computer and 

write in filename

_
File name F cam

.tif

Fluorescence Camera 

:

:
1

2

60

3600

calculate time stamp: calculates 

time of the day to second 

.

_

get date and time 

from computer and 

write in filename



Appendix A. Software

A.2 Choose color plane, calculate average intensity in region of in-

terest and export results to Origin

This code was written in LabVIEW.

Average_ChooseColorPlane_ExportOrigin.vi is a program that enables the user to

read in several color images (for instance tiff, jpg or png files), select a color plane and

a region of interest. The mean intensity recorded in the region of interest of the selected

color plane is calculated for each image and the results are exported to an Origin file.

Before running the program, the user can already specify an existing Origin file and enter

the names of subfolder, workbook and worksheet in this file, and select the first image to

be analyzed. This image will be displayed after running the program. The user is then

asked via a file dialog to choose all files to be analyzed. Then the user can specify a region

of interest in the displayed image using two cursors. The averaging process begins after

the button ‘Area of interest chosen’ is pressed. The data path of the file that is currently

analyzed and the according average pixel value is displayed. The timestamp read from the

image filename and the average values are saved in the Origin file.

The block-diagram shows the programming behind the graphical user interface. Two

subVIs are included: DisplayImageColor_chooseColorPlane_131101_subvi.vi and

IntensNormArea_subvi.vi. The first subVI will be described in more detail in the next

section. The second subVI merely reads in a fraction of a data array and calculates the

mean value. It is thus not shown explicitly.
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Average_ChooseColorPlane_ExportOrigin.vi

C:\Users\Dana\Dropbox\Arbeit\Appendix\Software\Average_ChooseColorPlane_ExportOrigin.vi

Letzte Änderung am 26.04.2016 um 10:19

Gedruckt am 26.04.2016 um 10:19

Seite 1

 33    (868,111)

Display of first image

Area of 

interest chosen

50

0
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2452
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2200

x

20560 200 400 600 800 1000 1200 1400 1600 1800

Cursors: X Y
1
2

860
880

1100
1120

First image: choose area to average

C:\phd\20150308\

FL_Mrz15M08_11_53967.tif

Enter filename of first image to analyze

Continue

20150308

Enter Date of Measurement 
(name for Subfolder in Origin)

Messung8

Enter Sample Name 
(Name for Book in Origin)

Center

Sheet Name in Origin

C:\phd\Auswertung\Test.opj

Choose Origin File to Save Data at

Green

Choose Color Plane

C:\phd\20150308\FL_Mrz15M08_11_53967.tif

current data path

4.675Average pixel value in area chosen

1) Choose existing Origin file where the results will be saved. Specify names of folder, book and sheet in origin file. 
2) Select first image file to be displayed and desired color plane.  
3) Press the button "Continue". 
4) Select all images to be processed and a folder where the images will be saved. 
5) Choose an Area of interest with the yellow and blue cursors. Make sure that the yellow cursor is below and to the left of the blue cursor. 
6) Press "Area of interest chosen". 
7) The timestamp read from the images and the mean pixel value of area of interest are stored in the origin file.



Average_ChooseColorPlane_ExportOrigin.vi

C:\Users\Dana\Dropbox\Arbeit\Appendix\Software\Average_ChooseColorPlane_ExportOrigin.vi

Letzte Änderung am 29.04.2016 um 12:58

Gedruckt am 29.04.2016 um 12:58
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OK
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Message to 

User
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Average_ChooseColorPlane_ExportOrigin.vi

C:\Users\Dana\Dropbox\Arbeit\Appendix\Software\Average_ChooseColorPlane_ExportOrigin.vi

Letzte Änderung am 29.04.2016 um 12:58

Gedruckt am 29.04.2016 um 12:58
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Appendix A. Software

A.3 SubVI: Display color image and choose color plane

This code was written in LabVIEW.

This subVI was used in the previously shown program. Similar subVIs will be seen in the

following sections, which are used to read in different image formats and display additional

information such as an intensity histogram. These subVIs will not be shown in detail. Here,

a color image is read in and displayed. A color plane is chosen and then only this color plane

is displayed. The chosen color plane is transferred into an array which can be displayed and

modified by the main program.

DisplayImageColor_chooseColorPlane_131101_subvi.vi
D:\phd\Labview\12NovAktuelleLabView\Auswertung\Fluorescence\
DisplayImageColor_chooseColorPlane_131101_subvi.vi
Last modified on 29.04.2016 at 11:19
Printed on 29.04.2016 at 12:28

Page 1

Path

IMAQ Create
untitled2

IMAQ ReadFile

original rgb image
RGB (U32)

IMAQ ExtractSingleColorPlane

selected color plane

Choose Color Plane

IMAQ ImageToArray

chosen color plane
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Appendix A. Software

A.4 Choose color plane and subtract background in area of interest

in fluorescence images

This code was written in LabVIEW.

ChooseColorPlane_SubtractDark.vi is a program that enables the user to read in sev-

eral color images (for instance tiff, jpg or png files), select a color plane and a region of

interest. A background subtraction is performed and the pixel values of the chosen color

plane are saved as a cropped text image. The background correction is optional and was

found to have no influence on the results of the analysis of the fluorescence images.

The user is first asked to select an exemplary image, a dark image and the desired color

plane. The original images and the resulting image after background subtraction are dis-

played and the contrast can be changed if necessary. Images and color plane can be changed

until the ‘Continue’ button is pressed. Afterwards, the user is asked via a file dialog to select

all files to be analyzed and the folder where the cropped images will be saved. The area

of interest can be chosen by moving the cursors on the displayed image or by inserting the

x and y coordinates. The image manipulation is started after the button ‘Area of interest

chosen’ is pressed. All cropped images are briefly displayed.

The block-diagram shows the programming behind the graphical user interface.
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ChooseColorPlane_subtractDarkinArea.vi
D:\phd\Labview\Software\ChooseColorPlane_subtractDarkinArea.vi
Last modified on 22.04.2016 at 15:01
Printed on 22.04.2016 at 15:10

Page 1
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First Data File: choose area of interest
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Choose Color Plane

1) Choose a test image, a dark image  and the desired color plane. Both image and the result of the subtraction will be displayed. Change the contrast if necessary. 
2) Press "Continue". 
3) Select all images to be processed and a folder where the images will be saved. 
4) Choose an Area of interest with the yellow and blue cursors. Make sure that the yellow cursor is below and to the left of the blue cursor. 
5) Press "Area of interest chosen". 
6) Text images will be saved with the filename extension "_sd".



ChooseColorPlane_subtractDarkinArea.vi
D:\phd\Labview\Software\ChooseColorPlane_subtractDarkinArea.vi
Last modified on 29.04.2016 at 12:12
Printed on 29.04.2016 at 12:12

Page 1
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Appendix A. Software

A.5 Normalize and scale neutron images

This code was written in LabVIEW.

NR_NormaliseScale.vi is a program that enables the user to correct neutron images (fits

files) for spatial and temporal inhomogeneities in beam intensity and detector efficiency.

This was done with all neutron images in a first step of the analysis The user is supposed

to select a dark, a bright and the first image to be analyzed before running the program.

Dark and bright images were taken with all shutters closed or the sample removed from

the beam, respectively. The median of a stack five dark and five bright images, which were

previously saved as text images are used. The user is asked via a file dialog to select all

files to be analyzed and the folder where the normalized images will be saved. Afterwards,

a reference area in the first image is chosen where no change in intensity is expected during

the measurement time using two cursors. The mean measured intensity in this reference

area, ⟨I⟩, will be calculated for the dark, the bright and all sample images individually. To

remove intensity peaks, which are an artifact caused by high intensity γ-particles directly

hitting the CCD chip, the histograms of the reference areas of dark, bright and sample

images are shown and the user is asked to review them and choose cut-off values. All

values higher than the chosen cut-off values will be ignored in the averaging process. These

mean intensities are used to calculate a scaling factor, S∗, for each image:

S∗ = ⟨Ibright⟩ − ⟨Idark⟩
⟨Isample⟩ − ⟨Idark⟩

In the next step, the user is asked to choose the region of interest in the sample image using

the same cursors as before. This region of interest can be the entire image or just a small

fraction. The program crops the images according to the chosen region of interest and

saves text images, where every original pixel intensity value is replaced by the transmission

relative to the chosen reference area, Trel:

Trel = Isample(x, y, t) − Idark(x, y, t)
Ibright(x, y, t) − Idark(x, y, t) × S∗−1

The scaling factor is included in the new filename.

The block-diagram shows the programming behind the graphical user interface.
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NR_NormaliseScale.vi
D:\phd\Labview\Software\NR_NormaliseScale.vi
Last modified on 25.04.2016 at 15:01
Printed on 25.04.2016 at 15:06

Page 1
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G:\Neutron Radiography\2012OktPSI_20120616_P12088\
Messung10-Probe16\Median_bright_M10.txt
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Analysis of neutron radiography images 
1) Read in a dark image (taken when all shutters closed), a bright image (taken without a sample in the beam) and the first image to be analyzed. Here, the median of a stack five dark and five bright images, which 
were previously saved as text images are used. 
2) File Dialog: Enter filename of last data set to analyze. 
3) File Dialog: In which folder should  the data be saved? 
4) Choose an area to normalize the intensity to. This should be an area where no change in intensity is expected during the measurement. When finished, press "Area for intensity normalization chosen". 
5) Look at the histograms and choose cut-off values for the calculation of the scaling factor. The cut-off removes intensity peaks. 
6) Press "All parameters chosen". 
7) Use the cursors to choose the area to be normalised. When finished, press "Area of interest chosen" button. 
8) Normalized and scaled text images will be saved with the filename extension ".nor". 

G:\Neutron Radiography\2012OktPSI_20120616_P12088\
Messung10-Probe16\N_1_60_D2O_D70K_H_0001.fits

Select first image: original NR image (.fits)
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Appendix A. Software

A.6 Convert image to binary image

This code was written in LabVIEW.

ConvertToBinary.vi is a program that enables the user to create a binary image of the

initial hydrogel. In the binary image, the hydrogel is recognized as ‘particle’ and all pixels

belonging to this particle get the value 1, while all other pixels get the value 0. If additional

parts of the source image such as parts of the sample cell are recognized as particle, filters

can be used to solve this problem. One efficient way to remove small particles is the ‘Waddel

Disk Diameter’ filter. The waddel disk diameter is the diameter of a disk with the same area

as the particle. A lower and upper value of this diameter can be chosen and all particles in

between this range are removed.

The shown program is optimized for neutron images but can also be used for fluorescence

images after small modifications.

The block-diagram shows the programming behind the graphical user interface.
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G:\Neutron Radiography\2012OktPSI_20120616_P12088\Messung10-
Probe16\normscale\N_1_60_D2O_D70K_H_86107_114_0002_binary.tdms

Filename Out

G:\Neutron Radiography\2012OktPSI_20120616_P12088\Messung10-Probe16\normscale\
N_1_60_D2O_D70K_H_86107_114_0002.nor

Normalized neutron radiograph

1) Read in normalized neutron image of initial hydrogel before contact with solvent. Change contrast if necessary 
2) Adjust parameters until manipulated image as desired (hydrogel: red, rest: black). 
3) Save File.

Change Contrast
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Appendix A. Software

A.7 Find contour of the hydrogel

This code was written in LabVIEW.

FindContour.vi is a program that enables the user to calculate a contour map of a binary

image based on the algorithms of Danielsson. This is done using the National Instruments

VI IMAQ Danielsson.vi. The binary image of the hydrogel is read in and displayed. The

inverse of this image is also displayed, where everything but the hydrogel belongs to the

particle (value 1). A contour map is calculated for both images. Every pixel value of the

particle (either the hydrogel or the region around the hydrogel) is encoded as a function

of the location of that pixel in relation to the distance to the border of the particle. All

distances greater than 255 are rounded down to 255. The values of the inside contour map

are negated and all values are saved in one spreadsheet file. The resulting spreadsheet is

basically a text image where every pixel has a value between -255 and 255 depending on

the distance to the hydrogel border. Locations inside the hydrogel have negative values,

locations outside the hydrogel have positive values and the border itself has the value 0.

The block-diagram shows the programming behind the graphical user interface.
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G:\Neutron Radiography\2012OktPSI_20120616_P12088\Messung10-Probe16\normscale\N_1_60_D2O_D70K_H_86107_114_0002_binary.tdms

Input path of binary image before running 
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Appendix A. Software

A.8 Calculate intensity profile

This code was written in LabVIEW.

NR_IntensityProfile_ExportOrigin.vi is a program that enables the user to calculate

an intensity-distance profile for an image of choice and directly export the results to an

Origin file. This is done by comparing an image and the corresponding contour map that

was generated using the FindContour.vi program. The size of the image thus has to be

identical to that of the contour map. The program basically averages all pixel values that

belong to the same value of the contour map (i.e. a certain distance to the hydrogel border)

and saves the results in a predefined Origin file. The program reads in the timestamp of the

image from its filename and the timestamp of the contour map (t0: time when hydrogel

was contacted with solution) and calculates the lag time (∆t = t − t0). If the contour

map was not calculated from the t0-image, an alternative t0-value can be entered before

running the program. After choosing the image file to analyze, the user is asked to review

the displayed image and decide if an area of the image should be omitted in the averaging

process. This is useful in the case of air bubbles or if pieces of the sample cell are visible in

the image. These areas are chosen with two cursors. The program replaces the pixel values

of these areas with the value -10, which will be ignored later on in the averaging process by

applying a lower threshold. Additionally, bright spots in the neutron images are removed

by applying an upper threshold.

The shown program is optimized for neutron images but can also be used for fluorescence

images after small modifications.

The block-diagram shows the programming behind the graphical user interface.
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APPENDIX

PUBLICATIONS: PROTEIN PHASE BEHAVIOR B
In the course of this PhD thesis, I contributed to four additional publications about protein

phase behavior. Chapter B.1 deals with the effects of salt, glycerol, and dimethyl sulfoxide

on the phase behavior of lysozyme solutions. Fluid-solid transitions, gas-liquid coexis-

tence curves, and second virial coefficients were determined experimentally and interpreted

theoretically based on the thermodynamic perturbation theory and the Derjaguin-Landau-

Verwey-Overbeek model. Additionally, the fluid-solid transition temperatures of lysozyme

solutions in the presence of two salts (NaCl and GuHCl) were compared (Chapter B.2). It

was shown that both salts seem to affect the transition temperatures through electrostatic

screening and salt-specific contributions, which were found to be additive in mixtures of

the two salts. The specific effects of ionic and non-ionic additives on the phase behavior of

lysozyme solutions were further elaborated and described in terms of effective colloidal inter-

action models (Chapter B.3). Finally, the macroscopic phase behavior of protein solutions in

presence of all previously investigated cosolvents was quantitatively linked to protein-protein

interactions based on a coarse-grained, simplified colloidal approach (Chapter B.4).
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Appendix B. Publications: Protein Phase Behavior

B.1 Effect of glycerol and dimethyl sulfoxide on the phase behavior

of lysozyme: Theory and experiments

Journal: The Journal of Chemical Physics

Reference: J. Chem. Phys 136, 015105 (2012), DOI: 10.1063/1.3673442

Impact factor: 2.952

Authors: Christoph Gögelein, Dana Wagner, Frédéric Cardinaux, Gerhardt Nägele, and

Stefan U. Egelhaaf

joint 1st author

DW performed phase diagram and light scattering measurements, calculated the second

virial coefficients and analyzed the experimental data. CG did the theoretical calculations

and the comparison between theory and experiment. All authors conceived and discussed

the project and SUE and GN supervised the project. All authors contributed to the writing

of the manuscript.

45% contribution of DW
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Appendix B. Publications: Protein Phase Behavior

B.2 Additivity of the Specific Effects of Additives on Protein Phase

Behavior

Journal: The Journal of Physical Chemistry. B

Reference: J. Phys. Chem. B 2015, 119, 14986–14993, DOI: 10.1021/acs.jpcb.5b08078

Impact factor: 3.302

Authors: Florian Platten, Jan Hansen, Johanna Milius, Dana Wagner, and Stefan U. Egel-

haaf

4th author

DW, JH and JM performed the cloudpoint temperature measurements. FP performed CD

measurements, analyzed and interpreted the data. FP and SUE conceived, discussed and

supervised the project. All authors contributed to the writing of the manuscript.

20% contribution of DW
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Appendix B. Publications: Protein Phase Behavior

B.3 Tuning protein-protein interactions by cosolvents: specific ef-

fects of ionic and non-ionic additives on protein phase behavior

Journal: Physical Chemistry Chemical Physics

Reference: Phys. Chem. Chem. Phys. 2016, 18, 10270–10280, DOI: 10.1039/C5CP07285A

Impact factor: 4.493

Authors: Florian Platten, Jan Hansen, Dana Wagner, and Stefan U. Egelhaaf

3rd author

DW, and JH performed the cloudpoint temperature measurements. FP analyzed the data.

FP and SUE conceived, discussed and supervised the project. All authors contributed to

the writing of the manuscript.

25% contribution of DW
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Appendix B. Publications: Protein Phase Behavior

B.4 Cosolvent-Induced Changes of Protein-Protein Interactions: From

Phase Behavior to Second Virial Coefficient

Journal: The Journal of Physical Chemistry Letters

Status: In Preparation

Impact factor: 8.539

Authors: Florian Platten, Jan Hansen, Dana Wagner, and Stefan U. Egelhaaf

3rd author

DW, and JH performed phase diagram and light scattering measurements. DW, FP and

JH analyzed the data. FP and SUE conceived, discussed and supervised the project. All

authors contributed to the writing of the manuscript.

25% contribution of DW

161



This page has been left intentionally blank.

162



Cosolvent-Induced Changes of Protein–Protein

Interactions: From Phase Behavior to Second

Virial Coefficient

Florian Platten,∗ Jan Hansen, Dana Wagner, and Stefan U. Egelhaaf

Condensed Matter Physics Laboratory, Heinrich Heine University, 40225 Düsseldorf,

Germany

E-mail: Florian.Platten@hhu.de

∗To whom correspondence should be addressed

1

Appendix B. Publications: Protein Phase Behavior

163



Abstract

Protein stabilizing and destabilizing cosolvents are routinely used in biochemistry.

However, probably due to experimental limitations and the molecular complexity of

the systems, only little is known about their effects on protein–protein interactions,

which govern the pathways of protein self-assembly into ordered and amorphous struc-

tures. We quantitatively link the macroscopic phase behavior of protein solutions in

the presence of cosolvents to protein–protein interactions based on a coarse-grained,

simplified colloidal approach. The Derjaguin-Landau-Verwey-Overbeek (DLVO) the-

ory is applied in order to infer the second virial coefficient b2, an integral measure of

the interaction potential, from the phase behaviour, namely cloud-point temperature

(CPT) measurements under conditions favoring protein crystallization. Model calcula-

tions of b2 quantitatively agree with those of another approach exploiting the extended

law of corresponding states as well as the results of static light scattering (SLS) exper-

iments. The strength of the attractions is quantified in terms of an effective Hamaker

constant, which accounts for van der Waals attractions as well as non-DLVO forces,

such as hydration and hydrophobic interactions. While sodium chloride reduces repul-

sions between proteins, both protein stabilizing and destabilizing cosolvents (glycerol,

guanidine hydrochloride and dimethyl sulfoxide) can reduce attractions. These coun-

terintuitive effects are explained qualitatively by preferential interactions and changes

of the solution conditions. Our approach based on simple lab experiments to deter-

mine the CPT in combination with the DLVO theory is expected to facilitate further

biophysical research on protein–protein interactions in complex solution environments.

Introduction

Solvent additives, also known as cosolvents, osmolytes, or excipients, are frequently used

to modulate biochemical reactions or processes.1,2 For example, glycerol acts as a stabilizer

in biosystems,3 while guanidine hydrochloride and urea are denaturants,4 which solubilize

or unfold biomolecules. Their effects on protein stability are often ascribed to preferential

2
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interactions5 and in many cases result in a linear dependence of the protein free energy on

cosolvent concentration.6–9 Cosolvent molecules can preferentially be excluded from or bind

to the surface of proteins, altering protein hydration. The relative effectiveness of ions to alter

protein stability is ranked in the so-called Hofmeister series. The effects of kosmotropic ions,

such as sulfate, and chaotropes, like thiocyanate, have initially been related to the making

and breaking of water structure, i.e. to strengthen or weaken the network of hydrogen bonds

in bulk water. Yet, recent experiments have questioned this explanation.10 Our molecular

understanding of cosolvent effects on protein stability, i.e. keeping a single molecule in its

native state, is still far from complete with many mechanisms for protein denaturation being

discussed.

In contrast, the stability of protein solutions, which contain many proteins, against ag-

gregation depends on protein–protein interactions, i.e. intermolecular interactions, which

are even less investigated. Intermolecular interactions comprise, among others, electrostatic

interactions, van der Waals attractions, the hydrophobic effect, hydrogen bonding and hydra-

tion.11 The delicate balance of these forces, which can be tuned by the addition of cosolvents,

determines the pathways of protein self-assembly. It thus controls protein solubility, which

is related to protein homeostasis.12 It also controls protein crystal growth, amorphous ag-

gregation and fibril formation.13–15 These protein self-assembly processes are of interest in

medicine, pharmaceutical industry and food engineering, e.g., in the context of diseases, such

as cataract formation and diabetes,16,17 drug formulations1 and food gels, such as yoghurt

or cheese.18 Moreover, cosolvents and protein–protein interactions have recently been shown

to strongly affect protein adsorption.19–21

A realistic description of the complex phase behaviour of proteins requires a detailed and

highly specific treatment, starting with the microscopic interactions on the level of atoms,

including at least the asymmetric protein shape as well as the patchiness and directionality of

the interactions, and extending to the bulk behaviour. Due to the complexity of the various

forces contributing to the collective behavior of protein solutions and the large range of

3
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length scales involved, descriptions starting from the atomic level are extremely challenging.

Therefore, coarse-grained colloidal models, which, e.g., treat the solvent as a continuum,

are applied and provide an effective description of protein–protein interactions. Similar

coarse-graining arguments have already been successfully applied to, e.g., colloid-polymer

mixtures,22 small molecules and nanoparticles.23 Despite its simplicity, the colloidal approach

can provide generic insights into protein interactions (see ref.24 for a recent review).

In this context, the extended law of corresponding states (ELCS), as proposed by Noro

and Frenkel,25 deserves special attention. According to the ELCS, systems with sufficiently

short-ranged attractions can be mapped onto equivalent square-well fluids using simulations

and theory. The validity and applicability of the ELCS has been tested for many model po-

tentials, such as Baxter’s model, the hard-core Yukawa potential and patchy interactions.26–29

These model potentials have also been applied to describe protein interactions.26,30–33 Based

on comprehensive experimental studies,34,35 in which both the phase behavior and the sec-

ond virial coefficient have been determined, it has been shown that the ELCS is applicable

to the complex interactions underlying the phase behavior of protein solutions.36 There-

fore, the specific shape of the potential appears less crucial for an effective description

of protein–protein interactions. Here, we choose the Derjaguin-Verwey-Landau-Overbeek

(DLVO) theory, which separates the interactions into short-range van der Waals attractions

and long-range electrostatic repulsions. It has been shown to account for the dependence

of protein interactions and protein phase behavior on salt concentration, e.g. NaCl, or sol-

vent composition, e.g. water-glycerol mixtures.35,37–43 In particular, repulsive interactions

are readily parametrized in the DLVO potential by macroscopic solution properties, such as

salt concentration and dielectric permittivity. Nevertheless, it is debated whether the DLVO

theory can be applied to protein solutions and, if so, how the obtained parameters should

be interpreted.44,45

Since the phase behaviour appears not to depend on the specific shape of the protein–

protein interactions but only on its overall repulsive or attractive nature, we focus on this
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overall property when quantifying the potential. Although this approach neglects all atom-

istic details, it allows us to quantitatively link the macroscopic phase behaviour to the

coarse-grained protein–protein interactions. Irrespective of the specific shape of the inter-

action potential, its overall repulsive or attractive properties are quantified by the second

virial coefficient B2, a frequently applied integral parameter: Positive (negative) values of

B2 indicate net repulsive (attractive) interactions. For spherically symmetric interaction

potentials, U(r), B2 is given by

B2 = 2π

∫ ∞

0

(
1− exp

[
−U(r)

kBT

])
r2dr, (1)

where r denotes the center-to-center particle distance and kB and T are Boltzmann’s constant

and the absolute temperature, respectively. The normalized second virial coefficient b2 is

defined as

b2 =
B2

BHS
2

, (2)

where BHS
2 = (2π/3)σ3 is the second virial coefficient of a hard sphere system with a particle

diameter σ. In particular, b2 turned out to be a predictor of the propensity of protein

solutions to form ordered or amorphous aggregates. For a number of proteins, optimum

solution conditions for crystallization are characterized by a window of b2 values: −10 �

b2 � −1.46 For even lower values of b2, amorphous aggregation takes place. Moreover, b2 is

correlated with protein solubility.47,48

Several methods have been devised to experimentally study protein–protein interactions

and determine the second virial coefficient. Small-angle X-ray and neutron scattering (SAXS

and SANS) involve the use of large-scale facilities or specialized instruments.18,49,50 Tra-

ditional lab methods to determine b2, such as static light scattering (SLS) and osmome-

try,37,51,52 suffer from experimental difficulties.53 For example, due to their small size, pro-

teins scatter light only weakly and scattering signals hence are very sensitive to spurious
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effects by, e.g., dust. Therefore, very careful scattering experiments and meticulous cleaning

protocols are necessary and render comprehensive SLS experiments time and material con-

suming. New methods, such as self-interaction and size-exlusion chromatography, provide

alternatives.54–57 Here, we propose another method to determine b2 based on cloud-point

temperature measurements.

The phase diagram of protein solutions usually comprises a liquidus (or solubility) line.

This crystallization boundary separates a region of homogeneous solution from the region in

which crystals and homogeneous solution coexist. Below the liquidus line, at the so-called

cloud-point temperature (CPT), a metastable liquid–liquid phase separation (LLPS) into a

protein-rich and a protein-poor phase starts. The CPT is indicated by a high turbidity of the

protein solution and hence can be easily accessed in lab experiments using optical microscopy,

visual inspection, or light scattering.35,58–60 It depends on the protein concentration and

composition of the protein solution. Recently, the specific effects of additives on protein

phase behavior have been characterized in terms of molar temperature increments, which

quantify cosolvent effects on CPTs and liquidus lines.60,61 The location of the CPT depends

on and hence characterizes the protein–protein interactions; the stronger the attractions

between protein molecules, the higher the CPT. Changes of the protein phase behavior

can also be linked to changes of b2,
30,39,42 but have hardly been exploited to determine b2

values.36,62

In this work, we use the links between phase behaviour and interactions as well as phase

behaviour and b2, to relate protein–protein interactions and b2 via the phase behaviour. In

particular, we study the effects of commonly used solvent additives on lysozyme solutions un-

der conditions favoring protein crystallization. Lysozyme is a globular protein with a roughly

spherical shape and a high conformational stability, representing an ideal model system for

biophysical studies.63,64 A broad range of cosolvents is analyzed: salts (NaCl, GuHCl) and

solvents (glycerol and DMSO) of both kosmotropic (glycerol) and chaotropic (GuHCl) char-

acter. Their effect is quantified by the second virial coefficient b2. The b2 values are inferred
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from CPT data which are analyzed based on either the DLVO theory or the extended law

of corresonding states, or they are experimentally determined using SLS. Within the DLVO

framework, cosolvent-induced changes of the attraction strength are quantified in terms of

an effective Hamaker constant, which is linked to the molar temperature increments of the

phase boundaries. The quantitative agreement of b2 values based on CPT measurements and

SLS experiments supports the strategy to infer second virial coefficients from phase behavior.

This approach is expected to facilitate further research on protein interactions in complex

solution environments, where the application of conventional measurement techniques faces

experimental difficulties.

Materials & Methods

Sample preparation

Hen egg-white lysozyme powder (Roche Diagnostics; Sigma Aldrich, prod. no. L6876),

sodium chloride (NaCl; Fisher Chemicals, purity≥ 99.8 %), guanidine hydrochloride (GuHCl;

Sigma, prod. no. G4505, purity ≥ 99 %) and sodium acetate (NaAc; Merck, prod. no.

1.06268, p.a.) were used without further purification.1 Ultrapure water with a minimum

resistivity of 18 MΩcm was used to prepare buffer and cosolvent stock solutions, which were

filtered thoroughly (nylon membrane, pore size 0.2 μm). The protein powder was dissolved

in a 50 mM NaAc buffer solution, which was adjusted to pH 4 by adding small amounts of

hydrochloric acid. At this pH value, lysozyme carries a positive net charge Q = +11.4 e,65

where e is the elementary charge. The protein solution with an initial protein concentration

cp ≈ 40 − 70 mg/mL was passed several times through an Acrodisc syringe filter with low

protein binding (pore size 0.1 μm; Pall, prod. no. 4611) in order to remove impurities and

undissolved proteins. Its protein concentration was determined by refractometry60 and UV

1For light scattering experiments in the presence of GuHCl, a protein sample with much higher purity
(Roche Diagnostics) than required for the CPT experiments (Sigma Aldrich)35,60 had to be used.
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absorption spectroscopy. Samples were prepared by mixing appropriate amounts of buffer,

protein and cosolvent stock solutions.

Cloud-point temperature (CPT) measurement

Metastable liquid–liquid coexistence curves were determined by CPT measurements. Sam-

ples were analyzed immediately after preparation, before protein crystals were formed.15

Samples with a typical volume of 0.1 mL were filled into thoroughly cleaned NMR tubes

with 5 mm diameter, sealed, and placed into a thermostated water bath at a temperature

well above the CPT. For an accurate determination of the temperature of the sample solu-

tion, a wire thermometer (Dostmann electronic P650, Wertheim, Germany) with a precision

of 0.01 ◦C was mounted in a separate, but closely placed NMR tube filled with 0.1 mL water.

Then, the temperature of the water bath was lowered at a low cooling rate (typically less

than 0.3 ◦C/min), during which the sample solution was visually observed. The CPT was

identified by the sample becoming turbid. Further details have been given previously.35,60

Determination of the refractive index

The refractive indices of sample solutions and the solvents, n and ns, respectively, were

measured with a temperature-controlled Abbe refractometer (Model 60L/R, Bellingham &

Stanley) operated with a HeNe laser at a wavelength of 632.8 nm and a temperature of

20.0 ◦C. The refractive index increments, dn/dcp, were obtained from linear fits to the

dependence of n on protein concentration cp.

Static light scattering (SLS)

SLS experiments were performed with a 3D light scattering instrument (LS-Instruments)

using only one beam with a wavelength λ = 632.8 nm. The samples were filled into cylindrical

glass cuvettes (diameter 10 mm), centrifuged at least 40 min at typically 2500 g prior to
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the measurements, and placed into the temperature-controlled vat of the instrument which

was filled with decalin. Measurements were conducted at a constant temperature of 20.0 ◦C.

We studied samples with dilute protein concentrations 3 − 21 mg/mL corresponding to

volume fractions of 0.002− 0.010. For each concentration, at least four independent samples

were prepared and the scattering intensity recorded for typically 100 s with count rates of

5 − 220 kHz in the presence of proteins and about 4 kHz for buffer solutions. In order to

check sample quality, dynamic light scattering (DLS) experiments were performed on the

same samples which did not indicate the presence of aggregates.

The absolute scattering intensity, i.e. the excess Rayleigh ratio R, was determined using

toluene as a reference according to

R(cp) =
〈Ip(cp)〉 − 〈Is〉

〈It〉
n2

n2
t

Rt (3)

with the time averaged scattered intensities of sample, solvent and toluene, 〈Ip〉, 〈Is〉, and

〈It〉, respectively, the Rayleigh ratio of toluene, Rt = 1.40× 10−5 cm−1 (at T = 35◦C),66–682

and the refractive indices of the sample and toluene, n and nt, determined at the temperature

and wavelength of the SLS experiment.

Due to its small size with a particle diameter σ = 3.4 nm, in our experiments lysozyme

acts as a point scatterer because σ � Q−1, where Q = (4πn/λ) sin (θ/2) ≈ 0.018 nm−1 is

the magnitude of the scattering vector with the scattering angle θ. Indeed, the scattered

intensity is found to be independent of θ. Hence, SLS experiments were performed at a

single scattering angle, θ = 90◦. For dilute solutions, R(cp) is related to the second virial

coefficient, B2, by

Kcp
R(cp)

=
1

M (0)

(
1 +

2NAB2

M (1)
cp

)
, (4)

2In previous experiments,35 the temperature dependence of Rt was determined from the temperature
dependence of the intensity scattered by a toluene sample.
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where M (0) and M (1) represent the molar mass, NA is Avogadro’s number and K an optical

constant given by

K =
4π2n2

s

NAλ4

(
dn

dcp

)2

. (5)

Based on a measurement series with different protein concentrations cp, the apparant molar

mass, M (0), and the second virial coefficient, B2, can be determined, according to Eq. (4).

We take M (1) = 14320 g/mol, so that experimental errors in the apparent molar mass

M (0) do not affect the determination of B2.
35 For M (0), we obtain values in the range

0.8 � M (0)/M (1) � 1.0. The differences between M (0) and M (1) are mainly due to the low

scattered intensity of the protein solutions, solvents and toluene and uncertainties in dn/dcp

and Rt
35 and might reflect protein–solvent interactions.69

Results and Discusion

Reference system: the universal phase behaviour

Fig. 1A shows the binodal line of a lysozyme solution, i.e. the dependence of the cloud-point

temperature (CPT) on the protein volume fraction φ, in the presence of 0.9 M NaCl. This salt

concentration is chosen as a reference in order to effectively screen electrostatic interactions60

and to have conditions favoring protein crystallization.15 To quantitatively link the CPT to

the protein–protein interaction potential, we use a coarse-grained colloidal approach, in

which molecular details are neglected, and model the protein–protein interactions by the

DLVO potential. This allows us to quantitatively determine the second virial coefficient b2

as a function of temperature and thus parametrize the temperature axis by b2, which hence

serves as an effective temperature. According to the ELCS,25,60 the resulting phase diagram

is universal, as long as repulsive interactions are constant and attractions are short-ranged.

Once this is established, it is applied to solutions containing cosolvents.
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Figure 1: (A) Binodal of a lysozyme solution, i.e. the cloud-point temperatures (CPT) as a
function of the lysozyme volume fraction φ, in the presence of 0.9 M NaCl (symbols: CPT
measurements,35 line: guide to the eye) and (B) corresponding normalized second virial
coefficient, b2, as a function of temperature T as obtained by static light scattering (full
symbols)35 and DLVO calculations (Eq. (11), line). (Inset) Cut-off length δ as a function of
temperature T , as obtained from the data in the main figure (open symbols), typical value
at room temperature (cross),36,39,42 and linear fit to data (line). (C) Binodals of lysozyme
solutions with the CPT parametrized by b2 for various solution conditions, as indicated
(symbols). Reference conditions, i.e. binodals in the presence of 0.7 M and 0.9 M NaCl
without any further cosolvent added, are indicated by dotted and dashed lines, respectively.
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The DLVO potential, UDLVO(r),
35 is written as

UDLVO(r) = UHS(r) + USC(r) + UVDW(r). (6)

The hard-sphere contribution UHS(r) is given by

UHS(r) =

⎧
⎪⎪⎨
⎪⎪⎩

∞, r < σ

0, r ≥ σ

. (7)

For r > σ, the screened Coulomb contribution USC(r) reads

USC(r) =
(Qe)2

4πε0εs

exp [−κ(r − σ)]

(1 + κσ/2)2 r
, (8)

where ε0 and εs are the permittivity of the vacuum and the solvent, respectively. The

permittivity of water has a weak temperature dependence, which we describe by εs = εs,0 −

εs,1 · (T − 273.15 K) with εs,0 = 87.62 and εs,1 = 0.36 K−1 for 270 K � T � 330 K, in

agreement with previous work.36 (Similar relations have been found for water-glycerol and

water-DMSO mixtures.35) The Debye screening length κ−1 is given by

κ2 =
e2

ε0εskBT

∑

i

z2i ni, (9)

where zi and ni are the valence and number density of the i-th ionic species, respectively.

The van der Waals contribution UVDW(r) is approximated by

UVDW(r) = −Aeff

12

(
σ2

r2 − σ2
+

σ2

r2
+ 2 ln

[
1− σ2

r2

])
. (10)

The strength of the van der Waals contribution is determined by the effective Hamaker con-

stant, Aeff,
70 which is set to Aeff = 8.3 kBT in brine in agreement with previous studies36,39,42

and light scattering data.37 Thus, the value of Aeff is larger than expected for van der Waals
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attractions between typical proteins (1-2 kBT , cf. ref.38) and also accounts for non-DLVO

forces, such as hydration, the hydrophobic effect and hydrogen bonding.71

The normalized second virial coefficient, b2, can be computed based on the DLVO poten-

tial by

b2 = 1 +
3

(σ + δ)3

∫ ∞

σ+δ

(1− exp [− (USC(r) + UVDW(r)) /(kBT )]) r
2dr, (11)

where δ represents a cut-off length, which is related to the Stern layer and the solvation shell

around the proteins and avoids divergence of the integral in Eq. (11).

The second virial coefficient b2 in the presence of 0.9 M NaCl has previously been inferred

from SLS experiments at different temperatures T (Fig. 1B, full symbols).35 Based on these

data and Eq. (11), we have determined the optimum values of δ(T ) (Fig. 1B, inset, open

symbols). The value at room temperature is slightly larger than the previously cited value

δ = 0.1437 nm (cross), which has been applied to various solution conditions.36,39,42 A linear

dependence of δ on T has been fitted to the data (dashed line) and used to calculate b2(T ).

The DLVO model (Fig. 1B, solid line) agrees with the experimental data, as expected, and

thus provides a reasonable coarse-grained description of the underlying interaction potential.

Now, b2 can be used as an effective temperature and the binodal line (Fig. 1A) scaled by

b2 (Fig. 1C, dashed line). As long as the repulsive contributions to the interaction potential

are unchanged, the ELCS predicts that this binodal line is universal to all systems with

sufficiently short-ranged attractions.25–29,34–36 Thus, the value of the second virial coefficient

at the CPT is expected to be independent of the type and concentration of the cosolvent,

but depends on the repulsive contribution to the interactions and hence, according to the

DLVO theory (Eq. 8,9), on the charge Q, the total salt concentration, or rather the ionic

strength, and the dielectric solution properties, i.e. εs. Therefore, this binodal line can serve

as a reference for the cosolvent effects discussed in the following.

13

Appendix B. Publications: Protein Phase Behavior

175



Cosolvents: from phase behavior to b2

Protein phase behavior reflects the underlying interactions between protein molecules. In

fact, the stronger the net attractions between proteins are, the higher the CPT. Zhang and

Cremer72 have proposed a model for the effects of salts on CPTs. It comprises two con-

tributions, a Langmuir-like term accounting for charge screening and a linear term related

to salt-specific effects caused by non-electrostatic ion dispersion forces.73 For various ionic

and non-ionic cosolvents, both the CPT and crystallization boundary are strikingly linear

functions of the cosolvent concentration, [cosolvent], if electrostatic interactions are essen-

tially screened and short-ranged protein attraction dominates.60,61 This trend is illustrated

in Fig. 2A, which shows the change of the CPT, ΔT = T −Tref, relative to the CPT of a ref-

erence system, Tref, as a function of [cosolvent]. The linear dependence ΔT = σ[cosolvent] is

indicated by dashed lines and the fitted cosolvent-specific slopes σ presented as inset. In or-

der to cover a broad range of cosolvents, we investigate the effect of salts (NaCl, GuHCl) and

solvents (glycerol, DMSO) of both kosmotropic (glycerol) and chaotropic character (GuHCl)

on the phase behavior. Their effects are studied at various protein concentrations in the

presence of 0.9 M NaCl (0.7 M NaCl in the case of DMSO).35,60

In order to gain more quantitative insight into the cosolvent effects, we exploit the uni-

versality of the binodal line of the reference system (Fig. 1C, dashed line). This provides

the values of b2 at the CPT. For the different cosolvents, the salt concentrations and dielec-

tric properties are taken into account through the repulsive screened Coulomb contributions

(Eqs. 8,9). Attractive interactions are effectively parametrized by the values of Aeff and δ

(Eqs. 10,11). Since a single value of δ was sufficient to reproduce the experimental b2 values

at room temperature for various solution conditions,36,42 we assume that the δ(T ) relation

obtained for the reference system also holds in the presence of cosolvents. Hence, Aeff is

the only free parameter and adjusted (for each solution condition) so that b2 at the CPT in

the presence of cosolvents matches the respective b2 of the reference system. Following this

procedure, the binodals for all solution conditions studied here (Fig. 1C, symbols) collapse
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Figure 2: (A) Change of the cloud-point temperature (CPT), ΔT = T − Tref, relative to
the CPT of a reference system, Tref, as a function of cosolvent concentration for various
additives as indicated (symbols) and linear fits (dashed lines). All solutions contain 50 mM
NaAc buffer (pH 4) and 0.9 M NaCl, except in the case of DMSO (right triangle, 0.7 M NaCl)
and the second GuHCl data set (rhombs) where the ionic strength is kept constant. Note
that also in the case of NaCl, 0.9 M NaCl are present in addition to the indicated amount
of NaCl. Symbols represent experimental values of ΔT obtained by averaging over different
protein concentrations ranging from 30 to 180 mg/mL, which hardly affects ΔT .35,60 Next
to the symbols, the slope σ and the molar change of the effective Hamaker constant ΔAeff

are listed. (B) Effective Hamaker constant, Aeff, as a function of cosolvent concentration
for various cosolvents (as indicated in A), deduced from their effects on the CPTs. Error
bars are shown in case they are larger than the symbol size, essentially reflecting statistical
errors of the CPT as input parameter. (C) Normalized second virial coefficient b2 for various
cosolvent compositions (as indicated in A) at room temperature: CPT-based data analyzed
using DLVO theory (open symbols) and ELCS (crosses36), respectively, and data from static
light scattering (SLS) experiments (full symbols).35
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onto those of the reference conditions of similar repulsive interactions (Fig. 1C, dashed and

dotted lines). Fig. 2B shows the effective Hamaker constant Aeff for various solution condi-

tions. Values for Aeff have been determined for different protein concentrations (and hence

CPTs)35,60 and averaged. The decrease of Aeff (Fig. 2B) corresponds to the decrease of the

CPT (Fig. 2A). The molar change of the Hamaker constant, ΔAeff, (inset in Fig. 2A) seems

linearly correlated with the slope σ of the CPTs. It thus can be regarded as a measure of

the cosolvent effects on protein–protein attractions.

Based on the DLVO theory (Eq. 6-11) and the determined values of δ(T ) (Fig. 1B)

and Aeff (Fig. 2B), b2 is calculated at room temperature (Fig. 2C, open symbols). These

values agree with values obtained using a previously proposed method (Fig. 2C, crosses).

It is also based on the experimentally determined CPTs, but exploits the extended law of

corresponding states (ELCS).36 In order to assess these two similar methods, their results

are compared to values of b2 determined by previous35 and new static light scattering (SLS)

experiments (Fig. 2C, full symbols).3 The values from light scattering and those based

on the CPT, respectively, show the same trends and quantitatively agree for glycerol and

DMSO. The discrepancy observed for the GuHCl samples is attributed to the different protein

supplies (see Materials and Methods). The observed agreement between b2 values determined

based on SLS measurements and CPT measurements combined with arguments using DLVO

theory, respectively, suggests that the DLVO model represents an efficient coarse-grained

description of protein–protein interaction and, in particular, it provides a way to determine

b2 from CPTs.

Cosolvents effects on protein–protein interactions

While the specific effect of NaCl is to increase the attractions between proteins (Fig. 2A,

circles, positive slope), the effects of DMSO (right triangles), glycerol (upward triangles) and

GuHCl (squares and rhombs) are to reduce protein–protein attractions (negative slopes).

3In addition, the DLVO model also reproduces the temperature dependence of b2 in the presence of
cosolvents (data not shown).

16

B.4 Cosolvent-Induced Changes of Protein-Protein Interactions: From Phase
Behavior to Second Virial Coefficient

178



The amount of the reduction increases from DMSO to glycerol and GuHCl. The latter

shows an even stronger reduction if the total salt concentration or ionic strength I is kept

constant (rhombs), i.e. [NaCl]+ [GuHCl] = 0.9 M, since in this case the increase of [GuHCl]

is accompanied by a decrease of [NaCl] that further reduces ΔT . Mirroring the cosolvent-

specific decrease of the CPT (Fig. 2A) and of the Hamaker constant Aeff (Fig. 2B), an

increase of b2 is observed (Fig. 2C) upon addition of GuHCl, glycerol and DMSO. These

cosolvent-induced changes reflect changes of the protein–protein interactions. Stabilizers

(glycerol) and denaturants (guanidine) are found to have qualitatively the same effect and

hence both reduce protein–protein attractions. These trends are discussed in the following.

If GuHCl is added to the solution, b2 increases (Fig. 2C). Differences between values ob-

tained based on CPT and SLS experiments, respectively, are largely ascribed to the different

protein samples. Moreover, if the ionic strength was kept constant and hence the NaCl con-

centration reduced as the GuHCl concentration is increased, the increase is even stronger.

These pronounced increases of b2 indicate a strong reduction of the attractions due to the

guanidine ions. This is consistent with an increased solubility upon addition of GuHCl,48

which is indeed observed in experiments on the crystallization boundary.61 Guanidine ions

are known to preferentially bind to the protein surface, due to electrostatic interactions

with charged and polar residues, hydrogen bonding and hydrophobic interactions.74,75 This

preferential binding strongly reduces hydrophobic attractions between proteins and, conse-

quently, b2 increases. Similarly, also based on light scattering data, Liu et al.76 concluded

that the addition of GuHCl reduces hydrophic attractions and results in charge screening.

Note that for protein denaturation considerably higher GuHCl concentrations are necessary

and different mechanisms might be responsible.

If glycerol is added to the reference system, b2 increases, again indicating a significant

reduction of the attractions. Reduced protein attractions in the presence of glycerol have

previously been found by SAXS and SANS experiments77,78 This furthermore agrees with

light scattering experiments,38,76 from which an increased hydration layer in the presence
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of glycerol was deduced. It is also consistent with an increased protein solubility.61,79–81 In

previous experiments,42 the effect of glycerol on the protein crystallization boundary could

largely be explained by DLVO theory, consistent with the strong electrostatic contributions

found in simulations.3 In this study,42 using Lifshitz theory the Hamaker constant was ob-

tained directly from the solution properties; ΔAeff ≈ −0.5 kBT/M, which is slightly lower

than the value found here. The effect of glycerol on protein solubility has also been related

to the different solvation of protein surface groups by glycerol.81 This seems in contradiction

to its role as protein stabilizer, that is preferentially excluded from the protein surface.82

It induces preferential hydration of the protein, which is probably due to heterogeneous

electrostatic interactions3 and glycerol’s ability to also interact with hydrophobic protein

patches and hence provide an amphiphilic bridge to the polar system.3 We presume that the

protein hydration induced by glycerol reduces the net attractions and leads to the increase

of b2. Interestingly, glycerol also strongly affects adsorbed protein films;20,21,83 it reduces the

protein surface excess at different hydrophilic and hydrophobic interfaces, which might also

be due to the decreased protein–protein attractions in the presence of glycerol.

Upon addition of DMSO, b2 increases and the molar change of the effective Hamaker

constant ΔAeff = −0.6 kBT/M, which agrees with previous findings based on phase bound-

aries and DLVO theory.42 Thus, an increased protein solubility is expected and indeed ob-

served.61,80 DMSO, which acts as a denaturant at higher concentrations,84 shows favorable

interactions with hydrophobic side chains.85 Therefore, the hydrophobic effect and hence

protein attractions are reduced and b2 increased in the presence of DMSO.

Conclusion

We proposed a method to relate the second virial coefficient b2 to CPT measurements. Since

b2 is an integral parameter of the interaction potential, this implies some coarse-graining

of the potential. This coarse-graining is guided by concepts developed in colloid physics, in
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particular DLVO theory and the extended law of corresponding states (ELCS). The obtained

b2 values quantitatively agree with results from static light scattering (SLS) experiments as

well as with results from CPT measurements and the application of the ELCS. This supports

the proposed approach. Since it is based on relatively simple experiments, we expect it to

stimulate further research on protein–protein interactions in complex solution environments.

The application of the this approach is illustrated for the effects of cosolvents on the phase

behaviour and protein–protein interactions. We determined b2 and an effective Hamaker

constant Aeff as a function of cosolvent composition and temperature based on the DLVO

theory. The results suggests that while sodium chloride decreases repulsions between pro-

teins, all investigated protein stabilizing and destabilizing cosolvents (glycerol, guanidine

hydrochloride and dimethyl sulfoxide) are found to reduce protein–protein attractions. This

is consistent with previous observations and contributes additional quantitative information

on protein–protein interactions.
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