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About 46 million people worldwide suffer from dementia [1]. About two-third of them suffer from Alzheimer’s disease (AD) [2]. AD is a neurodegenerative disease whose progression is accompanied by several symptoms including loss of memory, loss of language capability or loss of motor skills. This can mainly be attributed to the degradation of brain material. The exact mechanism of the development of AD still has to be explored. Nowadays, it is widely accepted that the amyloid beta peptide (Aβ) is the main actor in the formation of AD. Aβ is a cleavage product of the amyloid precursor protein. Depending on the exact cleavage site, different isoforms evolve. In this work, we studied Aβ_{42}, an isoform with 42 amino acids. Due to their toxicity, research has mainly focused on aggregates of the Aβ_{42} and correspondingly there is only little known about Aβ_{42} monomers. This can mainly be attributed to the high aggregation propensity of the Aβ_{42} monomer which also makes studies on monomers challenging. Common techniques like NMR or X-ray diffraction usually fail to elucidate the monomer structure in purely aqueous solution. Structural information of monomeric Aβ_{42} is only obtainable in pure hexafluoroisopropanol [3] or in aqueous solutions of hexafluoroisopropanol [4] or trifluoroethanol [5]. However, these conditions are far from being physiological. It is suggested that Aβ monomers might exist in different conformations [6] and that they adopt β-sheet conformation prior to aggregation [7]. However, there is no substantial experimental evidence due to the previously stated difficulties in working with Aβ. Understanding possible structural conversions of Aβ monomers is of high importance since it might help to elucidate structural elements which make the monomer more prone to aggregation and thus more prone to form (toxic) oligomers. In this work, we implement and apply fluorescence fluctuation spectroscopy (FFS), especially fluorescence correlation spectroscopy (FCS), in order to get insights into unfolding mechanisms of monomeric Aβ_{42}. FFS is well-suited to study Aβ_{42} monomers since measurements are typically performed at nanomolar concentrations. These concentrations not only favour Aβ monomers, but are close to in vivo concentrations of Aβ [8].
of high laser intensity and subsequently emits bunches of photons. This occurs manifold in a sm fluorescence experiment. Usually, a subsequent burst selection is intended to extract those data subsets that belong to fluorescence counts and to reject background counts. Analysis of fluorescence bursts can give valuable insights on heterogeneities and dynamics of fluorescently labeled proteins or nucleic acids [9]. Several burst identification procedures are described in the literature [10–15]. However, most of them perform the burst identification on intensity information, and in part with a questionable threshold on the intensity trace. Only recently a burst identification method was published based on fluorescence lifetime information [15, 16] and applying Bayesian data analysis. Nevertheless, in this work the idea of Bayesian burst identification will be extended in a sense of using both types of information, intensity and lifetime information.
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2.1. Fluorescence

2.1 Fluorescence

2.1.1 Fundamentals of fluorescence

When a molecule absorbs a photon of wavelength $\lambda_{\text{abs}}$, it is excited from its electronic ground state $S_0$ to a higher excited state $S_1, \ldots, S_n$. The energy difference $\Delta E$ between these states, and thus the energy of the preceding photon, is related to the wavelength by the following equation:

$$\Delta E = \frac{hc}{\lambda} \tag{2.1}$$

Herein $h$ is the Planck constant and $c$ denotes the speed of light. The molecule rapidly loses energy through internal conversion (within picoseconds) and finally ends up in the first-excited state $S_1$. From here the energy can either further dissipate through internal conversion (IC), intersystem-crossing (ISC) or through emission of a photon with wavelength $\lambda_{\text{em}}$. This is referred to as fluorescence emission. Compared to the wavelength of excitation $\lambda_{\text{exc}}$, $\lambda_{\text{em}}$ is usually shifted towards higher wavelengths $\Delta \lambda = \lambda_{\text{em}} - \lambda_{\text{exc}} > 0$ (Stokes-shift, see figure 2.1 A). Resting times in the triplet state are usually on the order of microseconds, making the molecule unavailable for re-excitation during that time.

An important parameter in this context is the fluorescence quantum yield ($\phi_F$). It corresponds to the probability of receiving a fluorescence photon given an excitation has occurred. It is defined in the following way:

$$\phi_F = \frac{\text{# of emitted photons}}{\text{# of absorbed photons}} = \frac{k_F}{k_F + k_{\text{ISC}} + k_{\text{IC}}} \tag{2.2}$$

Herein $k_F$, $k_{\text{ISC}}$ and $k_{\text{IC}}$ denote the transition rates in the Jablonski scheme (figure 2.1 B). $\phi_F$ is a very important parameter when selecting a dye for fluorescence applications. For excellent dyes, the quantum yield often exceeds 90 %. In equation 2.2 the factor $\tau_F = \frac{1}{k_F+k_{\text{ISC}}+k_{\text{IC}}}$ is known as the fluorescence lifetime. It can be interpreted as the average time an experimenter has to wait to receive a fluorescence photon after the molecule has been excited. More about fluorescence lifetime is presented in section 2.1.2.
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Figure 2.1: (A) Excitation (blue line) and emission spectrum (green dotted line) of Alexa Fluor 488. Generally, the emission maximum is shifted towards higher wavelength compared to the excitation maximum (Stokes shift). (B) Jablonski diagram showing possible transitions from excited singlet states ($S_1$ to $S_n$) to the singlet ground state ($S_0$). The thick lines denote the electronic energy levels of the molecule. The thinner ones denote vibrational levels. The molecule absorbs (blue arrow, A) a photon of an appropriate wavelength and transits to an excited singlet state. Through internal conversion (IC) it relaxes quickly to the first excited singlet state. Furthermore, it can occupy a triplet state $T_1$ through intersystem crossing (ISC) or loose the energy via internal conversion or fluorescence (green arrow, F). If the molecule is in the triplet state, it can relax to the ground state via ISC or via emitting a phosphorescence photon (red arrow, P).

2.1.2 Fluorescence lifetime

For the moment, it will be assumed that an ensemble of fluorescent molecules of type $A$ is excited by an infinitely short pulse of light. At time zero $A^*_0$ denotes the number of molecules which are excited. To derive a general expression for the number of excited molecules at time $t$ we have to solve the differential equation:

$$\frac{dA^*(t)}{dt} = - (k_F + k_{isc} + k_{ic}) A^*(t) \quad (2.3)$$

By integration one obtains:

$$A^*(t) = A^*_0 \exp\left(- (k_F + k_{isc} + k_{ic}) t\right)$$

$$= A^*_0 \exp\left(- \frac{t}{\tau_F}\right) \quad (2.4)$$
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\[ \tau_F = \frac{1}{k_F + k_{isc} + k_{ic}} \]

is the lifetime of the excited state. It is not to be confused with the so-called natural lifetime \( \tau_N = \frac{1}{k_F} \). It can theoretically be calculated by the Strickler-Berg relation [17]. In order to transform equation 2.4 into an intensity \( I^*(t) \), it is multiplied by the rate at which fluorescence emission occurs, namely \( k_F \). As a result, the following equation is obtained:

\[ I^*(t) = k_F A_0^* \exp\left( -\frac{t}{\tau_F} \right) \]  (2.5)

The proportionality factor depends on experimental conditions such as detection efficiency, collection efficiency, etc. Gathering these parameters in a factor \( I_0 \), equation 2.5 can be written as:

\[ I(t) = I_0 \exp\left( -\frac{t}{\tau_F} \right) \]  (2.6)

Equation 2.6 is an example of a monoexponential fluorescence lifetime decay model. Very often the fluorescence decay has to be described by multiexponential decays. This is especially true for protein bound fluorophores. Thus, equation 2.6 can be generalised to:

\[ I(t) = \sum_{i=1}^{M} a_i \exp\left( -\frac{t}{\tau_{F,i}} \right) \quad \text{with} \quad \sum_{i=1}^{M} a_i = 1 \]  (2.7)

Since the laser pulse has a finite width and the detection system has a temporal jitter, the final decay model (2.7) needs to be convolved by the instrument response function (IRF). This leads to the following equation:

\[ I(t) = IRF(t) \otimes \sum_{i=1}^{M} a_i \exp\left( -\frac{t}{\tau_{F,i}} \right) \quad \text{with} \quad \sum_{i=1}^{M} a_i = 1 \]  (2.8)

Equation 2.8 is a general model function which is fitted to an experimental intensity decay by a maximum-likelihood estimator (MLE) or a nonlinear least-square procedure. For low photon counts, the MLE gives more reliable lifetime estimates [18].

2.1.3 Fluorescence anisotropy

Fluorescence anisotropy measurements analyse polarised emission light from fluorescent molecules. The orientation of the emission is defined relative to the orientation of the polarised excitation light. \( I_\parallel \) and \( I_\perp \) denote emission intensities which are parallel and
perpendicular to the polarisation of the incoming light, respectively. The definition of fluorescence anisotropy $r$ is given as follows:

$$r = \frac{I_{\parallel} - I_{\perp}}{I_{\parallel} + 2I_{\perp}}$$  (2.9)

The probability that a fluorophore absorbs (polarised) light depends on the orientation of its absorption transition moment relative to the direction of the electrical field vector of the excitation light (say both enclose an angle $\theta$). If both vectors are colinear ($\theta = 0$), the absorption probability is at a maximum. However, if both vectors are oriented perpendicularly to each other ($\theta = \pi/2$), the absorption probability drops to zero. In general, there are many fluorophores randomly distributed in an isotropic solution. Thus, there is a distribution of excited fluorophores which is equal to [19]:

$$p(\theta) = \cos^2(\theta) \sin(\theta)$$  (2.10)

Herein $\theta$ denotes the angle between the absorption transition moment and the $z$-axis, which is the axis of the incident (polarised) excitation light. This mechanism is called photoselection. From simple considerations (see e.g. [17]) one can also derive an expression for $I_{\parallel}$ and $I_{\perp}$ in terms of $\theta$:

$$I_{\parallel} = \frac{\pi/2}{0} p(\theta) \cos^2(\theta) d\theta$$  (2.11)

and

$$I_{\perp} = \frac{1}{2} \frac{\pi/2}{0} p(\theta) \sin^2(\theta) d\theta$$  (2.12)

Substituting equation 2.10 into the latter two equations returns:

$$I_{\parallel} = \int_0^{\pi/2} p(\theta) \cos^2(\theta) d\theta = \frac{1}{5}$$  (2.13)

and

$$I_{\perp} = \frac{1}{2} \int_0^{\pi/2} p(\theta) \sin^2(\theta) d\theta = \frac{1}{15}$$  (2.14)
Using these equations in the equation for the definition of the fluorescence anisotropy (equation 2.9), finally yields the following equation:

\[ r = \frac{2}{5} = 0.4 \]  

(2.15)

Equations 2.11 to 2.15 are only valid in case of a parallel absorption and emission moment. If this condition is not fulfilled and the transition moments enclose an angle \( \alpha \), then the anisotropy has to be corrected for this effect (see equation 2.16).

\[ r = \frac{2}{5} \left[ \frac{3 \cos^2(\alpha) - 1}{2} \right] \]  

(2.16)

\( r \) in equation 2.16 is often referred to as fundamental anisotropy. However, in the following I will use \( r_0 \) instead of \( r \) to denote the fundamental anisotropy. For many dyes \( \alpha \) is quite close 0 and thus their \( r_0 \) close to 0.4. \( r_0 \) can, for example, be determined in highly viscous solutions at low temperatures, where rotational motion is negligible.

Rotation and other processes can lead to fluorescence depolarisation. To follow these processes, time-resolved fluorescence anisotropy \( r = r(t) \) measurements can be applied. In order to obtain the anisotropy decay \( r(t) \), the intensity decays for the parallel \( I_\parallel(t) \) and perpendicular \( I_\perp(t) \) polarisation are needed. In general, these decays are multi-exponential due to an "overlay" of the fluorescence lifetime decay \( I(t) \), with the fluorescence anisotropy decay \( r(t) \) (equation 2.17 and 2.18).

\[ I_\parallel(t) = \frac{1}{3} I(t) [1 + 2r(t)] \]  

(2.17)

\[ I_\perp(t) = \frac{1}{3} I(t) [1 - r(t)] \]  

(2.18)

\( I(t) \) and \( r(t) \) themselves might be multiexponential (see section 2.1.2 for \( I(t) \)). Applying equations 2.17 and 2.18 we can redefine the anisotropy equation 2.9:

\[ r(t) = \frac{I_\parallel(t) - I_\perp(t)}{I_\parallel(t) + 2I_\perp(t)} \]  

(2.19)

Generally, \( r(t) \) is assumed to be multiexponential:

\[ r(t) = r_0 \sum_{i=1}^{M} a_i \exp \left( -\frac{t}{\rho_i} \right) \text{ with } \sum_{i=1}^{M} a_i = 1 \]  

(2.20)
where $\rho_i$ denotes a rotational correlation time and $a_i$ the amplitude of the exponential term. Usually, there are several ways of how to analyse experimental time-resolved fluorescence anisotropy data:

1. The experimental decay $r(t)$ is calculated from the measured decays $I_\parallel(t)$ and $I_\perp(t)$ via equation 2.9 and is fitted to the model in equation 2.20.

2. Measured decays $I_\parallel(t)$ and $I_\perp(t)$ are fitted in a global manner.

3. The experimental sum and the difference in equation 2.19 are fitted in a global manner.

Option 3 was used to obtain the rotational correlation times and amplitudes of the anisotropy decays in this work.

### 2.1.4 Fluorescence fluctuation spectroscopy

In fluorescence fluctuation spectroscopy (FFS), fluorescent particles diffuse in and out of a tiny observation volume (on the order of 1 fl) which gives rise to fluctuations in the fluorescence signal (see figure 2.2).

![Figure 2.2](image)

**Figure 2.2**: Fluorescent particles traverse the observation volume and give rise to fluorescence intensity fluctuations. A big number of particles in the observation volume gives rise to low intensity fluctuation amplitudes (**A**). A small number of molecules in the observation gives rise to high intensity fluctuation amplitudes (**B**).
A prerequisite for FFS is to have a concentration of fluorescent particles which is low enough to observe the fluctuations in the fluorescence intensity signal. If concentrations are too high the relative change of fluorescence intensity (fluctuation amplitude) is marginal. However, in the concentration regime in which only single molecules traverse the observation volume, the fluctuation amplitudes reach maximum values. Typical concentrations for FFS experiments are in the lower nanomolar range. Bright particles give rise to many photons during a transit while dim particles only emit a few photons. Thus, the fluorescence intensity signal contains information about the concentration, diffusion and photophysical properties of the fluorescent particles. In the following sections, a few methods will be described which are able to extract this information from the fluorescence intensity signal and which were applied in this work.

2.1.4.1 Number and brightness analysis

To understand the basic idea behind the number and brightness (N&B) analysis method we take a closer look at figure 2.3. The left-hand side of (A) and (B) shows two kinds of particles of different brightness. There are many dim particles in (A) and few bright particles in (B). As can be seen on the right-hand side, the average intensity is the same in both cases. However, the fluctuation amplitudes (deviation from the average intensity) differ. The bigger fluctuation amplitudes in (B) can, to some extent, be attributed to the much higher particle number fluctuations. The magnitude of fluctuations can be described by the variance $\sigma^2$ of the intensity trace $I$:

$$
\sigma^2 = \frac{\sum_i (I_i - \langle I \rangle)^2}{M} = \frac{\sum_i (\delta I_i)^2}{M} = \langle \delta I_i \cdot \delta I_i \rangle
$$

(2.21)

Herein $M$ denotes the total number of bins in the intensity trace. The last row of equation 2.21 plays a key role in fluorescence correlation spectroscopy (see section 2.1.4.3, especially equations 2.56 and 2.57\(^1\)). With these equations in mind and some further algebra, it can be shown that:

$$
\sigma^2 = \frac{\langle I \rangle^2}{N}
$$

(2.22)

where $N$ and $\langle I \rangle$ denote the average number of molecules in the observation volume.

\(^1\)Therein $I_i$ is denoted with $I(t)$; equation 2.21 is a special case of equation 2.57 for $\tau = 0$
and average intensity, respectively. The average intensity itself is a function of the average number of molecules and their brightness $Q$, i.e. the number of photons per molecule for a given time interval.

$$
\langle I \rangle = \frac{\sum I_i}{M} = QN
$$

Figure 2.3: Many dim molecules present in the observation volume lead to tiny fluctuation amplitudes around the average intensity (--) (A). A few bright molecules present in the observation volume lead to big fluctuation amplitudes (B). Although the average intensity is the same in both cases, the distribution of fluctuation amplitudes (↑) is much bigger in (B). The N&B method uses the information about the average intensity and the variance in the fluctuation amplitudes to extract the number and brightness of molecules present in the observation volume.

Thus, calculating the first ($\langle I \rangle$) and second moment ($\sigma^2$) of an intensity trace gives information about the average number of molecules in the observation volume and their brightness:

$$
N = \frac{\langle I \rangle^2}{\sigma^2} \quad Q = \frac{\sigma^2}{\langle I \rangle}
$$
Accounting for detector shot noise and background

Not only particle number fluctuations but also detector shot noise contributes to the overall variance $\sigma^2$. If it is assumed that the number of photon counts at the detector is Poissonian distributed, then the variance $\sigma^2_{\text{det}}$ contributed by the detector is given by:

$$\sigma^2_{\text{det}} = \langle I \rangle = QN$$

(2.25)

This is due to the fact that the variance is equal to the mean for a Poissonian distribution. Thus, we end up with the following expression for the overall variance $\sigma^2$:

$$\sigma^2 = \sigma^2_D + \sigma^2_{\text{det}} = (Q + 1)\langle I \rangle$$

(2.26)

where $\sigma^2_D$ is the variance due to particle number fluctuations. Using equation 2.26 we can correct $N$ and $Q$ from equation 2.24 [20]:

$$N = \frac{\langle I \rangle^2}{\sigma^2 - \langle I \rangle} \quad Q = \frac{\sigma^2 - \langle I \rangle}{\langle I \rangle}$$

(2.27)

To correct for background contributions (e.g. dark counts, scatter or fluorescence) whose mean intensity is given by $\langle I_{\text{Bg}} \rangle$, $\langle I \rangle$ can be rewritten (see equation 2.28, and reference [21])

$$N = \frac{(\langle I \rangle - \langle I_{\text{Bg}} \rangle)^2}{\sigma^2 - \langle I \rangle} \quad Q = \frac{\sigma^2 - \langle I \rangle}{\langle I \rangle - \langle I_{\text{Bg}} \rangle}$$

(2.28)

In general $Q$ is normalised onto the bin-time $T$, which is used to generate the intensity trace:

$$\varepsilon = \frac{Q}{T}$$

(2.29)

$\varepsilon$ is often referred to as the molecular brightness. It plays a key role in photon counting histogram analysis (see section 2.1.4.2).
Bin-time correction

Generally, neither \( N \) nor \( \varepsilon \) is independent of the bin-time \( T \). As the bin-time increases, \( N \) increases and \( \varepsilon \) decreases. In order to correct for this binning effect, a binning function \( B_2(T) \) is given as follows [22]:

\[
B_2(T) = 2 \int_0^T G(\hat{\tau})(T - \hat{\tau})d\hat{\tau}
\]

(2.30)

Herein \( \hat{\tau} = \tau/\tau_{\text{diff}} \) denotes the scaled correlation time and \( G(\hat{\tau}) \) denotes the correlation function (see e.g. equation 2.65). To obtain bin-time independent parameter estimates, one finally has to multiply (divide) \( N \) (\( \varepsilon \)) with (by) the bin-time correction factor. The same applies to \( N \) and \( \varepsilon \) estimates from photon counting histogram analysis (section 2.1.4.2).

### 2.1.4.2 Photon Counting Histogram (PCH)

Assume a fluorescent particle is immobilised at a position \( r_1 \). In this case, the detector only receives photons from this position. Under the assumption that photophysical processes (e.g. excitation and emission cycles) are much faster than the time between two different photons, the emitted intensity is constant \( I(t) = \bar{W} \). Then the number of photon counts \( k \) for a given sampling interval \( T \) at the detector follows a Poisson distribution:

\[
p(k) = \text{Poi}(k, \bar{W}) = \left( \eta_D \bar{W} \right)^k \frac{\exp \left( -\eta_D \bar{W} \right)}{k!}
\]

(2.31)

Herein \( \eta_D \) denotes the detection efficiency of the detector. In case the fluorescent particles are not immobilised, the intensity at the detector is not constant. It rather fluctuates due to Brownian motion \(^2\). This leads to an additional broadening of the resulting distribution (super-Poissonian). The corresponding equation was given by Mandel [23]:

\[
p(k) = \int_0^\infty \text{Poi}(k, I(t))p(I(t))dI(t) = \int_0^\infty \left( \eta_D I(t) \right)^k \frac{\exp \left( -\eta_D I(t) \right)}{k!}p(I(t))dI(t)
\]

(2.32)

\(^2\)PCH measurements are usually performed with low laser intensity to avoid triplet processes since these are another source of fluctuations
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The explicit dependence of $p(k)$ on the sampling interval $T$ is skipped here but has to be kept in mind. In case $T$ approaches infinity, the fluctuations average out ($p(I(t)) \to \delta(W-W)$) and the resulting distribution $p(k)$ becomes a Poisson distribution (see equation 2.31). Thus, $T$ has to be chosen short enough to track the intensity fluctuations. However, if $T$ is too short, the PCH becomes count limited and reliable parameter estimates cannot be obtained.

In the following, it will be shown how to relate Mandel’s formula to the average number of molecules in the observation volume and brightness. A particles’ fluorescence intensity, reaching the detector, is proportional to the laser excitation profile. For one-photon excitation this can be approximated by a three-dimensional Gaussian:

$$\text{PSF}(r) = \frac{I(x, y, z)}{I_0} = \exp\left(-2\frac{x^2 + y^2}{\omega_{xy}^2} - 2\frac{z^2}{\omega_z^2}\right)$$ (2.33)

Equation 2.33 is the so-called point spread function, i.e. the (normalised) laser intensity profile. $\omega_{xy}$ and $\omega_z$ denote a lateral and axial radius of the laser beam, respectively. The fluorescence intensity $I(t)$ reaching the detector is proportional to the excitation intensity:

$$I(t) = \varepsilon \text{PSF}(r)$$ (2.34)

The proportionality constant $\varepsilon$ denotes the brightness of the molecule. It is proportional to the excitation intensity $I_0$ at the center of the PSF:

$$\varepsilon = I_0 \Phi$$ (2.35)

where $\Phi$ is a parameter incorporating the excitation probability of the molecule, its fluorescence quantum yield and instrument-related parameters such as the quantum yield of the detector ($\eta_D$, see equation 2.31 and 2.32). Mathematically, equation 2.34 is the transformation of a random variable $r$, which creates a new random variable $I(t)$. The function performing this transformation is given on the right-hand side. To obtain the probability distribution function (pdf) of $I(T)$ ($p(I(t))$) one can make use of the transformation property of random variables. Generally, if two random variables $X$ and $Y$ are connected via a transformation $Y = T(X)$ and the pdf of $X$ is $p_X(x)$, it can be shown that the pdf of $Y$, $p_Y(y)$, can be obtained as [24]:

$$p_Y(y) = \int p_X(x) \delta(T(x) - y) dx$$ (2.36)

If we identify $y$ with $I(t)$, $x$ with $r$ and $T(x)$ with $\varepsilon \text{PSF}(r)$, then we can rewrite equation 2.36:
\[ p(I(t)) = \int p(r) \delta(\varepsilon_{PSF}(r) - I(t)) dr \quad (2.37) \]

\( p(r) \) is the probability to find the molecule at a position \( r \). If the molecule is confined within some volume \( V \), the probability to find the molecule at a specific position is equal to \( p(r) = \frac{1}{V} \). Using the \( p(I(t)) \) of equation 2.37 in Mandel’s formula (equation 2.32) we obtain:

\[ p(k|\varepsilon) = \frac{1}{V} \int_0^\infty \frac{(I(t))^k}{k!} \exp\left(-\frac{I(t)}{V}\right) p(r) \delta(\varepsilon_{PSF}(r) - I(t)) dI(t) dr \]

\[ = \frac{1}{V} \int_0^\infty \frac{(I(t))^k}{k!} \exp\left(-\frac{I(t)}{V}\right) p(r) \delta(\varepsilon_{PSF}(r) - I(t)) dI(t) dr \]

\[ = \frac{1}{V} \int_0^\infty \left( \varepsilon \exp\left(-\frac{2x^2+y^2}{\omega_x^2} - 2\frac{z^2}{\omega_z^2}\right) \right)^k \exp\left(-\varepsilon \exp\left(-\frac{2x^2+y^2}{\omega_x^2} - 2\frac{z^2}{\omega_z^2}\right)\right) dx \]

\[ = \frac{1}{V} \int_0^\infty \text{Poi}(k; \varepsilon_{PSF}(r)) dr \quad (2.38) \]

Here, the detection efficiency \( \eta_D \) from equation 2.32 is incorporated into the brightness \( \varepsilon \). Furthermore, we made use of the fact, that the order of integration of the double integral in the second row of equation 2.38 is interchangeable. The last row of equation 2.38 can further be evaluated analytically which finally gives the photon counting histogram (PCH) for a single molecule \( p^{(1)}(k) \) in terms of an incomplete gamma function \( \gamma(k, \varepsilon) \):

\[ p^{(1)}(k|\varepsilon) = \frac{\pi \omega_y^2 \omega_z^2}{V k!} \int_0^\infty \gamma(k, \varepsilon \exp\left(-2x^2\right)) dx, \text{ for } k > 0 \quad (2.39) \]

In case of \( N \) fluorescent molecules of the same kind being present in the solution, the intensity \( I(t) \) is the sum of intensities of all the \( N \) molecules. This means that \( I(t) \) is the sum of \( n \) random variables each having a distribution as given in equation 2.39. Therefore the probability distribution of \( N \) molecules giving exactly \( k \) photon counts is given by the convolution of \( N \) times the single particle PCH:

\[ p^{(N)}(k|\varepsilon) = \left[ \bigotimes_{i=1}^N p^{(1)} \right](k) \quad (2.40) \]

In general, the number of molecules in the observation volume changes due to Brownian motion. They are not confined within a given volume \( V \) as assumed before. The
distribution of the number of molecules in the observation volume is governed by a Poisson distribution with mean $\langle N \rangle$:

$$p(N|\langle N \rangle) = \frac{(N)^N \exp(-\langle N \rangle)}{N!}$$  \hspace{1cm} (2.41)

Thus the final photon counting histogram $P(k|\varepsilon, \langle N \rangle)$ for one species of molecules is a weighted average of the $N$-particle PCH with the number occupation distribution (equation 2.41):

$$P(k|\varepsilon, \langle N \rangle) = \sum_{N=0}^{\infty} p^{(N)}(k|\varepsilon)p(N|\langle N \rangle)dN$$  \hspace{1cm} (2.42)

The PCH model for an open system does not depend on the reference volume $V$ (see reference [25] for a detailed proof). In accordance with the convention used in fluorescence correlation spectroscopy (FCS, see section 2.1.4.3), the reference volume is chosen to be the volume of the point-spread function (PSF). Thus, $\langle N \rangle$ is also related to this volume and should return the same value as FCS analysis. In this case the Gaussian observation volume can be expressed in terms of the first- ($I_1$) and second integral ($I_2$) of the PSF:

$$V_{3DG} = \frac{I_1^2}{I_2} = \pi^\frac{3}{2}\omega_x\omega_y\omega_z$$  \hspace{1cm} (2.43)

Herein $I_1$ and $I_2$ are given by the following expressions:

$$I_1 = \int_V PSF(r)dr \hspace{1cm} I_2 = \int_V PSF^2(r)dr$$  \hspace{1cm} (2.44)

To obtain the PCH for 2 species with $\varepsilon_1, \langle N_1 \rangle$ and $\varepsilon_2, \langle N_2 \rangle$, respectively, the corresponding one species PCHs (equation 2.42) have to be convolved:

$$P(k|\varepsilon_1, \varepsilon_2, \langle N_1 \rangle, \langle N_2 \rangle) = P(k|\varepsilon_1, \langle N_1 \rangle) \otimes P(k|\varepsilon_2, \langle N_2 \rangle)$$  \hspace{1cm} (2.45)

**Gaussian approximation correction**

Huang et al. showed that the 3D-Gaussian approximation (equation 2.33) is rather inadequate to describe the PSF for one-photon excitation [26, 27]. They derived a semi-empirical correction procedure which takes into account out-of-focus emission. They used electromagnetic diffraction theory in order to calculate the actual observation volume profile and compared it to its 3D-Gaussian approximation. Furthermore they calculated the $j$-th integral (for $j = 1..7$, see also equation 2.38 and 2.43) of both the
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calculated and Gaussian observation volume profiles \( f_j \) and \( f_{3DG,j} \), respectively) and found that especially for \( j = 1 \) both differed tremendously. Let’s define the relative difference between \( f_j \) and \( f_{3DG,j} \):

\[
F_j = \frac{f_j - f_{3DG,j}}{f_{3DG,j}}
\]

(2.46)

These correction factors are further used in the equation for the reference volume:

\[
V = \frac{I_1^2}{I_2} = \frac{(1 + F_1)^2}{1 + F_2} V_{3DG}
\]

(2.47)

In order to incorporate this into the PCH model function, the exponential term in the second to last row of equation 2.38 is expanded into a Taylor-series:

\[
p(k|\varepsilon) = \frac{1}{V} \int_V \left( \varepsilon \exp \left( -2 \frac{x^2 + y^2}{\omega_{xy}^2} - 2 \frac{z^2}{\omega_z^2} \right) \right)^k \exp \left( -\varepsilon \exp \left( -2 \frac{x^2 + y^2}{\omega_{xy}^2} - 2 \frac{z^2}{\omega_z^2} \right) \right) dr
\]

\[
= \frac{\varepsilon^k}{V_k!} \int_V \text{PSF}(r)^k \exp (-\varepsilon \text{PSF}(r))
\]

\[
= \frac{\varepsilon^k}{V_k!} \int_V \text{PSF}(r)^k \sum_{j=0}^{\infty} \frac{(\varepsilon \text{PSF}(r))^j}{j!} dr
\]

\[
= \frac{1 + F_2}{(1 + F_1)^2 V_{3DG} k!} \sum_{j=0}^{\infty} \frac{(-1)^{j-k}}{(j-k)!} \frac{\varepsilon^j}{I_j}
\]

(2.48)

Herein \( I_j \) denotes the \( j \)-th PSF integral, i.e. \( I_j = \int_V \text{PSF}^j(r) dr \) To express the corrected PCH in terms of the PCH derived for the 3D-Gaussian one can first express the 3D-Gaussian PCH as follows:

\[
p_{3DG}(k|\varepsilon) = \frac{1}{V_{3DG} k!} \sum_{j=0}^{\infty} \frac{(-1)^{j-k}}{(j-k)!} \frac{\varepsilon^j}{I_{3DG,j}}
\]

(2.49)

Then the following expression gives the corrected PCH model:

\[
p(k|\varepsilon) = \frac{1 + F_2}{(1 + F_1)^2} \left( p_{3DG} + \frac{1}{k!} \sum_{j=k}^{\infty} \frac{(-1)^{j-k}}{(j-k)!} \frac{\varepsilon^j}{I_j} \right)
\]

(2.50)
As a first-order correction, all \( F_j \)-values with \( j > 1 \) equate to zero, which means that it is assumed that the higher-order integrals of the PSF are equal for the 3D-Gaussian case and the calculated case. This reduces equation 2.50 to:

\[
p(k|\varepsilon) = \begin{cases} 
\frac{1}{(1 + F_1)^2} \left( p_{3DG} + \frac{\varepsilon F_1}{\sqrt{8}} \right), & \text{for } k = 1 \\
\frac{1}{(1 + F_1)^2} p_{3DG}, & \text{for } k > 1 
\end{cases} \quad (2.51)
\]

In this work only a first-order correction was applied (see figure 2.4).

**Figure 2.4:** Photon counting histogram of Alexa Fluor 488 maleimide in water fitted with first-order out-of-focus correction (A) and without first-order out-of-focus correction (B). The reduced chi-squared values \( \chi_r^2 \) and weighted residuals (w. res.) show that the conventional PCH model (equation 2.42) derived for the 3D-Gaussian approximation to the observation is insufficient.

From a practical point of view, PCH analysis is usually limited to a maximum of two species, which already requires good data quality and incorporation of background information. The fitting is done with a downhill simplex minimising the reduced \( \chi^2 \)-squared value \( \chi_r^2 \) between experimental PCH \( \tilde{P}(k) \) and model PCH \( P(k|\varepsilon, \langle \mathcal{N} \rangle) \):
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$$\chi^2_r = \frac{\sum_{k=k_{\text{min}}}^{k_{\text{max}}}}{k_{\text{max}} - k_{\text{min}} - n_{\text{par}}} \left[ M \frac{P(k)-P(k_r,N)}{s} \right]^2$$

(2.52)

Herein $M$ is the total number of counts, $k_{\text{min}}$ and $k_{\text{max}}$ are the minimum and maximum counts, respectively. $s$ denotes the standard deviation and $n_{\text{par}}$ the number of fit parameters.

Since PCH analysis is done on intensity fluctuation data for a given (short) time interval $T$, it lacks information about diffusion. In the following section, it will be shown how to relate PCH analysis to the well-known fluorescence correlation spectroscopy (FCS).

As in the case of the N&B method one can correct for the bin-time effect. For more details see section 2.1.4.1.

2.1.4.3 Fluorescence Correlation Spectroscopy (FCS)

Assume a fluorescent molecule is found at position $r_1$. Then the probability to receive $k_1$ photons counts from that molecule is given by a Poisson distribution $p^{(1)}(k_1|\varepsilon, r_1) = \text{Poi}(k_1, \varepsilon \text{PSF}(r_1))$ as in the case of an immobilized molecule (see equation 2.31). The probability to diffuse from position $r_1$ to position $r_2$ within a time interval $\tau = t_2 - t_1$ is given by the solution of the diffusion equation and results in the Green function:

$$p(r_2|r_1, \tau) = \frac{1}{(4\pi D\tau)^{3/2}} \exp \left( -\frac{(r_1 - r_2)^2}{4D\tau} \right)$$

(2.53)

Furthermore, the probability to receive $k_2$ photon counts from position $r_2$ again is given by a Poisson distribution $p^{(1)}(k_2|\varepsilon, r_2) = \text{Poi}(k_2, \varepsilon \text{PSF}(r_2))$. Taken together, the joint probability to receive $k_1$ photon counts from position $r_1$, diffuse to position $r_2$ within time $\tau$ and receive $k_2$ photon counts from this position is then given by [28, 29]:

$$p(k_1, k_2|\tau, \varepsilon) = \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} p(r_2|r_1, \tau)p(r_1)\text{Poi}(k_1, \varepsilon \text{PSF}(r_1))\text{Poi}(k_2, \varepsilon \text{PSF}(r_2))dr_1dr_2$$

(2.54)

The formal definition of an expectation value of the product of two random variables, $k_1$ and $k_2$, finally shows the equality of the intensity- and photon count correlation function $\langle I(t)I(t+\tau) \rangle$, $\langle k(t)k(t+\tau) \rangle$, respectively (see also [29]):
\[ \langle k(t)k(t + \tau) \rangle = \sum_{k_1=0}^{\infty} \sum_{k_2=0}^{\infty} k_1 k_2 p(k_1, k_2 | \tau, \varepsilon) \]
\[ = \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} p(r_1) I(r_1) p(r_2 | r_1, \tau) I(r_2) dr_1 dr_2 \]
\[ = \langle I(t)I(t + \tau) \rangle \]

(2.55)

Here the fact that \( \sum_{k_i=0}^{\infty} k_i Poi(k_i, \varepsilon PSF(r_i)) = \langle k_i \rangle \) was used [25]. In addition the ergodic theorem was assumed to be valid which states that the time-average is equal to the ensemble average.

In the following an analytical expression for the second row in equation 2.55 will be derived.

In general, the time-dependent intensity \( I(t) \) can be described in terms of intensity fluctuations \( \delta I(t) \) around an average intensity \( \langle I \rangle \), namely \( I(t) = \langle I \rangle + \delta I(t) \). If this is inserted into the last row of equation 2.55, then the following expressions are equal:

\[ \langle I(t)I(t + \tau) \rangle = \langle (\langle I \rangle + \delta I(t)) (\langle I \rangle + \delta I(t + \tau)) \rangle \]
\[ = \langle I(t) \rangle^2 + \langle I(t) \rangle \langle \delta I(t) + \delta I(t + \tau) \rangle + \langle \delta I(t) \delta I(t + \tau) \rangle \]
\[ = \langle I(t) \rangle^2 + \langle \delta I(t) \delta I(t + \tau) \rangle \]

(2.56)

Dividing both sides of equation 2.56 by the average intensity squared \( \langle I(t) \rangle^2 \) gives the (normalised) autocorrelation:

\[ G(\tau) = \frac{\langle I(t)I(t + \tau) \rangle}{\langle I(t) \rangle^2} = 1 + \frac{\langle \delta I(t) \delta I(t + \tau) \rangle}{\langle I(t) \rangle^2} \]

(2.57)

However, the cross-correlation is correspondingly given by:

\[ G_{1,2}(\tau) = 1 + \frac{\langle \delta I_1(t) \delta I_2(t + \tau) \rangle}{\langle I_1(t) \rangle \langle I_2(t) \rangle} \]

(2.58)

Herein \( I_1(t) \) and \( I_2(t) \) denote intensities from detector 1 and detector 2. The average intensity \( \langle I(t) \rangle \) in equation 2.57 can be calculated by integrating equation 2.34 over the r-space:

\[ \langle I(t) \rangle_t = \langle I(r) \rangle_r = \int_{\mathbb{R}^3} \varepsilon PSF(r) dr \]

(2.59)
Here again the ergodic theorem was applied. Using this and equation 2.56 in the definition of the autocorrelation function (equation 2.57) finally gives:

\[
G(\tau) = \frac{1}{V} \varepsilon^2 \int \int_{\mathbb{R}^3} \int \int_{\mathbb{R}^3} \text{PSF}(r_1) \frac{1}{(4\pi D\tau)^2} \exp \left( -\frac{(r_1 - r_2)^2}{4D\tau} \right) \text{PSF}(r_2) dr_1 dr_2 \\
\]

\[
= \frac{1}{V} N \varepsilon^2 \int_{\mathbb{R}^3} \text{PSF}(r) dr \left[ \int_{\mathbb{R}^3} \text{PSF}(r) dr \right]^2
\]

(2.60)

Herein we set \( p(r) = 1/V \) and \( p(r_2|r_1, \tau) \) equal to Green’s function of diffusion (see also section 2.1.4.2). The number \( N \) of fluorescent molecules in the sample divided by the sample volume \( V \) is equal to the concentration \( c = \frac{N}{V} = \frac{N_{\text{PSF}}}{V_{\text{PSF}}} \) and equal to the number of molecules \( N_{\text{PSF}} \) in a subvolume \( V_{\text{PSF}} \) divided by this volume. \( V_{\text{PSF}} = \int_{\mathbb{R}^3} \text{PSF}(r) dr \) is often referred to as confocal volume.

\section*{1-focus FCS}

Performing the integral in the denominator of equation 2.60 gives the volume of the point spread function squared, which in case of a 3D-Gaussian PSF is given by

\[
\left[ \int_{\mathbb{R}^3} \text{PSF}(r) dr \right]^2 = \left[ \frac{\pi^{3/2} \omega_{xy}^2 \omega_z^2 8^{-1/2}}{2} \right]^2
\]

which, as a result, gives the following expression for \( G(\tau) \):

\[
G(\tau) = \gamma c V_{\text{PSF}} \int \int_{\mathbb{R}^3} \int \int_{\mathbb{R}^3} \text{PSF}(r_1) \frac{1}{(4\pi D\tau)^2} \exp \left( -\frac{(r_1 - r_2)^2}{4D\tau} \right) \text{PSF}(r_2) dr_1 dr_2
\]

(2.61)

In order to be consistent with most FCS literature [19] we use the effective volume \( V_{\text{eff}} \) instead of the confocal volume \( V_{\text{PSF}} \). This leads to the fact that one can skip the so-called gamma factor \( \gamma = 8^{-1/2} \). Performing the double integral in equation 2.61 for a 3D-Gaussian observation volume profile can be done analytically [30] and finally leads to the expression for the correlation function for one diffusing species:

\[
G(\tau) = \frac{1}{N_{\text{eff}}} \left( 1 + \frac{4D\tau}{\omega_{xy}^2} \right)^{-1} \left( 1 + \frac{4D\tau}{\omega_z^2} \right)^{-1/2}
\]

(2.62)

Herein \( N_{\text{eff}} \) denotes the average number of particles in the effective volume. Equation 2.62 is used to estimate the parameters \( \omega_{xy} \) and \( \omega_z \) in a calibration experiment. For that purpose, one performs a FCS measurement with a dye of known diffusion coefficient and fixes the \( D \) in equation 2.62 whereas \( \omega_{xy}, \omega_z \) and \( N_{\text{eff}} \) are variable fit parameters.
The correlation function $G(\tau)$ is often expressed in terms of the diffusion time $\tau_{\text{diff}}$ using the following expression:

$$D = \frac{\omega_{xy}^2}{4\tau_{\text{diff}}} \quad (2.63)$$

Thus, equation 2.62 can be rewritten as follows:

$$G(\tau) = \frac{1}{N_{\text{eff}}} \left(1 + \frac{\tau}{\tau_{\text{diff}}}ight)^{-1} \left(1 + \frac{\tau}{k^2\tau_{\text{diff}}}ight)^{-1/2} \quad (2.64)$$

Herein $k = \frac{\omega_z}{\omega_{xy}}$ is defined as the ratio of the axial to lateral beam waist of the 3D-Gaussian PSF (see equation 2.33). Another source of intensity fluctuations is triplet state dynamics, with typical decay times of a few microseconds. To account for these, one can simply add an expression including the amplitude $A_{\text{trip}}$ and the triplet decay time $\tau_{\text{trip}}$ as follows:

$$G(\tau) = \frac{1}{N_{\text{eff}}} \left[ \left(1 + \frac{\tau}{\tau_{\text{diff}}}ight)^{-1} \left(1 + \frac{\tau}{k^2\tau_{\text{diff}}}ight)^{-1/2} + A_{\text{trip}} \exp \left(-\frac{\tau}{\tau_{\text{trip}}}\right) \right] \quad (2.65)$$

Figure 2.5: Correlation curve of a measurement of AF488-C(0)Aβ42 monomers in 10 mM phosphate buffer (pH 7.4). The raw data was divided into 10 equal subsections which were correlated separately and then averaged (black dots, •). The errorbars at each data point represent the standard deviation from the 10 correlation curves. The appropriate fit (to equation 2.65) is shown in magenta in the same plot. Weighted residuals are shown in black in the lower panel.
An example of a correlation curve with the corresponding fit to equation 2.65 is shown in figure 2.5. This figure has a semilogarithmic $\tau$-axis which is common practice in FCS since correlations exist over several orders of magnitude. Correspondingly, the algorithm which is used to generate the correlation curves is based on a quasi-logarithmic $\tau$ scale. This so-called multi-tau algorithm [31] was implemented in MATLAB.

**Dual-focus FCS (2fFCS)**

2fFCS is based on two overlapping laser foci separated by a fixed shift distance $\delta$. This distance, once determined, is a very robust parameter and does not change with refractive index, cover slide thickness, laser intensity, etc. [32]. In order to incorporate the shift distance $\delta$ into the correlation model function, a modified PSF was developed by Dertinger et al. [33]. Based on a Gaussian-Lorentzian PSF each observation volume can be described by:

$$\text{PSF}(r) = \frac{\kappa(z)}{\omega(z)^2} \exp \left( -\frac{2}{\omega(z)^2} \left[ \left( x \pm \frac{\delta}{2} \right)^2 + y^2 \right] \right)$$

(2.66)

with

$$\omega(z) = \omega_0 \left( 1 + \left( \frac{\lambda_{\text{ex}}z}{\pi \omega_0^2 n} \right)^2 \right)^{1/2}$$

(2.67)

and

$$\kappa(z) = 1 - \exp \left( -\frac{2a^2}{R(z)} \right)$$

(2.68)

Therein $\lambda_{\text{ex}}$ denotes the excitation wavelength of the laser. $n$ denotes the refractive index of the immersion medium. $\omega_0$ is the radial beam waist. $a$ is the radius of the pinhole divided by the magnification [34]. $R(z)$ is given as follows:

$$R(z) = R_0 \left( 1 + \left( \frac{\lambda_{\text{em}}z}{\pi R_0^2 n} \right)^2 \right)^{1/2}$$

(2.69)

Therein $\lambda_{\text{em}}$ denotes the wavelength of maximum fluorescence emission. $R_0$ in equation 2.69 and $\omega_0$ in equation 2.67 are unknown model parameters which are fitted during the analysis. Using this PSF (equation 2.66) in equation 2.60 one finally obtains the following correlation function for diffusion:
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\[ G(\tau|\delta) = \frac{\varepsilon_1 \varepsilon_2}{4c} \sqrt{\frac{\pi}{D\tau}} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \frac{\kappa(z_1)\kappa(z_2)}{8D\tau + (\omega(z_1) + \omega(z_2))^2} \cdot \exp\left( -\frac{(z_2 - z_1)^2 2\delta^2}{4D\tau (8D\tau + \omega(z_1)^2 + \omega(z_2)^2)} \right) \, dz_2 \, dz_1. \] (2.70)

The integrations are not tractable analytically and have to be done numerically. Two different brightness values are used in equation 2.70 to account for different detection efficiencies for each observation volume. When \( \delta \) is set to zero, equation 2.70 describes the diffusion fit model for the autocorrelation curves. When it is fixed to the known shift distance it describes the diffusion fit model for the cross-correlation curve for both observation volumes. Thus, in comparison to 1fFCS, 2fFCS can fit four correlation curves in a global manner, namely two autocorrelation curves and two cross-correlation curves (see figure 2.6).

![Figure 2.6: Auto- and cross-correlation curves obtained in dual-focus FCS. The inset shows two overlapping observation volumes separated by a (known) distance \( \delta \). Two autocorrelation curves are obtained when correlating photons originating from each of the observation volumes separately (\( \triangledown, \Box \)). Two cross-correlation curves are obtained by correlating photons from one observation volume with photons from the other observation volume and vice versa (\( \circledast, \bigodot \)). In contrast to 1fFCS, the diffusion coefficient obtained from 2fFCS is an absolute quantity since no calibration is necessary.](image-url)
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Hydrodynamic parameters from FCS analysis

The diffusion coefficient $D$ is usually the parameter of interest when performing FCS analysis. For a given viscosity and temperature of the solution, $D$ is related to the Stokes radius $R_H$ by the Stokes-Einstein equation:

$$D = \frac{k_B T}{6\pi \eta R_H}$$

(2.71)

Herein $k_B$ denotes the Boltzmann constant, $T$ and $\eta$ are the absolute temperature and viscosity of the solution, respectively. $R_H$ is defined as the radius of a sphere with the same diffusion properties as the molecule under investigation. The assumption of a spherical molecule shape will be violated in almost any case of experimental interest. Many molecules can rather be approximated by a spheroid with symmetry axis ($a$) and transverse axis ($b$) (e.g. Lysozyme, see [35]). However, if a molecule is spheroidal, the apparent hydrodynamic radius $R_{\text{app}}$ (relative to the solid sphere) will depend on the axis ratio $p = a/b$. The relationship between $R_{\text{app}}$ and $p$ is given by Perrin’s equation [36] which is depicted in figure 2.7. It shall be noted, that Perrin’s equation solely considers geometrical aspects without taking into account the hydration shell. Nevertheless, figure 2.7 can be used to assess the effect of a non-spherical molecule geometry. In the range of $0.5 < p < 2$ the apparent hydrodynamic radius does not even change by 5%. As a result, approximating the shape as spherical is still a reasonable assumption within this $p$-range.

![Figure 2.7: Apparent hydrodynamic radius $R_{\text{app}}$ as a function of the axis ratio $p$. The solid black line was calculated according to Perrin’s equation [36]](image)

In the course of this thesis, I will often denote this as hydrodynamic radius.
2.2. Accessible volume simulation

An accessible volume (AV) simulation performs a geometric search of all possible positions of a dye attached to a macromolecule. Herein, the dye is approximated by a sphere of radius $R$ and a flexible linkage, which is assumed to be covalently bound to the macromolecule at a specific attachment point. The linker is parametrised by its width $w_{\text{linker}}$ and length $L_{\text{linker}}$. During the simulation, all positions which cause a steric clash (when the Van Der Waals volumes overlap) of either the dye or the linker with the macromolecule are rejected. In general, a typical dye has quite different spatial dimensions in the x-, y-, z-direction. To take this into account, three independent AV simulations are performed each with a different dye radius $R_i$ (see figure 2.8). The corresponding volumes are finally superimposed. Since the AV method is solely based on a geometric search algorithm and does not take into account any kind of interaction between the dye-linker and macromolecule (in contrast to MD simulations), it performs within a few seconds. For more details I refer to the following informative papers [37–39]. All positions which are accessible to the dye can be visualised by a so-called dye-cloud.

![Figure 2.8: Dye parameters for the accessible volume (AV) simulation. The fluorophore structure is approximated by a sphere of radius $R_i$. The dye is coupled to the protein via a flexible linker of effective length $L_{\text{linker}}$ and width $w_{\text{linker}}$. In order to take into account the different dimensions of the dye, a threefold simulation with three different dye radii $R_1, \ldots, R_3$ is performed. The resulting accessible volumes are subsequently superimposed (for details refer to [37]).]
2.3 Bayesian data analysis

2.3.1 Bayesian model inference

Bayesian data analysis is based on Bayes’s theorem:

\[ p(\theta|D, I) = \frac{p(D|\theta, I)p(\theta|I)}{p(D|I)} \]  

(2.72)

Herein \( D \) denotes the data that is received from an experiment, \( \theta \) denotes the hypothesis under which the data is assumed to have arisen. Some background information \( I \) is almost always implicitly given to the experimenter. \( p(D|\theta, I) \) is referred to as the likelihood. \( p(\theta|I) \) and \( p(D|I) \) denote the prior and evidence, respectively. Equation 2.72 transforms the likelihood, i.e. the probability of the data given the hypothesis, into a function of the hypothesis (posterior probability) given the data (see figure 2.9\(^4\)). The vertical bars in equation 2.72 indicate conditional dependencies of the corresponding probabilities. In this work, Bayesian model inference is applied in order

\(^4\)This example is from [40]
to compare different models $M$ with each other. Applying Bayes theorem we can calculate the probability of a model $M$ given a subset of data $D$ according to equation 2.73:

$$p(M|D) = \frac{p(D|M,I)p(M|I)}{p(D|I)} \quad (2.73)$$

where $p(M|I)$ and $p(M|D,I)$ denote the prior and posterior probability, respectively. $p(D|M,I)$ denotes the marginal likelihood of the data. It is calculated by averaging the (parameter) likelihood $p(D|\theta, M, I)$ over all model parameters $\theta$ weighted by their prior probability $p(\theta|M,I)$:

$$p(D|M,I) = \int_{\text{all } \theta} p(D|\theta, M, I)p(\theta|M,I)d\theta \quad (2.74)$$

$p(D|I)$ in equation 2.73 is called the evidence of the data and is calculated by summing the marginal likelihoods over all possible models, i.e. $p(D|I) = \sum_{j=1}^{m_j} p(D|M_j,I)p(M_j|I)$. In order to infer one of two competing models ($M_1$ and $M_2$) which most plausibly describe the data, the posterior ratio (posterior odds) can be used:

$$\frac{p(M_1|D,I)}{p(M_2|D,I)} = \frac{p(D|M_1,I)p(M_1|I)}{p(D|M_2,I)p(M_2|I)} \quad (2.75)$$

If equal model priors $p(M_1) = p(M_2) = 0.5$ are applied, then model comparison breaks down to comparing the corresponding marginal likelihoods $P(D|M_1,I) = \int_{\theta_1} p(D|\theta_1, M_1)p(\theta_1|M_1)d\theta_1$ and $P(D|M_2,I) = \int_{\theta_2} p(D|\theta_2, M_2,I)p(\theta_2|M_2)d\theta_2$. Depending on the number of parameters $\theta$, these integrals can become high-dimensional. However, a Laplace approximation was applied to deal with this problem (see section 2.3.2).

### 2.3.2 Laplace approximation of the evidence

If the likelihood function $p(D|\theta, M, I)$ (equation 2.74) is not given in an explicit form or/and the parameter space is high dimensional, the evidence has to be calculated numerically. There exist various methods to deal with the integral in equation 2.74 ranging from (analytical) approximations to Monte-Carlo methods. However, since Monte-Carlo methods are very time-consuming, we chose the Laplace approximation as the method of choice to calculate the marginal likelihood. In order to apply Laplace’s
approximation to equation 2.74, it is assumed that the likelihood function \( p(D|\theta, M, I) \) is highly peaked around its maximum \( \hat{\theta} \) and that the prior is very flat (almost constant) over the parameter space. Then the peak might be approximated by a Gaussian function [41]:

\[
p(D|\theta, M, I) = p(D|\hat{\theta}, M, I) \exp \left( -\frac{(\theta - \hat{\theta})^2}{2\delta \theta^2} \right)
\]  

Herein \( p(D|\hat{\theta}, M, I) \) denotes the maximum of the likelihood. \( \delta \theta \) is the standard deviation of the Gaussian which is usually a function of the number of elements in the data vector \( D \) (see also figure 2.9). It is equal to the uncertainty of the parameter estimate \( \hat{\theta} \). If we further assume that the prior is constant \((\neq 0)\) within the range \( \theta_{\text{min}} \leq \theta \leq \theta_{\text{max}} \) and zero otherwise, we can simplify equation 2.74 to:

\[
p(D|M, I) = p(D|\hat{\theta}, M, I) \int_{\theta_{\text{min}}}^{\theta_{\text{max}}} \exp \left( -\frac{(\theta - \hat{\theta})^2}{2\delta \theta^2} \right) d\theta
\]  

Equation 2.77 calculates the marginal likelihood for a one-dimensional parameter space. However, it can be generalised to a multidimensional parameter space (using a more general prior \( p(\theta|M, I) \)) [40]:

\[
p(D|M, I) = p(D|\hat{\theta}, M, I)p(\theta|M, I)\text{det}^{-1/2} \left( \frac{A}{2\pi} \right)
\]  

Herein \( A \) denotes a \( n \times n \) Hessian matrix with \( \text{dim}(A) = \text{dim}(\theta) \). Equation 2.78 plays an important role for our development of a Bayesian burst identification method (see section 4.9).
2.4 Biochemical principles

2.4.1 Alzheimer’s disease

About 46 million people worldwide suffer from dementia [1], most of them suffer from Alzheimer’s disease (AD) [2]. Alois Alzheimer, a German psychiatrist, published a paper about "an unusual illness of the cerebral cortex" (free English translation, see [42]) in 1907. This is why he is attributed to have discovered the disease and why it is called Alzheimer’s disease today. Alzheimer discovered post-mortem that his patients’ brain was atrophic, i.e. that brain material was degraded. This continuous degradation of brain material (compare figure 2.10 A and B) is why AD patients suffer from loss of memory, loss of language ability and a deterioration of fine motor skills. In his paper, Alzheimer additionally describes the existence of fibrillar tangles inside of a cell and on its surface (figure 2.10 C). Intracellular tangles are usually composed of hyperphosphorylated tau protein, whereas extracellular tangles are mostly composed of amyloid fibrils. These are the two main histopathological criteria for the recognition of AD [43]. In 1984 Glenner and Wong discovered that the major component of amyloid fibrils is a low-molecular-weight peptide of about 4 kDa [44]. This peptide is now referred to as amyloid-β peptide (Aβ).

2.4.2 Amyloid-β peptide

Aβ is derived from the membrane-anchored amyloid precursor protein (APP) (see figure 2.10 D and [45]). β-secretase catalyses the cleavage of APP at the N-terminal part of the Aβ sequence whereas γ-secretase catalyses the subsequent cleavage of APP at the C-terminal part of the Aβ sequence. Depending on the exact cleavage site, the Aβ peptide evolves in different isoforms ranging from 38 to 43 amino acids [46]. The two most predominant ones are Aβ40 and Aβ42, respectively. Although the amount of Aβ42 is only 10 % of the amount of Aβ40, the former one is the more toxic species [6]. Furthermore, Aβ42 has a higher aggregation propensity compared to Aβ40.

There exist several hypotheses about the development of AD. However, the amyloid cascade hypothesis is one of the most accepted ones. It describes the evolution of Aβ oligomers and fibrils as an aggregation process of the peptides with each other. Initially, it was believed that the fibrils and fibrillar tangles cause the decline of neurons [47] whereas today it is mostly believed that oligomers are the predominant toxic species.
Figure 2.10: (A) Schematic representation of a healthy brain. (B) Schematic representation of a brain with advanced Alzheimer’s disease. (C) Fibrillar tangles (brown) outside of neurons in an AD brain are mainly composed of Aβ. (D) The Aβ peptide is derived from the membrane-anchored amyloid precursor protein (APP). Upon subsequent cleavage by β- and γ-secretase, the Aβ is released into the extracellular space. Monomeric Aβ might exist in different conformations whose tendency to form oligomers might differ substantially. (A,B,C) adapted from www.nia.nih.gov.
According to Tanford the term denaturation can be defined as a "major change from the original native structure, without alteration of the amino acid sequence, i.e. without severance of any of the primary chemical bonds which join one amino acid to another." [48]. Thus, any condition which induces a major conformational change of the native structure can be considered to be a denaturing condition. This can include changes in pH, ionic strength, temperature or the additions of chaotropic substances. Here the term denaturant is used for any substance or condition which promotes protein denaturation. Denaturations can be reversible or irreversible. This, mostly depends on the conditions that are applied to denature a protein. For example, denaturation of RNase T1 with 6 M GdnHCl is reversible but not if it is thermally denatured [49]. However, it has been demonstrated that temperature denaturation often does not lead to a complete denaturation. This among other things, is one reason why we chose chemical denaturation of Aβ_{42} with GdnHCl.

The thermodynamic stability of a protein conformation is determined by its free energy $\Delta G$. From basic thermodynamics the change of free energy $\Delta G$ is related to the change of entropy $\Delta S$ and to the change of enthalpy $\Delta H$ upon transition from the folded to the unfolded state by the following equation:

$$\Delta G = \Delta H - T \Delta S \quad (2.79)$$

In general, the entropy of the folded conformation of a protein is much smaller than for its denatured conformation. This fact is partially compensated by a decrease in enthalpy through pairing of amino acid side chains in the folded state. In the unfolded state, even hydrophobic amino acids are exposed to the solvent. Since water molecules are not able to form hydrogen bonds with these residues, they strengthen their hydrogen network with neighbouring water molecules. This effect is often referred to as hydrophobic effect. It leads to a decrease in entropy and enthalpy of the water molecules. Similarly, the hydrophilic backbone of the protein is more exposed to the solvent in the denatured state. The backbone can accept or donate hydrogen bonds and share with water molecules. This leads to a decrease in entropy of the solvent. Conversely, the folding process releases water molecules which leads to an increase in the entropy of water. This compensates for the loss of conformational entropy of the protein. There is an ongoing debate about how denaturants affect proteins. On the one hand, they could change the solvent properties and, on the other hand, they could interact with the protein itself. Nevertheless, in the following it will be assumed that the protein/peptide can exist in a native conformation $N$ which is distinct from its denatured or unfolded conformation $U$. The denatured conformation can be induced
by denaturants which, especially for small proteins, often leads to a two-state unfolding process [49].

### 2.4.4 Two-state unfolding of proteins

The "chemical" equation which describes the unfolding process is given as follows:

\[ N \overset{k_U}{\underset{k_N}{\rightleftharpoons}} U \tag{2.80} \]

One has to choose an appropriate technique to follow structural conversions from \( N \) to \( U \). Here, it will be assumed that the measurement variable \( S \) (not to be confused with entropy), obtained from the corresponding technique, is a linear combination of the signal of the native and the unfolded conformation respectively.

\[ S = \alpha_N S_N + \alpha_U S_U = \alpha_N S_N + (1 - \alpha_N) S_U \tag{2.81} \]

Herein \( f_N = \frac{[N]}{[N]+[U]} \) and \( f_U = \frac{[U]}{[N]+[U]} \) denote the fractions of the native and unfolded conformation, respectively. With some basic arithmetics it can be shown, that the equilibrium constant \( K \) of the reaction in equation 2.80 is given by:

\[ K = \frac{[U]}{[N]} = \frac{\alpha_U}{\alpha_N} = \frac{1 - \alpha_N}{\alpha_N} \tag{2.82} \]

Solving equation 2.82 for \( \alpha_N \) we obtain:

\[ \alpha_N = \frac{1}{1 + K} \tag{2.83} \]

\( K \) is related to \( \Delta G \), the difference of the Gibbs free energies of the unfolded and folded state (see figure 2.11), by the following equation:

\[ K = \exp \left( -\frac{\Delta G}{RT} \right) \tag{2.84} \]

Thus, \( \alpha_U = 1 - \alpha_N \) is found to be:

\[ \alpha_U = \frac{\exp \left( -\frac{\Delta G}{RT} \right)}{1 + \exp \left( -\frac{\Delta G}{RT} \right)} \tag{2.85} \]
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![Diagram of energy diagram for protein unfolding and folding](image)

**Figure 2.11:** Schematic representation of an energy diagram of a two-state unfolding transition of a protein. The Gibbs free energy $\Delta G$ denotes the difference between the Gibbs free energy of unfolding and the Gibbs free energy of folding: $\Delta G = \Delta G_{\text{unfolding}} - \Delta G_{\text{folding}}$.

Using equations 2.84 and 2.85 in equation 2.81 we finally obtain:

$$S = \frac{S_N + S_U \exp\left(-\frac{\Delta G}{RT}\right)}{1 + \exp\left(-\frac{\Delta G}{RT}\right)} \quad (2.86)$$

### 2.4.4.1 GdnHCl unfolding

In this work we applied chemical denaturation of $\alpha\beta_{42}$ with guanidine hydrochloride (GdnHCl). The logarithm of $K$ ($\ln K$) is linearly dependent on the denaturant concentration in the transition region of the unfolding curve. If it is assumed that this dependency can be extrapolated to zero denaturant concentration, one obtains the linear-extrapolation model (LEM, see [50]). Thus, it is reasonable to assume that the free energy $\Delta G$ of the system depends linearly on the denaturant concentration $[D]$. According to this model, $\Delta G$ can be written as follows:

$$\Delta G = \Delta G_{H_2O} - m[D] \quad (2.87)$$

In equation 2.87, $\Delta G_{H_2O}$ denotes the free energy in the absence of denaturant. $m$ is a measure of cooperativity of the transition. Using equation 2.87 in equation 2.86 leads to the model which was used to fit the unfolding curves:
\[ S = S_N + S_U \exp \left( -\frac{\Delta G_{H2O} - m[D]}{RT} \right) \frac{1 + \exp \left( -\frac{\Delta G_{H2O} - m[D]}{RT} \right)}{1 + \exp \left( -\frac{\Delta G_{H2O} - m[D]}{RT} \right)} \] (2.88)

\( m \) is proportional to the change in the solvent accessible surface area \( \Delta SASA \) when going from the native to the denatured conformation. The solvent accessible surface area of an atom is typically defined in terms of the Van der Waals radius of the atom and the radius of the solvent molecule [51]. The empirical relation between \( m \) and \( \Delta SASA \) is reported in Myers et al. [52] and is shown in equation 2.89.

\[ m = (958 \pm 270) + (0.23 \pm 0.02) \Delta SASA \] (2.89)

I reanalysed the data from Myers et al. [52] in order to obtain the corresponding errors of the fit parameters (given in equation 2.89). However, there is a slight deviation in the intercept, namely 958 in contrast to their value of 953. But this is of minor importance due to its big error.
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3.1 Buffers

**Sodium phosphate buffer (1 M stock solution) pH 7.4**

0.06 M NaH$_2$PO$_4$ · H$_2$O  
0.94 Na$_2$HPO$_4$ · 2H$_2$O  
Remark: I use NaPi as a shorthand notation for sodium phosphate buffer

**6 M guanidine hydrochloride in 125 mM sodium phosphate buffer pH 7.4**

125 mM NaPi via dilution from 1 M NaPi stock solution  
6 M guanidine hydrochloride via dilution from 8 M guanidine hydrochloride stock solution

3.2 Chemicals

Water from a Merck Milli-Q water purification system  
Di-Sodium hydrogen phosphate dihydrate p.a., AppliChem  
Sodium dihydrogen phosphate monohydrate p.a., AppliChem  
Hexafluoroisopropanol (HFIP) ≤ 99.8 %, Sigma Aldrich  
Imidazole, Sigma Aldrich  
2-propanol p.a., VWR  
Phosphoric acid 85 % p.a., AppliChem  
Trifluoroacetic acid 99 %, Sigma Aldrich  
Tris(2-carboxyethyl)phosphin-hydrochloride (TCEP), Sigma Aldrich  
Acetonitrile HiPerSolv Chromanorm, HPLC grade, VWR  
Sodium hydroxide pellets leq 97.0 %, Sigma Aldrich  
8 M Guanidine-HCl solution, Thermo Scientific  
Alexa Fluor 488 maleimide, Life technologies  
Alexa Fluor 488 TFP ester, Life technologies  
Oregon Green 488 carboxylic acid, Life technologies  
AF488-C(0)Aβ$_{42}$ (Lot 3008845), Bachem (was used for a few experiments)  
Uvasol N,N-Dimethylformamide for Spectroscopy, VWR  
active carbon, VWR
3.3. Instruments

3.3 Instruments

Fluorimeter FP-6500, Jasco
Spectrophotometer V-650, Jasco
SpeedVac (AVC 2-18) with cold-trap LT-105, Christ
Hamilton syringes, Hamilton
Reaction tubes LoBind, Eppendorf
Pipettes, Eppendorf
Pipette tips, Eppendorf
Coverslips # 1, Menzel-Gläser (part of Thermo Scinetific)
384 Well Greiner Microplate, Greiner Bio-One
Superdex 75 3.2/300, GE Healthcare
Agilent HPLC 1260 Infinity, Agilent
Agilent HPLC 1100, Agilent
Zorbax-C8 semipreparative column, Agilent
Zorbax-C8 analytical column, Agilent
Hellmanex II, Hellma
Refractometer, Bausch & Lomb
Micro-Ostwald Viscosimeter, Lauda
Micro-Ostwald viscosimeter capillary Type I (filling vol. 2 ml), Lauda
Density meter DMA 5000, Anton Paar
JPK NanoWizard II AFM, JPK Instruments AG
MicroTime 200, PicoQuant
Home-built multiparameter single-molecule fluorescence detection setup composed of
(only main parts included):
Olympus IX 71 confocal microscope
Water-immersion objective UPlanApo 60x, Olympus
Blue laser diode LDH-P-C-470, PicoQuant
2 avalanche photo diodes MPD PDM, Micro Photon Devices

3.4 Software

MATLAB 2011b, The Mathworks
OriginPro 9.0G, OriginLab
Pymol, DeLano Scientific
FRET Positioning and Screening (FPS) software [37], Lehrstuhl für Molekulare
3.4. Software

Physikalische Chemie, Heinrich-Heine-Universität Düsseldorf
PSF Lab, The One Molecule Group (see [53])
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4.1 Recombinant expression of an Aβ42 cysteine variant

Remark: All of the molecular biological work was done by my previous master student Chris Cadek. Correspondingly, I will only briefly introduce the expression system. For details about the expression procedure, I refer to her work. The purification of the Aβ peptide is described as part of this work.

4.1.1 The expression system

Due to its high toxicity and aggregation propensity, expressing Aβ42 remains challenging. Several expression systems for Aβ42 are described in the literature which more or less try to circumvent this issue. E.g. Macao et al. coexpressed the Aβ42 with an affibody ligand [54]. This affibody binds Aβ with nanomolar affinity and consequently prevents its aggregation. However, the main weakness of this method is the existence of an additional N-terminal methionine at the N-terminus. Although Macao et al. showed that MAβ and Aβ are structurally almost equivalent, an additional methionine makes the corresponding MAβ42 even more susceptible to oxidation or chemical modification [55]. In order to express Aβ42 without N-terminal methionine, we adapted an expression system as described in Finder et al. [56] in which Aβ42 is part of a fusion protein whose fusion tag can be cleaved off. The fusion tag consists of tandem repeats of the hydrophobic NANP-unit which acts as a solubility tag.

\[
\text{H6 solubility tag cleavage site CAβ42}
\]

Figure 4.1: Schematic representation of the fusion protein used to express a cysteine variant of Aβ42. The fusion protein consists of a terminal hexahistidine tag (blue), a solubility tag NANP_{19} (magenta), a TEV cleavage site and the CAβ42 peptide (red). Spacer regions are shown in white.

I received the Ni-NTA pre-purified C(0)Aβ42 fusion protein (see figure 4.1) from my previous master student.
4.1. Reombinant expression of an $\mathrm{A}\beta_{42}$ cysteine variant

4.1.2 Choosing an appropriate cysteine mutation site

If the mutation site, and correspondingly the dye labeling position, is not chosen appropriately then the dye might have a strong influence on the structure of the peptide. Most of the commercially available $\mathrm{A}\beta_{42}$ dye-conjugates are labeled N-terminally. Furthermore, N-terminally labeled $\mathrm{A}\beta_{42}$ dye conjugates are reported to be able to form fibrils (see e.g. [57] and the discussion therein). Taken together, this indicates that the influence of the dye on the $\mathrm{A}\beta_{42}$ structure might be negligible when bound to the N-terminus. Thus, we finally decided to add a cysteine to the N-terminus in order to specifically label this position with Alexa Fluor 488 (AF488) maleimide.

4.1.3 $\mathrm{C(0)A}\beta_{42}$ purification using chromatographic methods

The basis of all chromatographic methods is the interaction of analytes in a mobile phase with a stationary phase. The strength of interaction depends on characteristics of the analyte like size (size-exclusion chromatography, SEC), hydrophobicity (reversed-phase high-performance chromatography, rp-HPLC) or affinity (Ni-NTA affinity chromatography). In the following, size-exclusion chromatography and reversed-phase chromatography will be described in more detail.

4.1.3.1 High-performance liquid chromatography (HPLC)

rp-HPLC applies a hydrophobic stationary phase and a more hydrophilic mobile phase. When analytes are applied to the column, two effects dominate the chromatographic process. First, adsorption of analytes occurs at the mobile phase|stationary phase interface. Second, dispersion of analytes occurs between those two phases which can be described by Nernst’s law. Each compartment of the column at which a concentration equilibrium occurs between analytes in the mobile and in the stationary phase is called a theoretical plate. The equilibrium constant depends, among other things, on the chemical nature of the analyte, as well as on the chemical nature of the stationary and mobile phase. Thus, it can be influenced by changes in the composition of the mobile phase.

rp-HPLC was applied for further purification of the $\mathrm{C(0)A}\beta_{42}$ fusion protein since after Ni-NTA chromatography it was still dissolved in 6 M GdnHCl. GdnHCl had to be removed prior cleavage with a TEV protease. The $\mathrm{C(0)A}\beta_{42}$ fusion protein was
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purified with an Agilent 1260 HPLC system and a mixture of 29 % AcCN in H₂O + 0.1 % TFA (isocratic conditions) and 80°C column temperature. These conditions were actually applied to all the HPLC separations described in this work. Depending on the type of separation, either analytical or semi-preparative, either an Agilent Zorbax-C8 analytical column was used or an Agilent Zorbax-C8 semi-preparative column. After purifying the C(0)Aβ42 fusion protein, the solubility tag was cleaved-off by a TEV protease (0.05 mol TEV per mol fusion protein) in 100 mM Tris-HCl buffer at pH 8 containing 50 mM TCEP. The reaction was performed over night at 4°C. This reaction mixture was then again applied to rp-HPCL (see figure 4.2). The more hydrophobic C(0)Aβ42 fusion protein elutes first and the cleaved C(0)Aβ42, which is more hydrophobic, elutes second. The C(0)Aβ42 was collected in Greiner tubes, subsequently lyophilised and stored at -80°C until further use. We performed MALDI-TOF mass spectrometry to confirm the molar mass of the C(0)Aβ42 peptide.

**Figure 4.2**: HPLC chromatogram of CAβ42 (second peak at about 11 minutes) and fusion tagged CAβ42 (first peak at about 8 minutes); the inset shortly summarizes the theory behind rp-HPLC. Hydrophobic analyte molecules (■) rather stay in the stationary phase while more hydrophilic analyte molecules (●) stay in the mobile phase and are thus more prone to be carried along.

4.1.3.2 Size-exclusion chromatography (SEC)

SEC is a technique which separates molecules according to their frictional coefficient [58]. If the SEC column is calibrated with appropriate proteins whose molecular weight is known and whose shape is similar to the shape of the unknown protein, SEC can be used to determine the molecular weight of that protein. The stationary phase is usually composed of spherical particles which are highly porous. Small particles are
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able to enter even small cavities whereas big particles pass the column bed without being retarded and can thus be found in the void volume. Each separation problem needs a corresponding SEC column with the appropriate column bed in order to separate within the molar mass range of interest. In this work, we used a Superdex 75 column (GE Healthcare) which is frequently applied to isolate Aβ_{42} oligomers and/or monomers (see e.g. [59]). An example of a separation of dye-labeled C(0)Aβ_{42} is shown in figure 4.3. The first peak (≈ 10 minutes) elutes in the void volume and can be attributed to oligomers. The second peak (≈ 14.5 minutes) can be attributed to monomeric Aβ_{42}. However, according to the column calibration, the second peak would correspond to a molecular weight of about 24 kDa. This discrepancy between the estimated and the nominal molecular weight is a known issue and, for example, discussed in a paper by Walsh et al. [59].

All SEC runs were done at a flow rate of 0.1 ml/min and at 4°C column temperature. Typically, we used NaPi buffer (pH 7.4) for elution. The elution buffer was freshly prepared and filtered through a 0.1 μm filter. The column was typically equilibrated with two column volumes (2x2.4 ml) of elution buffer ahead of the sample separation.

![SEC chromatogram of AF488-C(0)Aβ_{42}](image)

**Figure 4.3**: SEC chromatogram of AF488-C(0)Aβ_{42}. The peaks at about 10 and at 14.5 minutes correspond to oligomeric and monomeric species, respectively

Aβ_{42} monomerisation using SEC

The procedure described above was used to isolate monomeric C(0)Aβ_{42}. In order to increase the number of monomers we dissolved lyophilised C(0)Aβ_{42} in 6 M GdnHCl and subsequently applied this solution to the SEC system. A repeated separation of the collected monomer solution leads to a single peak indicating the absence of any detectable oligomers (data not shown). Using GdnHCl to solve the Aβ_{42} lead to a very low residual number of oligomers and to a high amount of monomers (figure 4.3).
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Obviously not all oligomers disassembled in high concentrations of GdnHCl which was also confirmed by AFM measurements (see figure 4.4). For the AFM measurement Aβ$_{42}$ oligomers and fibrils were preformed in NaPi buffer and GdnHCl was added to an aliquot after the incubation period (end concentration 5.5 M GdnHCl). The corresponding blank feed did not contain any GdnHCl. Both solutions were further incubated for one more hour and applied to the mica surface (for more details see section 4.5). Figure 4.4 A depicts a representative elevation profile of the sample without GdnHCl. Small oligomers are clearly distinguishable from protofibrils and fibrils. The height of oligomers is typically much smaller than 10 nm. However, fibrils and protofibrils can reach 10 nm height. Small oligomers disaggregate by the addition of GdnHCl while bigger oligomers, protofibrils and fibrils remain (4.4 B). This is in accordance with results reported by Ni et al. [60].

Figure 4.4: Representative AFM images of aggregated Aβ$_{42}$, where GdnHCl is absent in solution (A) and where GdnHCl was added to the solution after incubation (B).

4.2 Dye labeling of C(0)Aβ$_{42}$ with Alexa Fluor 488

The incorporated cysteine in the C(0)Aβ$_{42}$ sequence was used to specifically attach Alexa Fluor 488 maleimide (Invitrogen) to the N-terminus. The labeling reaction (see figure 4.5) was performed in NaPi containing 6 M guanidine hydrochloride (pH 7.4). The dye was added in fivefold molar excess compared to the C(0)Aβ$_{42}$. In order to keep the thiol groups in a reduced state or to reduce preexisting disulfid-bridged dimers, a tenfold molar excess of Tris(2-carboxyethyl)phosphin (TCEP) was added before the actual reaction. The reaction was performed at room temperature overnight.
Afterwards, the reaction mixture was applied to rp-HPLC to separate AF488-C(0)Aβ_{42} from non-bound dye.

\[
\text{Figure 4.5: Labeling reaction of C(0)Aβ_{42} with Alexa Fluor 488 maleimide}
\]

SDS-PAGE and MALDI-TOF MS confirmed the molar mass and purity of the AF488 labeled C(0)Aβ_{42} (see figure 4.6).

\[
\text{Figure 4.6: SDS-PAGE result of purified and AF488 labeled C(0)Aβ_{42}. The existence of a single band points to the high purity and the absence of residual free dye.}
\]

The peptide fraction was dried under vacuum and the aliquot was subsequently stored at -80°C until further use.

The coupling efficiency (CE) of AF488 was determined according to equation 4.1 and was found to be almost 100 % (93 %).

\[
\text{CE} = \frac{\varepsilon_{280}(\text{Protein})A_{\text{max}}}{(A_{280} - CF_{280}A_{\text{max}}) \varepsilon_{\text{max}}(\text{Dye})} \quad (4.1)
\]
4.3 Viscosity and density measurements

Viscosity measurements were performed with an Ostwald capillary viscosimeter. The Hagen-Poiseuille law allows to recover the dynamic viscosity $v$ of the fluid by the following equation:

$$v = \frac{\pi d^4 \Delta p t}{8 V l}$$  \hspace{1cm} (4.2)

Herein $d$ denotes the diameter of the capillary, $\Delta p$ denotes the pressure difference between the upper and lower mark, $V$ denotes the volume of the fluid in between the upper and lower mark. $l$ denotes the length of the capillary. $t$ denotes the time, that the fluid takes to elute the given volume $V$ between the marks. If $\Delta p$ is only due to height differences it can be equated to $\Delta p = \rho gh$, where $\rho$ is the density of the fluid, $g$ is the acceleration of gravity and $h$ is the height difference between the outlet of the capillary and the middle of the bulb containing the sample volume. Thus the following expression for the kinematic viscosity is obtained:

$$v = \frac{\pi d^4 \rho g h t}{8 V l}$$  \hspace{1cm} (4.3)

Equation 4.3 was derived for infinitely long capillaries. Thus, a correction has to be introduced (Hagenbach correction) in order to correct for finite capillary length:

$$v = \frac{\pi d^4 \rho g h t}{8 V l} - \frac{m V}{8 \pi l t}$$  \hspace{1cm} (4.4)

Herein $m$ is a dimensionless factor depending on the in- and outlet of the capillary. In order to obtain the kinematic viscosity $\eta$, the dynamic viscosity is divided by the density of the fluid $\eta = v/\rho$. All other variables but $t$ in equation 4.3 are constants. They can be combined to a constant $K$ which is specific for a given capillary.

$$\eta = K t$$  \hspace{1cm} (4.5)

Thus, in order to obtain $\eta$ for a given solution, it is simply necessary to measure the time $t$ the solution takes to run through the capillary. Viscosity measurements were performed with 9 different solutions ranging from 0 to 8 M GdnHCl at 23°C. Each solution was measured at least threefold and the corresponding dynamic viscosities were averaged. The data points (see figure 4.7) were fit to equation 4.6.
\[\eta = p_1 + 10^{-3} p_2 c_{\text{GdnHCl}}^{1/2} + 10^{-2} p_3 c_{\text{GdnHCl}} + 10^{-3} p_4 c_{\text{GdnHCl}}^2 + 10^{-3} p_5 c_{\text{GdnHCl}}^3 \]  \quad (4.6)

Equation 4.6 is based on a viscosity model equation in the software Sednterp [61]. All the \(p_i\) denote constants which were estimated by non-linear least-square fitting. \(c_{\text{GdnHCl}}\) is the GdnHCl concentration of the corresponding solution. However, the fit of the experimental data to this model is excellent with an \(R^2\) very close to 1 (\(R^2 = 0.9992\)). The following parameters were obtained:

<table>
<thead>
<tr>
<th>(p_1)</th>
<th>(p_2)</th>
<th>(p_3)</th>
<th>(p_4)</th>
<th>(p_5)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0103</td>
<td>35.189</td>
<td>0.188</td>
<td>9.429</td>
<td>1.203</td>
</tr>
</tbody>
</table>

Table 4.1: Parameters from the fit of the viscosity data in figure 4.7.

Figure 4.7: Viscosity measurements were performed on 9 different solutions ranging from 0 to 8 M GdnHCl. The data was fitted to an empirical equation 4.6. The viscosities of solutions with GdnHCl concentrations in between the fulcrums were estimated based on this equation.

However, density measurements were performed using a Density meter DMA 5000 (Anton Paar) which is based on the U-tube principle. All density measurements were performed at 23°C.
4.4 Time-resolved fluorescence measurements

Time-resolved fluorescence measurements were performed on a FluoTime 300 fluorescence spectrometer (PicoQuant, Berlin). The spectrometer is equipped with a supercontinuum laser (Solea supercontinuum laser) and a photon counting card (HydraHarp 400, PicoQuant, Berlin). The cuvette holder was tempered to 23°C. The excitation wavelength was set to 485 nm with the excitation bandpass filter set to 1.5 nm. However, the emission bandpass was set to 5.4 nm. For time-resolved fluorescence lifetime measurements, the detection polariser was set to 54.7° (magic angle condition). Under this condition, polarising effects vanish which would otherwise affect the lifetime decay. For time-resolved fluorescence anisotropy measurements, the detection polariser was set to 0° and 90°, respectively. Steady-state anisotropy measurements were performed on the same instrument. The fluorescence decays were subsequently fitted with custom-written MATLAB code. This code was kindly provided by the group of Professor Claus Seidel. The fluorescence lifetime decay was fitted to a biexponential function (see section 2.1.2). For time-resolved fluorescence anisotropy data analysis, the sum and difference curves (see section 2.1.3) were globally fitted, with the lifetimes fixed to the values which had previously been determined in the lifetime analysis.

4.5 Atomic force microscopy measurements

Atomic force microscopy is a powerful technique to perform imaging with high resolution. It is based on the interaction of an ultra-fine tip with atoms of the sample. This tip is part of the cantilever whose bending is monitored with the help of a laser (see figure 4.8). Therefore, the laser is reflected from the surface of the cantilever and subsequently detected by a quadrant detector (array of 4 photodiodes). The bigger the interaction between the tip and the sample surface, the bigger the bending of the cantilever. After calibration, the output signal of the quadrant detector can be used to obtain the vertical deflection of the cantilever (Δz). In this work, we applied AFM measurements were performed in constant force mode (contact mode), i.e. the force between the tip and the sample surface is kept constant while scanning the surface in two dimensions. According to Hooke’s law $F = k \Delta z$, where $k$ is the spring constant of the cantilever, this means that the z-direction permanently changes in order to maintain constant force conditions. Thus, it enables to obtain a z-profile over the xy-plane.
4.6 1fFCS unfolding measurements

1fFCS measurements were performed on a home-built confocal fluorescence detection setup (4.9) equipped with a pulsed laser diode (LDH-P-C-470, PicoQuant, Berlin). The laser light is forwarded into the microscope via a polarization maintaining optical fibre and a dichroic mirror (dichroic mirror z470/635, AHF Analysentechnik, Tuebingen). A water immersion objective (UplanApo 60x 1.2 W, Olympus, Melville, NY) focusses the laser beam into the sample solution where fluorescent molecules are excited. Fluorescence light is collected by the same objective in the reverse direction, passing through the dichroic mirror and focussed onto a pinhole of 100 μm diameter using a tube lens. A polarising beam splitter separates photons according to their polarisation. Each beam passes a bandpass filter (BrightLine 520/35, AHF Analysentechnik, Tuebingen) and is subsequently focussed onto a SPAD detector (PDM, MPD, Bolzano). The
detector output signals were fed into a photon counting card (SPC-150, Becker&Hickl, Berlin). For fluorescence correlation spectroscopy (FCS) analysis, the signals from both detectors were cross-correlated to remove detector artifacts such as afterpulsing. FCS measurements were performed in a 389 well-plate (384 Well Greiner Microplate, Greiner Bio-One, Frickenhausen) covered with foil to prevent solvent evaporation. The correction collar was adjusted to gain maximum intensity when measuring a concentrated solution (10 nM) of AF488. A laser power of about 20 μW was chosen to prevent triplet formation and saturation effects. The concentration of AF488C(0)Aβ42 was about 3 nmol/l. The correlation and the following fitting was performed using custom software written in MATLAB (The Mathworks, Natick, Massachusetts). A typical 1fFCS measurement contained more than 20 million detection events. This data was subsequently split into subpackages of 2 million events resulting in 10 correlation curves for each GdnHCl concentration. It was subsequently correlated using a custom-written multi-tau algorithm in MATLAB. Each correlation curve was fitted to a single species diffusion model (equation 2.64). For the purpose of calibration, the AF488 diffusion coefficients, needed to be recalculated with regard to the experimental conditions (temperature $T$ and viscosity $\eta$).

$$D_T = D_{\text{ref}} \frac{T_{\text{ref}} \eta_{\text{ref}}}{T \eta} \quad (4.7)$$

The reference conditions were $T_{\text{ref}} = 298.15 \, \text{K}$ and $\eta_{\text{ref}} = 8.90510^{-3} \, \text{mPa} \cdot \text{s}$, i.e. the conditions at which the diffusion coefficient of AF488 maleimide had previously been determined by 2fFCS.

### 4.7 2fFCS unfolding measurements

2fFCS measurements were performed on a MicroTime 200 (PicoQuant, Berlin) with dual-focus FCS option. Two perpendicular polarised laser beams are fed into a polarisation maintaining fibre and subsequently coupled into the microscope (Olympus IX 71). The setup uses pulsed (triggered) laser diodes in order to assign the emerging photons to their corresponding laser beam. Triggering is performed with laser driver electronics (Sepia II PDL 828, PicoQuant, Berlin). In the microscope, the laser beam is reflected by a dichroic mirror (z470/532/637rpc, AHF-Analysetechnik, Tuebingen) and forwarded towards a water-immersion objective (UPLSAPO 60xW, 1.2 N.A., Olympus, Melville, NY). A Nomarski prism (U-DICTHC, Olympus, Melville, NY) is placed in front of the objective in order to separate both laser beams according to their polarisation. This leads to two overlapping and laterally shifted laser foci in the focal plane of the objective. The lateral shift is very robust and allows to determine absolute
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Figure 4.9: Schematic illustration of the single-molecule fluorescence setup used for 1fFCS. Refer to the text for a detailed explanation.

diffusion coefficients [33]. Fluorescence photons are collected by the same objective in the reverse direction. They pass the dichroic mirror and are subsequently focused onto a 75 μm pinhole. Behind the pinhole, photons are equally divided into two beams by a 50 % beam splitter and finally each one is focused onto an avalanche photodiode (Micro Photon Devices, PDM series). Detector output signals are fed into a photon counting card (PicoHarp 300, PicoQuant). For more details about the instrumental setup refer to [62]. The resulting data is correlated and fitted using custom software written in MATLAB. For the correlation, the signals from both detectors are cross-correlated in order to remove detector artifacts such as afterpulsing.

A typical 2fFCS measurement contained more than 20 million detection events. This data was subsequently split into subpackages of 2 million events resulting in 10 correlation curves for each GdnHCl concentration. The resulting correlation curves were fitted to a one-component (see equation 2.70). In this work, 2fFCS measurements were performed in a custom-made sample cell with temperature control. This sample cell was designed in the group of Professor Walter Richtering [63]. The temperature was set to 23°C.
This section describes the basics of a procedure on how to simulate single-molecule fluorescence data based on time-correlated single photon counting [64]. These simulations can, for example, be applied in order to test different data analysis strategies. Additionally, comparing experimental results with simulation results can help to identify possible artifacts and their influence on data interpretation.

The data of our TCSPC photon counting card (see figure 4.9) is time-tagged and typically consists of two types of time information, namely micro- and macrotimes (figure 4.10). Microtimes denote the time-lag of an arrival event relative to the proceeding laser pulse. Macrotimes denote the time of an arrival relative to the start of the experiment. While the former can be used to extract fluorescence lifetime information, the latter can be used to extract intensity information. Microtimes can simply be generated by sampling the arrival times $\Delta t$ from an appropriate distribution. Microtimes for scatter counts, for example, are sampled from the instrument response function (IRF). Those for dark counts are sampled from a uniform distribution. However, fluorescence counts are sampled from a distribution which is given by the convolution of the IRF with the fluorescence decay model, e.g. a monoexponential function (see also section 2.1.2).

Simulating macrotimes is more demanding since they need to contain information about diffusional and photophysical processes (such as triplet state). In what follows, we will give a short overview of the simulation system and describe how to simulate macrotimes.

Simulations were done in a box with periodic boundary conditions and whose edge lengths were $L_x, L_y, L_z$. At time zero $N_{\text{box}}$ particles were uniformly distributed over...
the box volume $V_{\text{box}} = L_x L_y L_z$. $N_{\text{box}}$ is related to the average number of molecules in the effective volume ($N_{\text{PSF}}$, known from fluorescence correlation spectroscopy or photon counting histogram) by the following relation:

$$N_{\text{box}} = \left\lceil \frac{V_{\text{box}}}{V_{\text{PSF}}} N_{\text{PSF}} \right\rceil$$  \hspace{1cm} (4.8)

In equation 4.8 $\left\lceil \ldots \right\rceil$ denotes rounding towards the next integer, $V_{\text{PSF}}$ denotes the effective volume. The position $r_i$ for each particle $i$ is given by a three-dimensional vector $r_i = [x_i, y_i, z_i]$. At each time-step $\Delta t$ a random walk was simulated by adding a normally distributed random number with a mean of zero and a standard deviation equal to $\sqrt{2D\Delta t}$ to $r_i$. Typically, a time-step of $\Delta t = 10^{-6}$ s was used. The number of photons $F_i$ emitted by a particle $i$ was sampled from a Poisson distribution

$$F_i \sim \text{Poi}(\varepsilon_i \Delta t \text{PSF}(r_i))$$  \hspace{1cm} (4.9)

Herein PSF($r_i$) is given by equation 2.33. $\varepsilon_i$ denotes the molecular brightness of particle $i$. Background counts were also sampled from a Poisson distribution but in contrast to fluorescence photons, background counts do not show any dependence on $r$. Therefore, they are given by:

$$F_{\text{bg}} \sim \text{Poi}(\lambda_{\text{bg}} \Delta t)$$  \hspace{1cm} (4.10)

Herein $\lambda_{\text{bg}}$ denotes the background countrate (in seconds). The background was simulated as scatter- and dark counts. The $j$-th macrotime $\tau_j$ was generated according to:

$$\tau_j = j \cdot \Delta t$$  \hspace{1cm} (4.11)

To include the effect of triplet-state dynamics, i.e. the transition from $S_1 \rightarrow T_1$ and from $T_1 \rightarrow S_1$, a state-vector $\vec{s}$ with entries $s_j$ was generated at each time-step whose number of elements corresponds to the number of particles in the simulation box. The entries of the state vector consist of zeros and ones indicating if the corresponding molecule is available for fluorescence emission ('1') or not ('0'). In other words, an entry in this matrix is zero if the molecule is in the triplet state and one if it is in the first excited singlet state $S_1$. In order to obtain the mean residence times of the molecules in their corresponding state the following system of differential equations needs to be solved:
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\[
\begin{bmatrix}
\dot{S}_0(t) \\
\dot{S}_1(t) \\
\dot{T}_1(t)
\end{bmatrix} =
\begin{bmatrix}
-k_{\text{exc.}} & (k_F + k_{IC}) & k_T \\
k_{\text{exc.}} & -(k_F + k_{IC} + k_{ISC}) & 0 \\
0 & k_{ISC} & -k_T
\end{bmatrix}
\times
\begin{bmatrix}
S_0(t) \\
S_1(t) \\
T_1(t)
\end{bmatrix}
\]

(4.12)

with the initial condition

\[
\begin{bmatrix}
S_0(t) \\
S_1(t) \\
T_1(t)
\end{bmatrix} =
\begin{bmatrix}
1 \\
0 \\
0
\end{bmatrix}
\]

(4.13)

The solutions to this differential equation system are given as follows [29]:

\[
S_0(t) = \frac{(k_{IC} + k_F)k_T}{k_{\text{exc.}}(k_{ISC} + k_T) + (k_{IC} + k_F)k_T} + \frac{k_{\text{exc.}}}{k_{\text{exc.}} + (k_{IC} + k_F)} \exp \left( -(k_{IC} + k_F + k_{\text{exc.}})t \right) + \frac{k_{\text{exc.}}k_{ISC}}{(k_{\text{exc.}} + k_{IC} + k_F)(k_{\text{exc.}}k_{ISC} + k_{T}) + (k_{IC} + k_F)k_T} \exp \left( -\left[ k_T + \frac{k_{\text{exc.}}k_{ISC}}{k_{\text{exc.}} + k_{IC} + k_F} \right] t \right)
\]

(4.14)

\[
S_1(t) = \frac{k_{\text{exc.}}k_T}{k_{\text{exc.}}(k_{ISC} + k_T) + (k_{IC} + k_F)k_T} - \frac{k_{\text{exc.}}}{k_{\text{exc.}} + (k_{IC} + k_F)} \exp \left( -(k_{IC} + k_F + k_{\text{exc.}})t \right) + \frac{k_{\text{exc.}}^2 k_{ISC}}{(k_{\text{exc.}} + k_{IC} + k_F)(k_{\text{exc.}}k_{ISC} + k_{T}) + (k_{IC} + k_F)k_T} \exp \left( -\left[ k_T + \frac{k_{\text{exc.}}k_{ISC}}{k_{\text{exc.}} + k_{IC} + k_F} \right] t \right)
\]

(4.15)

\[
T_1(t) = \frac{k_{\text{exc.}}k_{ISC}}{k_{\text{exc.}}(k_{ISC} + k_T) + (k_{IC} + k_F)k_T} - \frac{k_{\text{exc.}}k_{ISC}}{k_{\text{exc.}}(k_{ISC} + k_T) + k_{IC} + k_F + k_T} \exp \left( -\left[ k_T + \frac{k_{\text{exc.}}k_{ISC}}{k_{\text{exc.}} + k_{IC} + k_F} \right] t \right)
\]

(4.16)
Equations 4.14 to 4.16 adopt a much more comfortable form if it is taken into account that $k_{\text{exc.}}$ is much bigger than all the other rates. Additionally, due to the fact that $k_{\text{exc.}}$ is very big (on the order of $10^{15}$ per second), the second terms in equations 4.14 and 4.15 vanish. Consequently, the last terms in equations 4.14 to 4.16 describe the probability distributions of the times a molecule makes a transition from the corresponding state to one of the others. The residence time of a molecule in state $T_1$, is exponentially distributed with a mean residence time of $\tau_{T_1} = (k_T + k_{\text{ISC}})^{-1}$ [29]. $(k_{\text{ISC}} + k_T)^{-1}$ is often referred to as triplet time $\tau_T$ (see also section 2.1.4.3). At each time-step $\Delta t$ the probability that the molecule makes a transition from $T_1$ to $S_0$ is given by $P_{T_1 \rightarrow S_0} = 1 - \exp(-\Delta t/\tau_{T_1})$. Correspondingly $P_{S_1 \rightarrow T_1} = 1 - \exp(-\Delta t/\tau_{S_1})$ is the probability that the molecule makes a transition from $S_1$ to $T_1$.

At the beginning of the simulation, a state-vector was generated with, on average, $N_{\text{box}} F_T$ zeros (to indicate molecules in the triplet state) and $1 - N_{\text{box}} F_T$ ones (to indicate molecules in the singulet state $S_0$). Herein $F_T$ denotes the triplet fraction (see section 2.1.4.3). Subsequently for each molecule $i$ in the triplet state $T_1$, a random number $r_1$ (between 0 and 1) is generated. If $r_1 \leq P_{T_1 \rightarrow S_0}$, then the molecule would stay in the triplet state and entry $i$ of the state vector was again set to zero. Otherwise it was set to one. Correspondingly, a random number $r_2$ was assigned to each molecule $j$ which was in the $S_0$ state. If $r_2 \leq P_{S_1 \rightarrow T_1}$, entry $j$ of the state vector was again set to one. Otherwise it was set to zero. As expected, $P_{S_1}$ and $P_{T_1}$ add-up to one. So once the molecule is excited, it must be either found in $S_1$ or in $T_1$. The state vector $\vec{s} = [s_1, s_2, \ldots, s_{N_{\text{box}}}]$ is initially populated with zeros and ones according to the probabilities $P_{S_1}$ and $P_{T_1}$. Using this gives a modified version of equation 4.9:

$$F_i \sim \text{Poi}(s_i \epsilon_i \Delta t \text{PSF}(r_i)) \quad (4.17)$$

Nevertheless, when including triplet states, the brightness has to be corrected for the triplet fraction $F_T$:

$$\epsilon = \epsilon (1 + F_T) \quad (4.18)$$

Simulations were performed with custom software written in MATLAB. Our code made use of MATLAB’s parallel computing toolbox to run simulations with different species in parallel and to save computation time. The reliability of the Brownian dynamics simulations was intensely tested by FCS and PCH analysis of the simulated data. In addition, simulated data was compared to experimental data.
Performing FFS measurements on highly diluted samples with at maximum one fluorescent molecule in the laser beam at a time, leads to the appearance of bunches of counts in the intensity trace which stand out from the background (see figure 2.2 B). For single-molecule fluorescence spectroscopy, it is of key importance to isolate these fluorescence bursts since they can contain a lot of useful information like diffusion coefficient, brightness and lifetime information. For more details about the analysis of fluorescence photons from bursts I refer to the informative review by Sisamakis et al. [9]. Most often fluorescence burst identification is performed using intensity information (see e.g. [10–14]). However, two recently published papers describe a Bayesian burst identification method which is solely based on fluorescence lifetime information [15, 16]. Lifetime information is not always available, especially if the experimental setup lacks TCSPC detection (see e.g. [64]). However, in this section it will be shown how to use both types of information, fluorescence lifetime- and intensity information, to detect fluorescence bursts. Therefore we apply Bayesian model inference (see section 2.3) for given subsets of micro- and interphoton times $D = \{\Delta t_i, \Delta \tau_i\}_{i=1}^N$. To decide whether a given subset of data $D$ rather belongs to a fluorescence burst or to background, we use the posterior ratio (see section 2.3):

$$\frac{p(M_{bu}|D)}{p(M_{bg}|D)} = \frac{p(D|M_{bu})p(M_{bu})}{p(D|M_{bg})p(M_{bg})}$$

(4.19)

Here I skipped the implicit conditional dependency on background information $I$ (see section 2.3). If equal model priors are applied to the burst and background model, the model comparison breaks down into comparing the marginalised likelihoods $p(D|M_{bu})$ and $p(D|M_{bg})$ (see equation 2.74). It is important to note that in our case, only two different (exclusive) models exist. The data $D$ can either be attributed to a fluorescence burst or to background. To perform the actual burst and background assignment, an appropriate threshold is set to the marginal likelihood ratio $p(D|M_{bu})/p(D|M_{bg})$. This is often referred to as Bayes factor $B$. If $B$ exceeds this threshold, the corresponding data $D$ is assigned to be part of a fluorescent burst. In this work we used a threshold of 100 [65].

Due to the independence of the $N$ detection events, the overall likelihood function $p(\{\Delta t_i, \Delta \tau_i\}_{i=1}^N|\theta, M)$ for a given model $M$ can be expressed as a product of the likelihood function for each event.

$$p(\{\Delta t_i, \Delta \tau_i\}_{i=1}^N|\theta, M) = \prod_{i=1}^N p(\Delta t_i, \Delta \tau_i|\theta, M)$$

(4.20)
4.9. Development of a Bayesian burst identification method

Since $\Delta t$ and $\Delta \tau$ are independent measurement variables, equation 4.20 can be written as follows:

\[ p(\{\Delta t_i, \Delta \tau_i\}_{i=1}^N | \theta, M) = \prod_{i=1}^N p(\Delta t_i | \theta, M) p(\Delta \tau_i | \theta, M) \] (4.21)

Thus, it is straightforward to calculate the marginal likelihood (see also equation 2.74):

\[ p(\{t_i, \Delta \tau_i\}_{i=1}^N | M) = \int_{\text{all } \theta} \prod_{i=1}^N p(\{t_i\} | \theta, M) \prod_{i=1}^N p(\{\Delta \tau_i\} | \theta, M) p(\theta | M) d\theta \] (4.22)

Hence, appropriate likelihood functions are needed in order to calculate the marginal likelihood and successively calculate the Bayes factor.

### 4.9.1 Likelihood function for microtimes

Microtimes within a fluorescence burst are assumed to consist of fluorescence photons and a small fraction of scatter ($\gamma_{sc}$) and dark counts ($\gamma_{dc}$), respectively. Microtimes of fluorescence photons follow a fluorescence decay model (see equation 2.8). However, microtimes of scatter events are distributed according to the (normalised) instrument response function and microtimes of dark count events are distributed according to a uniform distribution. Since microtimes are counted in discrete time channels, the corresponding likelihood function for the burst model is a function of the channel number $j = 1 \ldots M$:

\[ p(\Delta t_j | \theta_{bu}, M_{bu}) = (1 - (\gamma_{sc} + \gamma_{dc})) \frac{p_{\text{dec}}(\Delta t_j)}{\sum_{j=1}^M p_{\text{dec}}(\Delta t_j)} + \frac{\gamma_{sc} \text{IRF}(\Delta t_j)}{\sum_{j=1}^M \text{IRF}(\Delta t_j)} + \frac{\gamma_{dc}}{M} \] (4.23)

Herein $\gamma_{sc}$ and $\gamma_{dc}$ denote the fraction of scatter and dark count events in a burst. $p_{\text{dec}}(\Delta t_j) / \sum_{j=1}^M p_{\text{dec}}(\Delta t_j)$ denotes the probability of finding a fluorescent count in channel $j$. It is the normalised result of the convolution of the fluorescence decay model with the instrument response function (IRF) (see section 2.1.2 for more details). In this work, we used a monoexponential function as fluorescence decay model, although in some cases a multiexponential function might be more adequate. $\text{IRF}(\Delta t_j) / \sum_{j=1}^M \text{IRF}(\Delta t_j)$
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and $1/M$ denote the probability of finding a scatter- and dark count in channel $j$. The likelihood function for the background model is then simply given by equation:

$$p(Δt_j|θ_{bg}, M_{bg}) = (1 − α_{dc}) \frac{\text{IRF}(Δt_j)}{\sum_{j=1}^{M} \text{IRF}(Δt_j)} + \frac{α_{dc}}{M}$$

(4.24)

Herein $α_{dc}$ denotes the fraction of dark counts within a given set of background counts. Correspondingly, $α_{sc} = (1 − α_{dc})$ denotes the fraction of scatter. Both are not to be confused with $γ_{dc}$ and $γ_{sc}$, respectively. Nevertheless, these parameters are connected by the following relation:

$$α_{dc}γ_{bg} = γ_{dc}$$

(4.25)

$$α_{sc}γ_{bg} = γ_{sc}$$

(4.26)

$α_{dc}$ and $α_{sc}$ can be easily obtained by measuring the solvent without a fluorescent sample.

### 4.9.2 Likelihood function for interphoton times

A probability function for interphoton times was derived by Gopich and Szabo [66]. I will shortly recapitulate their main results concerning the interphoton time distribution. Gopich and Szabo showed that the interphoton time distribution for diffusing fluorophores (with diffusion constant $D$ and brightness $ε$) can be obtained by solving the following reaction diffusion equation:

$$\frac{∂g}{∂t} = D∇^2g − ε(r)g$$

(4.27)

with initial condition $g(r, t = 0) = 1$. After further calculation (see e.g. [66, 67] for details), the interphoton time distribution can be calculated as follows:

$$φ(Δτ) = \frac{1}{n} \left( -\frac{dk(Δτ)}{dΔτ} + ck(Δτ)^2 \right) \exp \left( -c \int_{0}^{Δτ} k(Δτ)dt \right)$$

(4.28)

Herein $k(Δτ)$ is related to the solution $g$ of the reaction diffusion equation 4.27 by:

$$k(t) = \int_r ε(r)g(r, t)dr$$

(4.29)
\( \bar{n} \) in equation 4.28 denotes the average brightness\(^1\). \( c \) denotes the fluorophore concentration (per observation volume). However, we can rewrite equation 4.28 and obtain:

\[
\phi(\Delta \tau) = \frac{1}{c \bar{n}} \left( -c \frac{dk(\Delta \tau)}{d\Delta \tau} + c^2 k(\Delta \tau)^2 \right) \exp \left( -c \int_0^{\Delta \tau} k(\Delta \tau) dt \right) \quad (4.30)
\]

We include background (with countrate \( n_{bg} \)) as follows:

\[
\phi(\Delta \tau) = \frac{1}{c \bar{n} + n_{bg}} \left( -c \frac{dk(\Delta \tau)}{d\Delta \tau} + (ck(\Delta \tau) + n_{bg})^2 \right) \exp \left( -c \int_0^{\Delta \tau} k(\Delta \tau) dt - n_{bg} \Delta \tau \right) \quad (4.31)
\]

Equation 4.31 is the interphoton time distribution for one fluorescent species including background contributions. It can be generalised to \( M \) different species according to the following equation:

\[
\phi(\Delta \tau) = \frac{1}{\sum_{j=1}^{M} c_j \bar{n}_j + n_{bg}} \left( -\sum_{j=1}^{M} c_j \frac{dk_j(\Delta \tau)}{d\Delta \tau} + \left( \sum_{j=1}^{M} c_j k_j(\Delta \tau) + n_{bg} \right)^2 \right) \cdot \exp \left( -\sum_{j=1}^{M} c_j \int_0^{\Delta \tau} k_j(\Delta \tau) dt - n_{bg} \Delta \tau \right) \quad (4.32)
\]

The reaction-diffusion equation (4.27) can only be solved analytically for a step-volume profile. However, in case of a Gaussian PSF this task has to be done numerically. In this work, we used the discretisation scheme in spherical coordinates proposed in paper [68]. Briefly, the space coordinate \( r \) was discretised according to a non-linear discretisation scheme:

\[
r(i) = \begin{cases} 
(i - 0.5)\Delta, & i \leq N_{in} \\
(i - 0.5)\Delta + (R_{out} - N\Delta) \left( \frac{i - N_{in} - 0.5}{N_{out}} \right)^2, & N_{in} + 1 \leq i \leq N_{in} + N_{out}
\end{cases} \quad (4.33)
\]

Herein \( R_{out} \) denotes the outer boundary. \( N_{in} \) and \( N_{out} \) denote the number of grid nodes inside- and outside the observation volume (with radius \( b \)), respectively. \( N \) is stands for the total number of grid points. Correspondingly, \( \Delta = b/N_{in} \) is the step-size inside the observation volume. Applying the discretisation in equation 4.33 to equation 4.27 one gets the following (discretised) reaction diffusion equation:

\(^1\)Brightness is generally defined as the intensity of a molecule at the center of the PSF.
\[
\frac{\partial g}{\partial t} = (L - \varepsilon)g 
\]  

(4.34)

\(\varepsilon\) is an \(N \times N\) diagonal matrix with elements \(\varepsilon(r_{ij})\) on the diagonal. \(L\) is the discretised Laplacian with elements \(L_{ii} = -(l_i^+ + l_i^-)\) and \(L_{ii\pm 1} = l_i^\pm\) for all \(1 < i < N\) on the main- and minor diagonal, respectively. However \(L_{11}\) and \(L_{NN}\) are different, namely \(L_{11} = -l_1^+\) and \(L_{NN} = -l_N^-\). Herein \(l_i^\pm\) is given as follows:

\[
l_i^\pm = \frac{4\pi D}{v_i} \left[\frac{r(i \pm 0.5)}{s(i \pm 0.5)}\right]^2 
\]  

(4.35)

where \(s(i) = dr(i)/di\) denotes the step-size of the nodes and \(v_i\) denotes the volume of the \(i\)-th layer. \(v_i\) is given as follows:

\[
v_i = 4\pi/3 \left(\left[\frac{r(i + 0.5)}{3} - \left[\frac{r(i - 0.5)}{3}\right]\right]\right) 
\]  

(4.36)

Using this discretisation scheme one can solve for \(k(\Delta\tau)\) (see equation 4.29):

\[
k(\Delta\tau) = 1^T \varepsilon \exp \left((L - \varepsilon)\Delta\tau\right) 1 
\]  

(4.37)

where \(\exp \left((L - \varepsilon)\Delta\tau\right) 1\) is the (matrix exponential) solution to the discretised reaction diffusion equation (4.34) including the initial condition. The matrix \((L - \varepsilon)\) can be diagonalised:

\[
(L - \varepsilon) = A \text{diag}(-\lambda_j) A^{-1} 
\]  

(4.38)

where \(\text{diag}(-\lambda_j)\) denotes a diagonal matrix of positive eigenvalues of \((L - \varepsilon)\). The columns of \(A\) are the corresponding eigenvectors of \(\text{diag}(-\lambda_j)\). If the expression in equation 4.38 is used in equation 4.37 one gets:

\[
k(\Delta\tau) = 1^T \varepsilon A \text{diag} \left(\exp (-\lambda_j \Delta\tau)\right) 1 
= \sum_j a_j b_j \exp (-\lambda_j \Delta\tau) 
\]  

(4.39)

where \(a_j = \sum_j V_{ij} A_{ij}\) and \(b_j = \sum_j A_{ji}^{-1}\). In order to get \(dk(\Delta\tau)/d\Delta\tau\) we simply have to take the derivative of equation 4.39 with respect to \(\Delta\tau\) which can be done analytically.

We tested the reliability of the discretisation scheme on simulated data using the

\[\text{Special thanks to Irina Gopich for pointing out these aspects!}\]
raw interphoton times as input for a maximum likelihood estimator. The estimated values for $D$, $c$ and $\varepsilon$ were in excellent agreement to the simulated ones and thus the corresponding theoretical $\phi(\Delta \tau)$ closely fitted the experimental interphoton time distribution (see figure 4.11). It is interesting to note that this method of fitting the

![Graph showing interphoton time distribution](image)

**Figure 4.11:** Interphoton time distribution from simulated data (◦) with the corresponding theoretical fit (dashed line). The residuals in the lower subplot show that the theoretical fit matches the interphoton time distribution of the simulated data. The following parameters were used in the simulation: $\varepsilon = 50$ kHz, $D = 200$ $\mu m^2/s$, $c = 2.81$, $n_{bg} = 0.21$ kHz. The following values were recovered from the fit: $\varepsilon = 50 \pm 0.1$ kHz, $D = 200 \pm 2$ $\mu m^2/s$, $c = 2.803 \pm 0.01$.

interphoton time distribution delivers diffusion and brightness information at the same time. Thus, it combines information of FCS and PCH analysis. However, at the moment it is just implemented for an isotropic Gaussian observation volume. We will extend this to other observation volume profiles including the anisotropic Gaussian. Furthermore, we will extend this concept to include blinking effects and to deal with common artifacts like afterpulsing. Discriminating between one or two different species could be done by using Bayesian model comparison (see section 2.3). However, this will be tested in more detail in a future project. It shall be emphasised, that estimating parameters from the interphoton time distribution does not require any binning. The parameter estimation is directly performed with the raw data and correspondingly a bin-correction is not necessary (see e.g. section 2.1.4.1 for bin-correction).

So far all derivations for the interphoton-time distribution $\phi(\Delta \tau)$ were done for the burst model $M = M_{bu}$. $\phi(\Delta \tau)$ in equation 4.31 is what is called the likelihood of interphoton times for the burst model and is denoted with $p(\Delta \tau|\theta, M_{bu})$. The likelihood for background can only be obtained from equation 4.32 by setting all c’s equal to zero:
4.9. Development of a Bayesian burst identification method

\[ p(\Delta \tau | \theta, M_{bg}) = n_{ng} \exp(-n_{bg}\Delta \tau) \] (4.40)

Hence, interphoton times of background counts are exponentially distributed with rate \( n_{bg} \). This is what is actually expected given that the background counts are Poissonian distributed.

### 4.9.3 Performance evaluation

The burst detection process can be considered as a binary classification problem. The algorithm assigns a dataset either to the burst- or the background class. Thus, in order to judge the classification performance of our algorithm we calculate the precision and recall which are commonly used to assess the performance of a classifier. From that, we calculate the so-called F-score which is simply the harmonic mean of the precision and recall. All three are calculated as follows:

\[
\text{precision} = \frac{\text{num. of true positives}}{\text{num. of true positives} + \text{num. of false positives}} \quad (4.41)
\]

\[
\text{recall} = \frac{\text{num. of true positives}}{\text{num. of true positives} + \text{num. of false negatives}} \quad (4.42)
\]

\[
\text{F-score} = 2 \frac{\text{precision} \cdot \text{recall}}{\text{precision} + \text{recall}} \quad (4.43)
\]

Explained in terms of our burst identification problem, recall denotes the number of correctly identified bursts over the total number of bursts in the dataset. Precision denotes the number of correctly identified bursts over the total number of identified bursts (including falsely identified bursts).

To test the reliability of the new burst identification method we performed a simulation with the parameter set listed in table 4.2. These are typical parameters which were inspired by experimental data of AF488 in buffer, except for the axis ratio \( k = \omega_z/\omega_{xy} \) of the laser beam (see equation 2.33). Herein \( T_{sim} \) denotes the total simulation time. \( N \) denotes the average number of particles in the observation volume. \( \tau_F \) denotes the fluorescence lifetime. \( T \) is the length of the microtime window (see figure 4.10). \( Q \) and \( n_{bg} \) denote the molecular brightness and background rate, respectively. The corresponding raw data of the simulations was subsequently analysed in terms of a sliding macrotime window approach which was used to extract the portion of data to be analyzed [15].
Table 4.2: Parameter set used for the simulation of single-molecule fluorescence experiments in order to test the reliability of the Bayesian burst identification method. In this case the background solely consisted of scatter events.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_{sim}$</td>
<td>100 s</td>
</tr>
<tr>
<td>$T$</td>
<td>25 ns</td>
</tr>
<tr>
<td>$\tau_F$</td>
<td>4 ns</td>
</tr>
<tr>
<td>$\omega_{xy}$</td>
<td>0.5 $\mu m$</td>
</tr>
<tr>
<td>$k$</td>
<td>1</td>
</tr>
<tr>
<td>$N$</td>
<td>0.01</td>
</tr>
<tr>
<td>$Q$</td>
<td>100 kHz</td>
</tr>
<tr>
<td>$D$</td>
<td>400 $\mu m^2/s$</td>
</tr>
<tr>
<td>$n_{bg}$ (scatter only)</td>
<td>1 kHz</td>
</tr>
</tbody>
</table>
5

Bayesian burst identification

Contents

5.1 Reliability of the simulations ................. 66
  5.1.1 Influence of the simulation box size .............. 66
  5.1.2 Comparison of simulation and experiment .......... 67

5.2 Performance of the Bayesian burst identification method 68
  5.2.1 Analysis of simulated data ................... 68
  5.2.2 Analysis of experimental data ................. 69
5.1. Reliability of the simulations

5.1.1 Influence of the simulation box size

In order to test the influence of the simulation box size we set the edge lengths to multiples $m$ of the laser beam parameters $\omega_{xyz}$ and $\omega_z$ (see equation 2.33), i.e. $L_x = L_y = m\omega_{xyz}$ and $L_z = m\omega_z$. We ran 5 different simulations with $m$-values ranging from 5 to 30. From the resulting raw data we calculated the autocorrelation curves which were subsequently fitted to a one-component diffusion model (see equation 2.64) with $N$ and $\tau_{\text{diff}}$ as variable parameters. The corresponding results are listed in table 5.1. As can be seen, both the $N$ and $\tau_{\text{diff}}$ converge towards the true values ($N = 1$, $\tau_{\text{diff}} = 253.13 \, \mu s$) with increasing box size. The correlation curve for $m = 5$ shows some unwanted correlations for higher $\tau$ values (see figure A.2). This might be due to the fact that we use periodic boundary conditions. Since molecules which are about to leave the simulation volume in the following step, appear on the opposite side of the cube and can thus be re-excited again although in a real experiment it would have left the region completely. There is no big decrease in the relative deviations in $\Delta N$ and $\Delta \tau_{\text{diff}}$ when going from $m = 20$ to $m = 30$. However, the time which is needed to run the simulation increases tremendously with $m$. Therefore, we decided to run all the subsequent simulations with an $m$-value of 20.

We also tested our procedure for its capability to reliably simulate triplet state dynamics. The FCS parameters extracted from simulated data were in excellent agreement with the parameters set for the simulation (see figure 5.1).

Table 5.1: Influence of the simulation box size on the reliability of the FCS analysis parameters $N$ and $\tau_{\text{diff}}$. The simulation time was 100 seconds with $\approx 10^8$ detection events and a S/N-ratio of 200:1.

<table>
<thead>
<tr>
<th>$m$</th>
<th>box vol. [fl]</th>
<th>observation vol. [fl]</th>
<th>$N$</th>
<th>$\Delta N$</th>
<th>$%$</th>
<th>$\tau_{\text{diff}}$ [\mu s]</th>
<th>$\Delta \tau_{\text{diff}}$</th>
<th>$%$</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>56.95</td>
<td>2.54</td>
<td>1.04</td>
<td>3.8</td>
<td>11.8</td>
<td>223.27</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>455.63</td>
<td>2.54</td>
<td>1.02</td>
<td>1.82</td>
<td>2.24</td>
<td>247.46</td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>3645</td>
<td>2.54</td>
<td>1.01</td>
<td>1.26</td>
<td>0.62</td>
<td>254.7</td>
<td></td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>12301.88</td>
<td>2.54</td>
<td>1.01</td>
<td>0.97</td>
<td>0.01</td>
<td>253.11</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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Figure 5.1: Correlation curve of simulated data including triplet state dynamics. The upper subplot depicts the correlation curve (●) with a best fit line (magenta line) to equation 2.65. The subplot at the bottom depicts the corresponding residuals. Fit parameters and the corresponding simulated values (in brackets) are given in the upper subplot.

5.1.2 Comparison of simulation and experiment

Simulations shall enable us to resimulate experimental data. In order to test if our procedure is able to reliably do so, we ran simulations with parameters extracted from experimental data (amount of background, number of molecules in the effective volume, brightness of the molecule, diffusion time, laser beam parameters, etc.). We explored the simulated data using FCS- and PCH analysis. Corresponding results are illustrated in figure 5.2. While the correlation curves do not show any big difference, the PCH show deviations at higher photon counts. This can mainly be attributed to the fact that the experimental PCH is blurred by out-of-focus emission while the simulated data does not contain any out-of-focus emission. We are going to implement the out-of-focus emission in our code in near future. However, we performed some more tests to confirm the reliability of the simulation including simulations of binary mixtures of different species, but also single-molecule data with subsequent burst analysis (data not shown). Taken together, our simulation procedure is able to reliably reproduce experimental data.
5.2. Performance of the Bayesian burst identification method

Subsequently I will use the following designations: BBID(Δτ) denotes the Bayesian burst identification method solely based on interphoton times. BBID(Δt) denotes the Bayesian burst identification method solely based on microtimes. And finally BBID(Δτ, Δt) denotes the Bayesian burst identification method based on both types of time information.

5.2.1 Analysis of simulated data

In order to check the reliability of the BBID(Δτ, Δt), and to compare it to the BBID(Δτ) and BBID(Δt), respectively, we performed three independent simulations and subsequently analysed the data with these three methods. The corresponding results are summarised in figure 5.3. It is interesting to note that the BBID(Δτ) (denoted with Δτ in figure 5.3) has maximum precision. It means that all bursts which are identified are indeed true bursts. However on the other hand, the recall is far below 1, namely 0.65, which means that although all bursts are true burst, it only detects 65% of all true bursts in the data set. Most of the identified bursts contain a moderate to high number of counts. This might explain the high precision

Figure 5.2: Comparison of experiment and simulation. (A) Correlation curve of AF488 maleimide in buffered solution (●) and the correlation of the corresponding simulation (◇). (B) PCH of AF488 maleimide in buffered solution (●) and the PCH of the corresponding simulation (◇). There are deviations between experimental and simulated PCH at higher photon counts which can be attributed to the out-of-focus emission in case of the experimental PCH.
of this method. For the BBID(Δt) it is the other way around. Here, the recall is at maximum while the precision is at 86%. This means the method not only found all true bursts, but it also found bursts which were not true bursts. The same applies to the BBID(Δτ, Δt). However, the precision is about 4% higher than for the BBID(Δt). The latter two methods even identified burst which contained a low number of counts. If the importance of precision and recall for burst detection is equally weighted, the F-score (see equation 4.43) can be used to judge the three analysis methods. Correspondingly, the Bayesian method based on interphoton- and microtimes performs best, followed by the method solely based on microtimes. One question that needs to be asked, however, is whether the Laplace approximation for the evidence is an adequate approximation. This is especially of importance for potential bursts with a low number of detection events since the Laplace approximation for the evidence converges to the true evidence for many data points [65]. We recently tested a nested sampling algorithm to compute the model evidence [69]. This method applies a Monte-Carlo approach to calculate the marginalised likelihood (equation 2.74) and should give accurate estimates for the true evidence. Additionally, due to its sampling power, it did not give any hint to the presence of more than one mode of the posterior probability which is another argument in favour of the Laplace approximation. The nested sampling algorithm is very time-consuming and thus not practical for everyday use (at the moment). Nevertheless, in near future we will compare the evidence from the Laplace approximation and the nested sampler in order to check the accuracy of the former one.

Another question which may arise is to what extent the Bayesian burst analysis method depends on the width of the instrument response function (IRF), the fluorescence lifetime or on the scatter-to-dark count-ratio. A big IRF width, for example, combined with a short lifetime, will likely lower the reliability of the lifetime-based Bayesian burst identification.

Furthermore, it would be fruitful to check the influence of different priors on the classification performance. Another flat prior (besides the uniform prior which was applied here), the Jeffrey’s prior [65], could be tested and compared to the uniform prior.

### 5.2.2 Analysis of experimental data

The Bayesian burst identification method was additionally applied to experimental single-molecule fluorescence data of AF488 (TFP-ester) in water (see figure 5.4). The raw data was analysed with the BBID(Δτ, Δt), BBID(Δt) and BBID(Δτ). For the sake of illustration, the intensity trace is displayed in figure 5.4 A together with the indentified bursts (diamonds). Based on the raw data, the BBID estimates parameters
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<table>
<thead>
<tr>
<th>recall</th>
<th>precision</th>
<th>F-score</th>
</tr>
</thead>
<tbody>
<tr>
<td>BBID((\Delta t))</td>
<td>BBID((\Delta \tau), (\Delta t))</td>
<td></td>
</tr>
</tbody>
</table>

Figure 5.3: (A). Intensity traces of simulated data analysed with BBID(\(\Delta \tau\)) (top), with BBID(\(\Delta t\)) (middle) and BBID(\(\Delta \tau\), \(\Delta t\)) (bottom). The corresponding identified bursts are highlighted (\(\heartsuit\)). True bursts are depicted as black triangles (\(\triangledown\)). (B) Comparison of the classification performance of the different Bayesian burst identification methods using recall, precision and F-score. Errorbars denote the standard deviation of these three parameters from three independent simulation runs.
such as brightness, number of molecules and fluorescence lifetime for every single burst. The corresponding parameter histograms are displayed in 5.4 B. Figure 5.4 A

**Figure 5.4:** (A) Three identical intensity traces of AF488 in water (solid black line) with detected bursts (◊) which were identified with the Bayesian burst identification method solely based on interphoton times (top), microtimes (middle) and on both types of time information (bottom). The binning of the intensity traces was set to 5 ms. (B) Estimated parameters of the Bayesian burst identification based on both types of time information (see A, bottom). The top histogram displays the distribution of the number of molecules in the observation volume for a burst. The middle histogram displays the brightness of the molecule which traversed the observation volume. The bottom histogram displays the distribution of the fluorescence rate $k_F = 1/\tau_F$. Herein $\tau_F$ denotes the fluorescence lifetime.

is very informative since it confirms the finding that the BBID($\Delta \tau$) mostly identifies bursts of high intensity (see also section 5.2.1). However, the two other methods additionally identify low intensity bursts as was already found for the simulated data. The parameters that were estimated by the Bayesian burst identification method based both types of timing information are displayed in figure 5.4 B. It shall be noted that the outer bars in all the histograms correspond to values which did not converge in the fitting procedure (due to low counts). The principle course of the brightness is similar to the $N$ histogram. However, neither the $N$-histogram nor the $\varepsilon$-histogram show distinct peaks in contrast to the $k_F$-histogram (figure 5.4 B bottom), the histogram of the fluorescence rate ($k_F = 1/\tau_F$). The $k_F$-histogram peaks at about 0.25 ns$^{-1}$ which corresponds to a fluorescence lifetime of 4 ns. This is in very close agreement with the 4.1 ns of AF488 in PBS [70]. It shall be emphasised, that the histograms arose from the analysis of a 100 s experiment and that no threshold was applied on the
minimum number of events in a burst. Hence, the histogram contains a lot of low count bursts which might lead to the absence of two distinct peaks in the upper histograms. It might be worth trying to extend the measurement time and then to isolate only moderate to high count burst to check this. As can further be seen in figure 5.4, a histogram for the diffusion coefficient is missing. This is because a reliable estimate for the diffusion coefficient with low photon counts (at maximum a few hundreds) is not possible. Additionally, information on diffusion is mostly contained in the time between different bursts and this, however, is not contained within a burst.

Taken together, the Bayesian burst identification is applicable to experimental data. It gives a reasonable fluorescence lifetime estimate even for low numbers of detection events. Burst identification based on interphoton times is not as powerful as burst detection based on microtimes or both time information since it has a lower burst recognition rate.

It shall be noted, that the BBID is still in its infancy. Extending the BBID to arbitrary complex multiparameter fluorescence detection systems should be straightforward using Bayes theorem. One could, for instance, include polarisation or colour information for the BBID. Therefore the likelihood models for both, burst and background model would have to be adapted. However, this will be in the scope of future work.
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6.1 Characterisation of AF488-C(0)Aβ_{42}

6.1.1 Aggregation propensity

The changes which are necessary to make Aβ_{42} detectable by fluorescence methods might also influence its structure and behavior. The ability to aggregate into oligomers and fibrils is one of the key features of this peptide. Hence, we tested the aggregation propensity of AF488-C(0)Aβ_{42} solutions using atomic force microscopy (AFM). In addition, we tested a mixture of labeled and non-labeled Aβ_{42} using fluorescence correlation spectroscopy (FCS) and fluorescence anisotropy in order to prove that labeled Aβ_{42} binds to non-labeled Aβ_{42}. A recent study by Stine showed that Aβ forms many fibrils in 10 mM hydrochloric acid [71]. Similar conditions were applied in order to obtain fibrils of AF488-C(0)Aβ_{42} (see figure 6.1). Figure 6.1 A shows a whole network of fibrils for AF488 labeled C(0)Aβ_{42}, indicating that the dye label and the additional cysteine at the N-terminus do not impede fibril formation.

![Figure 6.1](image)

**Figure 6.1:** (A) AFM image of fibrillar clusters of AF488-C(0)Aβ_{42} adsorbed on mica. (B) Buffer control without AF488-C(0)Aβ_{42} which was treated exactly the same way as the sample. AFM measurements were performed in tapping-mode.

This suggests that AF488-C(0)Aβ_{42} molecules aggregate among each other. In order to show that it does also aggregate with non-labeled Aβ_{42}, we followed aggregation of a mixture of labeled and non-labeled Aβ_{42} (1 nM AF488-C(0)Aβ_{42} mixed with 40 μM Aβ_{42}) with fluorescence correlation spectroscopy (FCS) and fluorescence anisotropy. Over time the correlation curves successively shifted to the right indicating an increasing amount of bigger particles. The amount of bigger particles only seemed to overwhelm
the amount of smaller particles. This is due to the fact that bigger particles have a bigger brightness and thus contribute more photons than smaller ones.

![Figure 6.2: Time course measurement of the aggregation of AF488-C(0)Aβ_{42} (1 nM) mixed with non-labeled Aβ_{42} (40 μM) and measured by FCS and fluorescence anisotropy (inset).](image)

Taken together, the AF488 labeled C(0)Aβ_{42} is able to form fibrillar structures and also binds to non-labeled Aβ_{42}. It shall be noted that proving the aggregation propensity of dye labeled C(0)Aβ_{42} can be regarded as a hint that the influence of the dye on the Aβ_{42} monomer structure is small. However, even if the aggregation propensity would have been lost after coupling the dye to the peptide, it does not mean that the dye influences the C(0)Aβ_{42} monomer structure. It could mean that neighbouring dyes in oligomers influence each other (e.g. repulse each other) which could subsequently lead to a dissociation of the oligomer. Thus, no stable oligomers would ever be formed. Since common structural studies (CD, NMR, etc.) are not applicable to Aβ_{42}, MD simulations could help to explore the influence of the dye on the monomer structure [72].

### 6.1.2 Behaviour of the fluorescent dye bound to C(0)Aβ_{42}

In order to consistently interpret FFS measurement data, as well as to optimise FFS measurement conditions, we applied several ensemble fluorescence methods to characterise the behaviour of the fluorescent dye. E.g. knowing the fluorescence quantum yield can help to interpret brightness analysis methods (see section 2.1.4). Excitation spectra can give information about the local chemical environment of the
dye. However, time-resolved fluorescence anisotropy can give information on its local mobility.

**Fluorescence lifetime and quantum yield**

The basics behind fluorescence lifetime measurements were described in section 2.1.2. Here we used this method to determine the fluorescence quantum yield of the dye using the following relation:

\[
\Phi_{F,\text{sample}} = \frac{\Phi_{F,\text{reference}} \tau_{F,\text{sample}}}{\tau_{F,\text{reference}}} \tag{6.1}
\]

where \( \Phi_{F,\text{sample}} \) and \( \Phi_{F,\text{reference}} \) denote the fluorescence quantum yield of the sample and reference standard, respectively. Correspondingly, \( \tau_{F,\text{sample}} \) and \( \tau_{F,\text{reference}} \) denote the fluorescence lifetime of the sample and reference standard. However, relation 6.1 is only valid in case of two dyes having the same natural lifetime (see section 2.1.1). Therefore we chose AF488\(^1\) as reference since its data in phosphate buffer at pH 7.2 is already available [70]. As shown in table 6.1, the fluorophore bound to the N-terminus of C(0)A\(\beta_{42}\) displays two fluorescent lifetimes. The bigger lifetime of 4.03 ns ± 0.3 ns cannot be distinguished from the lifetime of free AF488 (4.11 ns) [70].

![Fluorescence lifetime measurement of AF488-C(0)A\(\beta_{42}\) in NaPi (pH 7.4). The corresponding fit results are listed in table 6.1.](image)

However the second lifetime is considerably lower than that. This leads to an overall quantum yield of \( \Phi_{F,\text{sample}} = 0.82 \). Thus, it is about 10 % lower than that of free AF488 (\( \Phi_{F,\text{reference}} = 0.92 \)). It is quite common that dyes exhibit multiexponential fluorescence

\(^1\)Alexa Fluor succinimidyl ester
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Table 6.1: Results of the fluorescence lifetime measurements of AF488-C(0)Aβ_{42}. The experimental lifetime decay was fitted to a biexponential function with amplitude \( a_1 \) and the two fluorescence lifetimes \( \tau_1 \) and \( \tau_2 \)

<table>
<thead>
<tr>
<th>( a_1 )</th>
<th>( 1-a_1 )</th>
<th>( \tau_1 ) [ns]</th>
<th>( \tau_2 ) [ns]</th>
<th>( \langle \Phi_F \rangle )</th>
<th>( \chi^2_r )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.13 (± 0.015)</td>
<td>0.87 (± 0.1)</td>
<td>1.21 (± 0.2)</td>
<td>4.03 (± 0.03)</td>
<td>82 %</td>
<td>1.16</td>
</tr>
</tbody>
</table>

lifetime decays when bound to proteins [19]. Since the fluorescence lifetime is a sensor for the dyes’ microenvironment the AF488 bound to C(0)Aβ_{42} might experience quenching by some of the side-chains of the Aβ_{42} peptide. Nevertheless, the free Alexa Fluor 488 maleimide exhibits a biexponential decay itself [72].

**Time-resolved fluorescence anisotropy**

Time-resolved fluorescence anisotropy data of protein bound dyes contain information about its mobility and can report on its sterical environment. A triexponential model was fitted to the experimental anisotropy decay (see figure 6.4). A biexponential model lead to unsatisfactory results with a \( \chi^2_r = 1.8 \).

![Time-resolved fluorescence anisotropy measurement of AF488-C(0)Aβ_{42} in NaPi (pH 7.4). The red solid line denotes a fit to a triexponential decay model. The corresponding parameters are listed in table 6.2.](image)

The results of the time-resolved fluorescence anisotropy measurements are listed in table 6.2. The three rotational correlation times might be interpreted as follows. The first two shorter rotational correlation times can be attributed to local dye dynamics [39]. However, the longest rotational correlation may be attributed to the overall motion of the whole protein dye complex. \( r_\infty \) is a valuable parameter to assess the dyes’ flexibility. If flexibility of the linker is modelled as diffusion within a cone (wobbling-in-a-cone model)

...
Table 6.2: Fitting results of the time-resolved fluorescence anisotropy measurements of AF488-C(0)Aβ42 in phosphate buffer (pH 7.4). The experimental anisotropy decay was fitted to a triexponential function with amplitudes \(r_1\), \(r_2\), \(r_3\) and the three rotational correlation times \(\rho_1\), \(\rho_2\) and \(\rho_3\).

<table>
<thead>
<tr>
<th>(r_1)</th>
<th>(r_2)</th>
<th>(r_3)</th>
<th>(\rho_1) [ns]</th>
<th>(\rho_2) [ns]</th>
<th>(\rho_3) [ns]</th>
<th>(r_0)</th>
<th>(r_\infty)</th>
<th>(\chi^2_r)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.46</td>
<td>0.39</td>
<td>0.15</td>
<td>0.18</td>
<td>0.79</td>
<td>2.56</td>
<td>0.375 (fix)</td>
<td>0.05</td>
<td>1.05</td>
</tr>
</tbody>
</table>

model, [73]) with the opening half-angle \(\theta_c\), one can show that \(r_\infty\) is related to \(\theta_c\) by the following equation [39]:

\[
\sqrt{\frac{r_\infty}{r_0}} = \frac{1}{2} \cos^2 \theta_c
\]  

(6.2)

Equation 6.2 is valid in case the transition dipole moment is perpendicular to the linker axis. The bigger the cone angle, the more space is available to the dye in which it can freely diffuse. For our case we calculated the half-angle to be \(\theta_c = 31^\circ\), indicating that the dye is only slightly restricted in its motion but that the dye does not stick to the peptides’ surface. However, a fairly free dye is what might be expected for a fluorophore bound to the N-terminus of the Aβ peptide since all available Aβ structures show a highly flexible N-terminus [3, 4]. This result can be confirmed by an accessible volume (AV) simulation. The parameters used for the AV simulation are listed in Table 6.3:

Table 6.3: Dye parameters used for the accessible volume simulation (see figure 6.5).

<table>
<thead>
<tr>
<th>(L_{\text{linker}}) [Å]</th>
<th>(R_1) [Å]</th>
<th>(R_2) [Å]</th>
<th>(R_3) [Å]</th>
<th>(w_{\text{linker}}) [Å]</th>
</tr>
</thead>
<tbody>
<tr>
<td>18.2</td>
<td>5.65</td>
<td>5.2</td>
<td>1.25</td>
<td>4.5</td>
</tr>
</tbody>
</table>

As the basic peptide structure used for the AV simulation we chose the pdb-file 1Z0Q published by Tomaselli et al. [4]. This pdb file contains an ensemble of 30 structures (Aβ42 in 70 % H2O : TFA). For the AV simulation we chose the most representative structure, namely ensemble structure no. 25. We added a cysteine residue to the N-terminus with Pymol and performed the AV simulation with the FRET positioning and screening software (see chapter 3).

The finding that the dye does not stick to the protein is of special importance for the unfolding measurements. A successive release of a sticky dye from the peptide surface with increasing GdnHCl concentration could lead to an increase of the hydrodynamic radius without the peptide being actually unfolded.
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![Figure 6.5: Accessible volume simulation results. The green volume represents the space which is accessible to AF488 maleimide when it is linked to the peptide at Cys(0) (dye cloud). The huge dilatation of this volume demonstrates that the dye can occupy a lot of space and suggests that it can thus freely diffuse near the peptide surface.](image)

**Excitation and emission spectra**

Excitation and emission spectra do report on the chemical environment of the fluorophore [39]. The excitation- and emission spectra of C(0)Aβ_{42} conjugated AF488 and free AF488 are very similar. Thus, it can be assumed that the conjugated fluorophore is in a similar environment as the free fluorophore and that it is not buried within a hydrophobic core or similar. This is consistent with the time-resolved anisotropy data which suggests that the dye is not sticky and thus not buried somewhere. However, there is a bathochromic shift in the excitation- and emission spectra when going from buffer (outer left spectrum for excitation- and emission, figure 6.6) to highly concentrated GdnHCl solutions. Interestingly, similar shifts were also observed for the free dye (figure 6.6 B). However, the shift is more pronounced in the case of the free dye. This might indicate that the dye coupled to the peptide was more shielded against the GdnHCl ions. This would also correspond to the anisotropy results which showed that the dye was not 100 % freely rotating.

**Photophysics of the fluorophore**

For FFS measurements, there is always a trade-off between obtaining as many photons as possible in a given (short) time interval and reducing effects such as bleaching and triplet blinking. This is especially important when performing PCH measurements, because the basic PCH theory does not incorporate triplet effects. Additionally, avoiding triplet effects increases the reliability of FCS analysis since it reduces the number of fit parameters by two (see equation 2.65). In order to find a suitable laser
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power, at which the amount of triplet can be regarded as negligible, we performed
FCS measurements of AF488 under varying laser powers. We found that a laser
power below 30 μW lead to a triplet fraction below 1 % (see figure 6.7). Thus a laser
power of 20 μW was subsequently chosen for all the FFS experiments (if not stated
otherwise).

Figure 6.6: Excitation (solid lines) and emission spectra (dashed lines) of AF488-C(0)Aβ42
(A) and of AF488 (B).

Figure 6.7: A plot of the triplet fraction versus the excitation laser power elucidates
that FFS experiments performed below 30 μW show a negligible amount of triplet
(< 1 %).
6.2. Adsorption artifacts in FFS

During some of our FFS experiments we observed a continuous change in the intensity trace. Mostly we observed a continuous decrease in the intensity. There are several reasons why this can happen. The most reasonable assumptions might be as follows:

1. unstable laser intensity.
2. bleaching of the fluorophore.
3. adsorption of the fluorophore to the sample holder.

Since the laser intensity was checked before and after the experiment and was observed to be very stable, the last two assumptions were explored in more detail. For that purpose, N&B analysis (see section 2.1.4.1) was performed. This method can immediately be applied to the intensity trace to extract the average number of particles in the observation volume, as well as their brightness. It is easily implemented and very fast. Figure 6.8 A gives an example of an intensity trace which slowly decreases over time. This decrease can solely be attributed to the adsorption of fluorescent molecules to the sample holder (see figure 6.8 B).

![Intensity trace of AF488-C(0)Aβ42 which is slowly decreasing.](image)

![N&B analysis reveals that the average number of particles (N, blue line -) in the effective volume slowly decreases during the measurement while the brightness (ε, green line -) stays constant.](image)

![Effect of adsorption onto PCH-fitting results. The red line in the upper subplot is the best-fit line to a one-component model with fixed out-of-focus emission factor.](image)

**Figure 6.8:** (A) Intensity trace of AF488-C(0)Aβ42 which is slowly decreasing. (B) N&B analysis reveals that the average number of particles ($N$, blue line -) in the effective volume slowly decreases during the measurement while the brightness ($\varepsilon$, green line -) stays constant. (C) Effect of adsorption onto PCH-fitting results. The red line in the upper subplot is the best-fit line to a one-component model with fixed out-of-focus emission factor.

The adsorption effect was especially prominent in case when glass slides were used instead of well plates. Adsorption had an impact on photon counting histogram fitting. A one-component fit of sample data with fixed out-of-focus emission factor $F$ (see section 2.1.4.2) lead to a rather poor fit (see figure 6.8 C). Our first assumption was that the decreasing intensity trace skews the photon counting histogram. In order to test this hypothesis, we ran a Brownian dynamics simulation (see section 4.8) where the particles were allowed to leave the system and without being replaced...
by new ones. In this way we simulated the adsorption process. The corresponding photon counting histogram was fitted using a one-component model (figure 6.9 B). The appropriate result can be seen in figure 6.9. A $\chi^2_r$ equal to 1.2 indicates a very good fit. Correspondingly, the continuous decrease of the intensity trace does not make the one-component fit fail. Our next hypothesis was that an accumulation of fluorescent molecules near the surface of the glass slide increases the fraction of out-of-focus emission. This means that the out-of-focus emission should increase over time, because more and more molecules adsorb to the glass surface and contribute to out-of-focus emission. In order to prove this, we chopped the intensity trace into 5 subsets and analysed their PCHs separately in terms of the one-component model with out-of-focus correction. However, in this case the out-of-focus emission factor $F$ was left as a free parameter. The corresponding results are shown in figure 6.10 A. It can be seen that a decreasing number of molecules corresponds to an increasing $F$-value. To show that the trend in the $F$-Value is not random, we performed another measurement with Oregon Green 488. We had previously discovered that this dye has a tendency to adsorb to the glass slide surface, too. The same analysis was performed on this data set and the corresponding results are shown in figure 6.10 B. However, figure 6.10 C shows the results for AF488 which did not show any detectable adsorption. Thus, its number trace stays almost constant and its $F$-value only scatters equally distributed around its mean value (dashed lines). However, the scattering is remarkably higher than in the two former cases. This can likely be attributed to the much lower number of photon counts which were used to generate the PCH. It shall be noted that leaving the $F$-value variable in fitting the PCHs lead to very good fits in all cases (including

![Figure 6.9](image-url)
6.3. Refractive index mismatch in 1fFCS measurements

The influence of GdnHCl concentration on FCS measurements became visible in the change of the effective volume (see figure 6.11 A). Its dimension changed about fourfold from 0 to 5.5 M GdnHCl. It is interesting to note, that especially the elongation of the PSF in the z-direction contributes to the change in the effective volume (see figure 6.11 B), whereas the elongation in x-y-direction only changes by a factor of about 18%. Chattopadhyay et al. proposed a correction procedure based on changing the correction collar of the water immersion objective [74]. However this procedure seemed very time-consuming and we anyway needed the molecular brightness of AF488 in different GdnHCl solutions to compare it to the brightness of the dye-peptide complex in the PCH analysis.

Surprisingly, the correlation curves could still be properly fitted to the diffusion model derived for a three-dimensional Gaussian (see equation 2.64), despite the optical aberation. The increasing effective volume leads to an increased apparent number of observed molecules in that volume (see figure 6.12). All these effects have been predicted by Enderlein et al. from model calculations [75, 76]. The increasing apparent number of particles has a direct influence onto the correlation curve since the relative fluctuations become smaller. Therefore the amplitude of the correlation curve drops. Practically this means that the correlation curve might become very noisy for a given measurement time. However, there are various ways to circumvent this issue. Since an increasing refractive index of the sample solution leads to a very similar effect as an increasing cover-slide thickness [32], one can correct for refractive index mismatches using the objectives’ correction collar [74]. Measuring near the cover-slide surface would be another (easy) option to circumvent the difficulties introduced by refractive index mismatch [76, 77]. This is illustrated in figure 6.13). In case there are no optical aberations generated by refractive index mismatch of the immersion- and sample medium, the excitation point spread function is symmetric around the axis of light propagation (figure 6.13 A). The observation volume is at its minimum value. At high refractive index mismatch the symmetric shape of the PSF is lost (figure 6.13 C) but can be recovered the closer the laser focus is moved towards the glass/sample medium interface (figure 6.13 B). However, due to the adsorption tendency of Aβ42 this might lead to additional artifacts. Thus, this option would need some further investigations.
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Figure 6.10: (A) Out-of-focus emission ($F$-value, ■) and number ($N$, ●) from PCH analysis of AF488-C(0)Aβ42 data. As the number of molecules in the effective volume decreases, the out-of-focus emission increases. (B) Out-of-focus emission ($F$-value, ■) and number ($N$, ●) from PCH analysis of Oregon Green 488 data. This data is used as a reference since Oregon 488 had been observed to adsorb to the glass slide surface, too. (C) Out-of-focus emission ($F$-value, ■) and number ($N$, ●) from PCH analysis of AF488 data. The number of molecules stays almost constant and thus the $F$-value scatters around its mean value (dashed line). The scattering amplitudes in (C) are much bigger than for (A) and (B) because the number of detection events was much lower.
Figure 6.11: (A) Change in the effective observation volume with increasing GdnHCl concentration/refractive index. (B) The elongation of the PSF along the z-axis (herein denoted as the ratio $\omega_z/\omega_{xy}$) contributes most to the increase in the observation volume.

Figure 6.12: Correlation curves of AF488 in solutions of increasing GdnHCl concentration ($0 \rightarrow 6$ M GdnHCl, dark blue $\rightarrow$ dark red) The average number of particles increases due to an increasing observation volume (see also figure 6.11).
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Figure 6.13: Calculated excitation point spread functions (PSF). (A) PSF for non-abberated conditions ($n_{\text{sample medium}} = n_{\text{immersion medium}} = 1.334$, depth=150 $\mu$m). (B) Abberated conditions ($n_{\text{sample medium}} = 1.436 \neq n_{\text{immersion medium}} = 1.334$, depth: $\approx 12 \mu$m). (C) Abberated conditions ($n_{\text{sample medium}} = 1.436 \neq n_{\text{immersion medium}} = 1.334$, depth: $\approx 164 \mu$m). The laser excitation wavelength was set to 470 nm and the beam was assumed to be polarised along the $y$-direction. All the figures were generated with the PSF Lab software [53].
6.4. \( \alpha_4 \beta_{42} \) is monomeric under FCS measurement conditions

Although the fits of the fluorescence correlation curves to a one-component diffusion model (equation 2.64) are excellent, it is well-known that the resolvability of FCS is rather limited [78]. E.g. Meseth et al. found that a factor of at least 2.6 in ratio of the diffusion times is necessary to distinguish two species of equal brightness (15 kHz), in which 90% are of the first size and 10% of the particles are of the second size. However, this means that the second (bigger) species should have a diffusion coefficient which is at least 38.5% lower than that of the smaller species. Hence, in order to be sure that the observed unfolding transition is solely due conformational changes of monomers, we performed PCH analysis on the data set of the FCS unfolding experiments. The presence of oligomers in the solution would lead to the appearance of fluorescence bursts with higher intensity (due to the presence of multiple fluorophores) which in turn would lead to the appearance of a higher number of photon counts in the photon counting histogram. Thus, the one-component fit would fail and result in a reduced chi-squared far from one. As can be seen in figure 6.14, fitting the experimental PCH of AF488-C(0)A\( \beta_{42} \) to a one-component model gives a good fit with reduced chi-squared close to one. Additionally, the fact that the brightness values of free AF488 dye and AF488-C(0)A\( \beta_{42} \) are similar (see table 6.4), gives another hint to the sole presence of AF488-C(0)A\( \beta_{42} \) monomers. A substantial amount of oligomeric species would push the average brightness towards a higher value. The slightly lower brightness of Alexa Fluor 488 maleimide could likely be attributed to quenching of the fluorophore by its own maleimido group [79]. This assumption is also supported by taking a closer look at the fluorescence lifetime decays of free AF488 maleimide and AF488-C(0)A\( \beta_{42} \) (see figure A.1 in the Appendix). However, the presence of multiple fluorophores in an oligomer in close proximity to each other could lead to self-quenching between neighbouring dyes [80]. This in turn would result in a more reduced brightness than expected for an oligomer of \( n \) monomeric units and this can lead to the result that certain oligomers and monomers would have a similar brightness. In this case, they could thus not be resolved with PCH analysis. Nevertheless, the combined analysis of FCS and PCH data at least hints at the absence of oligomeric species.

**Table 6.4:** Comparison of the fit parameters from PCH analysis of AF488 maleimide and AF488-C(0)A\( \beta_{42} \). Both brightness values are similar, indicating that the AF488-C(0)A\( \beta_{42} \) exists in its monomeric form.

<table>
<thead>
<tr>
<th>Sample</th>
<th>( \varepsilon ) [kHz]</th>
<th>( \chi^2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>AF488</td>
<td>21.29 (± 0.54)</td>
<td>0.8</td>
</tr>
<tr>
<td>AF488-C(0)A( \beta_{42} )</td>
<td>22.30 (± 0.23)</td>
<td>1.2</td>
</tr>
</tbody>
</table>
It shall be noted that the verification of the monomeric structural conformation is performed on the same dataset which was finally used to construct the unfolding curve. This is in contrast to other methods like CD spectroscopy or Bis-ANS fluorescence, in which the verification is done on a separate instrument (e.g. SEC) after the actual unfolding measurements. In case there are oligomers detected afterwards, this does not necessarily mean that they had been present during the structural measurements [4].

![Figure 6.14: Photon counting histogram analysis of AF488-C(0)Aβ₄₂ in 0.5 M GdnHCl solution. The solid red line in the main plot is a fit to the one-component PCH model (see equation 2.42). A $\chi_r^2 = 1.2$ denotes an excellent fit and thus indicates the absence of oligomeric species.](image)

6.5. **AF488-C(0)Aβ₄₂ monomer unfolding with GdnHCl**

FCS was applied in several studies of protein unfolding [74, 81, 82], but in all of these cases the molecular weight of the proteins was typically $>15$ kDa and the corresponding change in the hydrodynamic radii from native to the denatured conformation was usually $>10$ Å. However, in our study, the unfolding of dye-labeled C(0)Aβ₄₂ (about 5 kDa) was examined which is substantially smaller. Correspondingly, the change
in the hydrodynamic radius between the native- and denatured conformation was expected to be much smaller. The hydrodynamic radii were calculated from the correlation curves which were obtained from the denaturation experiments of AF488-C(0)Aβ_{42} in various GdnHCl solutions (see figure 6.15). The correlation curves shifted towards higher correlation times with increasing GdnHCl concentration. There are

\[ R_H \]

Figure 6.15: Correlation curves of AF488-C(0)Aβ_{42} in various GdnHCl solutions. The shift towards higher correlation times corresponds to the increasing solution viscosity and conformational changes of the Aβ_{42} peptide (see also figure 6.16).

mainly two effects which contribute to this shift. An increasing solution viscosity and conformational changes of the peptide increase the diffusion coefficient. Their corresponding contributions are depicted in figure 6.16. In the range between 0 and 0.7 M GdnHCl it is mainly the change in viscosity which contributes to the shift in the corresponding correlation curves (figure 6.15). Between 0.7 and 4 M GdnHCl changes in the peptide conformation mainly contribute to the overall change in the diffusion coefficient and thus to the shift in the correlation curves. Between 4 to 6 M GdnHCl it is again the viscosity which mainly leads to the shift in the correlation curves. Nevertheless, at least within the transition region (≈ 1-2.5 M GdnHCl) it is mainly the change of conformation which overwhelms the contribution of the viscosity. This might likely be different for thermal unfolding in which both the temperature and the change in viscosity lead to a shift in the correlation curves per se [32]. In this case, the conformational change of the peptide has only a minor contribution to the shifts of the correlation curves.

Calculating the hydrodynamic radii \( R_H \) from the diffusion coefficients according to the Stokes-Einstein relation (equation 2.71) and subsequently plotting \( R_H \) versus the GdnHCl concentration reveals the unfolding/denaturation curve of the AF488-C(0)Aβ_{42} (figure 6.17). The hydrodynamic radius of the native conformation \( R_{H,N} \)
can be assessed from the unfolding curve by extrapolation of the hydrodynamic radius to zero molar GdnHCl. Here it was estimated to be 9.6 Å. A $R_{h,N}$ value of 9.6 Å is very close to the $9 \pm 1$ Å reported by Nag et al. [83]. However, the hydrodynamic radius of the unfolded conformation $R_{h,U}$ can be assessed from the plateau in the unfolding curve at high GdnHCl concentrations. Here it was estimated to be $R_{h,U}$ of about 13.3 Å. This value is an average over the $R_{h,U}$ values from the plateaus of both unfolding in figure 6.17. The corresponding unfolding curves followed by 1fFCS and 2fFCS are shown in figure 6.17 A and 6.17 B, respectively. It is interesting to note that the error bars tend to increase with increasing GdnHCl concentration. The reasons for this may be manifold. One reason is that the effect of a change in solution viscosity overwhelms the contribution due to structural changes of the peptide (see above). Another interesting phenomenon which, to some extent, contributes to the bigger error bars at high GdnHCl concentration is that both the excitation and emission spectra show a bathochromic shift with increasing GdnHCl concentration (see figure 6.6). For a given laser wavelength (470 nm) this means that a bathochromic shift in the excitation spectrum corresponds to a lower excitation probability. The bathochromic shift in the emission spectra finally leads to a decrease in the detected intensity since the emission filter set had been chosen according to the non-shifted spectrum at zero molar GdnHCl. Nevertheless, it is important to note that FCS enabled us to follow such tiny changes in hydrodynamic radius down to the low Angstrom range. It can further be noted that both FCS methods give comparable diffusion coefficients (insets of figure 6.17) and hydrodynamic radii despite the fact that 1fFCS is very sensitive towards optical aberrations like refractive index mismatch. This indicates that our calibration
Figure 6.17: Unfolding curves obtained from 1fFCS (A) and 2fFCS analysis (B). Red lines correspond to best-fit lines to the two-state unfolding model 2.88. The hydrodynamic radii $R_H$ were calculated from the corresponding diffusion coefficients $D$ (see inset). Error bars denote the standard deviation of $D$ and $R_H$ respectively from fitting ten individual correlation curves.
procedures for 1fFCS is valid even at high GdnHCl concentrations and that optical corrections are not needed like those described by Chattopadhyay et al. [74]. The unfolding curves were fitted to equation 2.88. The corresponding estimated parameters are listed in table 6.5. The most interesting parameter extracted from the unfolding

<table>
<thead>
<tr>
<th>Method</th>
<th>$\Delta G^{H_2O}$ [kcal/mol]</th>
<th>$m$ [kcal/mol/M]</th>
<th>$R_{H,N}$ [Å]</th>
<th>$R_{H,N}$ [Å]</th>
<th>$\chi^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1fFCS</td>
<td>1.74 (± 0.31)</td>
<td>1.36 (± 0.22)</td>
<td>9.6 (fix)</td>
<td>13.0 (fix) (± 0.43)</td>
<td>1.03</td>
</tr>
<tr>
<td>2fFCS</td>
<td>1.94 (± 0.26)</td>
<td>1.10 (± 0.17)</td>
<td>9.6 (fix)</td>
<td>13.5 (fix) (± 0.67)</td>
<td>1.47</td>
</tr>
<tr>
<td>Average</td>
<td>1.84 (± 0.29)</td>
<td>1.23 (± 0.20)</td>
<td>9.6</td>
<td>13.25 (± 0.55)</td>
<td></td>
</tr>
</tbody>
</table>

Table 6.5: Parameter estimates from fitting the AF488-C(0)Aβ42 unfolding curves (figure 6.17)

curve analysis is the free energy in the absence of denaturant $\Delta G^{H_2O}$. It reports on the stability of the native conformation [84] and is thus often used to compare the stability of protein mutants with their corresponding wild-type. This, in fact was done by Ni et al. for different Aβ40 variants [60]. They determined a slightly higher value of $\Delta G^{H_2O}$ for Aβ40 (2.04 kcal/mol) and a much higher $m$-value (-2.84 kcal/mol/M) compared to our values (table 6.5). Furthermore, in their publication they show that the stability of different Aβ40 mutants determined the kinetics of nucleation. However, they performed their experiments in 5 % 2,2,2-trifluorethanol (TFE) which is known to induce alpha-helical structure in Aβ. Thus, the value of $\Delta G^{H_2O}$ might be lower without TFE. Chen et al. reported a $\Delta G^{H_2O}$ value of 1.1 kcal/mol and a $m$-value of 0.7 kcal/mol/M for Aβ40 even though they performed their unfolding experiments in urea and not in GdnHCl [85]. In contrast to our experiments, measurements reported by the latter two references were performed at 25 °C. $\Delta G^{H_2O}$ is highly temperature dependent [48, 86] which might explain the smaller value reported by Chen et al. We also calculated the solvent accessible surface area $\Delta SASA$ from the $m$-value according to equation 2.89. A $\Delta SASA$ of 1204 ± 2137 Å² is reasonable when compared to other peptides [52] although the error is remarkably big. Nevertheless, this value might be used as a benchmark value for other studies, especially for MD simulations of Aβ42 given the calculation of $\Delta SASA$ is straightforward [51].

After all, our $\Delta G^{H_2O}$ value is quite small indicating a rather loose structure. However, the presence of a cooperative unfolding curve indicates the existence of structural elements in the Aβ42 sequence and is thus distinct from a completely random coiled peptide. Our value is bigger than typical values for the strength of hydrogen bonds within proteins (≈ 0.5-1.5 kcal/mol, see e.g. [87]). If we neglect the possibility of the presence of $\beta$-sheet, these results might indicate the presence of a small amount of helical structure of Aβ42, which would correspond to the NMR results reported by Tomaselli et al. [4]. In this case the $\Delta G^{H_2O}$ value suggests the presence of only a small amount of helical structure with at maximum 2-3 helical windings. Nonetheless,
further studies have to be performed to obtain more verified results about the presence of structural motifs of the Aβ_{42} monomer under near-physiological conditions.
Conclusion and outlook

Single-molecule fluorescence spectroscopy and fluorescence fluctuation spectroscopy have become invaluable tools for studying protein conformation, dynamics and interaction. These methods typically perform at very low concentrations and are thus well-suited to study highly aggregation-prone proteins. Fluorescence fluctuation-based methods were applied to explore the unfolding and stability of monomeric amyloid-β 42 (Aβ42), a peptide which plays an important role in the progression of Alzheimer’s disease. In addition, a Bayesian method for fluorescence burst identification and analysis, based on time-correlated single photon counting data, was developed to extract fluorescence detection events of single molecules within a set of raw data.

In the following two sections, I will conclude with the main results and give a concrete outlook on (possible) future works.

7.1 Aβ42 monomer unfolding

In this work, it was demonstrated that Aβ42 shows a cooperative unfolding curve upon unfolding with guanidine hydrochloride. The unfolding was explored by fluorescence correlation spectroscopy which allows to perform experiments under nanomolar concentrations and thus under near-physiological concentrations. As was shown, these conditions solely favour the monomeric conformation of Aβ42. Careful analysis of the unfolding curves revealed a rather loose structure of the peptide with only a low amount of structural elements. The low free energy of the native conformation (≈ 1.8 kcal/mol) correlates with the high aggregation propensity of the Aβ42 [60]. We assume that the structural elements are due to a residual amount of alpha-helical content. However, this assumption has to be underpinned by more experiments. One could, for example, induce certain (known) Aβ42 structures and perform the unfolding on these structures. This might enable to elucidate which kind of structural elements are present in the native conformation. Nevertheless, the unfolding method presented here could also be used to test the influence of different drug candidates on Aβ monomers under near-physiological concentrations. Two-colour FCS or PCH analysis could be applied in order to prove that interaction of both molecules takes place and to
do the unfolding measurements in one run. The same applies to investigations on the interaction between Aβ42 with other amyloid-β peptides (e.g. Aβ40). However, future trials should assess the impact of temperature on the unfolding. Since all experiments were performed at about 23°C it would be important to check if structural elements are still present at 37°C. Additionally, it would be interesting to relate the changes in hydrodynamic radius to absolute distance changes as measured by FRET. We already initiated a corresponding project in which we try to incorporate an unnatural amino acid into the C(0)Aβ42 sequence in order to specifically attach two fluorescent dyes to the peptide.

7.2 Bayesian burst identification

Besides exploring Aβ42 unfolding, a new method of fluorescence burst identification based on Bayesian model comparison was implemented. This method uses all available information, namely micro- and interphoton times, from a single-molecule fluorescence experiment with TCSPC detection system in order to discriminate between fluorescence bursts and background. This is in contrast to other burst identification methods which only make use of a subset of data to perform the burst identification task, either microtimes or interphoton times. Based on the F-score our method shows an improved burst recognition compared to the other methods. Interestingly, our analysis reveals, that a burst identification based on interphoton times shows a lower burst recognition rate than using fluorescence lifetime information or both types of information at the same time. Our method was successfully applied to experimental data of AF488 in water. Since this method is based on Bayesian model comparison, future analysis will reveal the influence of different priors on the burst recognition. In addition, we are going to explore the influence of the fluorescence lifetime and especially of the signal-to-noise ratio on the burst recognition. In principle, this method can be adapted to include information of more complex data like fluorescence polarisation or data from FRET experiments. However, this will be the scope of a future project.
Alzheimer’s disease (AD) is predominantly a disease of elderly people. Due to demographic changes, AD will become even more dominant in future. The exact molecular mechanisms for the development of AD are mainly unknown. However, there exists substantial evidence that the amyloid-β (Aβ) peptide plays an important role [88]. Although Aβ also occurs in healthy brains, it usually degrades very quickly [89]. Nevertheless, it can also aggregate and from oligomers. While a lot of research has focused on these oligomers in recent years, there is no experimental evidence about the monomer structure in pure aqueous solution. This can mainly be attributed to its high aggregation propensity. Aβ aggregation occurs down to the low-micromolar range which makes conventional techniques such as NMR or X-ray diffraction infeasible.

In this work, fluorescence fluctuation-based methods are applied to explore the structural stability of the Aβ_{42} monomer, a 42 amino acids long Aβ isoform. Therefore, a cysteine variant of Aβ_{42} is expressed in E. coli and coupled with a fluorescent dye. A purification procedure will be described which guarantees pure monomers with no detectable traces of oligomers. Fluorescence-based methods are well-suited to study highly aggregation-prone proteins and peptides since this kind of measurements are usually performed with pico- to nanomolar concentration of sample. This is especially important in the case of Aβ since it occurs in the nanomolar range in vivo. Aβ monomer unfolding is performed in guanidine hydrochloride solutions and detected by fluorescence correlation spectroscopy (FCS). However, conventional FCS is sensitive towards optical aberrations which are caused by an increasing refractive index. As a result, dual-focus FCS is additionally applied which is insensitive towards these aberrations. The unfolding curves reveal a two-state cooperative unfolding of the Aβ_{42} monomer which indicates the presence of stable structural elements. However, the low free energy of the native conformation (≈ 1.8 kcal/mol) indicates a rather low amount of structural elements. However, this low free energy correlates with the high aggregation propensity of Aβ_{42} [60]. The established method could further be used to test the influence of different substances on the structural stability of the Aβ_{42} monomer, including the interaction of the Aβ_{42} monomer with other Aβ species.

Another project included in this thesis deals with the development of a new method to identify fluorescence bursts in single-molecule fluorescence measurements. Fluorescence bursts arise when single fluorescent molecules traverse a small observation volume of
high laser power and subsequently emit bunches of photons (called bursts). Single-molecule fluorescence spectroscopy has become an invaluable tool in the framework of protein dynamics [9] and structure determination [37]. A fluorescence burst identification is mandatory in order to discriminate background counts from single-molecule transits of fluorescent molecules through the laser beam. Most often, fluorescence burst identification is based on intensity information [10–14]. Here we present a burst identification method which makes use of all information inherent in time-correlated single photon counting (TCSPC) data, namely micro- and interphoton time information. The method is solely based on probabilities and is called Bayesian burst identification throughout this work. Based on the F-score, Bayesian burst identification solely based on interphoton time information shows the worst burst recognition rate compared to burst identification solely based on microtime- and on both types of information. The latter one shows a slightly increased burst recognition rate compared to the second last one. Additionally, the Bayesian burst identification is successfully applied to experimental data.
ZUSAMMENFASSUNG


strukturellen Elementen beim Aβ42 hin. Die ermittelte freie Enthalpie $\Delta G^{H_2O}$ des nativen Zustands ist jedoch relativ gering, was wiederum auf einen kleinen Anteil struktureller Elemente hindeutet. Die in dieser Arbeit etablierte Methode könnte unter anderem dazu genutzt werden um den Einfluß verschiedener Substanzen auf die strukturelle Stabilität von Aβ Monomeren zu untersuchen. Das schließt nicht nur potentielle Aggregationshemmer mit ein, sondern auch die Wechselwirkung von verschiedenen Aβ-Isoformen untereinander.
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Figure A.1: Comparison of the fluorescence lifetime decays of AF488 maleimide and AF488-C(0)Aβ42 in 0.5 M GdnHCl. Free AF488 clearly shows a slightly lower fluorescence lifetime which can likely be attributed to self-quenching by the maleimido group [79].
Figure A.2: Influence of the simulation box size ($m$-value) on the correlation curves obtained from Brownian dynamics simulation of FFS experiments. See section 5.1 for more details.
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