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Abstract

Alzheimer’s disease is associated with the aggregation of amyloid-5 (Af) peptides into fib-
rillar B-sheet structures, which eventually aggregate into A plaques. It has been shown
experimentally that both metal ions and pH have an important role in the AS aggrega-
tion. The Cu?* binding increases the neurotoxicity of the A peptides, as Cu?* causes
ApB to become redox active and decreases the lag time associated with AS aggregation.
Additionally, the pH is also a main factor that influences both the A aggregation rates
and the binding of Cu®". The effects of Cu®" binding and pH on AJ3 folding and ag-
gregation have been determined experimentally, but the structural and causal details are
still elusive. To investigate the conformational folding of AB;_4o under Cu?* binding and
different pH, we use enhanced sampling methods via the Hamiltonian replica exchange
algorithm and we developed a dummy model for Cu?* for a more realistic treatment of
this metal ion. First we developed and validated the force field parameters for modelling
the interactions between Cu?* and monomeric A3 _4o using a bonded model for Cu?>T—Af
interactions. We found that both Cu?* binding and a low pH condition accelerate the for-
mation of f-sheet in AB; 45 and lead to the stabilization of salt bridges, previously shown
to promote A3 aggregation. These results suggest that Cu?* binding and mild acidic con-
ditions can shift the conformational equilibrium towards aggregation-prone conformers of
the monomeric AS3. Furthermore, we developed a nonbonded model for Cu?* including
the Jahn-Teller effect, as ligand exchange was suggested to occur in the aggregation of
AB peptides involving Cu?*. We successfully validated its application by studying the
metal binding problem in two biological systems: the AS peptide and the mixed-metal
enzyme superoxide dismutase. To investigate the effects of Cu?* on the dimerization of
AB1_42, we performed Hamiltonian replica exchange molecular dynamics simulations of
an Af3;_4o dimer bridged by both the bonded and nonbonded models for Cu?*. We found
that the bonded Cu?* model greatly decreases the flexibility of the AS3;_4o dimer while the
nonbonded Cu?* dummy model has little influence on the flexibility of the AB;_4o dimer.
Ligand exchange was also observed in the dimerization of Af;_ 45 with the nonbonded
Cu?* dummy model. Moreover, the simulations suggest that the Cu?* enhances the sam-
pling of f-sheet and disrupts the a-helix structures, which is of significant importance to

the initialization of the Af;_4o aggregation.
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Zusammenfassung

Die Alzheimersche Demenz steht im Zusammenhang mit der Aggregation des Amyloid-
B (AB) Peptids zu fibrillaren S-Faltblatt-Strukturen, welche schliefllich zu Plaques ag-
gregieren. FExperimente haben gezeigt, dass sowohl Metallionen als auch der pH-Wert
einen groffen Einfluss auf den Aggregationsverlauf haben. Kupfer erhoht die Neurotox-
izitdt des AS Peptids, da Kupfer das Redoxpotential von AS aktiviert und die Aggre-
gationszeit verkiirzt. Dartiber hinaus beeinflusst der pH-Wert die Aggregationsrate von
Af und die Bindung von Kupfer. Wahrend diese Effekte experimentell bewiesen wur-
den, sind ihre strukturellen und kausalen Details nach wie vor unbekannt. Um den
Einfluss von Kupfer und pH-Wert auf die Faltung von Af zu untersuchen, haben wir
Molekulardynamik-Simulationen (MD-Simulationen) mit Hamiltonian-Replika- Austausch
(H-REMD) angewandt, um den Konformationsraum von Af effizient abzutasten. Desweit-
eren haben wir ein nichtbindendes, sogenanntes Dummymodell fiir Kupfer entwickelt, um
eine realistischere Beschreibung dieses Ions in MD-Simulationen zu ermoglichen. Zunachst
wurden jedoch Kraftfeldparameter fiir ein Cu?T-Modell entwickelt und validiert, bei dem
kovalente Bindungen zwischen Kupfer und A bestehen. Basierend auf H-REMD-Simulationen
konnte dann gezeigt werden, dass sowohl die Bindung von Kupfer als auch ein niedriger
pH-Wert die Ausbildung von S-Faltblattern in AS beschleunigen und zur Stabilisierung
von Salzbriicken beitragen, welche bereits dafiir bekannt sind, die Aggregation von Af
zu begiinstigen. Diese Resultate legen den Schluss nahe, dass die Bindung von zweifach
positiv geladenen Kupfer(II)-Ionen und ein leicht séduerliches Milieu das Konformationsgle-
ichgewicht von monomerem Af in Richtung leicht aggregierender Konformere verschieben.
Im zweiten Teil der vorliegenden Arbeit wurde ein Dummymodell ohne kovalente Bindung
zwischen Ion und Protein fiir Kupfer(II)-Ionen entwickelt, welches den Jahn-Teller-Effekt
nachbildet und den Austausch von Liganden moglich macht. Das Modell konnte erfolgre-
ich durch die Studie der Metallbindung in zwei biologischen Systemen validiert werden:
das Af-Peptid und das Metalloenzym Superoxid-Dismutase. Um den Effekt des Kupfers
auf die Dimerisierung von A zu untersuchen, haben wir H-REMD-Simulationen des A -
Dimers durchgefiihrt. Hierbei haben wir drei Systeme studiert: das A3-Dimer ohne Cu?*
und das Dimer, in dem die beiden Peptide entweder durch das gebundene oder durch
das ungebundene Dummymodell fiir Cu** verbriickt sind. Das gebundene Kupfer(II)-

Ionen-Modell vermindert stark die Flexibilitat des A-Dimers, wahrend das ungebundene
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Zusammentassung

Modell wenig Einfluss auf die Flexibilitat des Dimers hat. Bei Verwendung des ungebunde-
nen Modells konnte dafiir Ligandenaustausch wahrend der Simulation beobachtet werden.
Schliellich deuten die Simulationsergebnisse darauf hin, dass das den Dimer verbindende
Kupfer(II)-Ion die Bildung von g-Faltbléattern erleichtert und die von a-Helices stort. Dies
ist von grofler Wichtigkeit fiir die Initiierung der Aggregation von Af.

v
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1 Introduction

1.1 Alzheimer’s disease (AD)

As the most common form of dementia (accounting for ~60-80% of all cases) [1], Alzher-
mer’s disease (AD) is a devastating and fatal neurodegenerative disorder. AD is primarily
a disease among elderly people, and it has become a remarkable serious challenge to our
society. In US, AD is the sixth most leading cause of death. An estimated 5.3 million
of Americans suffered from AD in 2015 according to Alzheimer’s Association [1], and the
number may be dramatically increased by 13.8 million in 2050 [2]. Meanwhile, the direct
costs to American society of caring for those with AD will be an estimated $226 billion
in 2015 and $1.1 trillion in 2050 unless effective therapies are developed [1].

The most common AD symptoms are loss of memory, cognitive decline as well as
behavioral and physical disability, and eventually leading to death [3,4]. Currently, the
cause of AD is poorly understood, and there is no effective treatment to stop or reverse
its progression, with some exceptions that may temporarily improve the symptoms|5].

One of the proteins highly associated with brain mass loss and thus AD is the Af
peptide. Initially found in the cellular membrane as part of the amyloid precursor pro-
tein (APP), it is cleaved by the secretase enzymes and once released in the extracellular
environment it starts a self-assembly process. This leads to a large variety of aggregates
from monomers and small oligomers, to larger protofibrils, fibrils and plaques. Oligomers
are thought to be the main toxic species leading to neuronal death, but fibrils have been
recently shown to accelerate considerably the oligomer production. External factors, such
as the environmental pH or the presence of metal ions have been shown to influence the
aggregation process as well. High concentrations of metal ions such as Zn?*, Cu?* and
Fe?T /Fe?T have been found in amyloid plaques based on the analysis of postmortem brain
tissues, encouraging studies regarding the role of the metal ions in the aggregation process
[6-9].

1.2 Amyloid-5 (AS) peptides

The Ap peptides are sequentially cleaved from the transmembrane amyloid precursor pro-

tein (APP), located in chromosome 21, by - and 7-secretase enzymes (Fig. 1.1A). The
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ApB peptides are typically 3943 residues in length, and the most prevalent alloforms of
Ap found in brain plaques are AfS;_49 and Af;_49, the only difference being the presence
of two extra residues, Ile41 and Ala42, at the latter’s C-terminal. The sequence of AB;_4o
is shown in a single-letter code in Fig. 1.1B. There are six negatively charged residues
(D1,E3, D7, E11, E22, D23) and three positively charged residues (R5, K16, K28) at
physiological conditions, resulting in a net charge of -3e. In general, A3 peptides can be
divided into the metal binding region involving N-terminal residues (D1-K16), central hy-
drophobic core (CHC, L17-A21) region, central polar region (G22-G29), and C-terminal
hydrophobic (CTH) region (A30-V40/A42), as shown in Fig. 1.1B.

o
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Figure 1.1: (A) shows the production of Af peptides which are sequentially cleaved from
the amyloid precursor protein (APP) by - and 7-secretase. (B) shows the
sequence of ApB;_49, which is divided into four regions: metal binding region,
central hydrophobic core (CHC) region, central polar region and C-terminal
hydrophobic (CTH) region. Residues labelled as red, blue, green and black are
negatively charged, positively charged, polar and hydrophobic, respectively.

1.2.1 A5 monomers

It is highly challenging to identify the structural information of Ag peptides under physio-

logical conditions because of its rapid aggregation tendency. Various experimental studies
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have been carried out focusing on the two main alloforms (A _49 and A3 _42) in order
to determine their secondary structures and aggregation patterns. Af;_4 and AB; 4o
monomers are mostly characterized by disordered conformations in solution. There are
several NMR models of AS peptides determined in membrane-mimicking environments.
A three dimensional model of AB;_4 was reported by using NMR spectroscopy at pH 5.1
in aqueous sodium dodecyl sulfate (SDS) micelles [10], consisting of an a-helix between
GIn15 and Val36 as shown in Figure 1.2A. A NMR model of AB;_4s was also determined
in a mixture of hexafluoroisopropanol and water (HFIP/H,0) [11], which has two helices
between residues Tyrl0O and Ile32, as shown in Figure 1.2B. Moreover,a second NMR
model for A4 was determined in apolar micro-environment [12] (Figure 1.2C), char-
acterized by two a-helices (Ser8-Gly25 and Lys28-Gly38) connected by a regular S-turn.
Generally, the AS peptides are typical helices in apolar solvents.

L
S e

'\’y'm N2

N i
g

Figure 1.2: The NMR models of Af;_4 (A, PDB ID: 1BA4) and ApB;_4 (B, PDB ID:
170Q; C, PDB ID: 1IYT) monomers. The figures were generated with VMD
[13].

In water, however, S-strands and turns were found at the CHC and CTH regions by so-
lution NMR experiments [14]. AS;_40 and A5 _4o were also determined to be dominated
by random coil [15], but small contents of -strand [16] were also suggested by ultraviolet
circular dichroism (UV CD) spectra experiments. The population of -strand is ranging
from 12% and 25%, while a-helix is between 3%-9%. Because of the two extra hydropho-
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bic residues Ile41 and Ala42, AS;_4s is more rigid at the CTH region than A(;_49, on both
side-chain and backbone dynamics [17,18]. Turn structures probably are critical in the
aggregation of the AS peptides, because it was determined at the central polar region by
solution NMR experiments [19], also confirmed by simulations [20,21]. As expected, the
A monomer does not have a clearly folded conformation in water, a defining character-
istic of intrinsically disordered proteins because of the high aggregation propensity. This
however, could play a role in its aggregation into oligomers and fibrils. The investigation
of the conformational properties of the A peptides by various computational approaches
has been encouraged by the inherent limitations and challenges of current experimen-
tal techniques for studying disordered peptides. Currently, computer simulations of the
Ap peptides with implicit and explicit solvent models are able to extend over multiple
microseconds as the development of the availability of computational resources. Raffa
and Rauk confirmed that the coil structure was the predominant conformation of A3, _4
with MD simulations [22]. Olubiyi and Strodel found that the formation of S-sheets is
enhanced by lowering the pH, i.e., by protonating the three His residues in Af; 4o in-
vestigated by MD simulations [23]. Moreover, advanced sampling techniques like replica
exchange molecular dynamics (REMD) simulation [24] are also used to improve the sam-
pling. Rosenman et al. sampled S-hairpins between Leul7—Ala21 and Ile31-Val36 regions
for Af;_40 and a second S-hairpin spanning Val39-Alad2 for AfB;_ 4o from REMD simu-
lations on the microsecond per replica time scale with OPLS-AA/TIP3P [25]. Recently,
an excellent review on both experimental and simulation studies of the AS peptides were
published [26].

1.2.2 Apj oligomers and fibrils

It is difficult to classify soluble A species systematically without more information about
the structure and the assembly pathways. Generally, soluble AS aggregates contain
protofibrils and oligomers. Protofibrils have molecular masses between 30~250x 103 kDa,
with high S-sheet content and can seed the growth of fibrils [27]. Oligomers are smaller
species, with masses ranging from 9 kDa (dimer) to hundreds of kDa (~50mers). It is
now widely accepted that soluble A species formed at the initial self-assembly step, other
than monomers, are the toxic agents [28-31]. For example, dimers are around 3-fold more
toxic than monomers, whereas trimers and tetramers are 8- and 13-fold more toxic, re-
spectively [15]. The conformational transition of monomeric A peptides to a S-sheet-rich
state resulting in its aggregation, with water-soluble oligomers as intermediates, is crucial
for the initiation of Alzheimer’s dementia [15,32,33].

A variety of oligomeric species have been identified [34], but the detailed structural
information of the AS oligomers is still unknown. However, there are several proposed

models that describe the intermolecular organization of Af oligomers based on experi-
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mental data [35-39]. The anti-parallel S-hairpins play an important role in these models.
For example, Yu et al. proposed a model in which an anti-parallel S-hairpin between
[-strands spanning residues 17-23 and residues 28-33 was determined based on solution
NMR data [36]. Three twisted S-hairpins in a triangular arrangement were observed for
a Af7_36 trimer based on the X-ray crystallographic technique [39]. Nevertheless, the
oligomer structure is still far from being resolved, and a consensus on the toxic oligomer
species has yet to be reached [30] in despite of the countless number of experimental and

computational studies [40].

"odd" end Bz

vig

Aﬁl Axis

Figure 1.3: A proposed model of the ([-sheet amyloid structure based on NMR spec-
troscopy. Figure reprinted with permission from Liihrs et al.. Proceed.
Natl. Acad. Sci. U.S.A, 102(48):17342-17347, 2005. Copyright 2005,
National Academy of Sciences, USA.

"odd"end = 5 1y

The amyloid fibrils contain bundles of -sheets with the backbones orthogonal to the
fiber axis called cross-f3 structure as determined by X-ray diffraction [41]. In spite of
difficulties with solubility and crystallization, many groups have determined the fibril
structures of AJ peptides using NMR spectroscopy. Fibrils are composed of parallel or
anti-parallel S-sheets being perpendicular to the fibril axis with hydrogen bonds parallel to
the fibril axis holding the -sheets together [42] as shown in Figure 1.3. The Tycko group
have studied the fibril of AS peptides extensively with NMR techniques [43-49], and they
have proposed several fibrillar models, mainly for AB;_49. For AB;_49, besides the Liihrs
model [42], there recently have been proposed two more models with considerable different
conformations [50,51]. Despite the advances in elucidating the oligomer or fibril structure,
the molecular mechanisms involved in the aggregation process are still poorly understood.
One important aspect of amyloid aggregation is the interaction of Af peptides with metal

ions that also makes the focus of this thesis.
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1.3 Interactions of amyloid-3 with Cu®**

There has been substantial evidence that interactions of AS with transition metal ions
(especially with Cu?* and Zn*") may be involved in the process of A aggregation and
toxicity, as metal ions like Cu?* and Zn?* are found in amyloid plaques at high concentra-
tions (~mM) [8]. Therefore, the role of the dysregulation of Cu®" and Zn** homeostasis
as pathogenic factors in AD have been intensively studied, and metal chelation therapy
may now be considered as a promising clinical approach to AD [52]. In order to under-
stand the therapeutic potential of the metal chelation approach, we need to understand
the role of metal ions (Cu?" and Zn*") in amyloid aggregation, from monomers and toxic

oligomers to fibrils and amyloid plaques.

1.3.1 Stoichiometry of the Cu?>"-A3 complexes

A first question regarding the interactions between Cu?T and AJ peptide is related to the
local chemical interactions between the two. The coordination chemistry of the Cu?T-Ag3
complexes has been extensively studied in the past years with both truncated and full-
length of AS peptides. However, no real consensus has been reached, especially on the
exact coordinating ligands until recently. A reason might be the dynamics of the Cu*™-Ap3
complexes and the different experimental conditions in various studies.

There are several electron paramagnetic resonance (EPR), circular dichroism (CD)
spectroscopy, isothermal titration calorimetry (ITC) studies suggesting that the A5 pep-
tides could bind two Cu?* ions in a sequential and ratiometric way [53,54], with the first
Cu?" indicating ~100 times stronger affinity than the second one [55]. Only one binding
site was reported in some studies [56,57], probably the lower affinity of the second Cu?*
to A which might prevent its detection.

There were vast majority of studies suggesting the formation of a monomeric (Af);Cuy
complex prior to aggregation. A cooparative formation of a binuclear species (AS),Cus
was reported by Barnham et al. [58-60], the two Cu?* centers being bridged via a histidine
residue. Moreover, Hane et al. [61] proposed another model of (Af5);Cu; based on the
measurement of atomic force microscopy, where Cu?* acts as a bridge between the two

monomeric Af, increasing the stability of the peptide-peptide complex.

1.3.2 Binding affinity of the Cu>"™-A3 complexes

In biology, the binding affinity between metal ions and protein and peptides is an impor-
tant parameter. The determination of the metal binding affinity for AS peptides helps
understanding the physiological significance of metal binding in the pathology of A5 ag-

gregation. A recent review had extensively discussed the binding affinity of Zn?* and Cu?*
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towards A, considering different measurements with different buffers [8]. Normally, the
binding affinity is related to the dissociation constant (Kp). The reported Kp values for
AB-Zn?* complexes vary between 1 and 20 uM, whereas for A3-Cu?* complexes between
10 pM and 200 pM [62-64]. Obviously, Cu®** binds to AS by a few orders of magnitude
stronger than Zn?* as indicated by the Kp coefficients.

It is reported that metal ion chelators, especially for Cu?* and Zn?*, can inhibit or
reverse A peptide aggregation in vitro [65], thus the metal chelation is proposed as a
potential therapeutic intervention in AD. Knowing the detailed information of the Kp
of metal ions binding to AS peptides is of significance to designing selective metal ion
chelators. Taking Cu?* for example, a chelator with a conditional Kp of around 1-10 pM
for Cu?* is sufficient to retrieve Cu?* completely from AB peptides. Meanwhile, this Kp

is still high enough to not compete with Cu®" sites in enzymes [66].

1.3.3 Coordination chemistry of the Cu’*-Aj3 complexes

Elucidating the coordination of Cu?* to Af is crucial to understand its role in A3 aggre-
gation and for the rational design of new chelators with potential therapeutic benefits. A
lot of progress has been made for the Cu?* binding sites on A peptides in the past years
though the exact coordination of Cu?" is still an unresolved issue. Different coordination
modes of Cu?* bound to A have been reported depending on different experimental
conditions, such as, peptide concentration, pH, ionic strength, or temperature [8,67,68].

So far, the metal binding sites of Zn** and Cu?" bound to A have been extensively
studied. For both Zn?* and Cu?*, the binding sites in A3 peptides locate at the disordered
N-terminal region (Aspl-Lys16). The potential residues at this region which can bind
Zn** and Cu** are Aspl, Glu3, His6, Aps7, Glull, His13, and Hisl4. Zirah et al. [69]
have reported the NMR structural complexes of AB;_15/Zn*" with a coordination mode
of His6, Glull, His13 and Hisl4, determined in aqueous solution at pH 6.5 and 7.4. A
tetrahedral coordination sphere of Zn?** by Aspl (amine), His6, Glull (COO™) and His13
at the N-terminal region of rat AB;_ss was proposed based on an NMR study in sodium
dodecyl sulfate (SDS) micelles at temperature 298 K and pH 7.5 [70]. For human A,
a different penta-coordination sphere of Zn** binding with Aspl (amine), His6, His13,
His14, and/or Glull (COO™) was suggested in the same NMR study [70]. Moreover, a
coordination sphere of the A3/Zn?* complex coordinated by four His residues (His13 and
His14 of two different monomers) was reported based on X-ray absorption spectroscopy
(XAS) [71], in which Zn*" acted as a bridge between two A3 monomers.

For Cu?*, the possible coordinating residues in A determined by experiments are
almost the same as for Zn?* (Aspl, Glu3, His6, Aps7, Glull, His13, and His14), loacated
at the N-terminal region. The three His residues (His6, His13 and Hisl4) involved in
the Cu®* coordination sphere are supported by NMR, experiments [55,58,72] and other
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experimental studies [71]. Moreover, His13 and His14 were confirmed to be involved in
the Cu?* coordination sphere by electrospray ionization mass spectrometry (ESI-MS) [73].
Using homology modelling (HM) and quantum mechanics (QM) approaches, Ali-Torres
et al. have determined the possible plausible 3D structures of AB;_16/Cu?t taking all
possible ligands into account with different coordination spheres [74,75].

Drew et al. proposed two different 3N10O (three nitrogen and one oxygen atoms) co-
ordination spheres for Cu*"-Af3 complex using continuous-wave electron paramagnetic
resonance (CW-EPR) spectra, called component I and II [76-78] (Figure 1.4). At pH 6.3
to 6.9, the Cu?* coordination sphere involves the binding of the amine and the carbonyl
groups of Aspl, His6 and His13 (or Hisl4) (component Ia or Ib) in a distorted square
planar geometry [78], whereas His6, His13, Hisl4 and the carbonyl group of Ala2 are
involved in a distorted square planar coordination sphere at pH 8.0 (component IT) [77].
Dorlet et al. suggested that a water molecule or a negatively charged residue (Asp or

Glu) was also involved in the coordination sphere as a fifth ligand at the axial position

[79,80].
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Figure 1.4: Coordination models proposed experimentally for the Cu?t-Af3 1_;4 complexes
from CW-EPR spectroscopy. At low pH, Cu?* is coordinated by NHD!, OP!,
N6 and N3 (component Ia) or by NHP!, OP1) N#6 and N# (component
Ib). An equilibrium occurs between component ITa and Ib. At high pH, Cu*"
is coordinated by 042, N6 N#13 and NAM,

1.3.4 The role of Cu?>" in A3 aggregation

Metal ions such as Zn?* and Cu?* have significant influence in the A aggregation process,
however, contradictory results about the nature and the direction of these effects were
reported. For example, inhibiting [81-86] and enhancing [87-90] fibril formation of the AJ
peptides have been reported for Zn?*, while Cu** was reported to suppress [81,86,91,92]
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and promote [93-95] the aggregation of the A3 peptides depending on experimental con-
ditions. However, complex effects were also observed [96]. Recently, it was also indicated
that small amounts of Cu?* destabilize the Af oligomers and inhibit the fibrillation [97].
In the case of Zn?**, the effects on AS peptides are mainly dependent on the concentra-
tion of AJ. It has been suggested that Zn?* selectively precipitates oligomers at high A3
concentrations [98,99]. However, induction of lateral aggregation of Aj fibrils [100] and

enhancement of the formation of fibrillar organization [88,96] by Zn?* were also reported.

Figure 1.5: Four proposed models for the AB;_,o fibrils complexed with Cu?*. Figure
reprinted with permission from Parthasarathy et al. J. Am. Chem. Soc.,
133(10): 3390-3400, 2011. Copyright 2011 American Chemical Society.

Cu?* can also modulate A3 aggregation, but its presence protects A3 against Zn?*-
induced aggregation by competing with Zn?* for histidine residues of A peptides[101,
102], which suggests that the complexes of Cu**-Aj3 are more soluble than the Zn?*"
counterpart. A consensus has been reached that Cu?" accelerate the aggregation of AJ
peptides into amorphous deposits [82,103,104], but in some cases fibrils were also formed
by Cu*"-ApB [105,106]. The discrepancy between amorphous and fibrillar types of Aj
aggregates is likely to be attributed to the different concentrations of A3 peptide and Cu?*
or to preparation procedures. Pedersen et al. [107] suggested that the ratio of Cu®T:Af
is a major factor in the AfS aggregation. Together with other researchers, they proposed
three different kinetic pathways that AS peptides may diffuse under the influences of
Cu**. For the first pathway with [Cu®T |<[AfS ], the complexes form rapidly a critical

nucleus followed by the slow elongation of the fibril as peptide-metal complexes are added



1 Introduction

to the nucleus [106,107]. At equimolar concentrations, the Cu®T-Aj oligomers slowly
bind together resulting in amorphous aggregates [103,107]. For the third pathway with
[Cu** |>[AB |, both fibrillar and oligomeric formation of the A3 peptides takes place,
with higher proportions of oligomers likely due to a destabilizing effect of Cu?" on the
structure of AS peptides [107].

It is still unknown how much the structures of A3-Cu?* amyloid fibrils differ from
the metal-free A fibrils. Mithu et al. investigated the conformation of Zn%*-attached
fibrils of AB;_42 by solid-state NMR, (ss-NMR) [108]. They found that Zn?* caused major
structural changes in the N-terminal and the loop regions connecting the two [-sheets.
It disrupted the Asp23-Lys28 salt bridge without altering the fibrillar morphology of
aggregates distinctly [108]. Parthasarathy et al. examined the molecular details of Cu?*
binding to amyloid fibrils using ss-NMR techniques for full-length Af5;_40. Four models
with different coordination modes (Figure 1.5) were proposed based on the experimental
data [109], in which the coordination modes agreed with the one proposed by Drew et al.
[76] partially. And preliminary MD simulations of these model confirmed the stabilities
of the models. They also found that no major structural changes upon Cu?* binding
in the hydrophobic core regions were found based on the chemical shift analysis [109].
Moreover, there was another model for A3,y fibril in complex with Cu?* [110], of which
the coordination mode was consistent with the one proposed for AS;_14 at pH 6.9 by
Drew et al. [76]

Asc. Asc. Asc.

2 Y

AB/Cu* AB/Cu?* Ap/Cu* AB/Cu?* AB/Cu* AB/Cu?

o¥ o, MHO gm)-ﬂqo'
2 2 2H+ 2V2

+

Figure 1.6: Redox chemistry of the production of ROS by (A3/Cu®")/(AB/Cu™) in the
presence of ascorbate (Asc.) and molecular oxygen. The endogenous antioxi-
dants ascorbate is able to reduce Cu** to Cu™, and the oxidants O,, O3~ and
H,0, can oxidize Cu?* to Cu™ with the production of HO® and HO™.

1.3.5 Neurotoxicity of Cu?*

In addition to the effects of modulating the aggregation process of AS, Cu?* has also
been widely accepted to contribute to oxidative stress and inflammation of the brains of
Alzheimer’s patients [111]. Oxidative stress is known to play a role in normal aging [112].

As one of the initial signs of AD, oxidative stress precedes the presence of inflammation and
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amyloid plaques [113]. Oxidative stress includes the production of reactive oxygen species
(ROS) (Figure 1.6) [114,115]. AS peptides are able to induce the production of ROS in
cells [116], while copper ion can exacerbate and facilitate Af-mediated oxidative damage
in AD [117]. Indeed, it has been reported that complexes of A3/Cu®* are able to catalyze
the production of ROS like HyOy and HO® in the presence of a biologically relevant
reducing agent in vitro experiments [118]. Moreover, it was also indicated that oligomers
of AB;_42/Cu?t produced much more HyOy and HO® than monomeric AS3;_45/Cu®" [118,
119]. The OH radical is highly reactive and initiates a variety of reactions resulting in
post-translational protein modification, DNA damage and lipid peroxidation [120]. A lot
of studies have suggested that both the lipid peroxidation and copper at the neuronal
synapse promoting the A aggregation contribute to the copper toxicity [121]. Although
the brain has a natural defense system for removing excess HyOs, it can be overwhelmed
with the excessive amount of HyO and HO® [122,123]. Thus, Cu?* is expected to increase

the toxicity of Af oligomers and amyloid.

11






2 Motivation

High concentration of the redox active metal ion Cu?* has been found in senile plaques
composed of AB3 peptides. The presence of Cu?* is widely accepted to be involved in A
aggregation and toxicity. Experiments have been extensively carried out to investigate
the coordination chemistry of Cu?* binding Af, the source of toxicity related to Cu?*,
and the roles of Cu?* in the process of AS aggregation. However, no consensus has been
reached on these issues. Computer simulations provide a complementary means of directly
accessing these vital information. Various computational studies of AS interacting with
Cu?* have been performed to investigate these mechanism at different levels including
MM and QM approaches. Rauk and co-workers have studied the complex stabilities,
ligand preferences and reaction pathways for a series of modelled A3/Cu®" and Aj3/Cu*
complexes [124-127] using density functional theory with the B3LYP functional [128,129].
QM approaches are useful to study different coordination spheres and to determine some
molecular properties such as standard reduction potentials (SRP) or constants of stability
of AB fragment and Cu®" [74,75,130]. For the full-length AS or oligomers, molecular
dynamics (MD) simulation has been proved to be a better sampling tool. There are some
MD studies focusing on the effects of Cu?* on the binding sites and conformational folding
of AS peptides [22,131-133], but further study is still necessary as knowledge about the
coordination chemistry of Cu?* binding to A is still updating [9,76-80].

Hamiltonian replica exchange molecular dynamics (H-REMD) [134,135] simulation has
been proven to be a highly efficient sampling technique [136]. H-REMD is able to be
efficiently applied to study the roles of Cu?* in the A aggregation at atomistic level,
which can not be obtained by experimental approaches currently. In Chapter 4, we
present and discuss the results of our simulations studying the effects of Cu?T on the
conformational folding and dimerization of AB;_45. The motivation of these simulations
is that experimental techniques have so far not been able to interpret the mechanism of
how Cu?" modulates AS aggregation resulting in an enhanced toxicity. Understanding
the mechanism will have significant influences in the field since it will facilitate the finding
of potential targets on Af peptides and the design of effective drugs against Alzheimer’s

disease.
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3 Methods

3.1 Statistical mechanics

As a branch of theoretical physics, statistical mechanics studies the average behaviour
(macrostate) of a very large number of behaviours (microstate) of a mechanical system
using probability theory. It provides a framework for relating the microscopic properties
of individual atoms and molecules to the macroscopic bulk properties of materials that can
be observed in everyday life. Thus, it explains thermodynamics as a result of the classical
and quantum mechanical descriptions of statistics and mechanics at the microscopic level.
Generally, a number of microstates gives a compatible macrostate in a system with a large
number of particles. The dynamical states of the system is a space in which all possible
states are represented, called phase space.

Classically, the microscopic state of a system is a function of the momenta and coordi-
nates of its particles. A system containing N particles has 6N degrees of freedom due to
3 coordinates (z,y,2) and 3 momenta (P,, P,, P,) for each particle. The possible coordi-
nates and momenta of the particles in the system form the phase space. Each state of the
system is represented by a single point in the phase space. Thus, an ensemble is treated
as a collection of a huge number of single points in the phase space, satisfying the con-
ditions of a specific thermodynamic state. Some ensembles with different characteristics

are described below.

3.1.1 Microcanonical ensemble (NVE)

The microcanonical ensemble [137,138] is used to represent the possible states of a me-
chanical system which has a constant number of particles (N), a constant volume (V') and
a fixed energy (F), thus also called NVE ensemble. It corresponds to a thermally isolated
system. In a NVE ensemble, every microstate with energy within a average centered at
E is assigned an equal probability. Then if the total number of all possible microstates of

the system is denoted as €2, the probability p, of finding microstate j of the system is:

1
Pi=g (3.1)
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3.1.2 Canonical ensemble (NVT)

A system in a canonical ensemble [137,138] is allowed to exchange energy with a heat bath
, and is also characterized by a constant number of particles (/V), a constant volume (V)
and a constant temperature (7). The probability p; of finding a particular microstate j
at energy level F; of the system is expressed as:

o—Fs/kBT

Pi=—7p (3.2)

Z =Y e Pkl (3.3)
J

where Z is the partition function of the canonical ensemble. The characteristic state

function of this ensemble is the Helmholtz free energy

A(N,V,E) = —kgT InZ (3.4)

3.1.3 Isobaric-isothermal ensemble (NPT)

The characteristics of an isobaric-isothermal ensemble [137] is maintaining a constant
number of particles (V), a constant pressure (P) and a constant temperature (77) in
the system, thus called NPT ensemble, while the system’s energy (E) and volume (V)
fluctuate around thermal equilibrium. In a NPT ensemble, the system is exchanging
volume (or work) with a barostat at pressure P and exchanging energy with a thermostat
at temperature T'. The NPT ensemble is of significant importance in chemistry since most
of the chemical reactions are performed in constant pressure condition. The probability

p; of finding a specific microstate j of the system in a NPT ensemble is:

o (Ej+pVy) kT

pj = 7 (3.5)

7 _ Z e~ (Ei+pV;)/ksT (3.6)
J
where Z is the partition function of a NPT ensemble. And the characteristic state function

of this ensemble is the Gibbs free energy:

G(N,P,T) = —kgT InZ (3.7)

3.1.4 Grand canonical ensemble (V1)

The grand canonical ensemble is used to describe the possible states of a system of parti-

cles, in which the thermodynamic equilibrium (thermal and chemical) is maintained with
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a reservoir. The system is open to exchange energy and particles with the reservoir at
chemical potential . Thus the thermodynamic state of a system in a V7T ensemble is
characterized by a constant chemical potential (1), a constant volume (V') and a constant
temperature (7°). The probability p; of determining a microstate j of the system with
particle number NV; and energy Fj; is:

e~ (Nju—E;)/ksT

7 — Z e~ (Njp—E;)/kpT (3.9)
J

where Z is the partition function of uV'7T" ensemble.

3.2 Molecular mechanics

Molecular mechanics (MM) is using classical mechanics methods to describe molecular
systems. It is based on a simple model in which the system is treated as a collection of balls
(corresponding to atoms) connected together by springs (corresponding to bonds). For
this approximated model, the energy of the system changes with changing geometry since
the springs resist being deviated away from the natural geometry. The principle behind
molecular mechanics is to use a function to express the energy of a system described by

energy components corresponding to the bond stretching, bond bending and other terms.

3.2.1 Potential energy functions

The basic function form for the potential energy of a molecular system in molecular

mechanics contains bonded and nonbonded terms, as illustrated in Eq. 3.10 [139,140]:

Etotal - Ebonded + Enonbonded (310)

The bonded interactions account for bonds, angles and dihedral angles and improper
dihedral angles. The improper dihedrals are used to define the planarity of aromatic
groups and to enforce chirality in molecules. Thus, the bonded interaction potential can
be written as:

Ebonded = Ebonds + Eangles + Edihedrals + Eimpropers (311)

The non-bonded interactions originate from interactions of pairs of atoms which are sep-
arated by three or more covalent bonds. The nonbonded interactions can be divided into

van der Waals and electrostatic terms:

Enonbonded = EvdW + Eelec (312)

15



3 Methods

Usually, the function form used to describe the potential energy of a system is also called
force field. Most of the widely used force fields are additive ones, so any additional terms
known to affect the energy of a molecular system can be added to the above equations. The
most common form of potential energy function used in force fields to model biosystems

today is written as follows:

K,
Erota = E(qN> - Z #(lw a l?j)2

bonds

z k
—+ Z —2 z]k Hz]k)
angles
Vi 0
I Z Z - [1 + cos(ndir — Pijn)] (3.13)

dihedrals n

1kl
+ Z ] gwkl f?jkl)Q

improper
N—-1 N 12
O o Q Q
e |22 S .S J
+Z Z fj{ E [(w) <7“z'j> ] 47T507“m}
=1 j=i+1

where E(qV) (Ere) is the potential energy expressed as a function of the system’s
coordinates ¢V. The first four terms in Eq. 3.13 model the covalently bonded interactions
the system, whereas the last terms models the nonbonded interactions between atoms in
different systems or in the same system separated by at least 3 bonds. The ”fudge factor”
fi; = 0.5 is used to scale down the 1,4 interactions (non-bonded interactions between
atoms separated by 3 bonds), otherwise f;; = 1.0. In the following, we will describe each

term from Eq. 3.13 in detail.

Bond stretching

The bond stretching term describes the interaction between two covalently bonded atoms
i and j , such as C-C, C-H, C-O etc.. Among many functional forms used for the bond
stretching term, the Morse potential (Figure 3.1) is particularly popular, and is described
by the following relationship:

E(l) = D A1 — exp[—a(l; — I)]}? (3.14)

v

= k2D, (3.15)

where [;; is the bond length, D, is the well depth of the potential energy minimum, a
controls the width of the potential, k. is the force constant of the bond at the minimum
of the potential, and l?j is the reference bond length between atoms ¢ and j. As shown

in Figure 3.1, the Morse potential profile fits quite well with the real profile, and it is
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still accurate even at large deviation or dissociation. However, it is not widely used in
molecular simulations with classical force fields. One of the reasons is that it needs more
parameters (3) for each bond than other function forms such as the harmonic potential
(2), resulting in computational inefficiency. Furthermore, large bond deviations from the

equilibrium value or dissociations rarely occur in simulations.
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Figure 3.1: Illustration of harmonic (red) and Morse (green) potentials together with the
potential profile of a real bond stretching (blue). The potential curves close
to the equilibrium bond distance (l) are highlighted.

The most used functional form for bond stretching is the harmonic potential, based on

the Hooke’s law: "
Ey=Y 5l = 1)’ (3.16)

bonds

The total bond energy FEj of the system is calculated as a summation over all covalent
bonds. Each bond is described by a harmonic potential with a unique force constant
K;;. Because of the vibrational motions, the bond length [;; of atom ¢ and j deviates
from its equilibrium value l?j. The harmonic potential is accurate enough to model bond
stretching when the deviation from its reference value is around 0.1 A or less as highlighted
in Figure 3.1. More accurate functional forms were also developed [141,142], but they are

more computationally expensive.
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Angle bending

The harmonic potential or Hooke’s law is also widely used for describing the angle bending
from its reference value (Eq. 3.17). With this functional form, the angle between three
atoms i, 7 and k (e.g. C-C-C, C-N-C, C-O-C etc.), in which atoms ¢ and k are cova-

lently bonded to the same atom j, is constrained to the reference angle by the following

relationship:
Bo= ) %(%‘k — )’ (3.17)
angles
or expressed as:
E,= ) kzﬂ“ [cos(B51) — cos(02,)]? (3.18)
angles

where k;j; is the force constant, G%k is the equilibrium value of the angle. In general, the
force constants k;j; of angle bending are less than k;; for bond stretching, because less
energy is needed to distort an angle than to compress or stretch a bond.

The accuracy of the angle bending term can be improved by adding higher-order terms.
For example, there is a quartic term together with a quadratic term in MM2 force field.

Then the angle bending form can be expressed as:

ki' I 1
Ea = Z TJk(@z]k - 0’?]k>2[1 —k (Hl]k — ng) —k (0Z_7k — H%k)2 .. ] (319)

angles

Torsional angle potential

A torsion angle is formed by four atoms sequentially bonded and induces rotation about
the axis parring through the central bond. The torsional potential is describing the energy
change associated with this rotation. The potential of proper dihedral angles is expressed
as: v

E; = Z Z %’Cl [1 + cos(noiji — dY5)] (3.20)

dihedrals n

where ¢z, is the torsional angle defined as the angle formed between the two planes of ijk
and jkl, and gb% 11 1s the phase factor determining where the torsion angle passes through its
minimum energy. The torsional angle may rotate between [0°,360°] or [—180°, 180°], with
0° standing for the cis configuration and 180° corresponding to the trans configuration.
Vi, represent the energy barriers and n is the periodicity of the torsion. The energy
associated with a 360° rotation should remain the same as the energy for 0° and thus,
for periodicity n = 1. In Figure 3.2, it takes the ethane molecule as an example with
conformations corresponding to the cis and trans configurations, and the energy barrier

between them is around 2.9 kcal/mol.
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Figure 3.2: The variation of the potential energy of ethane ascribed to the dihedral angle
defined by H-C-C-H atoms. The curves can be represented as a typical cosine
function

Improper torsion

An improper dihedral angle (out-of-plane) is typically involving a central atom bonded
with each of three other atoms. The improper dihedral potential can be incorporated into
force fields to achieve specific geometries. The harmonic potential is also used for the
improper torsional potential:
Eiq = Kig 0. 3.21
=y (&g = &) (3.21)
impropers

where k;jx; is the force constant, & is the torsion angle of atoms ¢, j, & and k, whereas
f%kl is the reference value. A value of ;i = 0° corresponds to all the four atoms being

in the same plane.

van der Waals interactions

The van der Waals (vdW) energy (E,qw) is defined between atoms i and j which are
separated by at least 3 bonds in the same molecule and any atoms from different molecules.
Mostly, the 12-6 Lennard-Jones (LJ) potential is used to described the van der Waals
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interactions between two atoms:

Epy = Nz_l EN: de;; [(j—j)lz - (%)6] (3.22)

N—-1 N rm 12 rm 6
F=3 Y (_ﬂ) _9 (_ﬂ) (3.23)
- . Tij Tij

where €;; is the depth of the potential well between atoms ¢ and j, o;; is the finite

distance at which the interatomic potential of ¢ and j is zero, r;; is the distance between
m
ij
reaches its minimum (Figure 3.3). The 77} is related to oy; as rj} = 21/6g;;. The first

term, proportional to (r;;)'?, is repulsive accounting for the inter-nuclear repulsion and

the atoms 7 and j, r" is the distance at which the potential between atoms ¢ and j

Pauli exclusion, whereas the second one, proportional to —(r;)°, is attractive due to
dipole-dipole interactions, etc.. The parameters in the LJ equation are usually derived
from fitting to experimental data or quantum mechanics calculations at high levels. The
LJ potential is extensively applied in computer simulations because of its computational

simplicity and efficiency even though more accurate potentials exist.

I.m

Potential Energy, E, ;

Figure 3.3: The Lennard-Jones potential. The deeper the well depth (), the stronger the
attraction between the two particles.

The Buckingham potential is another functional form that can be used to model van

der Waals interactions, however, it is more computationally expensive. Thus it is not
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widely applied in common force fields. It can be expressed as:

N
C..
i>j "4
where A;;, B;; and C;; are constants, r;; is the interatomic distance between atoms i
and j. The two terms on the rights side represent energies of repulsion and attraction,

respectively.

Electrostatic interactions

The electrostatic interaction between atoms i and j due to their partial charges (Q; and

(), ) is often described by the Coulombic potential:

N
QiQ;

Ustoo = 3.25

! ; 47T€07"ij ( )

where 7;; is the distance between the two atoms, (); and @); are their partial charges,
and gg is the permittivity of the vacuum. Similar to the LJ potential, the Coulombic
interactions are only taken into consideration when atoms ¢ and j are separated by at
least 3 bonds.

Since the calculation of the nonbonded interactions is very time-consuming in simula-
tions, predefined cut-offs are usually applied for interatomic distances that can speed up

the computations in simulations. The interactions beyond the cut-offs are ignored.

3.2.2 Force field parameterization

In addition to the functional forms of the potentials as mentioned above, a force field
includes a large number of parameters needed for the calculation of the potentials for
different types of atoms (vdW parameters and partial charges), chemical bonds, angles,
dihedral angles, etc.. It is not a trivial task to parameterize a force field. A large number
of different parameters have to be determined, growing rapidly with increasing number
of atom types. A set of targeted data is required to guide the development of a force
field, including experimental (e.g. vibrational spectra, density, solvation free energy and
X-ray structure ---) and quantum mechanics (QM) information (e.g. minimum energy
geometry, dipole movement, conformational energy barrier, electrostatic potential - - -).
Different force fields have different targeted experimental and QM data.

Some popular force fields like CHARMM, AMBER, GROMOS, OPLS-AA have been
widely used in the simulations of biological macromolecules such as proteins and DNA
[143-149]. There are two typical force fields for small molecules, CHARMM General force
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field (CGenFF) [150,151] and General AMBER force field (GAFF) [152]. Unlike force
fields for proteins, there is no standard set of force field parameters for the metal ions in
metalloproteins, as different metal ions have different coordination spheres and even the
same metal ion could have different coordination in different metalloproteins. However,
there has been great effort towards the development of force field parameters for metal
ions using nonbonded [153,154], cationic dummy [155,156] and bonded models [157,158].

For developing nonbonded or cationic dummy models, the experimental hydration free
energy and radius distribution functions of the metal ions are the most common targeted
data. For the bonded model, the targeted data is usually the QM data calculated at
high level. The minimum requirements for the metal sphere geometry accounts for the
reference values of bonds and angles related to the coordination centers of metal ions. The
force constants of bonds and angles are derived from QM potential energy surface scan
or frequency calculations. The dihedrals involved by metal ions are generally ignored,
though there is a study that introduced the dihedral parameters [159]. The restrained
electrostatic potential (RESP) [160,161] is widely accepted and chosen for the calculation

of the partial charge for each atom of the metal center.

3.3 Molecular dynamics simulation

Molecular dynamics (MD) simulations are among the main tools used in theoretical studies
that investigate the behaviours of biological systems at high resolution. In a simulation,
the atoms of one or several molecules interact with each other for a limited period of
time (femtoseconds to microseconds) and the coordinates, determined by motion, are
periodically written into a trajectory to be taken analysed. Newton’s second law for a
particle ¢ with mass m; is:

F;, = m;a; (3.26)

where F; is the force acting on particle ¢ and a; is the acceleration of particle . The
acceleration is the second derivative of the coordinates ¢ with respective to time ¢, or the

first derivative of the velocity v with respective to time t:

a — aqu . 8Vi
o2 ot

(3.27)

In a system with N particle, each particle experiences a force acting from all the other
particles, therefore the force is a function of the 3N coordinates of the N particles. Thus
the Newton’s law of motion could be expressed as a set of 3N coupled second order

differential equations:
Pq;

Fi=m,—
Mo

(3.28)
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where Fj can be divided into F;, F,; and F; and ¢; can be divided into ¢, gy and ¢.;.
Moreover, the gradient of the potential energy E of the whole system, acting on particle

1 represents the force F; exerted on particle i:
F,=-V,E (3.29)

Once we combine equations 3.28 and 3.29, we get the relationship between the potential

energy and the positions of the particles:

_8E B m82q2
aq o

(3.30)

where q; can be divided into gy, g, and g.;.

To start a simulation, the initial coordinates and velocities need to be assigned to all the
particles in the system. One also needs to know the potential energy functions (Sec. 3.2.1)
that will be used to describe the interactions between particles. The Maxwell-Boltzmann
distribution is often used for assigning the initial velocities v. The probability of particle

1 having velocities v; at temperature T is given by:

3
m; 2 1mv7, +mv7, + mv;,
p(vi) = (27rkB ) erp (—5 : k:BI;y : ) (3.31)

where v; ;, v;, v; . are the three components of velocity v; along x, y and 2z axes, respec-

tively, and kp is the Boltzmann constant.

3.3.1 Integration algorithms

Since it is impossible to solve analytically Eq. 3.30 for a large system, one has to employ
numerical integration methods. Thus, integration algorithms are needed to propagate
positions, velocities and accelerations of the particles in a very short time interval denoted
as time step. On this short time scale, it is assumed that the positions, velocities and
accelerations of particles can be approximated by a Taylor expansion [139,162] for all the

integration algorithms described below:

alt + 6t) = q(t) + v()ot + %a(t)étQ 4. (3.32)
V(t +8t) = v(£) + a(t)ot + %b(t)étz 4o (3.33)
a(t + 6t) = a(t) + b(t)5t + %c(t)étQ ... (3.34)

where q, v and a are the coordinates, velocity and acceleration, respectively. And b and

c are the third and fourth derivatives of q. Normally, the higher derivatives are ignored
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during simulations.

Verlet algorithm

The Verlet algorithm can calculate the new positions ¢(t + 0t) at ¢t + §t based on the
positions q(t) and accelerations a(t) at time ¢ as well as the position q(t — d§t) at the
previous time step t — 0t. As the most frequently used algorithm for integration of the

equations of motion, the Verlet algorithm can be written as:
1
q(t +6t) = q(t) + v(t)ot + §a(t)5t2 + ... (3.35)
1
q(t — t) = q(t) — v(t)ot + §a(t)5t2 — .. (3.36)
Summing up these two Taylor expressions gives:
q(t + 6t) = 2q(t) — q(t — 6t) + a(t)st? (3.37)

As shown in Eq. 3.37, no explicit calculated velocities appear in this algorithm. It is
straightforward to implement and has modest storage requirements, but it only has mod-
erate precision. Even though it is very difficult to obtain the velocities due to the lack of

an explicit velocity term, they can be calculated in a simple way by:

v(t) = [q(t + ot) — q(t — 6t)] /25t (3.38)
Alternatively, the velocities can be estimated at the half-step, t + %52&:

v(t + %&) — [a(t + 6t) — q(t)]/ot (3.39)

Leap-Frog algorithm

In order to prevent the disadvantages of the Verlet algorithm, the Leap-Frog algorithm
was developed. The following forms are used: [139,163]:

alt +61) = q(t) + v{i + %&)& (3.40)

Vit + %515) —v(t— %&) +a(t)ot (3.41)

To apply the leap-frog algorithm, the velocities v(t + %(51&) are first calculated at time

t 4+ 30t and accelerations a(t) at time ¢. Then the new coordinates q(¢ 4 dt) can be

24



3 Methods
calculated with Eq. 3.40 at t 4+ 6¢. And the velocities v(t) can be derived from:

v(t) = %[v(t + %575) vt — %&)1 (3.42)

In this way, the velocities ‘leap-frog’ over the positions to obtain their values at t 4 %(525,
and the positions ‘leap-frog’ over the velocities to deduce the new values at t+dt as well as
the velocities at ¢ + %525. The advantage of the Leap-Frog algorithm is that the velocities
are included explicitly compared to the Verlet algorithm. As the velocities and positions
are not calculated at the same time, the contribution of the potential energy as a function
of the positions and the kinetic energy as a function of the velocities to the total energy

cannot be assessed at the same time.

Velocity Verlet algorithm

For the Velocity Verlet algorithm, positions, velocities and accelerations are given at the

same time ¢ and no precision is compromised [139,164]:

alt +5t) = q(t) + v(1)st + %a(t)étz (3.43)

v(t+dt) = v(t) + %[a(t) + a(t + dt)]ot (3.44)

As can be seen from Eq. 3.44, the calculation of the new velocities v(t + dt) needs the
accelerations at both ¢t and t + dt. So the new positions at t + dt should be computed

firstly with Eq. 3.43 using the velocities and accelerations at t.

3.3.2 Thermostats

A thermostat is a component which is used to control the temperature of a system so
that it can be maintained close to a targeted point. Controlling temperature in dynamics
simulations is of great importance during the equilibration of the system in order to avoid
drifting, which might result from integration errors or increased frictional forces due to
over-heating. Molecular dynamics simulations at constant temperature are necessary to
understand the features of a molecular system related to temperature, such as the binding
of a ligand to a protein, or the folding and unfolding of peptides. It is also important
for comparing simulations to experiments, since experiments are commonly carried out at
constant temperature. In molecular dynamics simulations, the temperature is controlled

via the system’s kinetic energy using the equipartition theorem:

1 1
§k:BT = §mivzx (3.45)
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A few thermostats widely used in simulations of molecular systems at constant tempera-

ture are described below.

Berendsen thermostat

The Berendsen thermostat is a coupling algorithm [165], which is used to couple the
system to an external heat bath at fixed temperature Ty. The heat bath is acting as a
source of thermal energy for the system by scaling down the velocities of the particles
at each time step. The rate of exchange temperature is proportional to the difference of

temperature between the heat bath and the system as shown in Eq:3.46.

dI'(t) Toy—T(t)
dt T

(3.46)

where 7 is a coupling parameter (time constant) determining the tightness of coupling
between the heat bath and the system. The deviation from the targeted temperature
decays exponentially with A\. The difference in temperature between successive time step
0t is given:

AT = ﬁ[To —T(t)] (3.47)

T

Thus, the scaling factor A for the velocities is expressed:

A2 =1+ % (TT&) - 1) (3.48)

Generally, large 7 results in weak coupling, on the contrary, small 7 means strong coupling.

When 7 is set as the same as the time step (7 = 0t), the algorithm is corresponding to
the simple velocity scaling method. It has been suggested that a coupling parameter 7

value of 0.4 ps works properly with time step 6t of 1 fs.

Velocity-rescaling thermostat

The advantage of Berendsen thermostat is that the system is efficiently relaxed to the
desired temperature. However, it can also generate incorrect sampling and restrict the
fluctuations of the kinetic energy of the system. Similar to the Berendsen algorithm,
Bussi et al. [166] proposed the velocity rescaling thermostat, which produces a reasonable
ensemble by adding a stochastic term so that it can generate the correct kinetic energy

distribution:

. dt KK dw
K = (K — )2 42, | B0
[ -

where K is the average kinetic energy at target temperature, K denotes the total kinetic

(3.49)

energy, Ny is the number of degrees of freedom and dW is the Wiener noise.

26



3 Methods

Nosé-Hoover thermostat

Because of the extreme efficiency of the Berendsen thermostat, it is widely applied for
the initial equilibration of a simulation, while a different thermostat which can generate
reasonable kinetic energy distribution has to be chosen for the production run. The
Nosé-Hoover thermostat [139] was originally proposed by Nosé [167] and subsequently
modified by Hoover [168]. It has been widely applied for constant temperature molecular
dynamics simulations as one of the most accurate and efficient methods. It treats the
thermal reservoir as an integral part of the system and an additional degree of freedom is
assigned to the reservoir. Thus, the thermal reservoir and a friction term are introduced
to the modified equation of motion. The friction force is proportional to the velocities
of particles and the friction parameter ¢&. This parameter is characterized with a fully
dynamic quantity with its own momentum p;. Then the equation of motion comes to:

dQI'Z‘ . Fz De dI‘Z‘

a2 om;  Q dt (3:50)

where () is called the "mass parameter” of the reservoir controlling the strength of the
coupling. And the friction parameter £ of the equation of motion is determined by:

dp
d_tf = (T —Tp) (3.51)

where Tj is the reference temperature of the heat bath and 7' is the system’s temperature.

3.3.3 Barostats

Similar to thermostats, maintaining the system at a constant pressure is also desirable as
it allows the exploration of the the system’s behaviours as a function of pressure. Many
experimental measurements are done under constant temperature and constant pressure
conditions. Thus, simulations in the NPT ensemble are most relevant to experiment
comparison. The systems are coupled to barostats that control the pressure of the system.

Some of the most used barostats are explained below.

Berendsen barostat

Unlike the Berendsen thermostat’s scaling velocities, the Berendsen barostat rescales the
coordinates of the particles and the box vectors periodically to control the system’s pres-

sure [165]. The rate of pressure change is described by:

dP(t)  Py— P(t)
dt N P

(3.52)
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where 7p is the coupling constant determining how tightly the coupling between the bath
and the system is, and P(t) is the pressure at time ¢. In order to adjust the volume of

the system, the atomic coordinates of all the particles are scaled by the factor A:

1/3
A= {1 + gB[P(t) - PO]} (3.53)

TP

where (3 is the experimental isothermal compressibility.

Parrinello-Rahman barostat

The Berendsen barostat algorithm generates the correct average pressure of a simulation,
but it does not produce the exact NPT ensemble. If the fluctuations in pressure and
volume are important in some particular systems (e.g. protein with lipid bilayer), the
Berendsen barostat is not a good choice for the simulation in the NPT ensemble. The
Parrinello-Rahman barostat [169,170] can produce the real NPT ensemble in theory.

With the Parrinello-Rahman algorithm, the box vectors b are described as:

bV
A2~ Wb/

(P — F) (3.54)

where V' is the volume of the box, W is a parameter used to determine the coupling
strength and P and F, represent the current and reference pressures, respectively. The
combination of the Parrinello-Rahman barostat and the Nosé-Hoover thermostat is widely

applied in most studies.

3.3.4 Periodic boundary conditions

Periodic boundary conditions (PBCs) are a set of boundary conditions which are widely
used to approximate a system of large (infinite) size by using a small unit cell [140]. PBCs
are frequently applied in computer simulations and mathematical models. With PBCs, the
unit cell containing the system is multiplicate in all directions to form an infinite lattice.
Figure 3.4 illustrates the concept of periodic boundary conditions in two dimensions. The
central unit cell is surrounded by 8 neighbouring cells. The coordinates of the image
particles found in the surrounding boxes are related to those in the primary box by
simple translations. During simulations, when a particle (A or B or C) leaves the central
unit cell, its periodic image (A’ or B’ or C’) enters at the opposite side with the same
velocities. For PBC in three dimensions, the central unit cell has 26 identical adjacent
image cells. Thus, whenever a particle leaves the simulation cell, it is replaced by another
one with exactly the same velocity, entering from the opposite cell face. Thus, the number

of particles in the cell is conserved. For simulations with PBCs, only cells close to the
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central cell are necessary for the short-range non-bonded interactions like the truncated
Lennard-Jones strategy. However, when interactions extend beyond the box boundary like
long-range electrostatic potentials, truncating the interactions at a certain distance (cut-
off) will result in non-physical distributions of the molecules with discontinuous forces
and energies. Therefore, some lattice sum methods such as Ewald sum [171], Particle
Mesh Ewald (PME) [172,173] and particle-particle particle-mesh (PPPM) [172,174,175]
are proposed for the calculation of electrostatic interactions under PBC. Meanwhile, an
appropriate cut-off is needed so that a particle in the primary box does not see its image

in the surrounding boxes.
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Figure 3.4: Periodic boundary conditions in two dimensions

3.3.5 Solvation

Most of the chemical and biological experiments are carried out in water or buffers. The
solvent is very important to molecular properties and its effects depend on the solvent
characteristics. It is thus very important to develop accurate models that treat the solvent
properly in MD simulations. Currently, there are two types of solvation algorithms widely
applied in molecular dynamics simulations. One is the implicit solvation (also called
continuum solvation), in which the solvent is represented as a continuous medium. A
variety of implicit solvent models have been developed during the past years, and the
generalized Born (GB)/surface area (SA) model became very popular. The other type
is known as explicit solvation, based on using hundreds or thousands of discrete solvent

molecules. There are many types of explicit water models developed and characterized
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by: (i) the number of interaction points, (ii) rigid or flexible, (iii) and polarization effects.
Moreover, different water models are suggested to work with different force fields, e.g. SPC
and SPC/E [176] for GROMOS force fields [146,149], TIP3P [177] for AMBER [147] and
CHARMM [143,145] force fields, as well as TIP4P [177] and TIP5P [178] for OPLS-AA
[179,180].
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Figure 3.5: An illustration of a REMD simulation. Different colors correspond to differ-
ent replicas, the exchange of replicas are accepted (green arrows) or rejected
(yellow arrows) based on Eq. 3.55

3.3.6 Replica exchange molecular dynamics simulation

With conventional constant-temperature MD simulations, it is often difficult to obtain
accurate canonical distributions at room temperature, because these simulations tend to
get trapped in local minimum-energy states. However, the replica exchange MD (REMD)
method is effective to overcome the multiple-minima problem by running multiple MD
simulations of the same system (replicas) simultaneously at different temperatures, as
shown in Figure 3.5. At set time intervals, attempts are made to swap temperatures
between two different replicas ¢ and j. The exchanges are accepted (green arrows in
Figure 3.5) or rejected (yellow arrows in Figure 3.5) according to the Metropolis-Hastings

criterion with a probability p:
RIS (R SR
p=min <1’ e((EZ E])(kBTi k’BTj>>> (355)

and kp is the Boltzmann constant, 7; and FE; denote the temperature and potential
energy of replica 7, respectively, and j is typically replica ¢+ 1 at the same time step. The

temperatures for the replicas are usually exponentially spaced between a minimum value,
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Trin , and a maximum value, T,,,.. After exchange, the MD simulations resume at the
new temperatures. This procedure allows for an improved sampling of the conformational
space at low temperatures, since crossing potential energy barriers is facilitated at higher
temperatures, and the resulting conformational changes migrate into the lower T replicas.
The replica exchange method is thus a high efficiency sampling technique, which was first
combined with MD by Sugita and Okamoto [24] and has since then been widely used for
studying protein folding and aggregation.

3.4 Analysis

The following analysis methods are particularly useful for MD simulations of protein

systems.

3.4.1 Root mean square deviation

The root mean square deviation (RMSD) is frequently used to measure the differences
between two protein conformations. Usually, the backbone atoms of two superimposed

structures are chosen for the calculations. The formula for the RMSD calculation is:

1

RMSD = | 5 D> (o = aP)? + (5 = yP)? + (2 = 2P)?) (3.56)
i=1

where x;, y; and z; are the coordinates of atom 7. A and B refer to two different confor-

mations. NN is the number of particles or pairs of equivalent atoms. The common unit for

RMSD is in Angstrom (A).

3.4.2 Root mean square fluctuation

The root mean square fluctuation (RMSF) is frequently used to measure the deviation
between the position of one particle and some reference position. In MD simulations, Ca
atoms are usually chosen for the calculation in order to determine the flexibility of the

corresponding residues. It can be calculated with:

RMSF = % D (@ilty) = io)? + (Wilty) — vig)? + (2i(t;) — 2i)?) (3.57)

ti=1

where T is the time of the simulation corresponding to the number of conformations, z;,
y; and z; are the coordinates of atom ¢ at time ¢;, while xz;,, y;, and z;, are the reference
coordinates of atom ¢. Typically the reference position is the time-averaged position of

the same atom.
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3.4.3 Cluster analysis

Cluster analysis is widely used to group a set of objects. The rule is that objects in the
same group (also called cluster) are closer (in some property) to each other than those
from other groups. In MD simulations, cluster analysis is performed to identify similar
conformations based on the mutual RMSD values between all the conformations. A RMSD
cut-off is needed for the computing. There are various clustering methods available, and
one of the most used clustering algorithms applied to MD trajectories is developed by
Daura et al. [181].

3.4.4 Free energy surfaces

Biomolecular processes, such as peptide’s folding or aggregation, can be described in terms

of the system’s free energy:

AG(R) = —kgT [In P(R) — In Py (3.58)

where kg is the Boltzmann constant, and P is the probability distribution of the molecular
system along some reaction coordinate R, P, is the maximum value, which is a substrate

to ensure AG = 0 for the lowest free energy minimum.

3.4.5 Principal component analysis

Principal component analysis (PCA), also called covariance analysis or essential dynam-
ics, is a statistical procedure that converts a number of possibly correlated variables
into a smaller number of uncorrelated variables called principal components based on an
orthogonal transformation. Generally, a vector space transform is used to reduce the
dimensionality of large data sets in PCA.

The PCA method uses the covariance matrix X of the atomic coordinates:

oij = (¢ = (@:))(g; — (¢;))) (1 <i,j <3N) (3.59)

where ¢; and ¢; are the mass-weighted Cartesian coordinates, IV is the number of particles
in the system and (...) denotes the average over all sampled conformations during the
simulations. By diagonalizing the 3N x 3N matrix ¥ with an orthonormal transformation
matrix V in Eq. 3.60, one obtains 3N eigenvectors (columns of V) vy and eigenvalues A
(1<EkE<3N)with A\ > > X3>--- > A3z

VISV = diag(A, A2, A3 - -+ Asn) (3.60)

where VT is the transpose of V. The initial 3N coordinates of the system can be projected

32



3 Methods
onto the 3N eigenvectors to give the 3N principal components C;(t), 1 < < 3N:

C=VTq(t) — (q)] (3.61)

where t is the simulation time. The eigenvalues are the mean-square fluctuations in the
direction of the corresponding eigenvectors. The first few PCs are typically accounting

for collective and global motions within the system.
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4 Results

The main aim of this thesis work is to study the interactions between Cu?* and AS;_49,
to investigate the influence of Cu?* and pH values on AB;_4o folding and dimerization.

Thus, we performed MD simulations, which can be divided into three parts.

(1) Conformational transitions of the amyloid-3 peptide upon copper(II) bind-
ing and pH changes

In this study we performed H-REMD simulations with 2 microseconds of total simulation
time per simulation to study the influences of Cu?>* and pH on AS3;_4 folding. Firstly, we
developed OPLS-AA /L force field parameters for describing the interactions between Cu?*
and Af;_s with a bonded Cu?T model. After validation, these parameters were used for
the simulation of the AB;_45/Cu®' complex in water. In addition, we simulated A3, 4, at
different pH (5.3, 6.0, 7.4) in water. We found that in all four systems the most abundant
secondary structures are turns, bends and random coils. The initial helical structure of
AB_49 is mostly disrupted in the four systems. We also observed a [-hairpin structure
appearing at the C-terminal hydrophobic region upon Cu?* binding. Moreover, less helical
and more [-sheet structures were sampled for AS;_4o at acidic pH. We also obtained that
the conformational flexibility of A3;_4s is greatly enhanced by Cu?* binding and lowering
the pH value. Furthermore, principal component analysis and transition networks clearly
show the differences in the conformational kinetics induced by Cu?* binding In summary,
we concluded that both Cu?* binding and mild acidic conditions shift the conformational
equilibrium of the monomeric A towards conformers, which may have a higher tendency

to aggregate.

Manuscript to be submitted to PLOS Computational Biology (impact factor (IF) 4.620).
Contribution of QL: Development of the force field parameters, complete execution of the

simulations and analyses, finishing 85% of the manuscript writing.
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(2) Development and application of a nonbonded Cu?" model that includes the
Jahn—Teller effect

We developed a nonbonded model of Cu** (CuDum) in this work. It captures both the
Jahn-Teller effect and the experimental hydration free energy, and maintains the coordina-
tion geometries stably during MD simulations. Moreover, we transferred the parameters
of a Zn?T dummy model (ZnDum) previously developed with Q [182] by Duarte et al.
[183] to GROMACS. We found that our models can reproduce the square planar geome-
tries of Cu?* in AB;_16 and Cu-Zn superoxide dismutase (CuZnSOD), respectively. We
also observed that the interactions between A(;_15 and ZnDum is lower than those be-
tween A(31_16 and CuDum, which is in agreement with experimental data. Our study also
revealed that CuDum and ZnDum can be applied together in CuZnSOD without artificial
repulsion between the two metal centers, which is usually a problem when the metal ions

are modelled as simple van der Waals spheres with the full charge assigned to this sphere.

This work was published on The Journal of Physical Chemistry Letters, 6(13): 2657-2662
(IF 7.458). Contribution of QL: Development of the CuDum model, Complete execution

of all simulations, analyses of all the simulations, finishing 90% of the manuscript writing.

(3) The role of Cu?" in the dimerization of Aj3, 4, studied by Hamiltonian

replica exchange molecular dynamics simulations

Here, we focused on the role of the copper ion in the dimerization of Af;_45 using both
a bonded model and a nonbonded model for Cu?t. We found that the bonded Cu?*
greatly decreases the flexibility of A3, 4, in the dimer complex 2A3;_4/Cu?t while the
nonbonded CuDum only slightly stabilizes AB;_45 compared to the 2A 5,45 system with-
out Cu?*. For all three systems, a propensity of around 10-15% for B-sheets and <10%
for helices was observed. Cu?" promotes the formation of B-hairpins at the CHC and
C-terminal regions of A3, 4o, which agrees with the observations from our previous study
on monomeric A3 _4 with Cu?t. CuDum was not stable at the coordination center, and
ligand exchange was observed in the simulations. Generally, Cu?" binding to AB;_4 is
able to reduce the propensities to form salt bridges in the dimer system. In summary, our
simulations reveal that Cu?* promotes $-hairpins at the CHC and C-terminal regions in
the Af;_4o dimer, which probably accounts for the different aggregation behaviours and

in turn, toxicity of AB;_4s in the presence of Cu?*.
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Manuscript in preparation. Contribution of QL: Development of the force field parame-
ters, Complete execution of all simulations, analyses of all simulations, finishing 90% of

the manuscript writing.

In the following sections, the results of these three studies are presented as manuscripts,
which are either published, submitted or in preparation. References referred to the indi-
vidual manuscripts are given in the following sections (and not the references given at the
end of this thesis).
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4 Results

4.1 Conformational transitions of the amyloid-/3 peptide

upon copper(ll) binding and pH changes
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Conformational Transitions of the Amyloid-3 Peptide Upon
Copper(II) Binding and pH Changes

Qinghua Liao', Olujide O. Olubiyi', Michael C. Owen!, Bogdan Barz!, Birgit Strodel'-2,
1 Institute of Complex Systems: Structural Biochemistry,
Forschungszentrum Jiilich, 52425 Jiilich, Germany.

2 Institute of Theoretical and Computational Chemistry, Heinrich Heine
University Diisseldorf, Universitatsstrasse 1, 40225 Diisseldorf, Germany.

* E-mail: b.strodel@fz-juelich.de

Abstract

Amyloid- (Ap) is a natively unfolded peptide found in all Alzheimer’s disease patients
as the major component of fibrillar plaques, which are recognized as an important
pathological hallmark in Alzheimer’s disease. The binding of copper to Af increases its
neurotoxicity, as Cu?t causes AB to become redox active and decreases the lag time
associated with AS aggregation. In addition, the pH is also a major factor that
influences both the A3 aggregation rates and Cu?* binding. Hamiltonian replica
exchange molecular dynamics (H-REMD) simulations enable atomistic insights into the
effects of pH and Cu?t complexation on the structure and dynamics of A3. To study
the AB1_42/Cu?t complex, we have developed new force field parameters for the
divalent copper ion ligated by the two histidine residues, His6 and His13, as well as the
amine and carbonyl groups of Aspl in a distorted square planar geometry. Our
comparative simulations reveal that both Cu?* binding and a low pH mimicking
acidosis, linked to inflammatory processes in vivo, accelerate the formation of S-sheet in
ApB1_42 and lead to the stabilization of salt bridges, previously shown to promote A3
aggregation. The results suggest that Cu?* binding and mild acidic conditions can shift
the conformational equilibrium towards aggregation-prone conformers for the
monomeric Af.

Author Summary

The misfolding and aggregation of amyloid-8 (Af) is an important event in the etiology
of Alzheimer’s disease. Cu?t can bind to AB and modulate its folding and aggregation,
but the molecular details of how Cu?* induces A to be aggregation-prone are still
elusive. The pH is also an important factor influencing both AS aggregation and Cu?*+
coordination in AS. In this study we developed a set of force field parameters to model
the interactions between Cu®t and ABi_42 (C112+ coordinated by the amine and
carbonyl groups of Aspl, His6 and His13), and subsequently performed H-REMD
simulations to investigate the influence of pH and Cu?* on the conformational dynamics
of AB1_42. We found that both Cu?* binding and moderate acidic pH increase both the
flexibility and the S-sheet content of Af;_40, which results in a shift of the
conformational equilibrium towards aggregation-prone.
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Metal binding region Central polar region
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Figure 1. The sequence of Af;_42, which can be divided into four regions: the metal
binding region, the central hydrophobic core region, the central polar region and the
C-terminal hydrophobic region. Residues labelled as red, blue, green and black are
negatively charged, positively charged, polar and hydrophobic, respectively.

Introduction

Protein misfolding is an important event in the etiology of neurodegenerative diseases.
Some examples of these misfolded proteins are a-synuclein in Parkinson’s disease [1],
prion protein in Creutzfeldt-Jakob disease [2] and amyloid-3 (A/) in Alzheimer’s
disease (AD) [3-5]. AD is characterized by structural changes of Af in the brain
resulting in neuronal dysfunction, and the extracellular deposition of AS peptides in the
form of senile plaques is one of its hallmarks. The AS peptides are cleaved from the
amyloid precursor protein (APP) by - and v-secretase and are typically 39-43 residues
in length. In vivo, the most prevalent alloforms of AS found in brain plaques are
AB1_40 and AB;_4o, the only difference is the presence of two extra residues, Ile41 and
Ala42, at the latter’s C-terminal. The two extra hydrophobic residues render AS; 49
more prone to aggregation, and hence more neurotoxic than Ag;_49. The
conformational transition of AS peptides to a [S-sheet-rich state, with intermediates
such as water-soluble oligomers, is crucial for the initiation of AD [3,6,7]. In general,
the sequence of AS peptides can be divided into several regions: the metal binding
region involving N-terminal residues (Aspl-Lys16), the central hydrophobic core (CHC)
region (Leul7-Ala21), the central polar region (Glu22-Gly29), and the C-terminal
hydrophobic region (Ala30-Val40/Alad42), as shown in Fig 1. Different regions play
different roles in A aggregation. For example, numerous studies have indicated that
the CHC is of great importance during the aggregation and fibril formation of Af,
therefore considered as a target for aggregation inhibitors [8]. Reverse turns and
anti-parallel strands have been reported to appear in the C-terminal hydrophobic region
of ApBy_49 [9-11], which could promote fibril formation. Furthermore, the C-termini
seem to be of particular importance during the initial oligomer formation [12-14].
High concentrations of metal ions such as Zn?T and Cu?* have been found in senile
plaques based on the analysis of postmortem brain tissues, and it has been suggested
that the interactions between these ions and Af are involved in the Af aggregation and
toxicity [15,16]. Indeed, in vitro studies revealed that these ions bind to the metal
binding region of A3 and modulate AS aggregation [16]. The presence of Cu?*+
significantly promotes and stabilizes the formation of soluble oligomers [6,17,18]. Both
disordered amorphous [19-22] and ordered [-sheet-rich amyloid aggregates [6,23] have
been reported for different Cu®* concentrations [16] and other external conditions.
Furthermore, the binding of copper to AS has been suggested to induce (-sheet
formation [24], 7-helical destruction [25], increase S-sheet and a-helix contents [26], but
also 3-sheet structure disruption and increase in random coil [27,28]. In summary, the
reported results for Cu?* binding on the structure and aggregation of A3 are
conflicting. Thus, it is of great importance to further investigate the effects of Cu?*
binding on the structure and dynamics of A _43. Elucidating the coordination of Cu?*
to Af is crucial to understanding its role in A aggregation and for the rational design
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of new chelators with potential therapeutic benefits. To date, little progress has been
made in the investigation of interaction and coordination between Cu?* and Aj3. The
most accepted coordination mode is 3N10, involving three nitrogen atoms (3N) from
His6, His13 and Hisl4, and one oxygen atom (10). For possible oxygen-donating
ligands, Aspl [29], Ala2 [30], Glu3 [31], Glu7 [32], Tyr10 [33,34], Glull [35] and
Val40 [36,37] have been reported. However, Tyr10 is ruled out based on the results of
other studies [38-41]. In addition, the pH has a great influence on the coordination of
Cu?* binding with A3 [15]. At pH 6.3-6.9, two competing coordination components in
3N10 have been suggested for AB/Cu?* complexes [29,30], while at higher pH (pH 8.0)
a different 3N10O coordination involving the carbonyl oxygen of Ala2 (Ala2¢o) and the
three His was determined [30]. Currently, these suggested coordination modes of Cu?*
binding AJ are the most accepted ones [42].

The pH alone is also one of the major factors to affect A5 aggregation rates as well
as the morphologies and toxicity of the aggregates [43,44]. AS precipitates more readily
at pH values close to the isoelectric point (pI) of around 5.3 [45,46], while aggregation is
inhibited at pH values that are much higher or lower than the pI [16]. These phenomena
may arise from the structural changes resulting from a redistribution of electrostatic
charges caused by the altered the pH values [11]. The pH particularly affects the
protonation states of the three histidine residues (His6, His13 and His14), which also
influences the coordination modes formed with metal ions. Because of the slightly acidic
nature of the inflammatory response in AD, acidic pH-facilitated aggregation has been
suggested to play an important role in AD pathology [47]. In line with this hypothesis,
brain tissue from patients who died from AD were found to be more acidic than those
from non-AD patients who died suddenly without AD pathology [48].

To date, there is no experimental structure of a complex of A3 with Cu?+.
Molecular simulations under physiological conditions provide a complementary means of
directly accessing this vital information. There are some theoretical studies that
characterize the influence of pH and Cu?* on the structure of A3 [11,49-54]. Olubiyi
and Strodel concluded from their molecular dynamics (MD) simulations that the
formation of -sheets is enhanced by lowering the pH, i.e., by protonating the three His
residues in AB;_4o [11]. Raffa and Rauk performed MD sampling on a ABj_4o/Cu®+
monomer coordination system [49]. They found that the coil structure was the
predominant conformation, resulting from the disruption of S-sheet by the binding of
Cu?t to AB. However, the coordination modes they studied were different from those
determined afterwards [29, 30, 32,36, 41], which are currently accepted. Ali-Torres et
al. [54] studied the 3D structures and redox potentials of various AB;_16/Cu®*
complexes with different protonation states for the three His residues at different pH
values using homology modelling (HM) and quantum mechanics/molecular mechanics
(QM/MM) approach, based on the experimental results of Drew et al. [29,30,42] and
Dorlet et al. [55]. Obtaining detailed information of the Cu?*-Af complex structure is
critical to understand the AD pathology. MD simulations can boost the investigation of
the dynamical properties, which may result in a better understanding of the effects of
Cu?* on Ap peptides.

Here we choose a typical Cu?* coordination mode 3N10 involving His6 and His13 as
well as the amine and carbonyl groups of Aspl at physiological pH to investigate the
effects of Cu®t on the conformation of Af;_4o monomer. To this end, we develop a set
of new OPLS-AA/L force field parameters to model the interactions between Cu?* and
AB1_42, and apply them to Hamiltonian replica exchange molecular dynamics
(H-REMD) simulations of the AB;_42/Cu?* complex. We also perform H-REMD
simulations for Af;_42 at different pH values by considering different protonation states
for His6, His13 and His14. This enables us to compare the influence of Cu?>* binding
and pH on the structure and dynamics of Af;_45 in an aqueous medium. The key
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Figure 2. The initial structure of A61,42/Cu2Jr is shown in new cartoon, and the
Cu?* binding residues are shown in Corey-Pauling-Koltun (CPK) and coloured by
chemical elements: cyan for carbon (C), blue for nitrogen (N), red for oxygen (O), white
for hydrogen (H) and orange for Cu?* atoms. The peptide color is based on secondary
structure: blue for a-helix, orange for 319-helix, yellow for turn and white for coil
structures. The N- and C-termini are represented by blue and red beads, respectively.

findings of our study are that (i) both Cu?* binding and mild acidic conditions
mimicking inflammatory processes in vivo increase the flexibility of AS;_42, and (ii)
both Cu?* binding and acidic pH increase the propensity of B-sheet and salt-bridge
formation in monomeric AS;_4o.

Materials and Methods

Structural models

The initial structure of the AB;_42/Cu?* complex, shown in Fig 2, was constructed by
combining the AB;_16/Cu?* model from Ali-Torres et al. [54] and the AB17_42
fragment taken from the solution NMR model of AS;_4o determined in a
hexafluoroisopropyl alcohol/water mixture (PDB entry 1Z0Q ) [56]. The coordination
mode of the AB;_42/Cu?* complex is 3N10, where Cu?* interacts with NHP*, OB!,
N6 and NH12 in a distorted square planar geometry, as suggested by Drew et

al. [29,42]. This coordination mode was chosen because it was determined at pH 6.9,
which is close to the physiological environment and is the most stable model based on
the QM /MM study of Ali-Torres et al. [54]. With Cu?* binding, the net charge of the
ABy_42/Cu?t complex is —2 at pH 6.9, and thus the complex is designated as Aﬁ?f;gu.
The coordinates for the A/3y_42 monomer were obtained from this complex by removing
the copper ion. At the A isoelectric point, the three histidine residues are protonated,

Ap1_40 is neutral, and the system is designated as Aﬁf'_?’;g. At pH 7.4, the three histine

residues are neutral and Af;_42 has a net charge of —3, leading to A517 fjf;. Finally, at

pH 6.0, His6 and His14 are positively charged based on the prediction with the pKa
predictor, H++ [57,58], yielding a net charge of —1 for this system labelled A,Bfﬂf{.

We performed H-REMD simulations for each of the four systems described above.

Parameterization of Cu?>"-Ap3 interactions

Different approaches exist to incorporate metal ions into force fields. The bonded model,
also used here, defines bonds, angles, torsions between the metal ion and its ligands,
and van der Waals and electrostatic interactions between the metal ion and ligands are
added to the force field. More than twenty years ago, Hancock already used this
approach to study systems including copper and nickel [59,60]. The bonded plus
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electrostatics model [61] defines bonds and angles between the metal ion and its ligand
as well as electrostatic potential charges. This method attempts to define the correct
electrostatic representation of the metal active site because simply assigning a plus two
formal charge to a divalent metal ion would not describe the reality of the electronic
structure of a metal ion/ligand complex [62]. QM calculations were employed to derive
OPLS-AA/L [63,64] force field parameters for the bonded plus electrostatics model for
the AB;_42/Cu®* complex. It has been shown that OPLS-AA /L produces results for
Ap in terms of helical and S-strand contents, calculated NMR J-coupling constants and
chemical shifts, and radii of gyration that agree well with experimental data [65, 66].
Other force fields (e.g., AMBERO03, CHARMM?22/CMAP) produce A structures in
conflict with experimental findings [65,67]. The functional form of OPLS/AA-L is given
by [64]:

EMM = Z KT.(T — Teq)2 + Z K@(@ — @eq)2+

bonds angles

3
Z Z % [1 + cos(ng)] + (1)

dihedrals n=1

Gigje’ 4 o oy
> i o T4\ 1z T 76

i< g T

, Where K, and Kg are the stretching and bending force constants, while roq and ©Ocq
are the equilibrium bond lengths and angles, respectively. V,, is the torsional
(out-of-plane) constant, ¢ is the dihedral angle, ¢; and g; are the partial charges of the
interacting atoms ¢ and j with r;; being the distance between them. ¢;; and o;; are the
geometric mean values (e;; = |/€;¢€;; and 04 = /0;;05;) of the van der Waals
parameters of atoms ¢ and j. Intramolecular nonbonded interactions are counted only
for atoms that are separated by three or more bonds (f;; = 1.0); 1,4 interactions are
considered but scaled down by the factor f;; = 0.5. The Cu?* binding site was
characterized by Ali-Torres et al. [54], which contains Cu?* bound to two His residues
(His6 and His13) and the amine and carbonyl groups of Aspl. For the QM calculations,
the two imidazole rings of the two His residues and residue Aspl with a capping group
at the C side were kept to conserve the electronic environment of Cu?t whilst bound to
these residues (Fig 3, henceforth designated as copper coordination model). This system
was optimized at the B3LYP/def2-TZVP level [68-71] with D3 dispersion correction [72]
using the Turbomole V6.3 program [73]. The force constants for bonds (K,) and angles
(Keo) related to Cu?* were derived from QM potential energy surface (PES) scans
based on the fully optimized copper coordination model. To this end, we performed
PES scans for the related bonds (Cu?T-X, X is one of the coordinated atoms) and
angles (X;-Cu-X; and Cu-X-Y, X; and X; are two different atoms belonging to X, Y
are atoms bound to X.). The equilibrium values correspond to the minima of the PES
curves are identical to the corresponding values from the fully optimized geometry. The
torsional parameters V,, were neglected as commonly done in the bonded plus
electrostatics model [62,74,75], as the coordination site with bonded Cu?* is quite rigid
and usually devoid of significant torsional freedom. The widely used restrainted
electrostatic potential (RESP) [76] was used to derive the atomic partial charges [74,77).
Based on the fully optimized copper coordination model (Fig 3), the electrostatic
potential was calculated at BSLYP/6-31G* level with Gaussian 09 [78], and the fitting
was done by antechamber [79] of AmberTools 14.

Finally, we performed molecular mechanics (MM) scanning implemented in
GROMACS [81-83] using the derived parameters to reproduce the QM curves, as a
validation method [84,85].
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Figure 3. The fully optimized structure of the copper coordination model with the
labelled RESP charges, blue and red are for positive and negative charges, respectively.
The atoms involved in the bonds and angles with Cu?* are also labelled. The figure was
generated with vind-1.9.1 [80]

Hamiltonian Replica Exchange Molecular Dynamics Simulations

To improve the conformational sampling of Af;_42, an enhancing algorithm called
Hamiltonian replica exchange molecular dynamics (H-REMD) [86,87] was applied. Such
a sampling enhancing algorithm is based on executing simultaneous simulations
(replicas) with different Hamiltonians (energies) of the same system and allowing
exchanges at a given frequency between replica ¢ and j at neighbouring scales m and n,
respectively, with a probability of

7Hm j Hm i
P(gi <+ qj) = min {Lemp (%
B
4 “Hnl9) + Hulgj)
kT

where H is the Hamiltonian, q are the coordinates, T is the temperature and

Hm,(q) = )\mep + ()\m)l/2Hps + Hss(q) (3)

where H,, is the Hamiltonian at scale m, and H,,, Hp,, Hys are the protein-protein,
protein-solvent, solvent-solvent energies, respectively. A, is the scaling factor at scale m
(Am < 1.0). Previous tests on Trp-Cage and a S-hairpin by H-REMD indicated a
significantly lower computational cost and better sampling than the temperature replica
exchange algorithm [88].

All the H-REMD simulations [86] were performed using the Gromacs 4.6.7

simulation package [81-83] in combination with the PLUMED plugin (version 2.1) [89).

The peptides were modeled with the OPLS-AA /L force field [63,64]. One peptide was
centered in a dodecahedron box with a dimension of 6.5 nm, and periodic boundary
conditions were employed for the boundary treatment. The box was solvated with
TIP4P explicit water molecules [90]. A sufficient number of sodium and chloride ions
were added to achieve system charge neutrality and a NaCl concentration of 0.150 M
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simultaneously, which is part of the physiological milieu. Energy minimization was
performed on the entire system using both the steepest descent and the conjugate
gradient methods. After minimization, 500 ps of each NVT and NPT
position-restrained dynamics were performed with a restraining force of 1000
kJ/mol-nm? on the non-hydrogen atoms of the peptide, which allowed the water
molecules to equilibrate around the restrained peptide, thereby removing bad contacts
and bringing the system close to equilibrium.

Then, the final coordinates of the NPT equilibration were used as the initial
coordinates for samplings without any position restraints. 16 scaling factors generated
by a geometric distribution, 1.000, 0.948 0.899 0.852, 0.808, 0.766, 0.727, 0.689, 0.653,
0.619, 0.587, 0.557, 0.528, 0.501, 0.475 and 0.450, were used in the H-REMD simulation
of each system. Each replica was subjected to 130-ns sampling for each of the systems
A,Bir"i’lg, Aﬂ?ﬂ‘éﬂ Aﬁfi’g“ and A/Bff;é’ in an NPT ensemble. A canonical thermostat
with stochastic velocity reassignment [91] and a coupling constant of 0.5 ps was used to
keep the system at 300 K during both NVT and NPT simulations. For the NPT
simulations a Parrinello-Rahman barostat [92] with 1.0 bar pressure and 1.0 ps coupling
constant was employed. Both van der Waals and Coulombic interactions were truncated
at 1.2 nm, and the long-range electrostatic interactions were calculated using the
Particle Mesh Ewald method [93]. The neighbour-list was updated every 10 steps with a
cut-off of 1.2 nm. The LINCS algorithm [94] was used to constrain all bond lengths
during the MD simulations. The use of virtual sites for hydrogen atoms allowed the use
of a 4-fs time-step. An exchange between neighbouring replicas was attempted every 1
ps, which resulted in an exchange ratio of 20-35%.

Analysis

The analysis was done on the last 100-ns trajectory at A=1.0 for each system (100,000
frames) unless mentioned otherwise. Cluster analysis provides a convenient tool to
separate the conformational ensemble into clusters with similar geometry. The
trajectory of each system was analyzed every two frames (50,000 frames in total) using
the cluster analysis method of Daura et al. [95]. A root mean square deviation (RMSD)
cut-off of 2.0 A between backbone atoms was used for the clustering. In order to
determine the essential dynamics, principal component analysis (PCA) was
performed for each system. The trajectories were projected on the first two eigenvectors
(also called the first two principal components). The PCA method was employed to
investigate the free energy landscapes of A3 _ 45 under different conditions. The free
energy values (kcal/mol) were obtained using the equation AG = —kgT'(In P; — In Pyax),
where P; is the probability distribution along eigenvectors 1 and 2 calculated from the
histogram of each trajectory. Ppax is the maximum probability for the trajectory in
question and In P; — In Py ax was used to ensure AG = 0 for the free energy minimum.
The formation of secondary structures such as a-helix and [-sheet is crucial in the
studies of intrinsically disordered fibrillogenic protein involved in neurodegenerative
diseases. A widely used program, the dictionary of protein secondary structure
(DSSP) [96] , was applied to determine the secondary structure for each system. The
VMD software [80] was used to visualize the peptide structures. Transition networks
have been shown to successfully describe the kinetics of aggregation for short

peptides [13,97,98]. Here, we apply a similar analysis to describe the AS;_4o folding
process. For each system, the last 100-ns trajectory at A=1.0 was used to construct the
transition networks. To derive the transition networks, the folding states were defined
as a combination of two numbers, N1|N2, where each number stands for a structural
feature. N1 and N2 are the number of residues sampled in helix (a-, 319- and 7-helix)
and sheet (S-sheet and S-bridge) contents, respectively. Then, all the folding states and
pairwise transitions between folding states were identified along the trajectories using a
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lag time of 5 ps. An N x N matrix was built based on these states and transitions,
where N is the number of identified folding states. Each element of the matrix
corresponds to the population of a specific transition event between two states. Based
on the matrix, a new matrix which preserved the maximum flow (max-flow) was derived
using the minimum cut (min-cut) algorithm [99-102]. The maximum flow transition
matrix was converted into a transition network using the package Gephi 0.8.1 [103] and
the minimum stress algorithm together with the link routing procedure.

Results
OPLS-AA/L force field parameters for Af;_4/Cu®"

Since MM force fields in general do not model metal-peptide interactions, the first step
of this study was to derive force field parameters for Cu?>* complexed with AB;_4o used
in the bonded plus electrostatics model. The harmonic potential, already used for
metalloproteins [84,85], is applied to bonds and angles that involve Cu?*, and the force
constants are derived by calculating the potential energy profiles with QM methods.
The harmonic oscillator approximation is widely applied in the standard force fields of
proteins and other biomolecules, but it can only be adopted for bonds and angles close
to their equilibrium positions. Therefore, we only computed the potential energy
profiles around the corresponding equilibrium positions of bonds and angles involving
Cu?*. The force field parameters for bonds and angles fitted to the PES from QM
calculations using the least-squares method are summarized in Table 1, while the
derived atomic partial charges of the coordinated copper model are shown in Fig 3.

After geometry optimization at the BALYP /def2-TZVP level with D3 dispersion
correction, a distorted square planar geometry for Cu?* coordination sphere was
observed (Fig 3), and are in good agreement with experimental [29,42] and QM/MM
studies [54]. The equilibrium values of Cu?T-N and Cu?*-O bonds obtained from the
QM optimized structure are around 2.0 A, which are very similar to previous
experimental and theoretical results [36,51,54].

Table 1. OPLS-AA /L parameters for bonds and angles of the coordinated copper model®.

Bonds Teq (A) K, (kcal/mol-A?%) Bonds Teq (A) K, (kcal/mol-A?%)
Cu®t-N 2.067 98.5 Cu* -0 1.973 109.4
Cu**-NE1 2.023 98.3 Cu**-NE2 2.011 87.1

Angles Oeq (°) Ko (kcal/mol-rad?) Angles Oeq (°) Ko (kcal/mol-rad?)
Cu?’™-0-C 116.98 80.0 O-Cu?t-N 80.53 80.0
Cu**-N-CA 111.01 80.0 O-Cu**-ND1 165.12 14.3
Cu**-ND1-CG1 | 127.69 14.7 O-Cu?t-ND2 91.11 58.4
Cu?’t*-ND1-CE1 | 125.44 14.7 N-Cu?**-ND1 95.17 23.7
Cu**-ND2-CG2 | 129.28 34.6 N-Cu?t-ND2 164.31 18.4
Cu?t-ND2-CE1 | 123.71 34.6 ND1-Cu**-ND2 | 96.10 58.4

a : For atom names, see Fig 3

As validation method we reproduced the QM potential energy curves by using the
MM method with the newly developed parameters for bonds and angles. As shown in
Fig 4, all QM curves are reproduced within around 0.02 A or 2° by the MM curves close
to equilibrium values of bonds or angles, respectively. The deviations between relative
MM and QM energies become larger in some cases, when the bonds and angles are far
from their equilibrium values. The reasons for this could be due to the harmonic
approximation used. For further validation, we performed a 10-ns MD simulation of the
coordinated copper complex with the newly derived parameters. The geometry of the
complex was well preserved during the 10-ns simulation: the bond lengths and angles
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involving Cu?T remained near their corresponding equilibrium values and the potential

energy was conserved (S1 Fig). We concluded that these parameters can be used to
model interactions between Cu?* and Af3;_4 in large-scale MD simulations.
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Figure 4. QM and MM potential energy curves for bond stretching (A) and angle
bending (B,C). QM curves are shown as dashed lines with circles, whereas MM curves
as solid lines. Different colors correspond to different bonds or angles involving Cu?*.

Convergence of the H-REMD simulations

One of the advantages of the H-REMD simulations is that they achieve good
conformational sampling in reasonable simulation time compared to conventional MD,

and are computationally cheaper and more efficient than stardard temperature REMD.
For our simulations, the exchange probabilities are around 30% for all the four systems,
which guarantees high sampling quality. In order to further confirm the convergence of

the simulations, the secondary structure contents for three time windows [teq, 1], [teq,
to) and [teq, tfuu] were calculated. The equilibration time (teq) is 30 ns while the full
simulation time (%) is 130 ns for all the four systems, whereas t; and t; are set at

70 ns and 100 ns, respectively. As shown in Fig 5, the helix and sheet contents obtained

for the three windows have no significant differences for the four systems at A = 1.0,
especially between the two longer time windows (green and blue lines). Similar results
were also obtained for bend and turn contents (S2 Fig and S3 Fig), confirming the
convergence of the simulations. Thus, the trajectory interval [30-130 ns] at A=1.0 was
used for all the analysis in this study, unless stated otherwise.

A 40 T T T T T T T B 100 T T T T T T T
40 Am*— e T 100 AN N AT NN
vt AN M = = /\W
% 40 LM — ] 3 RN Neand NN,
% ABEICY 40:-) ABS9S
st N L s 00— AL e\ S\
ZOVV\B/:‘:; ] T o A/s\A_AJ\/\;
0 L L . . ! 0 P v |
6 30 36 42 6 1 36 42

1218 24
Residue Inde

X

218 24 30
Residue Index

Figure 5. Helix (A) and sheet (B) contents obtained for time windows [30-70 ns],

[30-100 ns] and [30-130 ns] for systems AS52),

Ap

6.0,1— 6.9,Cu 743—
1—i2 - ABiTys and AB T, are

shown for the individual residues of the peptide. The helix content includes a-helix,
310-helix and 7-helix, while the sheet content includes S-sheet and S-bridge.
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Effects of pH and Cu?" binding on the flexibility of AS3;_

In order to assess the conformational flexibility of the AB;_4o peptide, we performed
cluster analysis, computed the root mean square fluctuations (RMSF) of individual
residues and derived free energy surfaces via principal component analysis (PCA).

Cluster Analysis The conformations sampled at A = 1.0 for each of the four
systems are initially clustered considering only the metal binding region (AS3;_14) of
AB1_42. The populations of the top ten clusters are shown in Fig 6A. The populations
of the largest cluster for the four systems range from 25% to 50%. The most populated
ABSOS™ (48.3%) and AB] %5 (48.3%) clusters had almost twice of the population of
the Aﬁf'i‘l% (25.9%) top cluster, while the system at pH=6.0 fell in between with 38.5%
for the top cluster population. A similar situation occurred for the second largest
cluster, as shown in Fig 6A. In other words, the metal binding region of Af3;_42 with or
without copper at physiological pH is greatly stabilized but more conformationally
dynamic at lower pH values. These results are consistent with a recent REMD study of
AB1_16 and AB;_16/Cu®t by Xu et al. [52].

50, 50, T T T T T T T T
=T
_aof _4o0f emtsrco|
& S pH 7.4
S e
= 30 = 30 b
g 8
] ]
= =S
= 20 = 20 R
2 2
S 5
= =
10f 10 B -
————————Bo
0, 0, 1 1 L 1 1 1 . b ——

+
3 4 5 6 7 8 9 10 I 2 3 4 5 6 7 8 9 10
Cluster Number Cluster Number

Figure 6. The populations of the top ten clusters for each system, which were
calculated based on the backbone atoms of (A) Af51_16 and (B) AS;_42. Different colors
correspond to ABy %0 (red), ABSYL (green), ABY%C" (blue) and AT~ (cyan).

We also clustered the conformations considering the entire AfS;_4o peptide, i.e.,
including the backbone atoms of all 42 residues. The populations of the top ten clusters

are shown in Fig 6B. There are more clusters for A} (301) than for the other three

systems (260, 266 and 189 for AY"L™, ABY%S™ and AB[ %5, respectively). The
populations of the largest cluster (Cluster One) for ABS%S™ (39.0%) and ABT*3~
(40.7%) are greater than for AS>%5 (16.9%) and ABY%5 (21.8%), while the
populations of the second largest cluster (Cluster Two) of each system are around 9.0%.
Consistent with the clustering results based on the metal binding region, these results
indicate more conformational flexibility for the systems at low pH.

The central conformations of the two largest clusters for each system are illustrated
in Fig 7. For AB>*9 two S-hairpins (Args-His6 and Gly9-Tyr10, Leu34-Met35 and
Val39-Val40) and one pair of anti-parallel S-sheet (Gln15-Lys16 and Val24-Gly25) are
observed between the metal binding region and the C-terminal hydrophobic region in
the central conformation of Cluster One. In Cluster Two, there are two pairs of
anti-parallel S-sheet (Phed-Asp7 and Gly29-Ile32, His14-Lys16 and Leu34-Val36). The
central conformation of Cluster One of Aﬁ?i’f{ is dominated by turn and coil
structures, while the central conformation of Cluster Two has one anti-parallel S-sheet
pair (Ala2-Glu3 and Gly33-Leu34) and two 310 helices. In the system with Cu?*
(A,B?fjgu), there is a S-hairpin motif (Gly33-Met35 and Val39-Ile41) at the C-terminal
region as well as a 319 helical structure (Asp23-Gly25) at the central polar region in
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Cluster One. S-sheet and 31 are also present in Cluster Two. For Af_4o at pH 7.4, an
anti-parallel S-sheet structure is formed between the central polar region and
C-terminal hydrophobic region (Glu22-Val24 and Leu34-Val36) in Cluster One, and an
anti-parallel S-sheet (Leul7-Vall8 and Leu34-Met35) is observed in Cluter Two with a
small shift towards the metal binding region.

AR AR AR’ ARt

S AN 13&&\\ -’
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8.7% 9.0% 8.7% 9.5%

j§;’

Cluster Two

k}

Figure 7. Central structures of the two most populated clusters (Cluster One and
Cluster Two) obtained from the trajectories of the four AS;_42 systems. The percent of
the total population of each cluster is given below each structure. The peptide color is
based on the secondary structure: red for S-sheet, blue for a-helix, orange for 3;¢-helix,
yellow for turn, black for S-bridge and white for coil structures. The N and C termini
are represented by blue and red beads, respectively.

Structural fluctuations As can be seen from the RMSF plots in Fig 8, the
N-terminal (Aspl-Ala2) and the central regions (Leul7-Val24) as well as residue Ala30
of AB;_42 at physiological pH (Aﬁfffz_) are much more flexible than the rest of the
peptide. The C-termini is however more rigid. Cu?* stabilizes the metal binding region
including the N-termini, but it greatly increases the flexibility of both the central polar
and C-terminal hydrophobic regions compared to A,Bfo;. At pH 6.0, the two
histidines His6 and His14 in Aﬂfﬂf{ are positively charged, which means that the net
charge of AB1_4o is shifted to —1 from —3 at physiological pH. For this system, the
flexibility of the metal binding and the CHC regions of Af3;_42 is increased compared to
Aﬁfﬂ’g“. At the C-terminal regions, residues (Glu22-Gly37) are less flexible while
residues (Gly38-Ala42) are more flexible than those in Aﬁfi"gu. For Af1_42 at pH 5.3,
the three histidines His6, His13 and His14 are positively charged which lead to a total
net charge of 0. Unlike A@fﬂ’}{, reducing the net charge increases the flexibility of
residues Glu3—Vall8 moderately, but remarkably increases the flexibility of residues
Aspl-Ala2. Moreover, a much less flexible CHC was observed when compared to
ABS%L7 and it was even less flexible than the CHC in AB]%3~. The C-terminal
regions (Glu22-Gly37) show more flexibility than Aﬁf ﬂf{, which is similar to the
fluctuation pattern in A,Bffjgu. Residues Ile41 and Ala42 are, however, more flexible,
similar to what was found in Aﬁff’;fj“ and ABS05.

Free energy surfaces To characterize the free energy landscapes and major
conformational motions in each system, we used the PCA method. The projections of
the free energy surface on the first two principal components are shown in Fig 9. As can
be seen, the different environments influence the free energy profiles of AB;_49
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Figure 8. Average RMSF of the C,, atoms for A3} (red), AgS%L™ (green),
ABYZSY (blue) and AB[5™ (cyan).

differently. With Cu?* binding at physiological pH, the global minimum (I) along with
multiple local minima (I, III - - - ) are present. The free energy differences between the
global minimum and the local minima IT and IIT are 1.490 kcal/mol and 1.659 kcal/mol,
respectively (Fig 9C). At pH 5.3 and 6.0, most of the structures belong to the global
minimum (I), which is separated from the other local minima (II, III) by smaller energy
differences ( 0.147 keal/mol and 0.682 kcal/mol for A% as well as 0.178 keal /mol
and 0.395 kcal/mol for Aﬁ?ﬂf{, respectively) (Fig 9A and 9B). At physiological pH,
there is one dominant energy basin (I) with multiple local minima (II, III - - -) (Fig 9D).
The energy differences are 0.470 kcal/mol and 0.705 kcal/mol between the global
minimum and minima II and III, respectively. The small energy differences between the
minima in the systems at low pH reveals more conformational flexibility, in agreement
with the clustering and the fluctuation results. The flexibility analysis reveals that the
dynamics of an unfolded peptide is largely affected by simply changing the protonation
state of a single residue, or by the presence of a Cu?*t ion. The aggregation behaviour
might also be different due to the modified peptide dynamics. However, the correlation
between AB;_42 dynamics and aggregation needs to be quantitatively assessed in a
future aggregation study.

Effects of pH and Cu?" binding on the structure of AB;_,

Secondary structure The secondary structure transitions, especially the formation
of B-sheets play a remarkable role in the aggregation processes and toxicity of A3
peptides [3,6,7]. The propensities for secondary structure elements for the four AB;_4o
systems were calculated and are shown in Table 2 and Fig 10. In general, the most
abundant residual secondary structure elements for all the systems are the turn, bend
and coil structures, especially at the N- and C-termini. More sheet content is sampled
for AP (17%) and ABS%,S™ (16%) while more coil structure is sampled for A8%%5~
(48%) and ABT43™ (48%). ABIY3™ is characterized by a small amount of helix and
B-sheet (~10%) at the central region of His14-Phe20, while 3-sheet appeared with high
probability at the central polar and C-terminal hydrophobic regions [Glu22-Asp23
(~60%) and Met35-Val36 (~75%)]. For AY%S", the propensity for helical structure
(mostly 310 helix) is increased at the CHC and central polar regions compared to
Aﬁzﬁ’gi and more [-sheet is sampled at the C-terminal hydrophobic region
(Gly33-Leu3d4 and Vald0-Tle41, -hairpin) compared to the other three systems. The
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Figure 9. Conformational free energy surfaces (in kcal/mol) for A3y _42 and

ABy_49/Cu®t systems, projected onto the first two principal components (PC1 and

PC2), A) ABY?5, B) ABY%, ) ABYS™ and D) ABT .

(B-hairpin structure sampled at the C-terminal hydrophobic region was also observed in
the AP0 and ABYLT (~50%) systems. AB20 and ABY"L™ have more S-sheet at
the metal binding region (~25%) and less at the central polar region relative to
Aﬁsz;_. Small amounts of helical structures were also determined at the metal binding
and CHC regions in AB>0 and A% %45 systems. Finally, A3>%5, A% %5 and
Aﬁfi’g“ have in general more turn structure throughout the sequence than ABfo;_,
while more bend structure is sampled by A5, as shown in Table 2. These results
suggest that Cu®>* binding promotes both the helix at the central region and the
(B-sheet at the C-terminal region. As the net charge of Af;_4o decreases with pH,
intramolecular interactions become more likely, promoting the formation of (temporary)
secondary structures. Thus, decreasing the pH stabilizes both helical structures and
(B-sheets in Aﬁf‘i’&, especially in the metal binding region.

Table 2. Average helix, sheet, bend, turn and coil propensities

within the A3, AL~ ABS%S" and AST4S systems.
Systems | Helix (%) Sheet (%) Bend (%) Turn (%) Coil (%)
AGES | 12430  16.4+9.5 23.9+10.0 13.745.8 44.847.2
ABSOLT | 38450  8.4+6.9  26.847.0 129463 48.148.1
ABYOSY | 46443 16.3£5.8  29.046.9  13.646.2 36.5+6.3
ABTHST | 1.0426  11.844.6 342456  4.646.5 48.4475
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Salt bridges The presence of salt bridges has been suggested to be of great
importance in stabilizing the structure of AB;_42. Argb can form stable salt bridges
with residues Aspl, Glull, Glu22, Asp23 and the C-termini [104-106]. Each of these
salt bridges was observed in our simulations. The salt bridge between Argb and Glu3 is
particularly stable in AB] 3~ (99.0%)(Fig 11), yet less prevalent in A2 (72.2%)
and AB?&S{ (64.7%) as the metal binding region is more flexible for Aﬁf f’;g and
A,Bf'ﬂf{ (Fig 8). This salt bridge is disrupted upon Cu?* binding occurring with a
much lower probability (8.3%) in A,Bf"_gjg“. Coskuner et al. also observed a high
stability for the Glu3-Argh salt bridge, which was present throughout their simulations
of ABy_40 and AB;_42 [106]. In the same system, two additional salt bridges, namely
Glull-Lys16 (34.1%) and Asp23-Lys28 (44.7%), were sampled with moderate
propensities, but were not stable in the other three systems. The salt bridge between
Asp23 and Lys28 is very important, as it was previously postulated to nucleate A3
monomer folding [107] and to play an important role in early AS
oligomerization [108,109]. AB;_40 with Asp23 and Lys28 linked by a lactam bridge has
been shown to aggregate very rapidly [110]. Furthermore, the fibrillar structures of both
AB1_40 and AB;_49 are stabilized by the intermolecular Asp23-Lys28 salt bridge [111].
Thus the prevalence of salt bridge Asp23-Lys28 might add to the higher aggregation
propensity of AB;_4o with Cu?* binding. Moderately stable salt bridges Glu22-Lys16
(22.3%) and C-T-Lys16 (19.8%) can be observed in A5 as well as C-T-Lys16
(59.2%) and C-T-Lys28 (26.4%) in A3, For ABS%L™ a salt bridge C-T-Lys28
(25.5%) occurred, being a little less stable than the one in A,Bff;f;*.

Contact maps Distance maps for the C, atoms were generated for the four
systems, and are presented in Fig 12. The distance maps reveal the contacts and thus
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interactions between different regions within Af3;_4o, providing relevant information for
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ABi_4o folding. For Ajy_42 at physiological pH (Fig 12D), many interactions occur
between the residues of the metal binding region as well as between the central polar
and the C-terminal hydrophobic regions, which are responsible for the formation of
(B-sheet as shown in Fig 10. Weaker interactions exist between the metal binding and
C-terminal hydrophobic regions. Upon Cu?* binding at physiological pH, the
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Figure 12. Contact maps for (A) A2,
Aﬂfﬁ’éi The horizontal and vertical gray lines separate the metal binding, central
hydrophobic core, central polar and C-terminal hydrophobic regions from each other.
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reduction of intrapeptide interactions is likely to expose AB] ;5
interpeptide interactions, which may be critical for facilitating oligomerization and
could account for the faster aggregation of Af;_4o upon Cu?* binding [6,17,18]. The
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Cu?* binding also showed an increase in the interactions within the metal binding
region. The contact maps changed when the pH was lowered, which caused a change to
the charge distribution. In A/i‘lr’i’l%, the metal binding region (Aspl-Asp7) interacted
with the central polar and the C-terminal hydrophobic regions (Val24-Gly33), which
also occurred in ABY%L™ but was absent in Aﬁffgg“ and Aﬁffﬁ_. Furthermore,
ABYL exhibited more interactions between the metal binding and the C-terminal
regions and less contacts between the CHC and the C-terminal hydrophobic regions

than A7 did.

Transition Networks

The transition network has been widely applied to study the conformational dynamics
of peptides or proteins folding [101,112-114] and recently to peptide aggregation [13,97]
in our group. The transition network for A3>%9, AB%%5 A,Bff)jgu and ABT43T,
based on the definition of folding states (helix|sheet), are shown in S4 Fig. The
transition network provided detailed information of the folding process of AB;_45 under
different conditions. For Af3_4o at physiological pH, there are less nodes (54) and edges
(327) than for the other three systems (59 nodes and 468 edges for Aﬂ‘ff}&, 84 nodes
and 948 edges for Aﬁﬁ]&l{, 91 nodes and 924 edges for Aﬁfﬂ’gu). This is consistent
with the RMSF results that indicate AB;_40 as less flexible at physiological pH but
more flexible at lower pH values or with copper binding. As the large number of
transitions and nodes makes it difficult to see the main pathways in the folding process,
the minimum cut method was applied to identify the maximum flow in the transition
networks of the four systems, which are illustrated in Fig 13. For all the four systems,
the topologies of the MTNs are similar: one central node connected radially to the other
states. However, the states and populations of the central nodes are different. All the

representative conformations of the central node, except the one for A,Bff;é, fall into

the biggest clusters with similar secondary structure distributions. For Aﬁl7 ﬁf;, the
central node has the highest population (57.3%) with state 0|4, while the second highest
population node with state 0|6 is much smaller (9.0%). The largest number of
transitions occurs between states 04 and 3|4, in which a 31¢-helix conversion occurs.
The state 3|4 is also connected to other 4 states involving both helix and sheet
transitions. Other important transitions occur between state 0|4 and states 0/6, 0|8,
010 efc. with increasing sheet content. Compared to AB[ %5, the central node of

AB%%9" has much smaller population (17.5%) and a state (3|8) dominated by 3;0-helix
and sheet structures. Most of the transitions occur between states 3|8 and states 0|8,
3|6, 0/6 as well as 3|10, with the representative conformations similar to the central

conformation of Cluter One as shown in Fig 7. For Af;_40 at acidic pH values (Aﬂ‘lr"i’lg

and Aﬂfﬂf{), the states of the central nodes are different, 04 (21.6%) for Aﬂf'i’l% and
0|2 (20.4%) for A/ﬁfﬂ’ll{ with equivalent populations. Specifically, the transitions in
AB?Y are mainly between state 0|4 and states 0|8, 0|6 and 0]12, while transitions

between state 0|2 and states 0[0, 0|4 and 3|2 were dominant in AB>%4.

Discussion

MD simulations on a microsecond time-scale of AB;_40 and A3;_42 at physiological pH
revealed that ABy_40 and AB;_4o monomers have crudely similar structural
characteristics [115]. Thus, in the following our results are compared to previous studies
of both Aﬁ1,40 and Aﬁ1,42. Lin et al. [115] concluded that Aﬂ1,40 and AB1,42
monomers are generally not well structured, and have a tendency to form short a- and
310-helix segments, especially in the region of residues Tyr10-Phe20, which was

PLOS

16/29

53



©'PLOS

4 Results

Table 3. The 10 Transistion States with Highest Populations for A3}, A%~ A89SH

and AB]" 7.
ABIZi AB s ABI iy AB iy
States  Population (%) | States Population (%) | States Population (%) | States Population (%)
04 21.6 012 20.4 38 175 04 57.3
08 16.1 0[0 10.0 08 12.6 0l6 9.0
0l6 9.8 0j4 8.7 306 11.4 3]4 6.0
0j12 9.8 312 6.4 olé 9.0 0)s 5.5
0/10 7.9 0|6 5.3 3]10 5.1 02 3.7
02 7.0 0l8 5.0 05 5.0 05 3.0
3|4 3.5 3|0 4.3 0/10 3.2 0[10 2.9
3)2 2.8 313 43 0j4 2.8 0|7 2.7
0[14 2.7 3l 40 0/3 2.7 38 2.0
0|0 1.9 3|6 2.9 0|7 2.5 3|6 1.8

consistent with an NMR study of AS;_49 [116]. In this partially folded NMR structure
of AfB1_40, a 31p-helix from His13 to Asp23 has been reported, while we observed an
averaged helix propensity (a- and 31g-helices) of <10% in the region of residues
His14-Phe20 in our simulations of Aﬁzf;é_. In general, the Ay _4o NMR conformation
appears to be dominated by unstructured bend, turn, and loop/irregular

structures [115]. We also observed a high population of these structural elements in
AﬁZﬂ;. The NMR study has further indicated S-hairpin formation near the
C-terminus of Afy_42 [117]. From previous simulations it was concluded that AB1_42
preferentially forms S-hairpins with the turns at the positions of the Gly residues, i.e.,
residues 25, 29, 30, 33, 37 and 38 [11,65,115,118,119]. In agreement with previous MD
simulations from Olubiyi et al. [11] using the GROMOS force fields ffG43a2 [120] and
Coté et al. [121] using a coarse-grained force field, we observe a S-propensity for
ABTYE of 11.8% similar to 11.5% in Olubiyi et al. [11] and 10.8% in Cété et al. [121],
however lower (~ 3% [115]), higher (~ 30% [122]) or equivalent (~ 6 % [123] and ~ 15
% [124]) B-propensities were also reported. These differences results from different force
fields used as (i) a previous MD study testing force fields for AB;_49 also produced a
considerably higher S-propensity for ffG53a6 (> 30%) compared to all other force
fields [67], and (ii) a REMD comparing five force fields for A3 _4o also produced
different a- and S-propensities [125]. However, the different force fields results agree by
demonstrating that the helical propensity is the highest between residues 10 and 20
while -structures are preferentially adopted by C-terminal residues.

In this study, more S-sheet is sampled upon decreasing the pH and with Cu?*
binding. The increased -propensity at the isoelectric point is in agreement with the
findings of our earlier simulation study [11]. For the structures at mild acidic conditions
we also observed helix formation, while for Aﬁff’;ﬁ“ the helix content was higher at the
CHC and central polar regions. These observations are supported by previous
experimental studies reporting S-sheet formation [24,26] and helix reduction [25] upon
Cu?* binding to AS. In a previous MD simulation of the AB;_4o/Cu?* complex, it was
found that coil structures are the predominant conformation, which is due to the
disruption of S-sheet upon Cu?* binding [49]. While we could not reproduce the low
[-propensity, our results agree in terms of an increased disorder in Aﬂff’;f;“.

Experimental studies show that A peptides aggregate more readily at acidic
pH [43,45,46], and especially at isoelectric point. The formation of a S-hairpin
structure sampled in Aﬁf f’;g with a high propensity at the C-terminal hydrophobic
region is thought to be an important factor that promotes the aggregation of Af;_42
peptides [65,108-110]. In Aﬁffjéf, both the 3-hairpin structure at the C-terminal

hydrophobic region and the Asp23-Lys28 salt bridge were sampled with low populations.
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Figure 13. Min-cut transition networks for A875 (A), ABS%L™ (B), AgYS™ (C) and ABT%5™ (D).
The nodes represent the folding states. The size of each node is proportional to the population of each
node, and the colouring of the nodes and edges indicates the number of residues of sheet structure (N2).
The number of transitions between two folding states is defined by the thickness of the network edge.
Representative conformations of nodes with high populations or sheet contents are included. For
colouring of secondary structures, see Figure 7.

Salt bridges between C-termini and Lys16 as well as Lys28 were more populated,
consistent with the low flexibility of the C-terminal hydrophobic region. These
observation might explain the fact that AS peptides aggregate faster under acidic
condition, rather than under physiological pH conditions [45,46]. The Glu3-Argb salt
bridge was formed in the three systems without Cu?* and is especially stable in
Aﬁfﬁf{. In rat AB, which has a much lower aggregation tendency than human

A [126,127] and does not show amyloid deposition [128], the Glu3-Argb contact cannot
be formed as Arg) is substituted by Gly. Moreover, the key mutation between the
human and rat AS peptides with regard to Cu?* binding is the Arg5Gly mutation, as it
results in deprotonation of the Gly5-His6 bond and coordination of the deprotonated
amidyl nitrogen atom [129]. Thus, the Glu3-Arg5 interaction in human AS might be of
relevance to the aggregation kinetics of this peptide. The interaction of the Cu?* with
the N-terminus is also reflected in the transition network analysis that shows a central
state for this system that is dominated by the strand-loop-strand motif in the
C-terminal region and displays some helical elements. Interestingly, the main transitions
occur with states that preserve the above mentioned motif, suggesting its important role
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in the structure and kinetics of the A8%%,5" monomer [65,108-110].

Summary and Conclusions

In this study, we investigated the effects of Cu?>* binding and different pH values (5.3,
6.0, 7.4) on AB;_42 folding using Hamiltonian replica exchange molecular dynamics
(H-REMD) simulations with explicit solvent. First, we developed a set of new
OPLS-AA/L force field parameters for modeling the interactions between Cu?* and
AB1_42. We used one of the most widely accepted Cu?* coordination modes of 3N10

involving the amine and carbonyl groups of Aspl, His6 and His13 as ligands [29,42, 54].

After validation, these newly developed parameters were then applied in H-REMD
simulations of AB;_42/Cu?T. The effects of Cu?>* binding on Aj;_42 monomeric
conformation were compared to the effects of acidic pH values of 6.0 and 5.3 (the
isoelectric point of A51742) on Aﬁl,42.

For each of the four systems under study, i.c., ABL5, Aﬁfﬂ‘gu, AB>EY and
Aﬂfﬂf{, the most abundant secondary structures are turns, bends and coils, especially
at the N- and C-termini. At physiological pH 7.4, the initial helical structure of Ay _42
is mostly disrupted, and anti-parallel 5-sheets form mainly between the central polar
and C-terminal hydrophobic regions. With Cu?* binding at physiological pH, the
helical content (mainly 3;0-helix) is increased at the central polar regions, while a
B-hairpin structure is observed at the C-terminal hydrophobic region though a small
amount of S-sheet also appeared at the other regions (Vall8 and Ser26). Moreover, the
conformational flexibility of A is greatly enhanced in AB?'_QQS“ even though the metal
binding region is rigidified upon Cu?* binding. The increased peptide dynamics is
accompanied by reduced intrapeptide interactions, which is likely to expose Aﬁf'_gf" to
more interpeptide interactions that could facilitate aggregation. At acidic pH, less helix
and more sheet structures were sampled for Aﬂff&% than A[)’fg’ll{. Similar to Cu?*
binding, decreasing pH values increases the conformational flexibility of Af5_42, which
is best demonstrated by the cluster analysis and the free energy surfaces of AB}") and
Aﬂff)jllz_. Finally, transition networks clearly show the differences in the conformational
kinetics induced by Cu?* binding.

In summary, charge reduction of A3;_4 brought by Cu?t binding or mild acidic
conditions leads to conformational changes compared to uncomplexed AS;_4o at
physiological pH. While complexation with Cu?* increases the conformational flexibility,
a pH of 7.4 reduces it. Nonetheless, both Cu?* binding and a mildly acidic pH
accelerate the formation of S-sheet in Af;_4o and also lead to stable salt bridges, which
may promote the aggregation. While the current study provides insights into the subtle
interplay of pH and Cu?* binding during the AB;_4o folding, a future study will
elucidate the role of these environmental conditions on A aggregation.
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Supporting Information

S1 Fig.

The fluctuations of bonds (A) and angles (B) involving Cu?* during a
10-ns MD simulations of the copper coordination model with the newly
derived parameters for the Cu?t coordination.

(PDF)

S2 Fig.

Bend content obtained for time windows [30-70 ns], [30-100 ns] and [30-130
ns] for the A5, ABSOL", ABSYS™ and ABT%~ systems, are shown for
the individual residues in the peptide, respectively.

(PDF)

S3 Fig.

Turn content obtained for time windows [30-70 ns], [30-100 ns| and [30-130
ns] for the Aﬁffjg, Aﬂfﬂf{, Aﬂ‘ff’;g“ and ABZf}éf systems, are shown for
the individual residues in the peptide, respectively.

(PDF)

S4 Fig.

Transition networks for A3J%0 (A), AgS%L™ (B), ABSYS" (C) and ABTS-
(D). The nodes represent the folding states as defined by N1 and N2. The
size of each node is proportional to the population of the node, and the
colouring of the nodes and edges indicates the number of residues with
[-sheet structure (N2). The thickness of the edges is defined by the
number of transitions between the folding states.

(PDF)
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