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Abstract

This thesis presents the results of investigations on chemical structures and
reaction mechanisms. All investigations reported here employed theoretical
methods especially semi-empirical and Density Functional Theory methods.

The semi-empirical OM2/MRCI method was used to study the origin of
photostability of the nucleobase guanine. It is known from experiment that
nucleobases in general strongly absorb in the UV/VIS range but there exist
decay mechanisms that prevent damage to the molecule. The decay of excited
guanine in water was simulated through surface hopping dynamics and the
geometrical changes along the decay pathway were monitored. The use of a
QM/MM computational setup allowed a detailed study of solvent effects in
aqueous solution. Comparing the results with those obtained in the gas phase
reveals that the preferred decay channels change and that the decay is faster in
aqueous solution, while the optimized geometries of the ground and first excited
state and of the relevant conical intersections are similar in the gas phase and in
solution. The results are in good agreement with static ab initio computations
and with the available experimental studies, which validates the application of
the semi-empirical OM2/MRCI method. The time evolution of the computed
excited-state ionization potentials is consistent with recent experimental results
from ultrafast photoelectron spectroscopy on guanosine in water.

Density Functional Theory methods were used to answer questions on chem-
ical structure and reaction mechanisms raised by experimental investigations.
Concerning structures the question was how to describe the bonding interac-
tions of bimetallic gold-chromium complexes and whether these complexes are
carbenes. Starting from the crystal structure the geometries of the complexes
were optimized and then these structures were examined by using NBO analysis,
fragment analysis, and the AIM method. It was found that these complexes are
best described as chromium-carbenes with a gold unit coordinated to the C-Cr
bond in an η2 mode.

On the mechanistic side, an organocatalytic reaction and the reaction of an
organoferrate complex were studied. In the first case the issue was whether the
ring closing reaction of an unsaturated hydrazone could be regarded as a peri-
cyclic electrocyclization or not. The analysis showed that it is better classified
as an intramolecular nucleophilic addition (structurally) or a pseudopericyclic
reaction (electronically); it is not pericyclic as confirmed by comparison with
the cyclization of the pentadienyl anion which is known to cyclize in a peri-
cyclic manner. In the second case study, methylation reactions mediated by an
organoferrate complex were found to proceed via a substitution mechanism. In
agreement with experiment up to four methyl groups can be transferred per
ferrate complex, the first three in a facile manner and the fourth one with some
more activation. This demonstrates the ability of ferrate complexes to alkylate,
and hence their potential to act as intermediates in iron cross coupling reactions.
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Zusammenfassung

In der vorliegenden Arbeit werden die Ergebnisse zu Untersuchungen chemi-
scher Strukturen und Reaktionsmechanismen vorgestellt. Alle Untersuchungen
wurden mit theoretischen Methoden, insbesondere semi-empirischen und Dichte-
Funktional-Methoden durchgeführt.

Die semi-empirische OM2/MRCI Methode wurde verwendet, um die Ursachen
für die Photostabilität der Nucleobase Guanin aufzuklären. Experimentell ist
bekannt, dass Nucleobasen allgemein im UV/VIS-Spektrum absorbieren, aber
über Abregungsmechanismen verfügen, die eine Beschädigung des Moleküls
verhindern. Mit dynamischen Surface Hopping-Rechnungen wurde die Abregung
von Guanin simuliert und die geometrischen Änderungen entlang des Abregungs-
pfads verfolgt. Dabei wurden die Umgebungseffekte einer wässrigen Lösung
durch die Verwendung eines QM/MM Ansatzes berücksichtigt. Im Vergleich
zu Rechnungen in der Gasphase sind in wässriger Lösung Relaxationspfade
mit anderen geometrischen Verzerrungen bevorzugt. Die Abregungsrate ist
in wässriger Lösung etwas größer, während die optimierten Geometrien der
Minima im Grund- und ersten angeregten Zustand sowie an den konischen
Durchschneidungen ähnlich sind. Die Ergebnisse sind in guter Übereinstimmung
mit statischen ab initio Rechnungen und mit experimentellen Untersuchungen, so
dass die Anwendung der semi-empirischen OM2/MRCI Methode gerechtfertigt ist.
Die zeitliche Abhängigkeit der berechneten Ionisierungspotentiale im angeregten
Zustand ist konsistent mit aktuellen experimentellen Daten aus Untersuchungen
an Guanosin in Wasser mittels ultraschneller Photoelektronenspektroskopie.

Methoden der Dichte-Funktional-Theorie wurden angewendet, um aus Ex-
perimenten resultierende Fragen zu Strukturen oder Reaktionsmechanismen zu
beantworten. In struktureller Hinsicht wurde analysiert, wie die Bindungsver-
hältnisse in bimetallischen Gold-Chrom-Komplexen zu beschreiben sind und
ob in diesen Komplexen Carben-Bindungen vorliegen. Ausgehend von den
Kristallstrukturen wurden die Geometrien optimiert und dann mit Hilfe von
NBO-Analyse, Fragmentanalyse und der AIM-Methode untersucht. Fazit ist,
dass sich die Verbindungen am besten als Chrom-Carbene beschreiben lassen,
wobei die Goldeinheit in η2-Orientierung an die Chrom-Kohlenstoffbindung
koordiniert.

Auf der mechanistischen Seite wurden eine organokatalytische Reaktion und
die Reaktion eines Organoferratkomplexes untersucht. Im ersten Fall ging es
darum, ob es sich bei der Ringschlussreaktion eines ungeättigten Hydrazons um
eine Elektrozyklisierung handelt oder nicht. Die Analyse ergab, dass die Reaktion
als eine intramolekulare nucleophile Addition oder eine pseudoperizyklische
Reaktion klassifiziert werden kann, je nach Betrachtungsweise; sie ist nicht
perizyklisch, wie durch den Vergleich mit der bekanntermaßen perizyklisch
verlaufenden Zyklisierung des Pentadienylanions belegt werden konnte. In
der zweiten Fallstudie wurde gezeigt, dass der experimentell zur Methylierung
eingesetzte Ferratkomplex bis zu vier Methylgruppen durch Substitution an
das Substrat übertragen kann. Dies zeigt, dass Organoferratkomplexe zur
Alkylierung in eisenkatalysierten Kreuzkupplungsreaktionen eingesetzt werden
können.

ii



List of papers included in this thesis

1. Nonadiabatic decay dynamics of 9H -Guanine in aqueous solution

Berit Heggen, Zhenggang Lan and Walter Thiel, Phys. Chem. Chem.
Phys., 2012, 14, 8137 – 8146.

Carried out and analyzed all the calculations in the paper.

2. Excited-state dynamics of Guanosine in aqueous solution revealed by time-
resolved photoelectron spectroscopy: experiment and theory

Franziska Buchner, Berit Heggen, Hans-Hermann Ritze, Walter Thiel
and Andrea Lübke, Phys. Chem. Chem. Phys., 2015, 17, 31978-31987.

Carried out and analyzed the calculations of 9H-guanine in aqueous solution
for the evaluation of the ionization potential along the decay pathways.

3. Gold carbenoids: lessons learnt from a transmetalation approach

Günter Seidel, Barbara Gabor, Richard Goddard, Berit Heggen, Walter
Thiel and Alois Fürstner, Angew. Chem. Int. Ed., 2014, 53, 879 – 882.

Performed the theoretical investigations in the paper.

4. Cyclization of an α,β-unsaturated hydrazone catalyzed by a BINOL-
phosphoric acid: pericyclic or not?

Berit Heggen, Mahendra Patil, Walter Thiel, J. Comput. Chem., 2016,
37, 280 – 285.

Carried out and analyzed all the calculations in the paper.

5. Theoretical investigation on the mechanism of iron catalyzed cross coupling
reactions via ferrate intermediates

Berit Heggen, Walter Thiel, J. Organomet. Chem., 2016, 804, 42 – 47.

Carried out and analyzed all the calculations in the paper.

iii





Danksagung

Herr Thiel, ich danke Ihnen für das Vertrauen, das Sie mir entgegengebracht
haben. Vielen Dank, dass Sie immer mit Rat, Wissen und Erfahrung weiterge-
holfen haben, mir eine sehr große Eigenständigkeit ermöglicht haben und immer
wieder offen und flexibel reagiert haben.

Vielen Dank an meine Projektpartner in der Theorie-Gruppe für viele hilf- und
lehrreiche Gespräche, insbesondere an Zhenggang Lan, Gopinadhanpillai Gopaku-
mar und Mahendra Patil. Auch meinen Projektpartnern aus experimentellen
Gruppen danke ich herzlich für ihre Fragen, Einblicke und Diskussionen: Alois
Fürstner, Jens Willwacher, Richard Goddard, Benjamin List, Steffen Müller und
Andrea Lübcke.

Ein dickes Dankeschön an Horst Lenk: Ohne Dich wäre so manches technische
Problem vermutlich heute noch ein Problem – vielen Dank für schnelle und gute
Hilfe nahezu jederzeit. Bei technischen Fragen nicht zu vergessen ist natürlich
Volker Schmidts, denn „der Computer macht, was Du sagst, Du musst eben sagen,
was er machen soll“. Danke dafür und dass Du mir dann auch verraten hast, was
ich dem Computer genau sagen soll. Und danke für die Hilfe insbesondere bei
allen Verwaltungsfragen und „sonstigen Kleinigkeiten“ an Ursula Scheifhacken
und Monika Lickfeld.

Da ich ja eine ganze Weile Mitglied der Theorie-Gruppe in der Kofo war,
habe ich viele Kollegen kennen gelernt und mich immer über die spannenden
Diskussionen gefreut, die wissenschaftlichen wie auch alle anderen von Cricket bis
Weltmeisterschaft und immer mit internationalem Anstrich. Ein Highlight jeden
Tages: die Doppelkopfrunde in der Mittagspause. Danke an all die Mitspieler:
Claudia, Felix, Jan, Lasse, Mahendra, Peter, Rasmus, Thibaut, Victor (kein
Anspruch auf Vollständigkeit). Für die tolle Unterstützung gerade zu Beginn
am MPI vielen Dank an Tobias Benighaus, Sebastian Metz und Mark Waller.
Elliot Boulanger und Claudia Loerbroks: Euch ein herzliches Dankeschön für
unsere sehr kurzweilige Bürogemeinschaft und Eure Freude, wenn mal wieder
Mittwoch war. Und Claudia: Vielen Dank für Deine Hilfe bei meinen Versuchen
mit Zucker und dem Schreiben dieser Arbeit. Und Dir Jan Philipp Götze: vielen
Dank für Deine Antworten bei allerlei wichtigen und unwichtigen Fragen, und
die vielen Diskussionen über theoretische Chemie und die Wissenschaft an sich.

Die größte Hilfe aber habe ich immer und in allen Lagen von Dir bekommen,
Dominic. Ich danke Dir, dass Du mich immer unterstützt hast, Geduld mit mir
hattest und mir Mut gemacht hast. Und vor allem, dass Du Dich mit mir an
das größte Experiment überhaupt gewagt hast.

v





Contents

1 Introduction 1

2 Theoretical Methods 7
2.1 Semi-empirical Methods and Nonadiabatic Dynamics . . . . . . . 9
2.2 Density Functional Theory . . . . . . . . . . . . . . . . . . . . . 10
2.3 Solvation Models . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

3 Results and Discussion 13
3.1 Nonadiabatic Decay Dynamics: Guanine in Water . . . . . . . . 13
3.2 Structure investigation: Gold Carbenoids . . . . . . . . . . . . . 23
3.3 Reaction Mechanism I: Organocatalysis . . . . . . . . . . . . . . 32
3.4 Reaction Mechanism II: Iron for Cross-Coupling . . . . . . . . . 39

4 Closing Remarks 49

A Paper Ia 61

B Paper Ib 73

C Paper II 89

D Paper III 113

E Paper IV 121

vii





Chapter 1

Introduction

The determination of chemical structures and reaction mechanisms is an im-
portant field in chemical research. In the second half of the 19th century the
basic postulates of our modern understanding of chemical structure of organic
compounds were introduced by Couper, Kekulé and Butlerov.1–3 They were
first in postulating the tetravalence of carbon and the idea of linking atoms
in a unique structure in space to form a certain molecule. As spectroscopic
techniques and X-ray crystallography had not been invented by that time no
methods were available to the chemists to elucidate the structure of molecules by
physical methods. They were forced to prove their ideas on chemical structure
and reactivity by wet chemistry experiments. In the early 20th century Lewis
structures were introduced allowing to represent not just the probable geometry
but as well partly the electronic structure of a chemical compound.4

The development of organic structure theory by the end of the 19th century
caused ever more strategic synthesis of organic compounds.5 So, new reactions
could be started by guessing structures and applying knowledge about reactivi-
ties. Attempts were made to describe chemical reactions by reaction equations,
developing the concept of transition states and deriving mathematical formulas
to calculate the rate of reactions. The latter was in the beginning based on the
kinetic theory of gases assuming that two molecules with sufficient energy must
hit each other in the reaction mixture to react with each other. Refinements to
this theory were made by e.g. introducing a steric factor taking into account that
molecules are not spherically symmetric and therefore have to hit each other at
the right side. Finally, including the idea of the non-observable transition states
and assuming a fast pre-equilibrium between reactants and transition states
led to the development of transition state theory in 1935 by Eyring, Evans and
Polanyi.6,7

The development of quantum mechanics initiated by the publications of
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2 CHAPTER 1. INTRODUCTION

Figure 1.1: Graphical representation of the biological relevant 9H -tautomer of
the nucleobase guanine.

Heisenberg8 and Schrödinger9 gave the theoretical foundations to gain insight
into chemical structure and reactivity. Quantum chemistry offered a new mathe-
matical framework to describe the postulated concepts like bonding in molecules
on an electronic level. The early days of quantum chemistry already witnessed
the derivation of the Hartree-Fock equations and the Hückel model was used to
perform simple calculations on π systems. But in general, quantum mechanical
computations that would address real chemical questions were impossible by that
time due to the lack of appropriate computer power. In the following decades,
the development of ever more powerful computers (starting in the 1940s and
ever since continuing) and of a hierarchy of approximate quantum chemical
methods (ab initio, density functional theory, and semi-empirical methods) made
it increasingly possible to tackle chemical problems by using theoretical methods.
Today many computational approaches are available for theoretical chemists to
answer questions on chemical structure and reactivity for small, medium-sized,
and even large molecular systems, including solvent or surface effects.

The main advantage of theoretical methods is the capability to investigate
the object of interest on an atomistic and even electronic scale. This is still diffi-
cult to achieve with experimental techniques especially with regard to dynamic
processes such as chemical reactions. On the theoretical side, problematic issues
are, depending on the systems investigated, insufficient accuracy and high com-
putational costs. Techniques like X-ray crystallography, atom-force-microscopy
and nuclear magnetic resonance spectroscopy already allow very detailed insight
into chemical structures. However, such experimental investigations often do not
deliver unambiguous and comprehensive results, even when combining different
techniques. Theoretical electronic structure methods can provide complementary
information and can offer a detailed atomistic understanding of molecules and
their reactions – even though one should always remember that this is limited
by the approximations necessary to make the underlying calculations feasible.
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Figure 1.2: Gold carbenoid structures under discussion: gold-carbon double
bond with positive charge centered at the gold atom (left side) or gold-carbon
single bond with the positive charge centered at the carbon atom (right side).

In the field of chemical structure and reaction mechanisms, a combined
experimental and theoretical approach can be very successful. Some examples
will be given in this thesis. To start with, the biologically relevant 9H -tautomer
of the nucleobase guanine (see Figure 1.1) in aqueous solution is studied, with
focus on its photostability and the changes in geometry upon deexcitation. The
nucleobases are key building blocks of the DNA, and hence their stability against
environmental influences is important. Even though nucleobases strongly absorb
sun light they are highly photostable as the quantum yield is very low.10 Most
likely this is due to deexcitation by ultrafast nonradiative decay through conical
intersections. At a conical intersection different potential energy surfaces cross;
in the case of the nucleobases this requires severe distortions of the aromatic
systems. The decay rates of the nucleobases have been studied using various
experimental methods, but structural changes are difficult to observe in these
ultrafast relaxation processes. The use of semi-empirical quantum chemical
methods in combination with molecular dynamics allows the simulation of
these processes and affords insight into the geometrical changes and competing
deexcitation channels. Environmental effects such as solvent effects can be taken
into account through multiscale modeling.

Chemical bonding is a theoretical concept to describe the interactions of
atoms in molecules. The bonding situation in gold carbenoides as intermediates
in π-acid catalysis is under debate for some time already.11 Two bonding schemes
are suggested as shown in Figure 1.2: Either a gold-carbon double bond with
the positive charge centered at gold (carbene structure description) or a gold-
carbon single bond with the positive charge centered at carbon (carbocation
structure description, strictly speaking no carbene). Short-lived intermediates
in catalytic reactions are usually difficult to characterize experimentally, for
example with regard to bonding interactions. Therefore, Fürstner and coworkers
attempted to synthesize unstabilized gold carbenoids via carbene transfer from
chromium carbenes,12 a well-established procedure for preparing Fischer-type
gold carbenoids. Unexpectedly, they found that the carbene was not transferred
to the gold moiety but rather a bimetallic complex was formed. The available
analytic methods such as X-ray crystallography and NMR spectroscopy were
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Figure 1.3: Schematic representation of the cyclization reaction studied experi-
mentally.

not sufficient to understand the bonding in these complexes, and in particular
they could not answer the question whether the prepared structures are gold
carbenoids at all. Density Functional Theory (DFT) methods were employed
to analyze the geometry and bonding of these bimetallic complexes in detail
using methods such as natural bond orbital (NBO) or atoms-in-molecules (AIM)
analysis.

Another important field is chemical reactivity where one wants to know on
an atomistic or even electronic scale what happens in a chemical reaction: for
example, which atoms interact with each other in the reaction, which are the
influences of the surrounding atoms and the environment, and which are the
most likely reaction pathways. Theoretical calculations can nowadays provide
reasonable structures of intermediates and experimentally not observable tran-
sition states, as well as realistic energy profiles, thus allowing the evaluation
of reaction pathways and kinetics. This helps to understand the underlying
mechanisms of e.g. catalyzed reactions, to advance the control over chemical
reactions, and to design molecules with desired properties. Two examples from
the wide field of catalysis will be addressed in this thesis: firstly, the analysis
of the mechanism of an organocatalytic reaction especially with regard to the
electronic structure of the crucial transition state, and secondly, an investigation
on an iron complex as supposed intermediate in iron catalyzed cross-coupling
reactions.

A rather new concept in the field of organocatalysis is asymmetric counteranion-
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Figure 1.4: Organoferrate complex as synthesized and used for alkylation reac-
tions by Fürstner et al..15

directed catalysis (ACDC),13 where the enantioselectivity of a catalytic reaction
is caused by ion pairing of a cationic intermediate with an enantiomerically pure
anion formed by the catalyst. Often chiral Brønsted acids are used to generate the
anions, while at the same time activating the reactant by protonation. Common
representatives of such Brønsted acids are 1,1’-bi-2-naphthol (BINOL) derived
phosphoric acids. ACDC by itself does not determine the mechanism of the
reaction catalyzed. Müller and List suggested for a recent example of ACDC a
pericyclic ring closure (see Figure 1.3)14 since the stereochemical outcome agreed
with the requirements for thermal 6π-electrocyclization. Alternative mechanisms
can be envisioned; for example, the stereochemistry may be determined by the
chiral counteranion. In view of these uncertainties, a DFT study was performed
to analyze the electronic structure of reactants and transition states.

The cross-coupling reactions forming carbon-carbon or carbon-heteroatom
bonds catalyzed by noble metals such as platinum or palladium are well-
established in organic synthesis. Their development has been honored by the
2010 Nobel prize in chemistry.16,17 These reactions are indeed potent and
versatile tools but the need for expensive catalysts and the presence of toxic
salts is unfavorable. If an environmentally benign, cheap, and nontoxic metal
such as iron could take over the central role in the cross-coupling catalysis, the
method would become even more valuable. Several successful iron-catalyzed
cross-coupling reactions have already been published but many mechanistic
details still need to be clarified.18,19 It is commonly agreed that different mecha-
nisms may operate under different reaction conditions:20 either catalytic cycles
comprising oxidative addition/transmetalation/reductive elimination, in analogy
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to palladium-catalyzed cross-coupling reactions, or so-called -ate mechanisms
involving highly alkylated iron species.19,21 These mechanisms have been studied
by experiments and computations18,22,23 for certain reactions. Generally speak-
ing, intermediates in catalytic processes are difficult to be trapped and analyzed.
As a step towards identifying possible intermediates in iron-catalyzed cross-
coupling reactions, Fürstner and co-workers prepared organoferrate complexes
stable enough for X-ray crystallography and demonstrated their ability to medi-
ate alkylation reactions (as required for their supposed catalytic cross-coupling
activity).15 For a more detailed mechanistic understanding, DFT computations
were carried out for the alkylation of 4-chlorobenzoylchloride by the organoferrate
complex shown in Figure 1.4.



Chapter 2

Theoretical Methods

In this chapter a short overview is given about the basic concepts of theoretical
and computational chemistry. This part provides a brief introduction to the
methods used to investigate the reported structures and reaction mechanisms, i.e.
semi-empirical methods for nonadiabatic dynamics and density functional theory
(DFT). For more details on the formalism and the derivations please refer to the
original publications or standard textbooks on computational chemistry.24–27

In general, the predominant purpose of applied theoretical and computational
chemistry is to solve the time-independent Schrödinger equation of a given system:

HΨ = EΨ (2.1)

where H is the Hamiltonian, an operator corresponding to the total energy E
of a system described by its wave function Ψ. In only very few cases, such as a
particle in a box, equation 2.1 is analytically solvable, but approximations are
generally necessary when solving the Schrödinger equation for chemically relevant
molecular systems. A first step is the Born-Oppenheimer approximation: as the
nuclei are much heavier than the electrons the latter can almost immediately
adjust to changes in the positions of the nuclei. Since the nuclei move much
more slowly than the electrons, they can be assumed to be fixed. Therefore the
wave function can be separated into two parts:

Ψtot(nuclei, electrons) = Ψ(nuclei)Ψ(electrons) (2.2)

Analogously the energy can be represented as the sum of nuclear energy (electro-
static repulsion between nuclei) and electronic energy (kinetic energy, potential
energy of the electrons in the field of the nuclei, and electron-electron repulsion).
Evaluating the energy as a function of the positions of the nuclei leads to a
sampling of the potential energy surface (PES) with respect to the nuclear coordi-

7



8 CHAPTER 2. THEORETICAL METHODS

nates. Further separation of the electronic variables is achieved by approximating
the electronic wave function of a polyelectronic system by an antisymmetrized
product of one-electron wave functions, representing spin orbitals χi. This
results in a so-called Slater determinant. In the Hartree-Fock approach (HF)
this Slater determinant is varied to find the lowest energy possible by solving
the Hartree-Fock equation:28–30

fiχi = εiχi (2.3)

where fi is the one-electron Fock operator acting on orbital χi. The Fock
operator includes the kinetic and potential energy of an electron resulting from
the electron-nuclei interactions and the Hartree-Fock potential induced by the
N-1 remaining electrons of the system. The latter includes both a Coulomb
operator for Coulomb repulsion and an exchange operator. As the solution of
the Hartree-Fock equation for a given electron affects the solution for all other
electrons, the equations are solved in a self-consistent field approach (SCF). In
more detail, an initial guess for the Slater determinant is used to calculate the
Coulomb and exchange operators, then the HF equation is solved to obtain
a new Slater determinant, and this is repeated until the energy and Slater
determinant do not change anymore, i.e. until self-consistency is reached. The
variational principle ensures that the approximate energy obtained from this
iterative procedure will remain above the true energy.

An efficient way to solve the HF equation was introduced by Roothaan and
Hall in 1951, by introducing a basis and thus transforming the integro-differential
HF equation to a matrix form:31,32

FC = SCE (2.4)

where F is the Fock matrix, C is the eigenvector matrix containing the coefficients
of the basis orbitals, S is the overlap matrix, and E is the diagonal matrix of
the orbital energies.

In the Hartree-Fock approach electron correlation is neglected. The difference
between the Hartree-Fock energy and the true energy of a system is called the
correlation energy. One possible way to include electron correlation is to apply
configuration interaction (CI). The full CI wave function is a linear combination
of all Slater determinants that can be built from the Hartree-Fock reference
determinant by including all possible excitations. As the number of possible
configurations increases quickly with excitation level, usually only a limited
number of excitations is taken into account, for example, only single and double
excitations (CISD). When both the orbitals and the CI coefficients are optimized,
the method is called multiconfiguration self-consistent field method (MCSCF).
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Another way to limit the number of excitations taken into account is the definition
of an active space that includes only a limited number of orbitals (usually located
above and below the highest occupied orbital). In a complete active space (CAS)
treatment, all possible excitations within the range of orbitals are taken into
account. When combined with MCSCF this treatment is called CASSCF.

An efficient way to increase the accuracy of CI methods is to introduce several
reference configurations and to perform multi-reference configuration interaction
(MRCI) calculations. Generally speaking, one major advantage of CI methods
is their flexibility and their ability to deal not only with the electronic ground
state but also with systems in electronically excited states. The CI methods and
their MCSCF or CASSCF variants are variational and thus provide an upper
bound to the true energy.

2.1 Semi-empirical Methods and Nonadiabatic
Dynamics

In ab initio HF calculations most of the computational effort is needed to ma-
nipulate and calculate the integrals in the Fock matrix and the Roothaan-Hall
equation 2.4. Semi-empirical methods neglect many of the integrals and approxi-
mate the remaining ones thereby saving computational effort. For instance, the
Roothaan-Hall equation is simplified by replacing the overlap matrix S by the
unity matrix I. Furthermore, only valence electrons are treated in semi-empirical
calculations while the core electrons are absorbed into the nuclear core. Many of
the non-vanishing integrals are represented by parameters or parametric func-
tions in an attempt to compensate for the approximations in the semi-empirical
formalism. The quality of a semi-empirical method is strongly dependent on the
quality of the chosen parameters. Usually these are optimized with respect to
experimental and/or high level ab initio reference data, for example atomization
energies and geometries of reference molecules in suitable training sets.

The semi-empirical method employed here is the orthogonalization model 2
(OM2),33 which is based on the neglect of diatomic differential overlap (NDDO).34

Compared with traditional NDDO approaches, the OM2 method includes addi-
tional orthogonalization corrections to better model conformational effects and
electronically excited states. It has been parameterized for hydrogen, carbon,
oxygen, nitrogen, and fluorine.

The combination of the OM2 method with MRCI allows for the treatment of
excited states. MRCI is efficiently implemented for semi-empirical methods using
the graphical unitary group approach (GUGA).35 The OM2/MRCI method can
be used not only for static excited-state calculations, for example to explore
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the potential energy surface (PES) in the Franck-Condon region, but also for
dynamics simulations to monitor the temporal evolution of the excited states.
Following the nuclear motion on the excited-state PES may lead to regions where
different states get close to each other or even cross. In this case, nonadiabatic
processes become possible and it is necessary to go beyond the Born-Oppenheimer
approximation to model the system. Nonadiabatic processes can be described
dynamically, i.e. with regard to their time evolution, by nonadiabatic excited-
state simulations. For this purpose, the Tully surface hopping method36 was
chosen, which treats the system in a semi-classical way: the nuclei are propagated
by classical molecular dynamics (MD) on an adiabatic surface, whereas the
electronic energies, gradients, and coupling terms for the relevant PES are
computed by a quantum-chemical method on the fly at each MD step. Based
on a probability measure evaluated from a random fewest-switches algorithm,
the system is allowed to change the electronic state, i.e. to "hop" from one PES
to another, which corresponds to a nonadiabatic transition. A large number of
trajectories must be computed to obtain statistically meaningful results as an
average over these trajectories.

2.2 Density Functional Theory

In their seminal work Hohenberg and Kohn laid the foundations of Density
Functional Theory (DFT) in 1964.37 They showed that the electronic energy of
a non-degenerate ground state system is uniquely defined by its electron density
ρ. Thus the electronic energy is a functional of the electron density: E[ρ]. Hence,
it depends only on the three spatial coordinates of the one-electron density
(independent of the number of electrons in the system). This is a significant
formal simplification compared with wave function methods that depend on
three spatial coordinates and one spin coordinate per electron. The total energy
E[ρ] is given by

E[ρ] = T [ρ] + Ene[ρ] + Eee[ρ] (2.5)

where T[ρ], Ene[ρ], and Eee[ρ] represent the kinetic energy of the electrons, the
nuclei-electron interactions, and the electron-electron interactions, respectively.
Exactly known are the functional Ene[ρ] and the classical Coulomb part of
Eee[ρ], whereas the exact form of the kinetic energy functional T[ρ] and of the
exchange-correlation part of Eee[ρ] are unknown. Kohn and Sham presented
in 1965 a formalism, in which the kinetic energy term is split into two parts,
namely an exactly known term for non-interacting electrons and an unknown
correction term accounting for the electron-electron interactions.38 The latter
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is commonly included in the so-called exchange-correlation term EXC that
represents the two-electron exchange and correlation interactions and the kinetic
energy corrections.

Over the past decades, DFT development has focused on generating ever
more accurate and refined exchange-correlation functionals. The simplest local
density approximation (LDA) expresses these functionals in terms of the density
of a uniform electron gas, which may be appropriate for solids but not for
molecules. The introduction of the generalized gradient approximation (GGA)
and of hybrid functionals in the 1980s and early 1990s triggered the wide-
spread use of DFT in computational chemistry. In GGA functionals the energy
depends on the (local) electron density and on its first derivative.39,40 The
parameters in such functionals are either fitted numerically to experimental data
or are adopted to satisfy general principles from wavefunction theory. Hybrid
functionals additionally take into account a fraction of (exact) HF exchange.
The most commonly used hybrid functional is B3LYP,41 where the fraction of
exact exchange included has been determined by fitting against experimental
data. There are many other (at least partially semi-empirical) density functionals
that may be more or less accurate for specific types of application, so careful
validation is always recommended in DFT studies.

Weak interactions such as dispersion (i.e. the attractive part of van der
Waals interactions) are formally not included in standard DFT functionals. The
simplest way of accounting for dispersion in such cases is to include empirical
dispersion interactions:42 the dispersion energy is computed as a sum over
empirical atom-pair terms (involving atom-specific dispersion coefficients) and
then added to the DFT energy. In this thesis the DFT-D3 approach was
applied.43 Finally, it should be noted that electronically excited states can be
studied using time-dependent density functional theory (TD-DFT).44,45

2.3 Solvation Models

There are implicit and explicit solvation models to model the solvent environment.
Implicit models do not treat the solvent molecules individually, instead they
attempt to account for solvation effects such as polarization and dipole orientation
in an overall manner. Explicit models take solvent molecules into account
explicitly; this is a more realistic but also more costly description. A compromise
is to treat explicitly only the solvent molecules close to the solute (e.g. the first
solvation shell) and to account for bulk solvent effects implicitly.

Implicit solvation methods such as the polarizable continuum model (PCM)
describe the solvent as a uniform polarizable medium with a fixed dielectric
constant.46 The solute molecule is placed in a cavity within the reaction field.
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The variants of these methods vary with regard to size and shape of the cavity
and how the interactions between solute and solvent are treated. In PCM the
cavity is defined by the empirically scaled sum of the van der Waals radii of
the atoms of the solute, the solvent-solute interactions are parameterized as
a function of the surface area of the solute, and electrostatic interactions are
evaluated using the electrostatic potential generated from a point charge field.

Explicit solvation methods often utilize a hybrid quantum mechanics/molecular
mechanics (QM/MM) approach.47,48 Here the solute is treated at an appropriate
quantum-chemical level (e.g. DFT or semi-empirical) while the surrounding
solvent molecules are described by force field methods (molecular mechanics,
MM). This allows for an atomistic modeling of specific solute-solvent interactions
such as hydrogen bonds and of specific shell structures in the surrounding of
the solute. QM/MM aproaches require a realistic modeling of the interactions
between the QM part and the surrounding MM part (bonding and non-bonding
interactions). Electrostatic QM/MM interactions are commonly treated by elec-
trostatic embedding,49 i.e. the point charges in the MM region are included as
additional one-electron terms in the QM Hamiltonian, while the van der Waals
interactions are dealt with at the MM level. Bonding interactions between the
QM and MM parts usually do not exist because of the absence of covalent bonds
between the QM region (solute) and the MM region (solvent molecules).



Chapter 3

Results and Discussion

The main findings of the studies on nonadiabatic dynamics, structures, and
reaction mechanisms studied are summarized in this chapter. Detailed discussions
can be found in the attached publications (Appendix A to E).

3.1 Studying nonadiabatic decay dynamics of 9H -
Guanine in water

9H -guanine (GUA) as shown in Figure 3.1 was studied in aqueous solution
using the semi-empirical OM2/MRCI method in the framework of QM/MM
computations, which employed the ChemShell package50,51 for combining the
MNDO99 semi-empirical code52 for the quantum part and the TIP3P force
field53 for the molecular mechanics treatment of the solvent. The two regions
were linked together via electronic embedding. The geometries of the ground
state, the first and second excited state, and the relevant conical intersections
were optimized, and vertical excitation energies were computed for validating the
chosen semi-empirical method by comparisons to higher-level computations and
experiments and for studying solvent effects. Nonadiabatic dynamics simulations
were started from the first and second excited state and were run for 6000 time
steps of 0.2 fs. To allow for surface hopping during the dynamics, the Tully fewest-
switches algorithm was employed.36 To assess the reliability of the computed
decay dynamics, the ionization potential along the trajectories was computed
based on Koopmans’ theorem and compared to the experimentally measured
ionisation potential of guanosine in water during deexcitation. Details on the
computational procedures and further detailed results are given in Appendices
A and B.

13
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Figure 3.1: Representative optimized geometry of the ground state of solvated
GUA (with atom labels).

Potential energy surfaces

The optimized structure of the ground-state minimum (S0)min of GUA is planar
with a slight pyramidalization of the amino group, in agreement with previous
gas-phase and solvated GUA models. As the total energy of a QM/MM system
is not only dependent on the geometry of solute in the QM part but also on the
arrangement of the surrounding solvent molecules, a number of snapshots taken
from a ground-state MD run were chosen for geometry optimization. Starting
from ten optimized ground-state structures the system was then optimized in the
first and second excited state. The optimizations of the first excited state led to
two distinct (S1)min geometries as shown in Figure 3.2, while those of the second
excited state (S2) led to a conical intersection or did not converge. In one of
the (S1)min structures the rings remain planar (as in (S0)min) but the carbonyl
oxygen O6 is moved out of the molecular plane (S1α, see Figure 3.2 a). The
other (S1)min structure shows a distinct distortion of the molecular plane, best
described as a boat-like conformation of the six-membered ring (S1β , see Figure
3.2 b). These two types of (S1)min structures are often found in similar systems.
Previous gas-phase optimizations had only reported the S1β minimum structure,
but re-optimizing the S1α structures without solvent retained the out-of-plane
position of the carbonyl oxygen. Thus, S1α exists both in the gas phase and in
solution, lying close to a conical intersection of similar geometry (see below).

The search for optimized geometries at conical intersections between the S0

and S1 states (i.e. CI01) was started from corresponding hopping structures
obtained from nonadiabatic decay dynamics simulations. Three different ge-
ometries for CI01 were found: CI01α structures are characterized by a boat-like
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(a) S1α (b) S1β

Figure 3.2: Representative optimized geometries of the S1α minimum (a) and
the S1β minimum (b).

distortion of the six-membered ring. CI01β structures feature a strong out-of-
plane motion of the amino group. CI01γ structures show a strong out-of-plane
motion of the carbonyl oxygen. The out-of-plane motion of either the amino
group or the carbonyl oxygen may be up or down relative to the molecular plane.
Representative examples for these three structures are given in Figure 3.3. These
three types of CI01 are consistent with previous gas-phase studies both at the
OM2/MRCI level54 and the ab initio MRCIS level.55,56

Geometries of the conical intersection between the S1 and S2 states (CI12)
were optimized starting either from corresponding hopping structures (as in the
CI01 case) or from (S0)min when trying to optimize the S2 state. The computed
CI12 structures are characterized by slight distortions of the six-membered ring
partly accompanied by a moderate out-of-plane motion of the amino group. One
example is given in Figure 3.4.

At the ground-state minima of the different snapshots the computed vertical
excitation energies of the first two singlet excited states are typically in the range
of 4.40–4.53 eV and 4.74–4.82 eV, respectively. They are in the same range as the
excitation energies computed with similar QM(DFT/MRCI)/MM setups using
large basis sets (average values: 4.42 and 4.98 eV, respectively, with standard
deviations of 0.14-0.16 eV).57 They are close to the experimental maxima of
the first bands at 4.51 and 5.04 eV.58 The first two singlet excited states are
bright La and Lb ππ* states, as also reported in various computational and
experimental studies.54,57–60 Gas-phase OM2/MRCI computation assign these
states accordingly but with slightly shifted excitation energies (La blue shifted
in solution by around 0.2 eV, Lb red shifted in solution by around 0.2 eV).54
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(a) CI01α (b) CI01β

(c) CI01γ

Figure 3.3: Representative optimized geometries for the three types of conical
intersections connecting the ground and the first excited state (CI01).

Figure 3.4: Representative optimized geometry of the conical intersection between
the first and second excited state (CI12).
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(a) Set A (b) Set B

Figure 3.5: Occupation of the low-lying adiabatic states after initial excitation
to the S1 state (set A) and the S2 state (set B) as a function of simulation time.

The gap between S1 and S2 is thus reduced in solution but still sizeable. At the
(S1)min geometries, the S1 state is still a ππ* state, whereas the S2 state is of
mixed character (with nπ* and ππ* contributions).

Nonadiabatic dynamics

The starting configurations for the surface hopping runs were snapshots from a
ground-state MD run chosen such that their excitation yields overall a theoretical
absorption spectrum reasonably close to the experimental spectrum. Two sets of
surface hopping dynamics runs were performed. The 122 (100) snapshots of set
A (B) were excited to the first (second) excited state. For technical reasons some
of the surface hopping runs terminated unsuccessfully before a hop occurred.
Therefore, only 97 (84) trajectories could be analyzed for set A (B). In both
sets ultrafast internal conversion to the ground state was found. The average
occupations of the respective states over time are shown in Figure 3.5.

For the nonadiabatic dynamics starting from the S1 state (set A), the deexci-
tation can be described as an exponential decay:

f(t) = f0 + (1− f0)e− t−t0
τ (3.1)

where f0 is the fraction of the population remaining in the S1 state at the end of
the simulation, t0 is the time when the exponential decay sets in, and τ is the
corresponding decay constant. The fitting results in t0 = 37 fs and τ = 277 fs.
Hence the lifetime of the S1 state is 314 fs (the sum of t0 and τ). After 1.2 ps
there is still a fraction of about 6 % remaining in the S1 state.

For the nonadiabatic dynamics starting from the S2 state (set B), the two
subsequent decays can be described by
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f(t) ∝ τ2

τ1 − τ2
(e− t

τ1 − e− t
τ2 ) (3.2)

where τ1 and τ2 refer to the decay constants for the deexcitation from S2 to S1

and from S1 to S0, respectively. The fitting yields τ1 = 20 fs and τ2 = 248 fs.
The decay from the S2 state is completed within 60 fs, and after 1.2 ps only 1 %
of the population remains in the S1 state.

The overall deexcitation to the ground state is obviously slightly faster when
starting from the S2 rather than the S1 state. This can be attributed to the
higher initial energy that is available after excitation to the S2 state, which
results in faster nuclear motion and allows the molecule to reach the S0–S1 conical
intersection more quickly. In addition, the higher nuclear velocity enhances the
nonadiabatic coupling term (the dot product between the nonadiabatic coupling
vector and the nuclear velocity vector) and thus leads to a higher hopping
probability for the nonadiabatic S1 → S0 transition.

The average S2 → S1 hopping time is computed to be 21 fs. The geometries
at the hopping event are almost planar with slight distortions of the ring system,
sometimes in a boat-like conformation or with a slight out-of-plane motion of the
amino group and/or the carbonyl oxygen. Five of these hopping structures were
selected for geometry optimization on the S2 PES, which yielded CI12 geometries
quite similar to the initial hopping structures.

Regardless of whether the nonadiabatic dynamics were started in the S1

or S2 state (sets A and B), four groups of hopping structures were found for
the S1 → S0 internal conversion. The characteristic features of these four
groups are (a) the distortion of the six-membered ring in a boat-like manner, (b)
the out-of-plane motion of the amino group, (c) the out-of-plane displacement
of the carbonyl oxygen, and (d) the overall distortion of the aromatic ring
system. One representative example of each group is displayed in Figure 3.6.
The corresponding average hopping times are given in Table 3.1 for both sets
separately.

Around a dozen hopping structures of each group from set A (in total 50)
were chosen as input for CI01 geometry optimization. More than half of these
(28) converged to a conical intersection structure. As already mentioned above,
three types of minimum-energy conical intersections were found in this manner
for GUA in water (see Figure 3.3). When starting from hopping structures
with a distorted boat-like six-membered ring, the optimization either failed or
reached CI01α. Optimizations of hopping structures with an out-of-plane amino
group or carbonyl oxygen most often succeeded and arrived at the corresponding
conical intersection, i.e., CI01β or CI01γ , respectively. Optimizations of hopping
structures from the last group (with distorted rings) mostly crashed or led to
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Table 3.1: Characteristics and occurrence of different types of S1 → S0 hopping
structures for GUA in water

Set A Set B
Characteristics occ. av. hopping occ. av. hopping

time / fs time / fs
boatlike (CI01α) 26 343 8 395
NH2 oop (CI01β) 13 441 6 517
O oop (CI01γ) 41 265 60 216
distortion of rings 17 224 10 140

(a) boat conformation (b) NH2 oop

(c) O oop (d) plane distorted

Figure 3.6: Representative examples for the four groups of S1 → S0 hopping
structures for GUA in water.
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Table 3.2: Norm of the S1 gradient components perpendicular to the molecular
plane at atoms O6 and N2, respectively, for GUA in the gas phase and in aqueous
solution, given in kcal/(mol Å).

gradient at gas phase aqueous solution
N2 6.77 7.47
O6 5.00 10.25

CI01γ , i.e. no fourth type of conical intersection geometry could be identified in
this manner.

Compared to the nonadiabatic dynamics of GUA in the gas phase at the same
OM2/MRCI level, the internal conversion is slightly faster in aqueous solution:
for the two decay pathways identified in the gas phase the average hopping times
are 190 fs through CI01α and 400 fs through CI01β . But more remarkably than
the slight speed-up of decay is the fact that the water environment modifies the
preferences among the decay pathways. First of all, the decay via CI01γ is only
found in aqueous solution. Secondly, it even becomes the main decay pathway
in solution whereas the decay via CI01α or CI01β dominates in the gas phase.
These different preferences probably originate from changes in the S1 gradient at
the N2 atom and more importantly at the O6 atom. The norms of the respective
S1 gradients are given in Table 3.2. As can be seen, the S1 gradient norm is
on average increased only slightly at N2 but approximately doubled at O6 in
solution. This may explain not only the preference to decay via CI01γ but also
the slightly faster decay in solution.

These findings might be related to possible hydrogen-bonding interactions
in solution, especially between the carbonyl oxygen O6 and surrounding water
molecules. However, an analysis of the shortest O6-H distances along the
trajectories and at the hopping geometries did not provide firm quantitative
evidence in support of this explanation.

Comparison with experiment

Experimental studies on GUA in aqueous solution are scarce, probably at least
partly due to the low solubility of GUA in water. Guanosine (GUO), the
nucleoside of GUA with a sugar substituent at N9, is more soluble and thus
easier to study experimentally. Recently, Lübcke and co-workers investigated
the decay of GUO in aqueous solution by ultrafast time-resolved photoelectron
spectroscopy. Pump-probe experiments were performed using UV pulses of
4.66 eV and 5.2 eV (for experimental details please see Appendix B). As GUO
absorbs at both energies, the decay dynamics can be observed for excitation
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Figure 3.7: Time-resolved photoelectron spectra of GUO: computed kinetic
energy (black line, shifted) and experimental kinetic energy (blue line, folded),
see text.

at 4.66 eV (positive delay, t > 0) and 5.2 eV (negative delay, t < 0). The
measured kinetic energies as function of delay time are shown in Figure 3.7.
These measurements yield an S1 lifetime of GUO in the ps range, much longer
than the computed lifetime of GUA in water (around 310 fs). This difference may
be due to the different substituents at N9 (sugar and hydrogen, respectively).

For comparison with the experimental data, the ionization potential (IP) of
GUA was calculated along the computed trajectories in steps of 10 fs, on the
basis of Koopmans’ theorem (i.e. neglecting orbital relaxation and correlation
effects). In Figure 3.8 the evolution of the IP over time is shown, with the time
t=0 corresponding to the initial photoexcitation. For the 47 trajectories directly
excited to the S1 state, the IP was computed every 10 fs starting at t=0. For
the 83 trajectories initially excited to the S2 state, the IP was calculated only
after the system had relaxed to the S1 state (after ca. 30 fs on average). This
is reflected in the evolution of the number of trajectories in the S1 state (red
line, indicated at the right-hand y-axis, measure of the intensity). This number
rises steeply within the first 50 fs, because the 83 trajectories initially excited to
the S2 state populate the S1 state (ultrafast internal conversion). The average
IP of the S1 state quickly rises from an initial value of ca. 3-4 eV to a value in
the range of 5-6 eV, typically within 50 fs. For calibration, the computed IP of
the first excited state of GUA in water was compared with the corresponding
experimental value for GUO in water. The latter is the difference between the IP
of GUO in the ground state and in the first excited state: IPexp = 2.55 eV. The
IP of GUA in the first excited state is obtained as the average value (Koopmans’
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Figure 3.8: Time evolution of the computed IPs of the S1 state (black line,
average over trajectories) and of the occupation of the S1 state (red line).

theorem) of the corresponding 47 trajectories at time t=0: IPcomput = 3.54 eV.
For a direct comparison between experiment and theory for GUO at later times,
the computed energies of GUA are thus shifted by -1 eV.

The ionization potential is related to the kinetic energy Ekin measured by
photoelectron spectroscopy via

Ekin = Ephoton − IP (3.3)

where Ephoton is the energy of the UV pulse. The calculated kinetic energy (black
line) is plotted along with the measured kinetic energy in Figure 3.7. Due to
limited time resolution the experimental values are folded using a Gauss function
(blue line) to smoothen the curve. The time evolution of the calculated kinetic
energies along the trajectories fits the experimental data fairly well (Figure 3.7).
However, the computed differences in the kinetic energies along the distinct
decay pathways are too small to be resolved experimentally.

Conclusion

In summary, the chosen QM/MM setup with the semi-empirical OM2/MRCI
method as QM component is well suited to investigate the potential energy
surfaces and nonadiabatic decay dynamics of 9H -guanine in water. The results
are in reasonable agreement with the available experimental and ab initio findings.
The effect of the solvent environment on the geometries of GUA at the excited-
state minima and conical intersections is small, while the computed vertical
excitations energies are significantly shifted in solution. The nonadiabatic decay
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of GUA is computed to be somewhat faster in aqueous solution than in the gas
phase, and more importantly, the main decay pathway changes: while in the
gas phase the decay mainly proceeds via the conical intersections CI01α and
CI01β , these two play only a minor role in solution where the dominant decay
channel goes through CI01γ . The time evolution of the computed excited-state
ionization potentials along the trajectories of GUA in water compares reasonably
well with corresponding experimental data for GUO in water obtained from
ultrafast photoelectron spectroscopy.

3.2 Examining the nature of bonding in gold car-
benoids

DFT was used to study the bonding situation in bimetallic gold-chromium
carbenoids synthesized by Fürstner and co-workers.12 Experimental data from
X-ray crystallography and NMR spectroscopy were available but not sufficient to
clarify the bonding situation. To shed light on the bonding especially with regard
to the metal-carbon interactions, several approaches were used to characterize
the bonding in these systems: natural bond orbital (NBO) analysis, fragment
analysis, atoms-in-molecules (AIM) analysis, and comparison of dissociation
energies.

The optimized geometries of the two complexes 2-1 and 2-2 under investiga-
tion are shown in Figures 3.9 and 3.10, respectively. Optimizations were started
from the X-ray crystal structure employing the BP86 functional39,61 and the
def2-TZVP basis set62 and including Grimme dispersion interactions (D3).43

The gold atom was described using the def2-ECP basis set and applying an
effective core potential for the 60 inner-shell core electrons.63 The computations
were mainly performed with Turbomole,64 in some cases also with Gaussian0965

and ADF.66 For more details regarding the computational methods and results
please see the Supporting Information in Appendix C.

The optimized geometries are in good agreement with experiment as can be
seen from the comparison of selected calculated and experimental bond lengths
given in Table 3.3. Additionally, the quality of the optimized structure of 2-2
was evaluated by comparing measured and computed NMR chemical shifts.
Experimentally, NMR chemical shifts were measured for Cipso and C’ipso (for
atom numbering please see Figure 3.11). The chemical shifts were calculated
with several DFT-based procedures (using different density functionals and basis
sets, without and with inclusion of relativistic effects). The NMR chemical shifts
δ are obtained from the computed isotropic shielding constants σ via:
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Figure 3.9: Optimized geometry of complex 2-1 at RI-BP86/def2-TZVP+D3
level. The hydrogen atoms are omitted for clarity (color code: black=carbon,
violet=chromium, yellow=gold, red=oxygen, orange=phosphorus). Selected
bond lengths (Å) and Wiberg bond indices (in parentheses) are also given.

Figure 3.10: Optimized geometry of complex 2-2 at RI-BP86/def2-TZVP+D3
level. The hydrogen atoms are omitted for clarity (color code: black=carbon,
violet=chromium, yellow=gold, red=oxygen, orange=phosphorus). Selected
bond lengths (Å) and Wiberg bond indices (in parentheses) are also given.
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δ = δref + σref − σ (3.4)

where δref and σref are the chemical shift and isotropic shielding constant of a
reference compound. As in the experimental work, dichloromethane was chosen
as reference. The reference values σref were computed at the same level as σ,
and δref was taken from experiment. The experimental chemical shifts were well
reproduced when using the recommended functional B3LYP, a large basis set
and including relativistic effects. Thus, the electronic structure obtained from
the DFT calculations is consistent with the experimental NMR data.

Concerning the bonding situation, answers were sought to the following
questions:

• Do the gold-chromium complexes contain a true carbene?

• Is there a direct metal-metal bond?

Natural bond orbital analysis - Wiberg bond indices

The natural bond orbital analysis package (NBO) allows the computation of
Wiberg bond indices (WBI).67 The computed WBI for the central bonds are
given in Figures 3.9 and 3.10 for complexes 2-1 and 2-2, respectively. In both
cases the bonding between the gold atom and the chromium atom or the carbene
carbon C1 is quite weak (WBI of around 0.2 to 0.3), whereas the bonding between
Cr and C1 is considerably stronger (WBI of 0.7 and almost 0.9, respectively).

Fragment analysis

The basic concept behind fragment molecular orbital analysis is to build a
molecule from user-defined fragments. For each of these fragments the fragment

Table 3.3: Selected bond lengths in complex 2-2 [experimental (X-ray structure)
vs. calculated (RI-BP86/def2-TZVP+D3)].

bond bond length / Å bond length / Å
experimental calculated

Au-P 2.331 2.340
Au-C1 2.136 2.171
Au-Cr 2.718 2.720
C1-Cr 1.993 1.979
C1-Cipso 1.469 1.470
C1-C’ipso 1.476 1.460
Cr-Cipso 2.272 2.330
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Figure 3.11: Representation of the two fragmentation schemes adopted for
complex 2-1.

orbitals (FOs) are calculated starting from atomic orbitals (AOs). These FOs
are used as new basis functions to recompute the molecular orbitals (MOs) of
the full complexes.66 We have adopted two different fragment analysis schemes
for complexes 2-1 and 2-2. In the first one (fragmentation A), the complex
after full geometry optimization is divided into a [P(Cy)3Au]+ fragment and
a [C(Ph)2Cr(CO)n] fragment. In the second scheme (fragmentation B), the
complex is divided into a [Cr(CO)n] fragment and a [C(Ph)2P(Cy)3Au]+ fragment
(cf. Figure 3.11). MOs are generated for each of these fragments, and the total
electronic structure is then recomputed based on the fragment orbitals. In this
way it is possible to determine the contributions of the fragment orbitals to the
MOs of the corresponding complex.

Fragmentation A

First of all, the findings with regard to the fragmentation of complexes 2-1 and
2-2 are very similar. The relevant FOs for the following analysis are selected
by the criterion that the population of the FO has to change by at least ±0.1
electrons upon recombination. The lowest unoccupied molecular orbital (LUMO)
of the gold fragment, which has a large contribution from the 6s atomic orbital
of the metal atom (%sAu=44, illustrated in Figure 3.12), receives 0.51 and
0.45 electrons in case of complex 2-1 and 2-2, respectively. The charge is
donated mainly from the HOMO-1 of the [C(Ph)2Cr(CO)5] fragment in case
of complex 2-1 (0.3 electrons lost), and from the HOMO and HOMO-1 of the
[C(Ph)2Cr(CO)4] fragment in case of complex 2-2 (loss of 0.15 to 0.18 electrons
each). The main contributions from FOs (single contribution larger than 0.1)
to the orbitals LUMO to HOMO-3 are given in Table 3.4 for both complexes.
Please note that the MOs resulting from the interaction of fragment orbitals have
large contributions from the [C(Ph)2Cr(CO)5] fragment. In case of complex 2-1,
HOMO-1 and HOMO-3 of the [C(Ph)2Cr(CO)5] fragment contribute 48 % and
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Figure 3.12: Shape of selected fragment orbitals (fragmentation A) of complex
2-2 at BP86/TZP(ZORA) level. The local axis frame chosen for the analysis is
also specified in the figure.

17 %, respectively, while there are only minor contributions from the HOMO-2
(8 %) and the LUMO (6 %) of the [P(Cy)3Au]+ fragment. In case of complex
2-2, HOMO-1 and HOMO of the [C(Ph)2Cr(CO)4] fragment contribute 43 %
and 11 %, respectively, while there is only 7% contribution from the LUMO of
the [P(Cy)3Au]+ fragment. Hence, as there is no strong orbital mixing between
the [P(Cy)3Au]+ and [C(Ph)2Cr(CO)n] fragments, the bonding situation can be
described as a chromium-carbene complex with a weakly coordinating gold unit
(η2 binding mode).

Fragmentation B

Again, the analysis is focused on those FOs for which the population changes upon
recombination by at least ±0.1 electrons. Selected FOs are shown graphically
in Figures 3.13 and 3.14 for complexes 2-1 and 2-2, respectively. The main
findings with regard to the FOs are: The LUMO of fragment [AuPCy3C(Ph)2]+

has large contributions from the 2pz orbital of C1 (39 % and 44 % in complex
2-1 and 2-2, respectively). Additionally, the LUMO+1 of this fragment has
small contributions from the 2p orbital of both ipso carbon atoms (around 10 %
each). In the case of complex 2-1, the HOMO of the [AuPCy3C(Ph)2]+ fragment
has large contributions from the 2py orbital located at C1 (20 %) with a minor
contribution from the 5dxz orbital at Au (5 %). Correspondingly, for complex
2-2 the main contributions to the HOMO arise from a 2py orbital located at C1
(19 %) complemented by minor contributions from the 6s orbital located at Au
(7 %). For both complexes, the HOMO-1 is mainly localized around Au, with
main contributions from 6s (23-26 %) and 5d (14-19 %). In both complexes, this
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Table 3.4: Contributions of fragment orbitals (fragmentation scheme A, contri-
butions larger than 0.1) to molecular orbitals of both complexes, respectively.

MO of complex 2-1 contributions from fragments
LUMO 0.86 LUMO [C(Ph)2Cr(CO)5]
HOMO 0.95 HOMO [C(Ph)2Cr(CO)5]
HOMO-1 0.48 HOMO-1, 0.17 HOMO-3 [C(Ph)2Cr(CO)5]
HOMO-2 0.86 HOMO-2 [C(Ph)2Cr(CO)5]
HOMO-3 0.61 HOMO-3, 0.11 HOMO-1 [C(Ph)2Cr(CO)5]
MO of complex 2-2 contributions from fragments
LUMO 0.85 LUMO [C(Ph)2Cr(CO)4]
HOMO 0.66 HOMO, 0.27 HOMO-1 [C(Ph)2Cr(CO)4]
HOMO-1 0.87 HOMO-2 [C(Ph)2Cr(CO)4]
HOMO-2 0.47 HOMO-1, 0.11 HOMO [C(Ph)2Cr(CO)4]
HOMO-3 0.40 HOMO-2 [AuPCy3]+, 0.23 HOMO-3,

0.15 HOMO-6 [C(Ph)2Cr(CO)4]

fragment receives electrons from the HOMO of the [Cr(CO)n] fragment, and at
the same time there is a considerable amount of back-donation to the LUMO of
the latter fragment (up to 0.5 electrons). The resulting MOs have contributions
from both fragments. The main contributions (larger than 0.1) of FOs to the
orbitals LUMO up to HOMO-3 are listed in Table 3.5 for both complexes. In
contrast to fragmentation A strong mixing is evident: For both complexes the
mentioned orbitals are build from FOs from both fragments. E.g. the HOMO-1
of complex 2-1 has contributions from the HOMO of the [Cr(CO)5] fragment
(39 %) and from the LUMO of the [AuPCy3C(Ph)2]+ fragment (15 %). Similarly
the HOMO-3 has main contributions from the HOMO of the [AuPCy3C(Ph)2]+

fragment (65 %) and from the LUMO and the HOMO-1 of the chromium fragment
(4 % each). For complex 2-2, the LUMO has the following contributions from
the respective FOs: 49 % from the LUMO of [AuPCy3C(Ph)2]+ fragment,
24 % from the HOMO of the chromium fragment. The HOMO-2 has mainly
contributions from the HOMO and HOMO-2 of [Cr(CO)4] (25 % and 24 %,
respectively) and the LUMO+1 of [AuPCy3C(Ph)2]+ (19 %). This clearly
indicates σ-bonding/π-backbonding interactions between the chromium and
carbene units in both complexes, which are also reflected in the electron transfers
between these fragments mentioned before.

Dissociation energies

The energies Ediss required to separate the complexes 2-1 and 2-2 into the
respective fragments are listed in Table 3.6 for fragmentation schemes A and B.
The energy of the fragments was computed at the geometry that they adopt in
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Figure 3.13: Shape of selected fragment orbitals (fragmentation B) of complex
2-1 at BP86/TZP(ZORA) level. The local axis frame chosen for the analysis is
also specified in the figure.

Figure 3.14: Shape of selected fragment orbitals (fragmentation scheme B) of
complex 2-2 at BP86/TZP(ZORA) level. The local axis frame chosen for the
analysis is also specified in the figure.
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Table 3.5: Contributions of fragment orbitals (fragmentation B, contributions
larger than 0.1) to molecular orbitals of both complexes.

MO of complex 2-1 contributions from fragments
LUMO 0.64 LUMO [AuPCy3C(Ph)2]+,

0.14 HOMO [Cr(CO)5]
HOMO 0.75 HOMO-1, 0.12 HOMO [Cr(CO)5]
HOMO-1 0.39 HOMO, 0.14 HOMO-2 [Cr(CO)5],

0.15 LUMO [AuPCy3C(Ph)2]+
HOMO-2 0.76 HOMO-2 [Cr(CO)5]
HOMO-3 0.65 HOMO [AuPCy3C(Ph)2]+
MO of complex 2-2 contributions from fragments
LUMO 0.49 LUMO [AuPCy3C(Ph)2]+,

0.24 HOMO [Cr(CO)4]
HOMO 0.91 HOMO-1 [Cr(CO)4]
HOMO-1 0.61 HOMO-2, 0.15 HOMO [Cr(CO)4]
HOMO-2 0.25 HOMO, 0.24 HOMO-2 [Cr(CO)4],

0.19 LUMO [AuPCy3C(Ph)2]+
HOMO-3 0.69 HOMO-1 [AuPCy3C(Ph)2]+

Table 3.6: Dissociation energies of the complexes into frozen fragments (no
relaxation) at BP86/TZP(ZORA) level in kcal/mol.

Ediss Ediss
fragmentation A fragmentation B

complex 2-1 42.44 39.09
complex 2-2 49.44 63.76

the complex (no relaxation). For complex 2-1, the computed energies are similar
for fragmentation schemes A and B, while there are considerable differences in
the case of complex 2-2. The dissociation of the Cr-C1 bond (i.e., fragmentation
B) into frozen fragments requires more energy than that of the Au-Cr/C1 bond.
This implies a strong Cr-C1 bonding interaction in complex 2-2.

AIM analysis

For further characterization of the bonding, a topological analysis of the elec-
tron density distribution was performed using the Atoms in Molecules (AIM)
method.68 This method identifies bonds between atoms through so-called bond
critical points. These are saddle points of the electron density, where the gradient
is zero in all directions while the second derivatives are positive along the bond
and negative in the two other orthogonal directions. The resulting bond network
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Figure 3.15: Graphical representation of bond critical points (green dots) and
the electron density contour map in the plane Au, C1, Cr as obtained by the
AIM method for complex 2-1. The ligands at phosphorus are left out for clarity.

(with bond critical points indicated as green dots) and the associated density
contour maps are shown in Figure 3.15 for complex 2-1 and in Figure 3.16 for
complex 2-2, respectively.

One should be cautious, however, not to over-interpret the AIM results. It is
known that the AIM method may have difficulties to identify bridging bonding
interactions. In the present case, the AIM analysis finds a bond critical point
between Au and the carbene carbon atom C1 in both complexes (see Figures
3.15 and 3.16). There is no separate nearby bond critical point between Au and
Cr, since the electron density distribution indicates only one bonding path that
is directed more towards C1 than to Cr. Moreover, for complex 2-1 the AIM
analysis provides an unexpected bond critical point between Au and a carbonyl
group (see Figure 3.15). This is in contrast to the low NBO Wiberg bond index
of 0.15 and the lack of a distinct orbital interaction in the fragment analysis.

Conclusion

In summary, the performed analyses indicate that the gold unit of the two
complexes is only weakly bound to the chromium/carbene unit, so no pronounced
metal-metal bond is detectable. Even though some electron density is transferred
towards the gold unit, neither WBI nor any orbital mixing in the fragment
analysis points to strong bonding. On the other hand, due to considerable σ
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Figure 3.16: Graphical representation of bond critical points (green dots) and
the electron density contour map in the plane C1, Cr, Cipso as obtained by the
AIM method for complex 2-2. The ligands at phosphorus are left out for clarity.

donation and π backdonation the Cr-C1 bond can be characterized as a true
carbene bond. Overall, the bonding in the gold-chromium carbenoid is thus best
described as a chromium carbene carrying an η2-bound gold unit.

3.3 Exploring the mechanism of an organocat-
alytic reaction

The reaction mechanism of the cyclization of the α,β-unsaturated hydrazone
3-1 catalyzed by a BINOL-derived phosphoric acid14 (Figure 3.17) could not be
clarified from experiment. Therefore DFT methods were used to elucidate the
mechanism. The main question is whether the cyclization of the hydrazone 3-1
is pericyclic.

The DFT calculations focused on the cyclization step itself (highlighted in
Figure 3.17). To reduce the computational effort, the bulky acid catalyst was
replaced by a proton. In the final step of the study it was confirmed that the
coordination of the conjugate base of the catalyst does not affect the reaction
mechanism in a qualitative sense. The effective reaction under investigation is
shown in Figure 3.18. Both the unprotonated hydrazone 3-1 and the protonated
hydrazone 3-2 were considered to study the effect of acid catalysis. Additionally,
the isoelectronic pure carbon analogue, pentadienyl anion 3-3, was investigated
as known reference for a pericyclic cyclization.

The computations were performed at the B3LYP/6-31G* level of theory41,69,70

using the Gaussian09 program package.65 Additionally, single-point calcula-
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Figure 3.17: Catalytic cycle for the intramolecular ring closing reaction of the
unsaturated hydrazone 3-1; the cyclization step is highlighted.

tions were done including a larger basis set (6-311+G**), dispersion corrections,
and solvent effects by PCM46 (chlorobenzene). All energies reported here refer
to these single-point calculations. For more details regarding computational
methods and results please see Appendix D.

Cyclization - transition state search

Upon cyclization of 3-2, two stereocenters are formed: one at N1 and one
at C5 (cf. Figure 3.18). Therefore, the phenyl groups can be oriented either
cis or trans to each other. In total four diastereomeric transition states are

Figure 3.18: Reaction equation for the cyclization of 3-2 as investigated here.
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Table 3.7: Relative free energies for the unprotonated hydrazone 3-1, the
protonated hydrazone 3-2 and the pentadienyl anion 3-3 given in kcal/mol
(PCM/B3LYP-D/6-311+G**//B3LYP/6-31G*).

∆G / kcal/mol 3-1 3-2 3-3
reactant 0 0 0
TS-trans 34.56 18.49 37.87
TS-cis 32.96 15.71 34.64
product-trans 6.09 10.80 23.08
product-cis 7.53 12.36 23.75

possible; transition states with the same relative configuration regarding the
phenyl groups have the same reaction barrier as they are enantiomers. The same
stereochemical findings are valid for the cyclization of 3-1. As the pentadienyl
anion 3-3 contains a mirror plane, there are only two relevant transition states
that differ in the relative positions of the phenyl groups, i.e. either cis or trans.
It should also be noted that the cyclization of 3-1 formally generates two charged
groups in the molecule, and hence an additional proton shift from N1 to N2
is needed to obtain the final product. As this is a separate reaction step, the
cyclizations of 3-1 and 3-2 are not as similar as those of 3-2 and 3-3. The
relative single-point free energies for the relevant minima and transition states
of all three systems are given in Table 3.7.

First of all, it can be seen that acid catalysis reduces the activation barrier for
the cyclization considerably as the barrier for 3-2 is around 16 kcal/mol lower
than that for 3-1 (cf. columns 2 and 3 in Table 3.7). This agrees well with the
experimental finding that adding an acid is necessary to run the reaction. The
reaction barrier found for 3-3 seems unexpectedly high at first sight. However,
the computed barriers published for various pericyclic reactions cover a broad
range from 16 to 32 kcal/mol, depending on substituents and functional.71 So
the presently calculated barriers are high, but still close to the usual range.

Cyclization - electronic structure analysis

Pericyclic reactions are characterized by the existence of a closed-loop 6π molec-
ular orbital at the transition state (TS).72 DFT computations allow first of all to
locate these TS but also to analyze further properties indicative of the existence
of such an orbital at the TS. A related criterion is the aromatic character of the
transition state (compared with reactants and products) which can be assessed by
the Nucleus Independent Chemical Shift (NICS) analysis.73 Moreover, pericyclic
reactions are stereoselective, i.e. in the present case the orbitals at the terminal
positions forming the new bond have to rotate in a concerted, disrotatory man-
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Table 3.8: NBO analysis for the ring atoms in the reactant, the TS, and the
product of the protonated hydrazone 3-2 and the pentadienyl anion 3-3: NPA
charges and occupation of lone pairs, if existent.

atom charge occupation of
lone pairs

3-2 3-3 3-2 3-3
N1/C1 -0.47 -0.34 1.86
N2/C2 -0.35 -0.20 1.57

reactant C3 0.35 -0.17 0.80 1.18
C4 -0.34 -0.20
C5 -0.04 -0.34

N1/C1 -0.37 -0.26 1.63
N2/C2 -0.45 -0.42 1.80

TS-trans C3 0.25 -0.05
C4 -0.37 -0.40 1.29
C5 0.02 -0.27 0.69

N1/C1 -0.35 -0.26 1.58
N2/C2 -0.44 -0.43 1.81

TS-cis C3 0.22 -0.05
C4 -0.36 -0.43
C5 -0.01 -0.26 0.72

N1/C1 -0.29 -0.25
N2/C2 -0.46 -0.51 1.89

product-trans C3 0.17 -0.03
C4 -0.31 -0.50 1.40
C5 -0.05 -0.25

N1/C1 -0.29 -0.25
N2/C2 -0.46 -0.46 1.88

product-cis C3 0.18 -0.04
C4 -0.32 -0.53 1.41
C5 -0.05 -0.25

ner to be symmetrically allowed to overlap. On the contrary, pseudopericyclic
reactions are always allowed; their TS geometry is typically close to planarity
and the 6π orbital has at least one orbital disconnection, therefore, aromaticity
is not increased at the TS. Usually reaction barriers are very small in the case of
pseudopericyclic reactions.74

To gain detailed insight into the electronic structure of all relevant stationary
points, NBO analyses were performed with focus on charges, bonding, and the
occupation of lone pairs and π orbitals. The results are summarized in Tables
3.8 and 3.9, respectively.

Let us first consider the reactants. Upon protonation of the hydrazone, the
substituents at N1 of the reactant are rotated out of the molecular plane to an
almost perpendicular position in 3-2; the positive charge leads to an increase in
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Table 3.9: NBO analysis with regard to the bonds in the ring for the reactant,
the TS, and the product of the protonated hydrazone 3-2 and the pentadienyl
anion 3-3: bond lengths in Å, Wiberg bond orders (BO) and occupations of π
bond orbitals, if existent.

bond bond BO occupation of
length /Å π bond orbitals
3-2 3-3 3-2 3-3 3-2 3-3

N1-N2/C1-C2 1.40 1.39 1.02 1.50 1.80
N2-C3/C2-C3 1.33 1.42 1.40 1.34

reactant C3-C4 1.42 1.42 1.28 1.33
C4-C5 1.37 1.39 1.55 1.50 1.72 1.80
C5-N1/C5-C1 2.99 3.30 0.02 0.04
N1-N2/C1-C2 1.41 1.46 1.02 1.20
N2-C3/C2-C3 1.40 1.41 1.11 1.40 1.83

TS-trans C3-C4 1.35 1.39 1.67 1.45 1.86
C4-C5 1.45 1.46 1.14 1.19
C5-N1/C5-C1 2.12 2.08 0.36 0.53
N1-N2/C1-C2 1.42 1.47 1.02 1.16
N2-C3/C2-C3 1.40 1.40 1.09 1.43 1.84

TS-cis C3-C4 1.35 1.40 1.70 1.43 1.88
C4-C5 1.46 1.47 1.13 1.16 1.44
C5-N1/C5-C1 2.04 1.97 0.42 0.61
N1-N2/C1-C2 1.47 1.52 0.97 1.01
N2-C3/C2-C3 1.43 1.40 1.03 1.44 1.91

product-trans C3-C4 1.34 1.40 1.80 1.44 1.94
C4-C5 1.50 1.52 1.02 1.01
C5-N1/C5-C1 1.61 1.59 0.79 0.93
N1-N2/C1-C2 1.46 1.52 0.98 1.01
N2-C3/C2-C3 1.43 1.41 1.03 1.48 1.91

product-cis C3-C4 1.34 1.39 1.79 1.40 1.94
C4-C5 1.50 1.52 1.02 1.02
C5-N1/C5-C1 1.65 1.59 0.75 0.94
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charge mainly at C3 and C5. For the unprotonated reactant 3-1 NBO analyses
reveal two distinct double bonds N2-C3 and C4-C5, whereas for the protonated
reactant 3-2 only one π orbital remains located at C4-C5; additionally an
anti-bonding, partially filled p-orbital appears at C3. The electrons in p- and
π-orbitals sum up to almost six in both cases.

The pentadienyl anion 3-3 contains a plane of symmetry which affects the
electron distribution: the charge is rather evenly distributed over the five future
ring atoms and the bond orders show less deviations pointing to a delocalized
system. There are two double bonds C1-C2 and C4-C5 in 3-3 compared to just
one double bond C4-C5 for 3-2. These two double bonds are accompanied by
a partially filled p-orbital at C3. The electrons in the p- and π-orbitals of 3-3
sum up to less than five electrons (cf. Tables 3.8 and 3.9). Careful evaluation
of the NBO results reveals that due to delocalization electrons are moved to
antibonding π*-orbitals of 3-3. So, taking electrons in these orbitals also into
account again yields a total of six electrons.

The electron distribution changes when moving to the transition state. As
expected, upon bond formation the N1-C5 distance is reduced and the respective
bond order increases from almost zero to 0.4-0.6 at the TS and further to 0.8-0.9
in the final product. For 3-2 both the cis- and trans-TS are similar with regard
to the electronic structure. The lone pairs at the nitrogen atoms are kept, while
charges and occupations are slightly shifted. On the other hand, the double
bond is shifted to C3-C4 while the partially filled p-orbital moves to C5. At
that point NBO analysis does not yield any bonding orbital between N1 and C5.
Again, the electrons in the p- and π-orbitals sum up to six.

By contrast, these transition states differ for the pure carbon analogue 3-3.
While in both cases the negative charge is mainly located at C2 and C4 and a
C2-C3 double bond is formed, there is a second double bond C4-C5 for TS-cis
but only a lone pair at C4 at TS-trans, each of them filled with around 1.4
electrons. While the charge distribution at TS-trans is already similar to that in
the final product, it is right in between reactant and product at TS-cis. In both
cases, a new σ-orbital along the bond C1-C5 is already formed at the TS. This
newly formed bond has to be taken into account in the analysis as it is part of
the extended π-system characteristic for 6π-electrocyclizations. The occupations
in π-orbitals (at atoms C1 to C5), in the π*-orbitals (delocalization), and in the
new bond orbital again sum up to six.

At the product stage 3-3 is still symmetric with a delocalized system from
C2 via C3 to C4 (BO 1.4). In the case of the hydrazone heterosystem 3-2 the
product has a distinct C3-C4 double bond (BO 1.8) and a lone pair localized at
N2.

In a pericyclic 6π-electrocyclization the six electrons need to be located in
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a closed loop cyclic array (i.e. in a ring orbital). Inspection of the highest
lying orbitals of 3-2 at the transition state could not provide any evidence
for the presence of such an orbital. Such a closed loop orbital gives rise to an
aromatic transition state that should be identifiable through a NICS analysis.75

In case of an aromatic transition state leading from a non-aromatic reactant to a
non-aromatic product the NICS values need to have a minimum at the transition
state. However, no clear minimum could be found for either transition state
structure in the case of 3-2.

For 3-3 the classification of the reaction depends on the relative configuration
at the transition state. For TS-trans no cyclic orbital can be found, and likewise
the NICS analysis does not yield a pronounced minimum at the TS. By contrast,
for TS-cis, a cyclic orbital is present and a distinct minimum of the NICS
values is found at the TS. Hence, this confirms the pericyclic character of the
cyclization of 3-3 via TS-cis. Moreover, the stereochemical conditions for a
pericyclic reaction are obeyed in this case: For a thermal 6π-electrocyclization
only the disrotatory motion of the terminal groups is allowed (see above). This
criterion is fulfilled in case of the TS-cis whereas the pathway via TS-trans
involves a conrotatory disallowed motion.

To sum up, in the case of the cyclization of 3-2 the conditions of concerted
disrotation and an aromatic TS are not fulfilled, and the reaction thus cannot
be classified as pericyclic. By contrast, the cyclization of the isoelectronic pure
carbon analogue 3-3 is confirmed to be pericyclic. As discussed elsewhere,76

this difference may be related to the symmetry breaking introduced by the
heteroatoms in the ring of 3-2.

The cyclization of 3-2 may better be regarded as pseudopericyclic reaction,
given the presence of a cyclic array of orbitals with disconnections, the planar
TS geometries, and the lack of stereoselectivity. It should be noted, however,
the computed reaction barriers of about 16 to 18 kcal/mol (cf. Table 3.7) are
relatively high since typical pseudopericyclic reactions are normally found to be
almost barrierless. Alternatively, this cyclization reaction may also be considered
as an intramolecular nucleophilic addition, with the lone pair at N1 attacking the
C5 atom which is in conjugation to the formally positively charged C3 atom (allyl
group C3-C4-C5). This characterization as a nucleophilic addition is supported
by the NBO analysis that reveals a strong donation from the respective lone
pair at N1 to C5 at the transition state. On the other hand, this would formally
resemble a 5-endo-trig reaction which is believed to be unlikely according to
Baldwin’s rules;77 however, these rules are only qualitative and considered most
suitable for systems without heteroatoms,78 so they may not apply in the case
of 3-2.
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Conclusion

In summary, the cyclization of the protonated hydrazone 3-2 is not pericyclic as
no closed-loop 6π-electron orbital and no concerted disrotation are detectable
at the transition state. This is in contrast to the cyclization of the isoelec-
tronic pentadienyl anion 3-3 that is confirmed to be pericyclic in the present
investigation. The mechanism of the cyclization of 3-2 may be described by
two complementary concepts. From a geometrical view it is a pseudopericyclic
reaction (closed-loop orbital with orbital disconnection at the TS, planar TS
structure). From a nucleophilicity view it can be described as an intramolecular
nucleophilic addition because of strong electron donation from the lone pair at
N1 to the allylic C5 atom.

3.4 Investigating a ferrate complex as interme-
diate in iron catalyzed cross coupling

The mechanism for methylation of 4-chlorobenzoyl chloride by the ferrate complex
4-1 was studied at the DFT level. The initial DFT calculations employed the
OPBE functional79,80 in combination with the 6-311+G** basis set,69,70,81 and
the LANL2DZ pseudopotential and basis set for the iron atom.82–84 The OPBE
functional has been shown in the literature to give good descriptions of spin
states,85,86 and it was therefore chosen to determine the preferred spin state of
4-1.

For this purpse, complex 4-1 was optimized as singlet, triplet, and quintet,
starting in each case from the crystal structure. Table 3.10 lists the resulting
relative energies and the RMSD values (root mean square deviations) relative
to the crystal structure. The quintet state is lowest in energy followed by the
triplet state and, still higher, the singlet state. The RMSD values clearly show
that the computed geometry of the quintet is closest to the crystal structure,
whereas the geometries of the singlet and triplet deviate strongly. Hence, the
ground state of complex 4-1 is a quintet (consistent with an oxidation state of
+2 for iron).

For further validation, additional functionals were tested that are recom-
mended in the literature for transition metal complexes:43,87–90 M06,91 B3LYP,41,92

B3LYP+D with D3 dispersion corrections,43 and TPSSh.93 Complex 4-1 was
optimized in the quintet state using these functionals. Again the 6-311+G**
basis set was chosen for all atoms except iron, which was described by the SDD
basis set and pseudopotential.63 The smallest errors in geometry (compared to
the crystal structure) are indeed found for the quintet structures computed with
the OPBE functional closely followed by B3LYP.
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For further analysis the geometries optimized at the OPBE-level were used
for single-point calculations with several other functionals (BP86, B3LYP,
B3LYP+D, TPSSh, M06) and/or larger basis sets such as QZVP62 or SDD82,94

for iron (SDD pseudopotential as well). When appropriate, solvent effects were
taken into account by using the polarizable continuum model (PCM)46 with
THF as solvent (as in the experiment). All calculations were carried out using
the Gaussian09 program package, revision D.01.65 For more details regarding
the computational methods please see Appendix E.

Single Transfer

An exemplary reaction for the methylation by ferrate complex 4-1 is the transfer
of a methyl group to 4-chlorobenzoyl chloride 4-2, see Figure 3.19. As can be
seen, 4-1 carries in total five methyl groups. Four of them are directly bound
to the central iron atom forming a tetrahedral coordination sphere. The fifth
methyl group is farther away from the central iron atom (3.84 Å compared to
2.05 to 2.27 Å) being coordinated to the three lithium atoms in-between. To
distinguish these five methyl groups they are colored differently in Figure 3.19.
The black methyl group is in the top position (in short: to), the two red ones
are equivalent by symmetry and occupy the back position (ba), the blue one is
in the front position (fr), and the green one is located below the lithium atoms
in the bottom position (bo).

For the oxidative addition-reductive elimination mechanism, intermediates
with the substrate 4-2 being attached to the iron complex 4-1 were located,
both in the triplet and quintet state (Figure 3.20). The free energy relative to
the separated reactants is 1.11 kcal/mol for the quintet species and 0.45 kcal/mol
for the triplet species (i.e. 0.66 kcal/mol lower in free energy). In both cases,
the carbonyl carbon C1 is bound to the central iron atom (Fe–C1: quintet,
1.98 Å; triplet: 1.81 Å), thereby distorting the tetrahedral coordination sphere
around iron, while the chlorine atom binds to the free lithium atom (Li–Cl:
quintet, 2.13 Å; triplet, 2.10 Å); the pertinent Li-O distances are similar (quintet,

Table 3.10: Energies and free energies (relative to the quintet state) and RMSD
values of the optimized geometries with respect to the crystal structure of complex
4-1 (OPBE/6-311+G**, Fe: LANL2DZ).

spin state singlet triplet quintet
E (kcal/mol) 34.56 17.24 0.00
G (kcal/mol) 39.93 20.66 0.00
RMSD bonds (Å) 0.19 0.13 0.07
RMSD angles (◦) 13.5 15.5 4.7
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Figure 3.19: Investigated reaction for the alkylation of 4-chlorobenzoyl chloride
4-2 by ferrate complex 4-1; reaction conditions are indicated. To highlight the
different methyl groups they are colored (black: top, red: back, blue: front,
green: bottom).

(a) triplet (b) quintet

Figure 3.20: Putative intermediate structures for the addition of 4-chlorobenzoyl
chloride 4-2 to complex 4-1 in the triplet state (left) and the quintet state (right)
(color code: gray: carbon, white: hydrogen, brown: iron, violet: lithium, red:
oxygen, green: chlorine). Key distances are given in Å.
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2.08 and 2.16 Å; triplet, 2.12 and 2.17 Å). In the quintet intermediate the
iron atom remains almost at the center of a distorted tetrahedron, whereas in
the triplet state the Fe[Me]4-unit with the attached substrate is turned away
from the center of the lithium triangle. However, it was not possible to locate
any transition state for oxidative addition or reductive elimination that would
connect these intermediates to reactants or products. Scans of the quintet
potential energy surface indicate that the oxidative addition step will require
somewhat more activation than the substitution reaction (see below) and that
the subsequent reductive elimination step should be facile. We also did not
find any corresponding pathways when allowing for intersystem crossing (as
commonly encountered in iron chemistry).

On the other hand, distinct transition states (TS) could be located for the
substitution pathway in the quintet state. As an example, Figure 3.21 shows the
transition state for the transfer of the methyl group at the top position of complex
4-1 to substrate 4-2. This transition state is consistent with a substitution
mechanism. The transition vector (imaginary frequency: 435i cm−1) describes
the motion of the methyl-carbon (Me) along a straight line between iron and
the carbonyl carbon C1 of substrate 4-2. The angle between Fe, Me, and C1 is
171◦, and the Fe–Me and Me–C1 distances are 2.19 and 2.12 Å, respectively. For
comparison, the corresponding Fe–Me distance in the isolated ferrate complex
4-1 is 2.05 Å, and the C1–Me bond length in the product is 1.51 Å. The hydrogen
atoms of the migrating methyl group invert upon moving from the ferrate complex
towards 4-2. Moreover, the closer the methyl group gets towards the carbonyl
group, the farther away moves the chloride bound to the carbonyl carbon (C1–Cl:
quintet reactant, 1.80 Å; quintet TS, 1.95 Å). In fact, following the IRC path
towards the products indicates some kind of double substitution: the chloride of
substrate 4-2 is replaced by a methyl group from 4-1 but then moves into the
free coordination site at the iron center, replacing the methyl group and thereby
keeping the ferrate complex in shape.

Analogous transition states in the quintet state were located for the transfer
of methyl groups from the back and bottom positions, and their nature was
confirmed by frequency analysis and IRC calculations as well. A similar transition
state could also be found at the front position, but IRC calculations failed to
connect it with the expected product but yielded an unreasonably distorted
structure (probably because of steric hindrance by the nearby ether groups).
Therefore, methyl transfer from the front position will not be further considered
in the following.

Table 3.11 lists Gibbs free energies of the three transition states relative to
the separated reactants 4-1 and 4-2 at infinite distance. Geometries were fully
optimized at the OPBE-level (entry 1) and at the B3LYP+D-level (entry 9).
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Table 3.11: Relative Gibbs free energies of the transition states in the quintet
state for single methyl transfers from the back, bottom, and top positions.
Entries 1 and 9 are optimized, the others represent single-point calculations
at the geometries obtained at the OPBE-level. Energies are given in kcal/mol
relative to separated reactants. Basis set: 6-311+G**; for iron the basis set and
pseudopotential are indicated individually in the footnotes.

entry method top back bottom
1 opt OPBE1 28.67 26.72 28.40
2 OPBE2 21.83 28.08 23.02
3 OPBE3 29.78 26.82 28.45
4 OPBE4 28.04 26.26 28.09
5 OPBE5 20.72 27.42 22.63
6 B3LYP4 28.26 23.43 25.59
7 B3LYP+D4 21.80 14.17 18.08
8 B3LYP+D5 14.11 16.06 12.97
9 opt B3LYP+D5 17.63 12.80 17.69
10 BP864 21.88 17.19 20.68
11 M064 22.36 16.67 21.23
12 TPSSh4 25.09 20.52 23.48
1 Fe: LANL2DZ (basis set and pseudopotential)
2 Fe: LANL2DZ (basis set and pseudopotential), PCM

(THF)
3 Fe: SDD (basis set and pseudopotential)
4 Fe: QZVP, SDD (pseudopotential)
5 Fe: QZVP, SDD (pseudopotential), PCM (THF)
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Figure 3.21: Transition state for the transfer of the methyl group from the top
position of complex 4-1 to 4-chlorobenzoyl chloride 4-2 in the quintet state
(color code: gray: carbon, white: hydrogen, brown: iron, violet: lithium, red:
oxygen, green: chlorine). Key distances are given in Å.

Single-point calculations were performed at the OPBE-optimized geometries (all
other entries) to assess the effects of various computational options (functionals,
basis sets, pseudopotentials, solvent effects, dispersion corrections); zero-point
energies and thermal corrections were taken from harmonic frequency calculations
at the OPBE-level.

The trends are generally the same for the relative energies and relative free
energies of the three transition states, so the discussion is focused on the latter
in the following (Table 3.11). The OPBE results indicate that the choice of
basis set and pseudopotential has only a minor influence on the relative free
energies (up to 1 kcal/mol, see entries 1, 3, and 4 as well as 2 and 5). Comparing
the results of different functionals using the large QZVP basis and the SDD
pseudopotential at iron shows that OPBE generally yields the highest barriers:
the computed values are lower for B3LYP by 0-3 kcal/mol (entries 4 vs. 6), for
BP86 by 6-9 kcal/mol (entries 4 vs. 10), for M06 by 6-10 kcal/mol (entries 4 vs.
11), and for TPSSh by 3-6 kcal/mol (entries 4 vs. 12); in all cases, the computed
barriers are lowest for methyl transfer at the back position, while those at the
top and bottom positions tend to be somewhat larger and of similar magnitude.
Explicit inclusion of dispersion effects at the B3LYP level lowers the computed
barriers substantially, by 6-9 kcal/mol (entries 6 vs. 7), and brings them rather
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close, within 1-3 kcal/mol, to those obtained from the M06 functional that
implicitly accounts for dispersion (entries 7 vs. 11). Inclusion of solvent effects
via PCM(THF) significantly lowers the computed barriers at the top and bottom
positions, by 7-8 and 5 kcal/mol, respectively, and slightly increases them by
1-2 kcal/mol at the top position (entries 1 vs. 2, 4 vs. 5, and 7 vs. 8).

Obviously, the chosen computational methods predict quite different barriers,
and it is hard to decide a priori on the most trustworthy approach. The OPBE
functional seems least suitable for the energetics in view of the fact that modern
functionals with a good track record in transition metal chemistry (M06, TPSSh)
give much smaller barriers. Moreover, dispersion and solvent effects appear to
be quite large and non-uniform in the present case, and should thus be both
included explicitly. Therefore, we decided to re-optimize all relevant species at
the B3LYP+D level using the large QZVP basis and the SDD pseudopotential
at iron and representing solvent effects through PCM (THF); we consider the
resulting free energy barriers to be our most reliable results (entry 9). At this
B3LYP+D level, the lowest barrier is found for the methyl transfer at the back
position (12.8 kcal/mol), significantly smaller than those at the top and bottom
positions (17.6-17.7 kcal/mol). The reaction at the back position is also favored
by other approaches (see e.g. entries 6 and 10-12), which however predict larger
values since they do not account for dispersion and/or solvent effects.

For the sake of completeness, reactions in the triplet and singlet states were
considered as well since intersystem crossings are common in iron chemistry.
Only some of the corresponding transition states for methyl transfer could be
located, but they were always much higher in energy than those in the quintet
state. Therefore one may conclude that spin crossings do not play a role in the
substitution reactions investigated here.

Multiple Transfer

It is known from experiment that not only one methyl group is transferred
per complex 4-1 but three or four. Therefore transition states for the whole
sequence of methyl transfers between complex 4-1 and 4-chlorobenzoyl chloride
4-2 were located (without considering the methyl group in the front position,
as discussed above). The geometries were first optimized at the OPBE-level
and then re-optimized at the B3LYP+D-level. Generally, the geometries of the
transition states for the second, third, and fourth methyl transfer are qualitatively
quite similar to those for the first transfer. In Table 3.12 relative Gibbs free
energies are presented only for three of the most probable sequences of multiple
transfers, i.e. those with the lowest barriers to overcome; they are visualized
in Figure 3.22. The free energy barriers are given in Table 3.12 relative to the
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Table 3.12: Free energy barriers in kcal/mol for consecutive transfer of different
methyl groups from complex 4-1 to substrate molecules 4-2, each relative to
the preceding minimum.

Sequence 1st 2nd 3rd 4th
OPBE/6-311+G** Fe: LANL2DZ, optimized
ba-ba-bo-to 26.72 25.05 22.73 33.18
ba-bo-ba-to 26.72 27.55 24.49 33.18
bo-ba-ba-to 28.40 26.38 24.49 33.18
B3LYP+D/6-311+G** Fe: QZVP,
SDD (pseudopotential), PCM (THF), optimized
ba-bo-ba-to 12.80 9.07 13.64 18.69
ba-ba-bo-to 12.80 14.15 13.12 18.69
to-ba-bo-ba 17.63 14.50 8.34 13.89

preceding minimum, while the Gibbs free energies are plotted in Figure 3.22
with respect to the separated reactants (4-1 and four molecules of 4-2). For
further details please see Appendix E.

The following comments are based on the results obtained by geometry opti-
mization at the B3LYP+D-level with inclusion of dispersion and solvent effects,
which is the most reliable approach applied presently (see above, Table 3.11,
entry 9). The most favorable sequence starts with a substitution at the back
position, followed by substitution at the bottom and the second back position
(ba-bo-ba), with barriers of similar magnitude (9.1-13.6 kcal/mol), while the
fourth substitution at the remaining top position (to) is notably less facile
(18.7 kcal/mol). The alternative ba-ba-bo-to sequence has a very similar free
energy profile. When the reaction starts at the top position, the initial free energy
barrier is higher (17.6 kcal/mol) while the following steps in the to-ba-bo-ba
sequence are quite facile. The computed barriers indicate that the transfer of
three methyl groups per ferrate complex is probable (if the first one is feasible)
whereas the fourth transfer is less likely (involving the less favorable substitution
at the top position). Generally speaking, the barriers for methyl transfer at the
back and top positions remain similar regardless whether they occur in the first
or subsequent steps, whereas those at the top position are lowered substantially
in later steps (presumably because of the changes in the ligand sphere of complex
4-1).

Experimentally, the methylation of 4-chlorobenzoyl chloride 4-2 by complex
4-1 is very facile and fast (complete consumption of 0.57 mmol of 4-2 within
20 minutes at -30 to -40 ◦).15 In line with these findings, the overall reaction
is computed to be strongly exergonic (see Figure 3.22). The computed free
energy barriers are clearly much too high at the OPBE-level, but more realistic
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(a) optimized: OPBE/6-311+G** Fe: LANL2DZ

(b) optimized: B3LYP+D/6-311+G**, Fe: QZVP, SDD (pseu-
dopotential), PCM (THF)

Figure 3.22: Free energy profiles for subsequent transfer of methyl groups from
complex 4-1 to 4-2, relative to the separated reactants. The sequences of transfer
positions are indicated in the figures (see text).
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at the preferred B3LYP+D level with inclusion of dispersion and solvent effects
(maximum barrier of 13.6 kcal/mol for the first three steps). It is known from
the literature that B3LYP does generally reasonably well in estimating reaction
barriers, with a slight tendency to overestimate them.95,96 One should also note
that experimentally there may be some side reactions, because 100 % conversion
was reported to lead to a yield of 60 %.15 Given these caveats, the B3LYP+D
results are considered to be in reasonable agreement with the experimental
findings.

Conclusion

The OPBE functional was found suitable for computing reasonable geometries
and spin state energies for the organoferrate complex 4-1, but predicted barriers
to methyl transfer that are clearly much too high. More realistic barriers
were computed employing the B3LYP functional including Grimme dispersion
corrections and a PCM treatment of the solvent environment. No transition
states could be located for a two step-mechanism consisting of an oxidative
addition and a reductive elimination. Instead, the DFT computations showed
the methylation to proceed via a direct substitution mechanism. Methyl transfers
are most facile for the methyl groups in the back positions followed by the top
and bottom positions. In qualititative agreement with the experimental findings
multiple methyl transfers are feasible: the barriers for the first three transfers are
similar and rather low whereas the fourth transfer requires some more activation.



Chapter 4

Closing Remarks

A broad range of topics concerning chemical structures and reaction mechanisms
is covered by this thesis. It shows that today theoretical methods such as semi-
empirical computations and density functional calculations are valuable tools for
chemists.

Nonadiabatic dynamics simulations are nowadays feasible even for medium-
size organic chromophores in solution, such as guanine in water, which unravel
the possible photoinduced processes and the various relaxation channels to the
electronic ground state, thus helping to interpret the experimental findings from
ultrafast photoelectron spectroscopy (chapter 3.1). The electronic structure and
the nature of bonding in complicated reaction intermediates can be elucidated
using density function theory in combination with established analysis tools,
thus providing the chemists with a well-founded qualitative description of species
such as bimetallic transition metal complexes, which is based on computation
rather than speculation (chapter 3.2). In the realm of chemical reactivity
and catalysis, density functional calculations have become reliable enough to
clarify the nature of crucial transition states by distinguishing between different
proposed qualitative scenarios, as shown in the case study on the cyclization of a
protonated hydrazone (chapter 3.3), and they are also able to verify experimental
hypotheses on the mechanistic relevance of short-lived intermediates, as shown
in another case study on organoferrate complexes and their possible role in iron
cross coupling reactions (chapter 3.4).

Thus, the invention of organic structure theory in the 19th century and
the development of quantum mechanics from the early 20th century on led
to valuable new tools in chemical research. State of the art computational
chemistry complements the experimental techniques to answer questions on
chemical structure and reaction mechanisms.
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The nonadiabatic decay of the biologically relevant guanine tautomer (9H-guanine) in aqueous

solution has been investigated by trajectory surface hopping simulations in a quantum

mechanical–molecular mechanical (QM–MM) framework. The QM part (9H-guanine) was treated

at the semiempirical OM2/MRCI level, while the MM part (water) was described by the TIP3P

force field. The optimized geometries for the relevant minima and conical intersections are

qualitatively similar for 9H-guanine in the gas phase and in aqueous solution, while there are

notable solvent-induced shifts in the computed vertical excitation energies (up to about 0.4 eV).

Overall, the results from the static OM2/MRCI-based calculations are in reasonable agreement

with the available ab initio and experimental data. The dynamics simulations show ultrafast

nonradiative decay for 9H-guanine in water that is even slightly faster than in the gas phase,

with time constants of 20 fs and around 0.3 ps for the S2 - S1 and S1 - S0 internal conversions,

respectively. They predict a change in the S1 - S0 decay mechanism when going from the gas

phase to aqueous solution: the major pathway for 9H-guanine in water involves a conical

intersection with an out-of-plane distortion of the carbonyl oxygen atom, which does not play

any significant role in the gas phase, where the decay mainly proceeds via two other conical

intersections characterized by ring distortions and out-of-plane displacement of the amino group,

respectively. Possible reasons for this change in the mechanism are analyzed.

1 Introduction

The deexcitation mechanisms in nucleobases are of great

interest as they are relevant for the photostability of DNA.1–6

Actually, the nucleobases strongly absorb in the UV region

(200 to 300 nm), right in the range of sunlight. Already in early

experimental work, the quantum yield of fluorescence was

found to be very low in the nucleobases.7–9 This was attributed

to very fast deexcitation by nonradiative decay, both in gas

phase and in aqueous solution. More recent investigations with

modern laser techniques reported decay rates in the picosecond

and subpicosecond range.2,3,10,11 There is consensus that these

ultrafast processes in nucleobases involve conical intersections

between different potential energy surfaces that are character-

ized by distorted aromatic systems.2,12,13

In this article, we focus on the biologically relevant tautomer

of the nucleobase guanine, 9H-guanine (in short GUA). In the

gas phase, an excited-state lifetime of 0.8 ps was measured

in early experimental work on GUA,14 while a later study

using highly resolved pump–probe spectroscopy reported

bi-exponential decay with time constants of 148 fs and 360 fs.11

More data are available for the ultrafast nonadiabatic

dynamics of GUA and its derivatives in aqueous solution.

Already more than a decade ago, Fujiwara et al. observed

picosecond decay in water at pH = 7 for GUA (5 ps),

guanosine (GUO, 4 ps) and guanosine monophosphate

(GMP, 4 ps), which was ascribed to S1- S0 internal conversion;
15

they also found decay constants on a much longer time scale

(hundreds of picoseconds), which were assumed to correspond

to solvent cooling after internal conversion.15 With the

advances in laser technology, more refined measurements of

the S1 lifetime became possible: Pecourt et al. obtained decay

times of 0.46 ps for GUO in water by transient absorption

spectroscopy.16,17 Fluorescence up-conversion experiments by

Peon and Zewail gave S1 lifetimes of 0.69 ps and 0.86 ps for

GUO and GMP, respectively.18 A similar method was applied

by Gustavsson, Markovitsi and their co-workers to explore the

decay of 20-deoxyguanosine (dGUO) and 20-deoxyguanosine-

50-monophosphate (dGMP) in aqueous solution: they found

two sub-ps decay time constants in both cases (dGUO: 0.16 ps

and 0.78 ps, dGMP: 0.20 ps and 0.89 ps).19,20 Such

bi-exponential decay behavior was recently also reported for

GMP by Karunakaran et al. using femtosecond transient

absorption spectroscopy.21 By combining their experimental
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observations with theoretical calculations of the underlying

potential energy surfaces (PES), they arrived at the following

detailed scenario for the nonadiabatic decay of GMP: after an

ultrafast S2 - S1 deexcitation (within 100 fs), GMP explores

the rather flat S1 PES near the Franck–Condon region, with a

pseudo-planar S1 minimum, before it reaches the proper

nonplanar S1 minimum through ring distortion; this process

is assumed to correspond to the first measured time constant

of 0.2 ps, and the decay from the nonplanar S1 minimum to the

ground state via a conical intersection then corresponds to the

second measured time constant of 0.9 ps.21

On the theoretical side, several studies were performed to

explore the excited states and deexcitation mechanisms of

GUA in the gas phase.22–32 All these studies support the

existence of direct decay pathways on the S1 PES (La state)

from the Franck–Condon region to the conical intersection

with the ground state (gs). Two minimum-energy structures on

this La–gs conical intersection seam were located at the

CASSCF, MRCI, and semiempirical OM2/MRCI levels,26,28–32

one of them with a strong puckering of the six-membered ring

and the other with a pronounced out-of-plane motion of

the amino group. They were considered responsible for the

ultrafast nonadiabatic decay of GUA.29,30 A third conical

intersection with an out-of-plane displacement of the carbonyl

oxygen atom was also found at different levels of theory.26,28–32

Finally, a fourth reaction channel was identified at higher

excitation energies, which involves the stretching of one NH

bond and leads to hydrogen dissociation via a repulsive ps*
state that crosses the initially populated bright excited state

and the ground state.30

In addition to the static PES explorations, there are three

published surface-hopping dynamics simulations that aim at

elucidating the role of the different reaction channels in the

excited-state dynamics of GUA in the gas phase.31,32 At the

OM2/MRCI level, Lan et al. found two such channels with

time constants of 0.19 ps and 0.4 ps, with the hopping events

occurring in the vicinity of the two La–gs conical intersections

that are associated with the puckering of the six-membered

ring in an envelope fashion (60%) and with the out-of-plane

motion of the amino group (40%), respectively (see above).31

At the ab initioMRCIS/6-31G* level, Barbatti et al. computed

lifetimes of o20 fs and 0.22 ps for the nonadiabatic decay

of the S2 and S1 state, respectively. They also found that the

S1 - S0 deactivation mainly proceeds via two La–gs conical

intersection regions, with branching ratios of 67% (ring

deformation) and 28% (out-of-plane motion of NH2), plus a

minor contribution of 5% from a third channel (out-of-plane

motion of carbonyl oxygen).32 While there are differences

between the OM2/MRCI and MRCIS/6-31G* structures of

the dominant La–gs conical intersection (ring deformation),32

both share a similar topology, and there is reasonable agreement

for the other two conical intersection structures and the overall

dynamics scenario (see ESIw for more detailed comparisons).

In this sense, the semiempirical OM2/MRCI and ab initio

MRCIS/6-31G* approaches yield consistent results for gas

phase GUA.31,32 A third surface-hopping study on isolated

GUA employed nonadiabatic ab initio molecular dynamics

(na-AIMD) in combination with a restricted open-shell

Kohn–Sham (ROKS) description of the two lowest singlet

states (BLYP functional).36 A mono-exponential fit to the

time-dependent S1 ensemble population (16 trajectories) gave

an S1 - S0 decay constant of 0.8 ps,36 which is larger than the

MRCIS/6-31G* and OM2/MRCI values of 0.22 and 0.4 ps,

respectively.

The published theoretical studies on GUA in aqueous

solution have focused on the calculation of absorption and

emission spectra.21,24,25,33–35 In most cases, the solvent was

treated either explicitly using hybrid quantum mechanical–

molecular mechanical (QM–MM) methods or implicitly by

polarizable continuum models (PCM). In several studies, the

influence of nearby water molecules and their hydrogen bonds

was taken into account through supermolecular QM calculation

on GUA–water clusters, sometimes combined with a PCM

treatment of the surrounding bulk solvent.21,24,25,35 One such

example is the TDDFT/PCM calculations of GUA–water

clusters that helped explain the pump–probe experiments on

GMP.21 On the dynamics side, there is one na-AIMD investi-

gation (ROKS-BLYP) on the decay of GUA embedded in

60 water molecules, which reports the S1 lifetime in aqueous

solution being ‘‘roughly twice as long as for the gas phase’’, on

the basis of 6 trajectories, which are considered insufficient by the

authors ‘‘to obtain a meaningful statistically averaged result’’.36

In this article, we study the nonadiabatic dynamics of GUA

in aqueous solution by surface-hopping simulations using a

QM–MM approach. The QM–MM setup allows an explicit

quantum mechanical treatment of the GUA molecule while

the surrounding water molecules are represented by a classical

force field. The nonadiabatic dynamics are followed using

Tully’s surface hopping method,37 which is well established

for studying molecules in a condensed phase or a biological

environment.38–42 The QM region is described by the OM2

orthogonalization-corrected semiempirical Hamiltonian43 and

multireference configuration interaction (MRCI).44 The water

molecules are modeled at the TIP3P level.45 This setup has already

been successfully applied for investigating the deexcitation of

adenine in water.46 Here, we have chosen to study 9H-guanine

as the biologically most relevant tautomer of guanine.28 It should

be noted that the results from this work cannot necessarily be

generalized to other GUA tautomers or derivatives, which may

show different photoinduced dynamics.27,28,30,47–53

2 Computational details

The initial preparation of a GUA molecule embedded in its

solvation sphere was done iteratively with the use of the

CHARMM simulation package.54 To start, a GUA molecule

was placed at the center of an equilibrated sphere (radius 40 Å)

of TIP3P water molecules.45 All water molecules closer than

2.8 Å to the nucleobase were removed, and the radius of the

water sphere was reduced to 30 Å by removing all more distant

molecules. The system was then relaxed by a classical molecular

dynamics (MD) run of 50 ps. This procedure was repeated five

times to reach equilibrium. Finally, the radius of the solvation

sphere was reduced to 20 Å, and water molecules further than

16 Å from the center were frozen. The active region thus

included a GUA molecule (16 atoms) and 641 water molecules

(1923 atoms), while all remaining water molecules (1359 atoms)

were kept at fixed positions.
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In the next step, the whole system was handled at the

QM–MM level. The QM part (GUA) was treated by the

semiempirical OM2/MRCI method, using the orthogonalization-

corrected OM2Hamiltonian43 and multireference configuration

interaction (MRCI) in the framework of the graphical unitary

group approach (GUGA).44 The options for the OM2/MRCI

calculation were the same as in our previous work on gas-phase

GUA,31 with an active space built from five occupied and four

unoccupied orbitals and with three reference configurations

(MRCI). The self-consistent-field calculations were performed

using the restricted open-shell Hartree–Fock formalism. The

MM part (all water molecules) was described at the molecular

mechanics level (TIP3P force field). The QM–MM interactions

included standard van-der-Waals interactions (Lennard-Jones

potentials) and electrostatic interactions (electronic embedding).55

The QM–MM electronic Hamiltonian was used to calculate

energies, gradients, and nonadiabatic couplings for the lowest

singlet states. For this purpose, a development version of the

simulation package ChemShell56 was employed, which provides

an adapted interface to the MNDO99 semiempirical code.57

The technical details of QM–MM surface-hopping calculations

were completely analogous to those in our recent study on

adenine in water (as documented in ref. 46). Briefly, a ground-

state Born–Oppenheimer MD (BOMD) run was performed at

300 K for initial sampling. From this BOMD trajectory,

200 snapshots were chosen as input structures for computing

the absorption spectrum from the corresponding vertical

excitation energies and oscillator strengths. For the QM–MM

surface-hopping dynamics, the selection of initial configura-

tions was guided by the concept of obtaining an adequate

approximate sampling of the absorption band, with the

number of trajectories starting from a given configuration and

excited state being determined from the corresponding oscillator

strength.46 In each QM–MM surface-hopping dynamics run, the

nuclear trajectory was propagated for 6000 steps with a time step

of 0.2 fs. The fewest switches algorithm37,58 was employed to

determine the hopping probabilities.

Two different sets of surface-hopping calculations were

analyzed independently. In the first run (set A), 122 snapshots

were selected by the initial sampling and excited to the first

excited state (S1). In the second run (set B), 100 snapshots were

chosen and excited to the second excited state (S2). A number

of trajectories terminated during the propagation for technical

reasons. The remaining 97 and 84 successful trajectories were

taken into account for the analysis of the dynamics starting

from the S1 and S2 state, respectively.

All relevant geometries (ground-state and excited-state

minima, conical intersections) were optimized at the QM–MM

level with the DL-FIND optimizer59 implemented in ChemShell.

Cartesian coordinates of optimized structures are given in the

ESI.w It is well known46 that the total energy of the full system
is strongly influenced by the orientation of the surrounding

water molecules, even if the optimized geometries of the QM

part are similar. Therefore, a number of different snapshots

(typically 5–20) were selected for optimization to take solvent

fluctuations into account. For a given snapshot, all energies

were evaluated relative to the ground-state minimum energy of

that snapshot, and it was checked that the relevant optimized

structures were linked to each other by continuous pathways.

This meant in practice that excited-state minima were searched

starting from optimized ground-state geometries and that

ground-state optimizations starting from an optimized conical

intersection structure were required to establish the associated

ground-state geometry. The applied procedures are described

in more detail in ref. 46.

3 Results

3.1 Potential energy surfaces

In the snapshots considered, the solvated GUA nucleobase is

almost planar at the optimized ground-state minimum (S0)min,

with a very slight pyramidalization of the amino group (see

Fig. 1). This is in good agreement with calculated gas-phase

geometries26,28 and with structures obtained for solvated GUA

models.35

At the ground-state minima of different snapshots, the

computed vertical excitation energies typically lie between

4.40–4.53 eV, 4.74–4.82 eV, and 5.73–5.80 eV for the first

three transitions, see Table 1. These QM(OM2/MRCI)–MM

values are roughly in the range of the vertical excitation

energies calculated for GUA in water with a similar QM–MM

setup, but in combination with high-level QMmethods (TD-DFT

and DFT/MRCI).35 For example, the most reliable DFT/MRCI

calculations with the largest basis set (TZVP + Ryd) yield mean

values (50 snapshots) of 4.42, 4.98, and 5.37 eV, respectively, with

standard deviations of 0.14–0.16 eV.35 The differences between the

Fig. 1 Representative optimized geometry of the ground state of

solvated GUA (with atom labels).

Table 1 Vertical excitation energies and oscillator strengths
(in parentheses) at selected ground-state minima

Entry State DEvert/eV (o.s.) Character

1 S1 4.44 (0.228) La (pp*)
S2 4.76 (0.294) Lb (pp*)

2 S1 4.40 (0.231) La (pp*)
S2 4.75 (0.314) Lb (pp*)

3 S1 4.46 (0.241) La (pp*)
S2 4.78 (0.272) La (pp*)

4 S1 4.53 (0.219) La (pp*)
S2 4.82 (0.299) Lb (pp*)

5 S1 4.53 (0.206) La (pp*)
S2 4.82 (0.294) Lb (pp*)

6 S1 4.45 (0.233) La (pp*)
S2 4.74 (0.316) Lb (pp*)
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OM2/MRCI and DFT/MRCI results are around 0.1–0.2 eV for

the first two transitions and rise to about 0.4 eV for the third

one (excitation to the dark np* state); this latter discrepancy is

not so relevant at present, because our dynamics simulations

(see below) will involve only the two lowest singlet excited states

that are reasonably well described by OM2/MRCI. The calcu-

lated vertical excitation energies are also close to the experi-

mental maxima of the first two bands at 4.51 and 5.04 eV.15

At the (S0)min geometries, the S1 and S2 states are of pp* La

and pp* Lb character, respectively. According to previous

high-level work,35 both these pp* transitions of GUA are

bright, in the gas phase as well as in aqueous solution, with

the second one carrying notably more oscillator strength. The

same qualitative trend is seen in the QM(OM2/MRCI)–MM

oscillator strengths for the six selected snapshots in Table 1,

with average values of 0.226 and 0.298 for the first two

transitions. On this basis, one would expect the second

absorption band to be somewhat stronger than the first one,

as has indeed been observed in the experimental spectra of

GUA in water15 and GMP in water.21 This is however not

borne out by the theoretical QM(OM2/MRCI)–MM absorp-

tion spectrum generated from 200 snapshots of a ground-state

MD run (see Fig. S1 of ESIw), which shows the expected

double peak behavior, but with a somewhat stronger first

band. This unexpected outcome may reflect the insufficient

statistical sampling of only six snapshots in Table 1 and also

the rather broad distribution of excitation energies of the

bright S2 state, which contributes to the intensity of the first

band. We refrain from further analysis, since the precise

profile of the absorption spectrum is not a central issue of

this work.

Starting from the optimized ground-state S0 geometries of

different snapshots, we performed geometry optimizations for

the first excited singlet state (S1). In about 50% of the cases, we

obtained geometries characterized by some ring distortion and

a strong out-of-plane motion of the carbonyl oxygen atom, see

panel a of Fig. 2 (S1a). The other half resulted in structures

with more pronounced pure ring distortions, showing a more

or less boat-like conformation of the six-membered ring, see

panel b of Fig. 2 (S1b). The optimized minimum-energy

geometries (S0)min, (S1a)min, and (S1b)min mainly differ in

certain key dihedral angles, which are close to 01 or 1801 in

the essentially planar ground state and may adopt quite

different values in the nonplanar excited state. For example,

the dihedral angles O6C6C5C4 and C6N1C2N2 (see Fig. 1 for

atom labels) are normally around 1101 and �151 for (S1a)min,

and the dihedral angles N3C4C5C6 and C6N1C2N3 are

typically around 201 and up to �501 for (S1b)min. The latter

structure (S1b)min is similar to the optimized gas-phase geo-

metry of the first excited state previously obtained from

OM2/GUGA-CI31 as well as CASSCF26 calculations. At both

excited-state minima, the S1 state is of La pp* character,

whereas the S2 state is of mixed character (np* and different

pp* contributions).

We also tried to optimize the geometry of the second excited

state (S2) of GUA in water, starting from the optimized S0
geometries of different snapshots. All these attempts were

unsuccessful: the optimizations either did not converge or

ended up at the S1–S2 conical intersection (CI12).

Three types of minimum-energy S0–S1 conical intersections

(CI01) could be located by optimizations starting from

hopping structures obtained in the nonadiabatic dynamics

simulations (see below). For each type, one representative

optimized geometry is shown in Fig. 3. The CI01a structures

are characterized by a boat-like conformation of the six-

membered ring. The CI01b geometries show a strong out-of-

plane motion of the amino group, while the characteristic

feature of CI01g is a pronounced out-of-plane displacement of

the carbonyl oxygen. In the latter two cases, essentially

equivalent out-of-plane distortions are possible, either upwards

or downwards. Ground-state geometry optimizations starting

from the optimized CI01 structures led to the corresponding

ground-state minimum in the case of CI01b and CI01g, which

established their energy relative to the ground-state minimum

(see Table 2). Analogous optimizations did not succeed for

CI01a, and hence its relative energy could not be determined in

this manner (thus missing in Table 2).

The same three types of S0–S1 conical intersections (CI01)

have been found in our previous OM2/MRCI study of GUA

in the gas phase.31 Likewise, three such types of conical

Fig. 2 Representative optimized geometries of the S1a minimum (a)

and the S1b minimum (b).
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intersections have also been identified in a recent ab initio

MRCIS/6-31G* investigation.32 The optimized OM2/MRCI

and MRCIS/6-31G* geometries in the gas phase appear to be

quite similar for CI01b, while those for CI01a and CI01g share

the same qualitative features but are less distorted in the ring at

the OM2/MRCI level (see ESIw for a more detailed comparison

including graphical overlays of the optimized structures).

Comparing the three conical intersections (CI01) with the

ground-state minimum of GUA in water, the main changes in

the optimized OM2/MRCI geometries are as follows. In CI01a
there is a distinct elongation of the C2–N3 bond by around

0.4 Å, and the dihedral angle C6N1C2N3 increases to around 501.

In CI01b the out-of-plane motion of the amino group causes a

drastic change of the dihedral angle C6N1C2N2 to almost

�801. In CI01g there is a general shortening of bond lengths

and widening of bond angles, but the most characteristic

feature is the change of the dihedral angle O6C6C5C4 from

around 1801 to around �901.

The S1–S2 conical intersection CI12 can be reached by

optimizations on the S2 PES starting either from S0 minimum

structures or from S2 - S1 hopping geometries. Both kinds of

optimizations result in similar CI12 structures (see Fig. 4),

which generally have a slightly distorted six-membered ring

(most often in a boat-like fashion), sometimes accompanied by

a slight out-of-plane motion of the amino group and/or

carbonyl oxygen. The adiabatic energies of CI12 are generally

close to the vertical energies of the S1 state at the ground-state

minimum geometries, see Tables 1 and 2.

3.2 Nonadiabatic dynamics

No matter whether the surface hopping dynamics simulations

in aqueous solution are started from the S1 or S2 state, we find

ultrafast internal conversion to the electronic ground state of

GUA. Fig. 5 shows the average occupation of the adiabatic

states as a function of time.

For the nonadiabatic dynamics starting from the S1 state (set A),

the deexcitation can be described as an exponential decay:

fðtÞ ¼ f0 þ ð1� f0Þe�
t�t0
t ð1Þ

where f0 is the fraction of the population remaining in the S1
state at the end of the simulation, t0 is the time when the

exponential decay sets in, and t is the corresponding decay

constant. The fitting results in t0 = 37 fs and t= 277 fs. Hence

the lifetime of the S1 state is 314 fs (the sum of t0 and t). After

1.2 ps there is still a fraction of about 6% in the S1 state.

For the nonadiabatic dynamics starting from the S2 state

(set B), the two subsequent decays can be described by

fðtÞ / t2
t1 � t2

ðe�
t
t1 � e

� t
t2Þ ð2Þ

where t1 and t2 refer to the decay constants for the deexcita-

tion from S2 to S1 and t2 from S1 to S0, respectively. The fitting

yields t1 = 20 fs and t2 = 248 fs. The decay from the S2 state

is completed within 60 fs, and after 1.2 ps only 1% of the

population remains in the S1 state.

The overall deexcitation to the ground state is obviously

slightly faster when starting from the S2 rather than the S1
state. This can be attributed to the higher initial energy that is

available after excitation to the S2 state, which results in faster

nuclear motion and allows the molecule to reach the S0–S1

Fig. 3 Representative optimized geometries for the three types of

conical intersections connecting the ground and the first excited state

(CI01).

Table 2 Energies of optimized conical intersection structures
(CI01 and CI12) for different snapshots, relative to the corresponding
ground-state energy minimum

Structure State Energies/eV

CI01b S0/S1 3.26, 3.53, 3.85
CI01g S0/S1 3.32, 3.50, 3.59
CI12 S1/S2 4.41, 4.41, 4.66

Fig. 4 Representative optimized geometry of the conical intersection

between the first and second excited state (CI12).
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conical intersection more quickly. In addition, the higher

nuclear velocity enhances the nonadiabatic coupling term

(the dot product between the nonadiabatic coupling vector

and the nuclear velocity vector) and thus leads to a higher

hopping probability for the nonadiabatic S1 - S0 transition.

The average S2 - S1 hopping time is computed to be 21 fs.

The geometries at the hopping event are almost planar with

slight distortions of the ring system, sometimes in a boat-like

conformation or with a slight out-of-plane motion of the

amino group and/or the carbonyl oxygen. Five of these

hopping structures were selected for geometry optimization

on the S2 PES, which yielded CI12 geometries quite similar to

the initial hopping structures.

Regardless of whether the nonadiabatic dynamics were started

in the S1 or S2 state (sets A and B), four groups of hopping

structures were found for the S1 - S0 internal conversion. The

characteristic features of these four groups are (a) the distortion of

the six-membered ring in a boat-like manner, (b) the out-of-plane

motion of the amino group, (c) the out-of-plane displacement of

the carbonyl oxygen, and (d) the overall distortion of the

aromatic ring system. One representative example of each

group is displayed in Fig. 6. The corresponding average

hopping times are given in Table 3 for both sets separately.

Around a dozen hopping structures of each group from set

A (in total 50) were chosen as input for CI01 geometry

optimization. More than half of these (28) converged to a

conical intersection structure. As already mentioned above,

three types of minimum-energy conical intersections were

found in this manner for GUA in water (see Fig. 3). When

starting from hopping structures with a distorted boat-like six-

membered ring, the optimization either failed or reached

CI01a. Optimizations of hopping structures with an out-of-

plane amino group or carbonyl oxygen most often succeeded

and arrived at the corresponding conical intersection, i.e.,

CI01b or CI01g, respectively. Optimizations of hopping struc-

tures from the last group (with distorted rings) mostly crashed

or led to CI01g, i.e. no fourth type of conical intersection

geometry could be identified in this manner.

4 Discussion

4.1 Solvent effects on static properties

At the OM2/MRCI level, the ground-state geometry of GUA

is completely planar in the gas phase,31 while a slight pyramid-

alization of the amino group occurs in aqueous solution. The

presence of the solvent does not change the electronic char-

acter of the three lowest-lying singlet excited states of GUA in

OM2/MRCI (La o Lb o np*), but there are some shifts in the

computed vertical excitation energies. For the first electronic

excited state (La), the gas-phase value31 of 4.26 eV is blue-

shifted by about 0.2 eV in aqueous solution, see Table 1. For

the second state (Lb), OM2/MRCI gives a vertical excitation

energy of 4.99 eV in the gas phase, which is reduced by about

0.2 eV in solution. In OM2/MRCI, the La–Lb energy gap thus

becomes smaller for solvated GUA, but it remains sizable

(around 0.3 eV), and there is no strong mixing of electronic

character. For the third state (np*), OM2/MRCI predicts a

Fig. 5 Occupation of the low-lying adiabatic states after initial

excitation to the S1 state (set A) and the S2 state (set B) as a function

of simulation time.

Fig. 6 Representative examples for the four groups of S1 - S0
hopping structures for GUA in water.

Table 3 Characteristics, occurrences, and average hopping times of
different types of S1 - S0 hopping structures for GUA in water

Characteristics

Set A Set B

Occ.
Hopping
time/fs Occ.

Hopping
time/fs

Boatlike (CI01a) 26 343 8 395
NH2 oop (CI01b) 13 441 6 517
O oop (CI01g) 41 265 60 216
Distortion of rings 17 224 10 140
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strong blue shift of about 0.4 eV, from 5.33 eV in the gas phase

to 5.73–5.80 eV for solvated GUA. This high-lying dark np*
state is not considered at all in the present dynamics simula-

tions, which cover only the two lowest singlet excited states.

The solvent-induced shifts of the vertical excitation energies

from OM2/MRCI may be compared with those obtained

with higher-level QM methods in our previous work:35

the DFT/MRCI-based calculations afford shifts of the same

direction and of similar magnitude in the case of the Lb and

np* states, but a red rather than a blue shift for the La state.

According to our previous analysis,35 various counteracting

factors influence these shifts, and it is thus difficult to pinpoint

the reasons for the discrepancies in the La case. We do not

attempt to do this here because the shifts are not in the focus

of our present work.

In our standard procedure, geometry optimizations of the

S1 state always start from ground-state minimum-energy geo-

metries. In the gas phase, this invariably leads to a GUA

minimum (S1b) with a boat-like distortion of the six-membered

ring.31 In water, only half of the optimizations reach this

minimum, while the others end up at a different minimum

(S1a) with a notable out-of-plane motion of the oxygen atom,

see Fig. 2. This strongly suggests that the out-of-plane motion

of the carbonyl oxygen may be involved in the excited-state

dynamics of GUA in water. Re-optimizing an S1a structure

obtained in aqueous solution without the solvent molecules

yields a similar second S1 minimum also in the gas phase,

which is structurally and energetically close to the corre-

sponding conical intersection (CI01g) in the gas phase, with

an energy gap between the lowest singlet states of only 0.04 eV

at this S1 minimum geometry. Hence, an S1 minimum with

an out-of-plane carbonyl oxygen exists on the OM2/MRCI

surface both in the gas phase and in aqueous solution, with a

similar structure and in both cases close to the related conical

intersection.

4.2 Solvent effects on the dynamics

Our previous OM2/MRCI work on the nonadiabatic dynamics

of GUA in the gas phase revealed two distinct S1 - S0 decay

pathways viaCI01a and CI01bwith average hopping times of 190 fs

and 400 fs, respectively.31 The current QM(OM2/MRCI)–MM

simulations show that the overall internal conversion becomes

slightly faster for GUA in aqueous solution (see Table 3).

More important than this slight acceleration measured in

aqueous solution using the semiempirical setup is the observation

that the decay mechanism is modulated by the water environ-

ment. In the gas phase, the conical intersections CI01a and

CI01b dominate the nonadiabatic dynamics of GUA.31,32 In

contrast, in aqueous solution, the CI01a channel is much less

important, and the CI01b channel is also suppressed to a

certain degree, while a new deexcitation pathway via CI01g
emerges and actually becomes dominant (see Table 3).

To examine the reason for this change in the decay mecha-

nism, we have checked the gradient of the S1 state in the

Franck–Condon (FC) region for all initial geometries of the

nonadiabatic dynamics trajectories. The gradient components

perpendicular to the molecular plane at the N2 and O6 atoms

are indicative for the propensity to out-of-plane motion

towards CI01b and CI01g, respectively. Their norms are plotted

in Fig. 7 and average values are given in Table 4 for 85

trajectories of GUA both in the gas phase and in water. In

the gas phase, the S1 gradient is larger at the N2 atom than at

the O6 atom (on average by 35%), consistent with the

observed dynamic preference for out-of-plane motion of the

N2 atom (amino group).31 In water, the S1 gradient remains

almost unchanged at the N2 atom (rising on average by 10%)

but increases strongly at the O6 atom (typically by a factor of 2),

thus favoring the out-of-plane motion of the carbonyl oxygen

towards CI01g. It is plausible that this increase in the S1
gradient in the FC region is responsible for the slightly faster

overall decay dynamics in our simulations and the emergence

of the new dominant decay channel via CI01g. Hydrogen

bonding in aqueous solution may well cause these differences,

since one would expect qualitatively that the O6 atom will

form strong hydrogen bonds with water molecules above and

below the molecular plane, which could assist the out-of-plane

distortion of the O6 atom towards CI01g. We have tried to find

quantitative evidence to support this notion, for example by

tracking the minimum distance from O6 to the closest hydrogen

atom in the surrounding water molecules during the trajec-

tories and at the surface hopping events as well as at the

excited-state minima and the conical intersections, but the

resulting differences seem too small to be conclusive (see ESIw
for detailed data).

4.3 Accuracy issues

Since the current work is based on the semiempirical OM2/MRCI

method, it is worthwhile to comment on its accuracy and

reliability. This has already been done in some detail in our

recent work on adenine in water,46 and therefore we only

present some brief remarks here on the general performance of

Fig. 7 Norms of the S1 gradient components perpendicular to the

molecular plane at atoms O6 and N2, respectively, for GUA in the gas

phase (squares) and in aqueous solution (stars).

Table 4 Norms of the S1 gradient components perpendicular to the
molecular plane at atoms O6 and N2, respectively, for GUA in the gas
phase and in aqueous solution, given in kcal mol�1 Å�1

Gradient at Gas phase Aqueous solution

N2 6.77 7.47
O6 5.00 10.25
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OM2/MRCI in excited-state calculations, before addressing

the present target system (GUA in water).

We have performed extensive benchmark calculations on

the electronically excited states of medium-sized organic mole-

cules to examine the performance of various state-of-the-art

electronic structure methods.60–63 These studies show that it is

very difficult to accurately describe the excited-state properties

of such molecules. Compared with our theoretical best esti-

mates for vertical excitation energies, standard published

CASPT2 calculations gave mean absolute deviations (MAD)

of about 0.3 eV.60,63 The errors of the TDDFT results

depended on the chosen functional, of course, with MAD

values typically in the range of 0.3–0.5 eV.61 Among the tested

semiempirical methods, the orthogonalization-corrected

approaches such as OM2/MRCI showed the best performance,

with MAD values of 0.4–0.5 eV, while being orders of magni-

tude faster than standard ab initio and TDDFT methods.62

Generally speaking, OM2/MRCI thus seems to provide a

balanced compromise between accuracy and computational

cost, which justifies its application in excited-state work on

medium- and large-sized molecules. Of course, it is always

advisable to perform a specific validation for the target system

at hand; this has already been achieved in our previous study

on GUA in the gas phase, which showed the relevant OM2/

MRCI geometries and energies to be consistent with those

from high-level calculations.31

Considering our present target, GUA in water, we note that

our QM–MM results (QM = OM2/MRCI) for the vertical

excitation energies compare reasonably well with the values

obtained from higher-level QM–MM approaches (QM =

TDDFT, DFT/MRCI) and from calculations with continuum

solvation models (see Section 3.1).25,33,35 There is also reason-

able agreement with experiment: for typical snapshots, the first

two transitions are computed to lie between 4.40–4.53 eV

and 4.74–4.82 eV, respectively, while the experimental band

maxima are reported at 4.51 and 5.04 eV.15 Moreover, the

influence of the solvent on the oscillator strength is qualitatively

well reproduced at the QM–MM (QM = OM2/MRCI) level.

For gas-phase GUA, the oscillator strength of the S1 state (La)

is much larger than that of the S2 state (Lb).
31,32 In aqueous

solution, this is reversed since the S2 state (Lb) now has the

larger transition dipole moment, as shown by the present and

previous calculations33,35 as well as by experiment.21

For the excited-state dynamics, conical intersections are of

crucial importance. Here we can compare the OM2/MRCI

results for GUA only with other computational results in the

gas phase. Both OM2/MRCI and the applied ab initio methods

identify three minimum-energy S1–S0 conical intersection

structures (see Section 3.1). CI01b is always characterized by

an out-of-plane amino group, with the OM2/MRCI geometry

closely resembling the structures found at the CASSCF/

CASPT2 and MRCIS levels.26,28–32 In the case of CI01g, all

computational methods predict a strong out-of-plane displace-

ment of the carbonyl oxygen atom; the high-level methods also

give a significant distortion of the six-membered ring,26,28–30,32

more so than OM2/MRCI where this ring is closer to planarity.

At the OM2/MRCI level, CI01a shows a boat-like distortion of

the six-membered ring, with rather weak deformations of the

ring and the amino group,31 whereas there are more pronounced

distortions at the CASSCF/CASPT2 andMRCIS levels.29,30,32

Overall, there are thus a number of common qualitative

features in the computed S1–S0 conical intersection structures,

but also some distinct quantitative differences (see ESIw for

detailed data and graphical overlays of optimized structures).

A similar assessment is reached when we compare the results

from our OM2/MRCI dynamics simulations for gas-phase

GUA with those from a subsequent ab initio MRCIS/6-31G*

study.32 Both investigations agree that there is an ultrafast

S1–S0 internal conversion, with time constants of a few

hundred femtoseconds, and that the decay occurs mainly through

the CI01a and CI01b channels, which accounts for 95–100% of the

population transfer. Not surprisingly, there are however also some

quantitative deviations in the computed time constants and

branching ratios for gas-phase GUA (see Section 3.2).

On the basis of these comparisons, we believe that OM2/

MRCI provides a realistic description of the excited states of

GUA and of the topology of the relevant potential energy

surfaces. We note in this context that the QM–MM ground-

state optimizations of GUA in aqueous solution yield minima

with 6–7 water molecules hydrogen-bonded to GUA, in

reasonable agreement with recent ground-state AIMD

(BLYP) simulations of GUA in water64 (for more details see

ESIw). We believe that OM2/MRCI is capable of capturing the

effects of the surrounding solvent water molecules on the

excited-state dynamics of GUA in a QM–MM framework,

in analogy to our previous work on adenine in water.46

Technically, we can afford to treat the nonadiabatic dynamics

of such large solvated systems, using extensive sampling of

phase space and a large number of trajectory calculations,

because of the high computational efficiency of the OM2/

MRCI method (also in a QM–MM framework).

4.4 Comparison with experimental lifetimes

There is only one experimental study on the nonadiabatic

dynamics of GUA in aqueous solution,15 probably because of

the low solubility of GUA in water, which reports excited-state

lifetimes of GUA and its derivatives GUO and GMP between

4 and 5 ps.15 These rather long lifetimes reflect the limitations

of laser technology in earlier years so that it would be

misleading to compare them with our current results.

More recently, several groups have examined the non-

adiabatic dynamics of GUA derivatives in water using advanced

pump–probe laser systems.16–21 These studies targeted ribose

and monophosphate derivatives such as GUO,16–18 GMP,18,21

dGUO,19,20 and dGMP19,20 (see Table S4 of ESIw for a

detailed survey). They arrived at sub-picosecond S1 lifetimes

(0.4 ps–0.9 ps) that are somewhat longer than our calculated

average value for GUA in water (0.31 ps), but still of the same

order of magnitude. The discrepancy might partly be due to

the substituents at the N9 atom that are present in the

experimental work. We note in this context that gas-phase

na-AIMD (ROKS) calculations on the dynamics of 9-methyl-

substituted guanine gave lifetimes that are longer than those

obtained with the same technique for unsubstituted GUA50–52

(see also Table S4 of ESIw). Furthermore, upon introduction

of a monophosphate group (i.e. when going from GUO to

GMP or from dGUO to dGMP), the experimentally observed
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lifetimes increase by about 0.1–0.2 ps.18,19 In view of such

substituent effects, we consider our calculated value for the S1
lifetime of GUA in water as a reasonable estimate. Future

theoretical studies of substituent effects are desirable.

Finally, we mention again that na-AIMD (ROKS) simula-

tions of GUA embedded in 60 water molecules indicate that

the S1 lifetime of GUA in aqueous solution is ‘‘roughly twice

as long as for the gas phase’’ (i.e. of the order of 2 ps),36 which

is significantly larger than the present OM2/MRCI value of

0.31 ps and the quoted recent experimental values of 0.4 ps–0.9 ps

(see above). Since the na-AIMD (ROKS) estimate is based on

only 6 trajectories and thus statistically not meaningful,36 we

refrain from further comparisons.

5 Conclusion

We have investigated the nonadiabatic dynamics of 9H-GUA

in aqueous solution using a semiempirical QM–MM approach

(QM=OM2/MRCI, MM=TIP3P). We performed geometry

optimizations on a large number of snapshots to locate the

relevant ground-state and excited-state minima as well as the

conical intersections connecting them. Surface hopping trajec-

tory simulations were carried out to examine the deexcitation

mechanisms for returning to the ground state in detail.

The optimized geometries of GUA in water closely resemble

those in the gas phase, both for the minima and the conical

intersections. The electronic characters of the first three excited

singlet states do not change much at the OM2/MRCI level

when going from the gas phase to aqueous solution, although

there are notable solvent-induced shifts in the computed

vertical excitation energies (up to about 0.4 eV). Overall, the

results from these static OM2/MRCI-based calculations

are in reasonable agreement with the available ab initio and

experimental data.

In the dynamics simulations, we find ultrafast nonradiative

decay for GUA in water. The excited-state lifetime is 0.31 ps

for the trajectories starting from the S1 state. When starting

from the S2 state, the S2 - S1 and S1 - S0 internal conversions

take place with time constants of around 20 fs and 0.25 ps,

respectively. Compared with GUA in the gas phase, the over-

all decay is slightly faster in water. More importantly, the

S1 - S0 internal conversion is predicted to proceed via

different channels. In the gas phase, the dominant pathways

pass through the region of the conical intersections CI01a
(ring distortion) and CI01b (out-of-plane displacement of the

amino group), while CI01g (out-of-plane motion of the carbonyl

oxygen atom) does not play any significant role. In aqueous

solution, in contrast, the latter channel becomes dominant

according to our simulations, while the two former ones are

both suppressed and contribute less. This change in the

mechanistic scenario has been analyzed in terms of the topo-

logy of the excited-state surface and the influence of the

solvent water molecules.
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Carried out and analyzed the calculations of 9H -guanine in aqueous solution for
the evaluation of the ionization potential along the decay pathways.
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Excited-state dynamics of guanosine in aqueous
solution revealed by time-resolved photoelectron
spectroscopy: experiment and theory†

Franziska Buchner,a Berit Heggen,b Hans-Hermann Ritze,a Walter Thielb and
Andrea Lübcke*a

Time-resolved photoelectron spectroscopy is performed on aqueous guanosine solution to study its

excited-state relaxation dynamics. Experimental results are complemented by surface hopping dynamic

simulations and evaluation of the excited-state ionization energy by Koopmans’ theorem. Two alternative

models for the relaxation dynamics are discussed. The experimentally observed excited-state lifetime is

about 2.5 ps if the molecule is excited at 266 nm and about 1.1 ps if the molecule is excited at 238 nm.

The experimental probe photon energy dependence of the photoelectron kinetic energy distribution

suggests that the probe step is not vertical and involves a doubly-excited autoionizing state.

1 Introduction

Although DNA bases strongly absorb UV light, they are astonishingly
photostable, which is the basis for the photostability of DNA, itself.
The key to this photostability is their ultrafast, radiationless excited-
state decay, which involves non-adiabatic processes at conical inter-
sections. This general picture is widely accepted, although the
detailed relaxation processes of individual DNA bases are not yet
fully resolved. The excited-state relaxation of guanine (Gua) or its
derivatives has been investigated experimentally both in the gas
phase and the solution phase. In the gas phase, photoelectron
imaging1 and photoionization2,3 were used, while in the solution
phase transient absorption4 and fluorescence up-conversion5,6 were
the techniques of choice. With the recent development of time-
resolved liquid jet photoelectron spectroscopy, a new technique is at
hand for investigating the solution phase excited-state dynamics.We
have recently applied this technique to study the excited-state
dynamics of adenine and adenosine (Ade/Ado)7 as well as thymine
and thymidine (Thy/Thd)8 and demonstrated the potential of this
technique for investigation of the excited-state dynamics of solvated
molecules. In the present work, we investigate the excited-state
dynamics of guanosine (Guo), the nucleoside of Gua, by time-
resolved liquid jet photoelectron spectroscopy. The chemical struc-
tures of the relevant species are given in Fig. 1.

The optical absorption spectrum of Gua is dominated by two
bright pp* transitions usually labeled as La and Lb. There are
two dark states close to Lb in the gas phase, one of np* character
and one of ps* character. There is quite large variation between
different theoretical methods in describing how hydration
affects the individual electronic states (see ref. 9–11 and ref.
therein). Altogether, one can say that La is stabilized under
hydration, whereas the np* state is strongly destabilized. Most
methods predict Lb to be only weakly affected by hydration.

Several theoretical studies explored the excited-state dynamics
of Gua in the gas phase. All of these studies support the existence
of a barrierless pathway connecting the Franck–Condon (FC) region
and the conical intersection between S1 and S0. Several minimum

Fig. 1 Chemical structure of the DNA base guanine (Gua), its nucleoside
guanosine (Guo), and its nucleotide guanosine monophosphate (GMP). In
Gua and Guo, the missing groups are replaced by a hydrogen atom.
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energy structures were located at conical intersection seams for the
gas phase at different levels of theory.12–15 At the OM2/MRCI level,
one conical intersection (CIa) connecting the ground state with the
first excited state is found at 3.52 eV and has an 2E envelope
puckered structure of the six-membered ring with the C2 atom
being displaced out-of-plane (oop) and an increased C4–C5 bond
length15 (labelling of atoms according to Fig. 1). A similar structure
was found in ref. 14. In the second S0/S1 CI, which is located at
2.8 eV at the OM2/MRCI level (CIb), the NH2 group is strongly
displaced out of plane. The third S0/S1 CI located at 3.20 eV is
characterized by a strong oop displacement of the O6 atom
(CIg).

15 Similar structures were found at different levels of
theory.12–14 The same CIs with very similar structures were also
found in aqueous solution.9 The CIhyda is characterized by a
pronounced C2–N3 bond length elongation by 0.4 Å, CIhydb by
an oop displacement of the NH2 group by 801 and CIhydg by an
oop displacement of the carbonyl oxygen by 901. In aqueous
solution OM2/MRCI locates both CIhydb and CIhydg at 3.5 eV. No
value for CIhyda could be provided.

Surface hopping dynamics simulations in the gas phase
showed that relaxation proceeds mainly via CIa and CIb. Lan
et al. found 60% of the excited-state population to electronically
relax at CIa (190 fs lifetime) and 40% at CIb (400 fs lifetime).15

Barbatti et al. found also CIg contributing to the excited-state
decay: 5% of the excited-state population follows this relaxation
path, while 67% undergo internal conversion at a CI associated
with a pronounced ring deformation and 28% at a CI associated
with an oop displacement of the amino group, similar to CIb.

16

The situation is significantly different in aqueous solution:
Heggen et al.9 showed that the relaxation path connecting the
FC region with CIhydg becomes the most important one associated
with a lifetime of 265 fs or 216 fs for dynamics starting on
S1 or S2, respectively. In contrast, internal conversion through
CIhyda and CIhydb becomes suppressed. Hopping times associated
with those CIs are 343 fs (395 fs) and 441 fs (517 fs) for excitation
of S1 (S2), respectively. If S2, i.e. Lb, is excited, internal conversion
to S1 takes on average 21 fs. Due to the dominant relaxation at
CIhydg , the average excited-state lifetime of Gua is slightly shorter
in solution than in the gas phase.9 In solution, the excited-state
potential energy surface along the path toward the conical
intersection exhibits a very steep gradient in the FC region,
followed by a flat plateau. In these potential energy regions,
the molecule possesses an almost planar purine ring structure.
The flat plateau is connected to the conical intersection by a
barrierless pathway. Along this reaction path, the molecule loses
its planarity.4

Due to the non-volatility and the low solubility of Gua, there
are only very few experimental studies on Gua both in the gas
phase and in solution. For isolated Gua molecules, the time-
dependent photoion signal was measured by two groups. Kang
et al. found a monoexponential decay with a lifetime of 0.8 ps2

and Canuel et al. found a biexponential excited-state decay with
lifetimes of 150 fs and 360 fs.3 The longer lifetime was corrected
to 2.3 ps in a later work of the same group.17 The situation of
Gua is complicated as isolated Gua can exist in different rotameric
and tautomeric forms at room temperature. The biologically

relevant form is 9H-1H-amino-oxo guanine (1,9H-Gua) as
shown in Fig. 1. In the gas phase, only about 32% of the
Gua molecules are of this canonical form. Overall, there
are four different tautomers with abundances 41% in the
gas phase.18 The above-mentioned experiments were not
tautomer-selective and therefore, the lifetimes correspond to
the mixture of excited-state relaxation of different tautomers.
There are also two very recent studies on Guo19 and deproto-
nated dGMP�.1 Also here, several tautomers are present.
In dGMP� two contributions were found with lifetimes of
50 fs and 600 fs, respectively. Both lifetimes are assigned to
dynamics on the initially excited S1(pp*) state. The fast time-
scale is due to wave packet motion away from the FC region
and the second contribution is then assigned to internal
conversion. De Camillis et al. measured the time-resolved
photoion yield and focused on the different dynamics of
nucleosides compared to isolated DNA bases.19 They found
biexponential behaviour with the faster timescale being in
agreement with previous measurements on DNA bases.3 Inter-
estingly, the longer lifetime was found to be a factor of
2 smaller in the nucleosides than in the corresponding DNA
bases for adenosine, thymidine and cytidine. This was
explained by an additional relaxation path in the nucleosides
opened by a proton transfer through a sugar to base hydrogen
bond. Unfortunately, the data on Guo suffered from high
noise and the existence of several tautomers and rotamers
and the retrieved lifetimes for this molecule did not follow the
general trend of the other nucleosides. Instead, lifetimes of
230 fs and 2.3 ps were found, which are both in agreement
with lifetimes reported for isolated Gua.3,17 Hydration strongly
affects the tautomeric distributions of Gua and Guo. In aqueous
solution of Guo, only one considerably abundant tautomer, the
canonical 1,9H-Guo form, is found.20 The presence of the sugar
moiety is not expected to influence the energetics or dynamics of
the molecule, significantly.21,22

In the solution phase, the excited-state dynamics of Guo
and GMP was investigated by transient absorption and
fluorescence up-conversion.4–6,23 In transient absorption
experiments, Karunakaran et al.4 found three different life-
times after excitation at 266 nm and 289 nm: 0.2 ps, 0.9 ps and
2.5 ps. At 289 nm excitation is predominantly into S1, while
at 266 nm S1 and S2 are excited to approximately equal
fractions. S2, however, is discussed to decay to S1 much faster
than within 100 fs in line with simulations.9 Also, the motion
of the prepared wave packet away from the FC region is
discussed to be unresolved, i.e. occurring faster than on
a E100 fs timescale. The fastest lifetime is assigned to the
movement of the wave packet between two regions on the
potential energy surface, a planar plateau containing a planar
pseudominimum and the non-planar minimum. The 0.9 ps
lifetime is assigned to internal conversion between the non-
planar minimum of S1 and S0, while the long lifetime has been
ascribed to vibrational cooling of the ground state.4

Miannay et al. investigated the time-dependent fluorescence
upon excitation at 266 nm and found complex dynamics with
significant emission wavelength dependence. A global fit revealed
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also three different lifetimes of 0.16 ps, 0.67 ps and 2.0 ps.6 These
lifetimes are assigned to complex non-exponential dynamics on
the S1 potential energy surface, i.e. the longest observed lifetime is
not due to vibrational cooling of the ground state. The strong
emission wavelength dependence of the fluorescence dynamics
was very surprising and has not been observed in any other DNA
base, before.6

2 Experimental

A 1 mM aqueous solution of Guo, buffered at pH 8 (1 mM
tris(hydroxymethyl)-aminomethane (TRIS) and hydrochloric
acid (HCl)) is investigated in a liquid jet of about 10 mm
diameter. At this pH value, Guo is neutral and the canonical
form is the only significantly abundant tautomer present in
solution. 30 mM sodium chloride (NaCl) is added to prevent
electrokinetic charging of the liquid jet.24 The experimental
setup has been described in great detail elsewhere.25 Briefly, a
regeneratively amplified Ti:Sa laser system delivers 40 fs pulses
at 800 nm. One part of the laser output is used to generate
266 nm (4.66 eV) pulses by sum frequency generation in BBO
crystals. The remaining part of the laser output is used to pump
an optical parametric amplifier (TOPAS, Light Conversion)
which delivers pulses between 238 and 248 nm (5.21 and 5.00 eV,
respectively). The UV pulses are attenuated to 80–95 nJ for the
pump–probe experiment. Guo absorbs strongly at all wavelengths
used in the experiment. While at 266 nm, both states, La and Lb are
excited to about the same extent, at 238–248 nm we excite mainly
into the Lb band.4 However, our temporal resolution (200 fs cross-
correlation width) is not sufficient to observe the sub-100 fs transi-
tion from Lb to La. Hence, the observed dynamics should be
dominated by the relaxation on the La surface. Due to the ability
to excite the molecule at both, the pump and probe wavelength,
we expect to observe dynamics in both temporal directions.

The pulses are focused onto the liquid jet to focal spot sizes
of about 100 mm. A chopper in each beam allows us to measure
the one-color multi-photon signals separately (pump-only and
probe-only) and subtract them from the two-color signal on a
pulse-to-pulse basis.

Photoelectrons are collected and analyzed by a magnetic-
bottle type time-of-flight spectrometer.

Guo and TRIS were purchased from Sigma-Aldrich Co. and
sodium chloride from Merck. All substances were used without
further purification. The sample solution was prepared using
demineralized water (residual conductivity 0.25 mS cm�1). At
the given pulse intensities, sodium chloride does not contri-
bute significantly to the photoelectron spectra.7

3 Computational

Starting from the trajectories described in ref. 9 we evaluated
the time evolution of the ionization potential of 9H-Gua in water
after excitation of the lowest excited singlet state (S1). As in our
former dynamics study, we used the semi-empirical OM2/MRCI
method26,27 as implemented in MNDO99.28 Details regarding

the computational method are given in ref. 9. The present
calculation of the ionization potential is based on Koopmans’
theorem, i.e. neglecting orbital relaxation and correlation effects
(see ESI† for details and justification). We performed restricted
open-shell OM2-SCF calculations for the lowest open-shell
singlet state (S1) of 9H-Gua in water (two singly occupied
orbitals). The first ionization potential was determined from
the energy of the highest singly occupied orbital (with appro-
priate two-electron corrections). In total, 130 trajectories from
our previous dynamics investigations were suitable for detailed
analysis of the ionization potential. In time steps of 10 fs,
single-point calculations were performed for each trajectory
and the ionization potential was computed as indicated above.
As the ionization potential of the S1 state is relevant for
comparison with experiment, no further single-point calcula-
tions were done when the system had hopped to the ground
state. Therefore the number of trajectories considered for the
computation of the ionization potential declines with time. In
the previous study, two different setups were chosen to start the
excited-state decay dynamics: the system was either directly
excited to the first excited state or to the second excited state
(which then very quickly decays to the first excited state). 47 (83)
trajectories correspond to the former (latter) case.

As we will show in the results section, our data provide
evidence for a non-vertical probe transition. To estimate the
accessibility of doubly-excited electronic states in Gua we
carried out CASSCF calculations on representative geometries
obtained from surface hopping dynamic simulations of Gua in
aqueous solution9 followed by the MRCI procedure. For these
estimates, the solvent molecules were omitted. We used the
aug-cc-pVTZ basis set. In principle, an accurate description of
doubly excited states embedded in the ionization continuum is
not possible, because they are coupled to the neighboring
ionized states – leading to a decay of the former. As we will
not attempt to determine the lifetime of the autoionizing states,
we artificially reduce the active space of the CASSCF calcula-
tions to avoid the penetration of ionized states. Thus, the active
space of the state-averaged CASSCF treatment consists of the
HOMO, LUMO and LUMO+1 orbitals (two electrons in three
orbitals) ensuring that the four lowest states were S0, S1, S2 and
the lowest doubly excited state. We have also tested the inclu-
sion of the HOMO�1 orbital into the active space, but in this
very expensive treatment the results did not change, remark-
ably. Further test calculations show that the next higher doubly
excited state is energetically too high to be reached by a one-
photon probe step. Consequently, we can restrict ourselves to
the lowest doubly excited state.

4 Results

In Fig. 2A–C (colormap), the measured time-resolved photo-
electron spectra of Guo are shown for different pump and
probe wavelengths. At positive delay times the molecule is
excited by 266 nm pulses (4.66 eV) and the probe wavelength
is 248 nm (A, 5.0 eV), 243 nm (B, 5.1 eV) or 238 nm (C, 5.2 eV).
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For negative delays, the pulse sequence is opposed. At first
glance, the plots look quite indifferent: in all cases, we observe
a broad photoelectron distribution at time zero peaking at
about 0.7 eV and covering the full energy range between 0 and
2.5 eV. With increasing delays, this broad distribution seems to
shift toward about 0.5 eV and becomes more narrow. At longer
delays, also negative pump probe signal is observed which we
assign to dead time effects of the MCP detector. Very surprisingly,

photoelectron distributions at negative delays nearly mirror those
at positive delays (see Fig. S1, ESI†29). This is in contradiction to
expecting a shift of the photoelectron distributions toward lower
kinetic energies according to the probe photon energy difference.
A similar behaviour as in Guo has not been observed in any other
system we have studied so far and deserves a detailed discussion
subsequent to the description of the experimental and theoretical
results.

Fig. 2 Time-resolved photoelectron spectra of Guo excited and ionized at different photon energies: A, D, G, J: 4.66 eV + 5.0 eV, B, E, H, K: 4.66 eV +
5.1 eV, C, F, I, L: 4.66 eV + 5.2 eV. A, B, C: raw data (color map) and fit (contour lines); one-color signal has been subtracted. D, E, F: residuals (color map)
and fit (contour lines). G, H, I: population dynamics obtained from the global fit. Dots mark energy-integrated raw data. The red line is the sum of the
individual population dynamics. J, K, L: decay-associated spectra (same color code as for the population dynamics). Provided error bars are retrieved
from the w2 fitting procedure.
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Following previous experimental observations of Guo in
aqueous solution,4,6 we performed a global analysis of the
time-dependent photoelectron spectra, assuming a sequential
population of different regions on the S1 surface followed by
internal conversion to the ground state. This model involves
two rate constants. However, we want to stress that we do not
have certain defined states in mind but rather use this
bi-exponential description to model a continuous evolution of
the wave packet on S1. We did not consider dynamics on
S2 because we expect this higher excited state to decay to S1
within our temporal resolution. Therefore, the dynamics of two
populations in either delay direction are considered: one is
exponentially decreasing at rate k1, the other one exponentially
growing at rate k1 and decaying at rate k2. We have introduced a
factor g in the rate equation accounting for structure-dependent
ionization cross-sections, i.e. different probabilities to ionize
the excited molecule in the two different regions of the S1
surface. On the other hand, the factor g may also account for a
branching of the relaxation path, i.e. one part of the excited
population returns to the ground state with a rate k1 while the
remaining part of the population persists longer in the excited
state. This might be the case, if, depending on the initial
geometries, only part of the wave packet gets close to the
conical intersection at first instance, while the trajectories of
the remaining part are more extended until they also encounter
the conical intersection. The rate equations and their solution
is given in the ESI.†29 The cross-correlation width (200 fs fwhm)
and the temporal origin t0 were independently determined
from nonresonant two-color photoelectron signal of gaseous
nitric oxide (NO) and buffer solution. The amplitudes of the
two exponentials for every kinetic energy determine the decay-
associated spectra (DAS). Details on the fitting procedure are
given in the ESI.† 29

The resulting fit is shown as contour lines on top of the data
in Fig. 2A–C. The corresponding residuals of these fits are
shown in Fig. 2D–F (colormap). For comparison, the fit contour
lines are displayed on top of the residuals, too. The model fits
the data very well, no systematic residuals are apparent. Never-
theless, we note that the data can be equally well fitted by
assuming a model with a parallel relaxation path. The popula-
tion dynamics (G–I) and DAS (J–L) retrieved from the global fit
are displayed as well.

The fit results are summarized in Table 1. For dynamics in
positive delay direction, we find a shorter lifetime of about
290 fs and a longer one of about 2.3 ps. In negative delay
direction, faster dynamics are observed: the shorter lifetime is
about 50 fs, the longer one is about 1.1 ps.

For all pump and probe wavelength combinations, we find
g E 0.3. As already discussed before, this might be due to
structure-dependent ionization cross section, i.e. ionization
of the excited molecule is initially about 3 times more likely
than at later times. On the other hand, it may also indicate that
there is a branching in the relaxation path and 70% of the
population decays to the ground state with rate k1 and only 30%
remain in the excited state for longer. From the comparison of
signal at negative and positive delay times, conclusions on the

wavelength dependent ionization cross-sections are possible.
The signal ratio is given by

Aþ
A�

¼ aGSð4:66 eVÞ
aGSð5:0� 5:2 eVÞ

aESð5:0� 5:2 eVÞ
aESð4:66 eVÞ ; (1)

where aGS is the absorption coefficient of the ground state
molecule and aES is the absorption coefficient of the excited
molecule. The ground state absorption of Guo is well known.30

We have evaluated only the signal associated with the slower
decay because this is less sensitive to the particular fit para-
meters. For the individual photon energy combinations we find
A+/A� to be 0.46 (4.66 eV/5.0 eV), 0.7 (4.66 eV/5.1 eV) and 1.04
(4.66 eV/5.2 eV) and deduce excited-state absorption coefficient
ratios aES(4.66 eV)/aES(5.0–5.2 eV) of 1.7 (5.0 eV) and 1.3
(5.1–5.2 eV).

The DAS are presented in Fig. 2J–L. In addition, we compare
the normalized DAS obtained for the different pulse sequences
at different wavelength combinations in the ESI,† Fig. S1. As
already evident from the data we find also the DAS to be nearly
independent of the pulse sequence. Any differences between
the spectra associated with a given decay obtained with a given
photon energy combination are much smaller than the probe
photon energy difference, i.e. 0.34–0.54 eV. There are some
differences for the spectra associated with the fast decay which
we mainly assign to limits of the global fitting and inaccuracy
of the independent determination of cross-correlation width
and temporal overlap.

Fig. 3 shows the time-dependent ionization energies calcu-
lated from Koopmans’ theorem averaged over all different
trajectories for Gua. No significant difference was observed
for different groups of trajectories (as characterized by the
respective hopping geometries). We observe that the average
ionization potential of the S1 state quickly rises from an initial
value of about 3–4 eV to a value in the range of 5–6 eV, typically
within 50 fs. We attribute this to fast initial dynamics in the S1
state, with concomitant stabilization. An association with the
steep gradient of the S1 surface in the FC region seems obvious.
At t = 0, we find a S1 ionization energy of 3.54 eV which can be
used for calibration against experimental data. With an applied
shift of �1 eV we find very good agreement with our experi-
mental data (cf. Fig. 3b).

Table 1 Retrieved timescales for the excited-state relaxation of aqueous
Guo obtained for different pump and probe photon energies. Additionally,
the relative intensity g of the fast and slow contributions is given. Provided
uncertainties are retrieved from the w2 fitting procedure

Pump/eV Probe/eV tfast/fs tslow/ps g = Aslow/Afast

Positive
delays

4.66 5.00 380 � 40 2.4 � 0.3 0.32
4.66 5.10 260 � 60 2.3 � 0.4 0.34
4.66 5.21 250 � 20 2.1 � 0.1 0.42

Negative
delays

5.00 4.66 40 � 10 1.1 � 0.1 0.24
5.10 4.66 60 � 30 1.1a 0.34
5.21 4.66 60 � 10 1.0 � 0.1 0.29

a This lifetime was kept constant.
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Besides the time-dependent ionization energies we also
retrieve the time-dependent population of the S1 state from
our calculations, which is also shown in Fig. 3a. The computed
lifetime is 314 fs for Gua which is significantly shorter than the
experimentally observed ps lifetime for Guo. In a previous work,
these deviations were suggested to be due to the different
substituents at the N9 position.9

5 Discussion

In the following we suggest two alternative interpretations of
the observed dynamics. One follows the interpretation of recent
experimental work on aqueous Guo or GMP:4,6 The first com-
ponent is ascribed to the wave packet in the FC region that
quickly relaxes due to initial dynamics on the S1 surface
concomitant with a fast rise of ionization energy. The second
component is assigned to the wave packet evolving from the flat
plateau to the conical intersection. In this region, no significant
dependence of the ionization energy on the reaction coordinate
(or time) is observed. We assign the decay of this component to

the internal conversion to the ground state at the conical
intersection. The S1 lifetime is therefore B2.1–2.4 ps for
excitation at 4.66 eV and 1.0–1.1 ps for excitation at 5.2 eV.

However, our finding that only 30% of the initially excited
population is observed in the longer-lived signal allows also an
alternative interpretation. As already indicated before, it is
conceivable that (depending on the initial geometries) only a
part of the wave packet (70%) quickly encounters the conical
intersection (with rate k1 = (290 fs)�1), while the remaining part
is too far away in phase space and needs more time to explore
the potential energy surface and to find the conical intersection
(rate k2 B (2.3 ps)�1). Further indirect support comes from
the recent work of De Camillis et al.19 in conjunction with our
simulation. They found significantly faster dynamics in the
nucleosides with respect to the bases for adenine, thymine and
cytosine. Their guanine results however suffered from more
noisy data and the presence of different tautomers in the gas
phase. If we nevertheless presume a general mechanism for all
DNA bases, i.e. a charge-transfer state opening a new relaxation
route, the dynamics should be faster (not slower) in Guo than
in Gua. Therefore the simulation results should represent an
upper limit for the excited state lifetime of Guo. Indeed, the
observed lifetime in the simulation of 314 fs is in very good
agreement with rate k1.

It is interesting to compare the observed dynamics in water
with those of isolated molecules. De Camillis et al. retrieved
lifetimes which are in very good agreement with our results,
both for the fast and slow component, indicating that the
solvent environment does not have a huge influence in this
case and dynamics is governed by internal degrees of free-
dom.19 However the error bars are quite large and the sample
was a tautomeric and rotameric mixture in their work. For this
reason, a direct comparison of the two different experiments is
difficult. Chatterley et al. performed similar experiments as we
did on isolated dGMP�, i.e. they measured photoelectron spectra.
They observed somewhat faster dynamics (50 fs/600 fs) than we
did (290 fs/2300 fs), but the interpretation is very similar to the
first interpretation that we suggested: the fast timescale is due to
wave packet motion away from the FC region, while the second
component is due to internal conversion. This assignment was
motivated by the similarity of timescales as observed for hydrated
dGMP�. Nevertheless, a branching of the trajectories can likewise
explain the observations.

In the following we will further discuss our data in the frame
of the first interpretation provided for the observed dynamics
(no branching). We emphasize, however, that the second inter-
pretation would lead to the same conclusions. We will now turn
the discussion to the nearly identical decay associated spectra
for the different pulse sequences. As discussed in the literature,4,9

we expect to observe dynamics in the S1 state for either pump
pulse. For vertical ionization we do expect to observe photo-
electron kinetic energy distributions that reflect the differences
in probe photon energy. This is apparently not the case here.
Assuming, that the ionization cross section does not depend on
the probe photon energy in a very peculiar way, the results
suggest that either dynamics is observed in different states

Fig. 3 (a) Time-dependent ionization energy of the S1 state calculated
from Koopmans’ theorem (black) and S1 state population (red). (b) Com-
parison between computational and experimental results (4.66 eV +
5.2 eV). Computational results (black) were shifted by �1.0 eV to match
the experimental values (contour plot). To account for the limited time
resolution, the time-dependent calculated ionization energies were con-
volved with a Gaussian of 200 fs FWHM (blue).
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(i.e. S1 and S2) or the transition in the probe step is not vertical
for at least one of the two pulse sequences. There is no reason
to question the interpretation from previous experiments and
simulations that there is an ultrafast population transfer from
S2 to S1 within a few tens of fs. Therefore, we have to refuse that
the probe photon absorption is accompanied by a vertical
transition to the ionic state. We suggest the existence of a
metastable electronic state, embedded in the ionization con-
tinuum. According to our hypothesis, the same vibronic levels
of this electronic state are populated, irrespective of the
sequence of the two light pulses. We suppose that this meta-
stable state is a doubly excited one, characterized by a simulta-
neous excitation of two valence electrons, (p*)2, decaying
vertically to the ionic ground state D0, where the kinetic energy
of the ejected photoelectrons is given by the difference of the
doubly-excited-state potential energy and the ground-state ion
potential energy.

These two situations, ionization via a doubly-excited state
and direct ionization are sketched in Fig. 4. The pump pulse of
a given photon energy prepares the molecule in the electro-
nically excited S1 state with a certain amount of kinetic energy
stored in different vibrational modes. This excess energy can
be distributed among further vibrational modes via intra-
molecular vibrational redistribution (IVR) or released to the
solvent via intermolecular energy transfer (IET). There is not
much known about the vibrational cooling dynamics in the
excited S1 state of neutral Guo, because it is superimposed by
the very fast internal conversion to the ground state. However,
in protonated GMP vibrational cooling dynamics in S1 takes
about 3 ps.31 We can assume, that this dynamics is similar in
the neutral molecule, i.e. slower than internal conversion, and
that there is no significant redistribution of excess vibrational
energy in the course of excited-state relaxation. Transition
to the doubly-excited state cannot be vertical for both pulse
sequences. The vibrational energy distribution of the molecule
in the doubly-excited state is not necessarily the same as for the

molecule in the S1 state. If the doubly-excited state was not
involved, the photoinduced transition to the ionic ground state
would be vertical and the vibrational energy distribution of the
molecule in the S1 state would remain in the ion. The photo-
electron kinetic energy is then the difference of absorbed probe
photon energy and the potential energy difference between the
S1 and D0 state. On the basis of a simple model (one- and three-
dimensional harmonic oscillator), the behaviour of the photo-
electron spectrum is compared for auto- and direct ionization
in the ESI.† 29 Our ab initio calculations show that, except for
t = 0, in all investigated geometries the lowest doubly excited
state is located in an accessible energy range above S1 and is
nearly parallel to it (deviations not larger than 0.5 eV). Investi-
gating the electron configuration of this doubly excited state,
we found that for all geometries the predominant contribution
(495%) is of (p*)2 character. In the ESI,† 29 this orbital is shown
and compared with the HOMO. The transition dipole moment
for the excitation of the doubly excited state from S1 is compar-
able to or even larger than that of the S0–S1 transition. This
means that, in principle, the cross section for excitation of the
doubly-excited state is sufficiently high. Of course, in a more
detailed probe absorption treatment, interference effects
between discrete and continuum states have to be considered,
leading to Fano spectral features.32 Such fingerprints of the
doubly-excited state were not observed in our experiments,
presumably, because of the remarkable spectral broadening
due to vibronic substructure and the water environment. In most
cases the doubly-excited state is energetically locatedB 0.5–1.5 eV
above the ionization limit, i.e. explaining the observed photo-
electron kinetic energies. Detailed results of the calculations
are provided in the ESI.† 29

If ionization occurs via the doubly-excited state as we
suggest, the observed kinetic energies are given by the difference
between the doubly-excited and the ionic state. The binding
energy of the initially excited S1 state is generally not reflected in
the data. So, the question arises, why the calculated S1 ionization

Fig. 4 One-dimensional sketch of potential energy surfaces and the photoionization processes in the presence of a doubly-excited state 2xEx (a) and in
its absence (b). Blue and violet arrows represent the two different photon energies. Different green arrows represent photoelectron kinetic energies for
the two different pulse sequences.
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energies are fitting the data so nicely. From our calculations we
suggest that the doubly-excited-state potential energy depends
similarly on the reaction coordinate as the S1 state, i.e. the S1
binding energy differs from the difference of doubly-excited and
ionic potential only by a nearly constant value.

While the kinetic energy distribution may not contain direct
information about the S1 potential energy surface, the time-
dependent photoelectron signal clearly reflects excited-state popu-
lation dynamics together with structure dependent excited-state
absorption cross-sections. We found faster dynamics when the
molecule was excited at 5.0–5.2 eV than at 4.66 eV. This can be
discussed in different ways:

(a) Accelerated dynamics due to higher excess energy

Excitation at higher photon energies prepares the excited state
with higher vibrational energy. This generally leads to faster
dynamics. For pump wavelengths of 266 nm and 287 nm, how-
ever, no significant difference in the dynamics was observed.4

Nevertheless, the situation may be different at 238 nm, which is
also indicated by surface hopping dynamics simulations. They
yielded slightly faster excited-state decays after initial excitation of
S2 than of S1.

9

(b) Faster dynamics due to accessibility of additional relaxation
pathways

Due to the higher excess energies in the excited state, new
relaxation pathways may open.6

(c) Limited FC windows for ionization

At negative delays the excited state is probed with 4.66 eV
photons, i.e. at lower energy than at positive delays. If the energy
gap between excited and ionic state increases above the probe
photon energy, the excited state becomes invisible for the probe
pulse in photoelectron spectroscopy. This point is reached faster
for a smaller probe photon energy, i.e. the observed dynamics
seem to be faster.

In the presence of the doubly-excited state, point c is not
relevant, because the accessibility of the final state is only given
by the total absorbed photon energy.

Our retrieved timescales compare well with timescales found
in transient absorption and fluorescence up-conversion.4,6 How-
ever, in contrast to fluorescence up-conversion and transient
absorption we only need two components to satisfactorily
describe our data. We want to stress that we do not intend to
assign these two lifetimes to defined states on the S1 potential
energy surface but rather use them to describe a continuous
evolution of the excited wave packet. We also want to note that
in agreement with fluorescence up-conversion our data suggest
that the longest observed timescale is due to dynamics in the S1
state, most likely related to S1 population decay due to internal
conversion, and does not reflect ground state cooling.

It is interesting to investigate the DAS in more detail. At first
glance it is striking, that the photoelectron spectrum is initially
very broad (FWHM of the first component is 1.5 eV) and
becomes significantly more narrow at later times (FWHM of
the second component is 1.0 eV). This may at first be surprising

since the wave packet is expected to spread out on the flat S1
surface which could be expected to transfer into very broad
photoelectron spectra. However, we will show that the particular
potential energy landscape for Guo/Gua readily explains this
observation. The wave packet in S1 is prepared by the pump
pulse where the vibrational ground state wavefunction is pro-
jected onto S1. In the FC region, the S1 potential energy surface
possesses a very steep gradient and we suggest that this is also
the case for the doubly-excited state; i.e. in this region, ioniza-
tion energies of S1 as calculated from Koopmans’ theorem and
potential energy differences between the doubly-excited and the
ionic ground state have very different values. This transfers into
a very broad distribution of resulting photoelectron kinetic
energies. This very steep potential gradient in the FC region
of the S1 state leads to a very fast stabilization of the excited
state within about 290 fs (in case of 4.66 eV excitation). This is
sketched in Fig. 5. On the other hand, our calculations show,
that after this initial stabilization the ionic potential along the
reaction coordinate is parallel to the S1 and the doubly-excited-
state potential. Therefore, even a strongly broadened wave
packet will lead to a narrow photoelectron band. The observed
width of 1 eV is typical for hydrated species and mainly caused
by inhomogeneous broadening due to very different local solva-
tion structures.33,34

6 Conclusion

We have investigated the excited-state relaxation in aqueous Guo
by time-resolved photoelectron spectroscopy. Dynamics were

Fig. 5 Schematic potential energy curves of Guo in water. The pump
pulse launches an excited-state wave packet (orange) in the Franck–
Condon region (grey) of the populated S1 or S2 (not shown) state. The S2
state decays within the time resolution into S1. The time-dependent S1
ionization energy (along the relaxation path) is nearly constant besides a
sharp initial rise, leading to the sketched ionic potential curve D0. Around
the temporal overlap of both pulses, the steep gradient of the excited state
in the FC region is mapped into a very broad photoelectron kinetic energy
distribution (light green). With increasing delays, the wave packet dephases
and spreads on the excited-state potential. Ionization in the flat region of
the S1 potential leads to a more narrow distribution of photoelectrons due
to the parallelity of the doubly-excited 2xEx state and D0.
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initiated by pulses at 266 nm, 248 nm, 244 nm or 238 nm on the
S1 or S2 potential energy surface. The S2 - S1 transition was not
resolved in our experiments and the data therefore reflects
dynamics in the S1 state. In agreement with our surface hopping
dynamic simulations, the photoelectron spectrum rapidly shifts
towards smaller kinetic energies until it stabilizes at a kinetic
energy of about 0.5 eV. The spectrum also narrows significantly.
We have suggested two alternative interpretations of the
observed dynamics. The first one follows the interpretation of
recent experimental results of hydrated Guo and GMP.4,6 The
fast shift is assigned to initial dynamics in the S1 state:
relaxation from the steep FC region to the rather flat plateau
occurs in about 290 fs if dynamics are initiated by 266 nm
pulses. This is followed by a slower signal decay withinB 2.3 ps
which we assign to internal conversion at a conical intersection.
We have observed that only 30% of the initially excited popula-
tion contributes to the signal of the slower decaying component.
This might be due to structure-dependent ionization cross sec-
tion. On the other hand, this finding can also suggest an
alternative interpretation: the dominant part (70%) of the
initially excited population encounters the conical intersection
with the ground state very fast and gives rise for the observed
decay rate k1 = (290 fs)�1 in agreement with the S1 lifetime
observed in our simulation, while the remaining part of
the initially excited population (30%) follows more extended
trajectories in phase space and needs more time to encounter
the conical intersection. This part of the population gives rise to
the observed second decay rate k2 = (2.3 ps)�1. More investiga-
tions are needed to decide in favor of one or the other relaxa-
tion model. Time-resolved photoelectron imaging experiments
allowing to also measure the angular distribution of the photo-
electrons may be one promising technique to solve this
problem.35 As it was shown theoretically for NO2

36 such mea-
surements may allow to obtain a clearer picture of ionization
channels near a conical intersection. However, it is currently
not possible to apply this technique to highly volatile samples.

Interestingly, our photoelectron kinetic energy distributions
show that the probe step is not vertical, i.e. the measured
photoelectron kinetic energy distributions do not depend on
the probe photon energy in the range applied here. We suggest
that this is due to population of a doubly-excited state in the
probe step which rapidly decays via autoionization. These
results show that in time-resolved photoelectron spectroscopy
the photoelectron kinetic energy distributions can be domi-
nated by intermediate transients even in a one-photon probe
step and that the analysis and discussion of such data requires
great care. In diatomic molecules, doubly-excited autoionizing
states have been investigated and studied in some detail.37,38

To the best of our knowledge this is not the case for larger
molecules.
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Chem. Phys., 2013, 15, 11402.

8 F. Buchner, A. Nakayama, S. Yamazaki, H.-H. Ritze and
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34 A. Lübcke, F. Buchner, N. Heine, I. V. Hertel and T. Schultz,
Phys. Chem. Chem. Phys., 2010, 12, 14629.

35 P. Trabs, F. Buchner, M. Ghotbi, A. Lübcke, H.-H. Ritze,
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Computation of ionization potential

In the present work, we have evaluated the first ionization potential of 9H-

Gua in water for several thousand geometries (130 trajectories, up to 90

points per trajectory) in order to compare with the experimental data (see

Figure 3 of the main paper). Our guideline in selecting a computational

method for this purpose was to be consistent with the approach used to

generate the trajectories (OM2/MRCI) and to apply the simplest treatment

that is expected to be realistic. Therefore, our first choice was to apply

Koopmans’ theorem. At this level, the ionization potential is evaluated

by molecular orbital (MO) theory assuming that the MOs do not change

during ionization. For closed-shell systems, the ionization potential (IP) is

then equal to the negative MO energy: IPi = −ǫi. For restricted open-shell

treatments, the derivation yields additional two-electron terms that must be

included for proper application of Koopmans’ theorem. In our case (open-

shell singlet with two unpaired electrons in MOs i and j, ǫi ¿ ǫj , half-electron

treatment), the appropriate equation is: IPi = −ǫiJii/4Jjj/4 + 3Kij/2, with

J and K denoting the Coulomb and exchange integrals in the MO basis. This

is the equation applied in our calculations.

An obvious question is whether this approach is adequate for the pur-

poses of the present work (besides being simple and efficient for the very

large number of required IP evaluations). This can be checked by higher-

level calculations and by comparison with experiment.

Going beyond Koopmans’ theorem at the semiempirical OM2 level can

be done in two steps. First, one can carry out separate OM2 SCF calcula-

tions for the open-shell singlet excited state (S1) and for the doublet ground

state of the cation generated by ionization (D0) to account for orbital re-

laxation in the cation, which will cause the resulting OM2-∆SCF value of

the ionization potential to be lower than that given by Koopmans’ theorem.

In a second step, one can perform corresponding OM2/MRCI calculations

of the D0–S1 energy difference (using the same active space and the same

options as in the trajectory calculations) to include also differences in cor-

relation energy, which will generally raise the computed ionization potential

(since ionization removes one electron from the system). The corrections

from these two refinements will thus tend to cancel each other this is the

reason why ionization potentials determined from Koopmans’ theorem (KT)

2



IP(t = 0) / eV IP(t = 100) fs / eV Difference / eV

OM2-KT 3.57 5.06 1.49
OM2-∆SCF 3.48 4.87 1.39
OM2/MRCI 3.93 5.24 1.31
B3LYP/TZVP 3.39 4.42 1.03

Table 1: TABLE S1: Calculated ionization potentials of the S1 state of
9H-Gua.

are often more realistic than expected.

For a more quantitative assessment, we have computed the ionization

potentials of isolated 9H-Gua for two typical geometries taken from a repre-

sentative trajectory at time t = 0 and t = 100 fs using the three approaches

outlined above (OM2-KT, OM2-∆SCF, and OM2/MRCI). Those results are

summarized in Table S1. For comparison, we have also calculated the D0–

S1 energy difference of isolated 9H-Gua at these two geometries by density

functional theory (DFT) at the B3LYP/TZVP level (TDDFT for S1, UDFT

for D0).

Evidently, all approaches yield ionization potentials of roughly similar

magnitude, and they all predict a significant increase within the first 100 fs

of the excited-state dynamics.

Experimentally, this increase is clearly observed and is of similar mag-

nitude (see Figure 3 of the main paper). All approaches considered thus

agree with experiment in this crucial qualitative aspect. To achieve a more

quantitative fit, the OM2-KT values were calibrated against experiment

(uniform shift of -1.0 eV, see the main paper) which gave a very satisfac-

tory match with experiment (see Figure 3b of the main paper). To achieve

a better quantitative agreement without calibration, it would be necessary

to apply significantly more accurate computational methods (DFT at the

B3LYP/TZVP would not be sufficient for this purpose, see the results in Ta-

ble S1). This is beyond the scope of the present computational work, which

focuses on a qualitative understanding of the experimental observations. In

summary, these considerations and comparisons justify the application of

Koopmans’ theorem at the OM2 level to compute the time evolution of the

ionization potential of 9H-Gua in water during the excited-state dynamics.
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Abstract: Carbophilic catalysts that are based on AuI allow
a host of different nucleophiles to be added across various
p systems.[1–3] Although many of these reactions are thought to
proceed via gold carbenoids, the challenge to observe and
characterize these putative intermediates has basically been
unmet.[4] The current mechanistic interpretation therefore
largely relies on indirect evidence and computational data,
some of which are subject to debate.[5] In an attempt to fill this
gap, we pursued a potential route to gold carbenoids by formal
transmetalation of chromium or tungsten Fischer carbene
complexes with [LAu]+. Whereas this transformation proceeds
with exceptional ease as long as a stabilizing heteroelement is
present on the carbene center, it stops half-way in its absence.
Rather unusual bimetallic arrays are formed, which allow the
charge density to delocalize over several positions. The obvious
difficulty of releasing an “unstabilized” gold carbenoid has
potential mechanistic implications for the understanding of
p-acid catalysis in general.

Amongst the few pertinent experimental studies on gold
carbenoids known in the literature, a recent investigation by
Widenhoefer and co-workers is arguably of the highest
relevance.[6] For the first time, these authors managed to
observe the actual intermediate of a prototype enyne cyclo-
isomerization reaction by NMR spectroscopy; this intermedi-
ate resembles the cyclobutenyl resonance extreme 2a,b
rather than the cyclopropylmethyl form 2c (Scheme 1). This
observation validates an earlier mechanistic interpretation of
p-acid catalysis that implied a build-up of delocalized positive
charge density on the organic ligand.[1,7,8]

Other relevant data come from mass spectrometric
investigations of (substituted) gold benzylidene species and
their reactivity with various types of olefins.[9] Hammett
correlations suggest that the resonance form 4a significantly
contributes to their ground-state structure, although a final
conclusion as to whether the positive charge resides on carbon
or on gold (4b) could not be drawn (Scheme 1). These studies
also revealed that cyclopropanations of olefins by gold

carbenoids, though stereospecific, likely proceed in a stepwise
rather than in a concerted manner.

In a complementary approach, our group studied the
rearrangement of cyclopropene derivatives, which is known to
be an excellent entry point into the metal carbene series.[10]

On treatment with [(R3P)Au]NTf2 at �78 8C, substrates of
type 5 were transformed into discrete alkenyl gold complexes
6a that carry a charged ligand (Scheme 1). Surprisingly small
rotational barriers indicate that the carbene resonance
extreme 6b hardly contributes to the ground-state structure.
We had emphasized that the vinylogous oxygen substituents
in 6 might not be innocent, but favor build-up of positive
charge density on the ligand.[10,11] Subsequent computational
studies that were calibrated against our experimental data
confirmed that the carbene resonance extreme becomes more
significant as the oxygen substituents are replaced by alkyl
groups, and strong ancillary donor ligands L are chosen.[12]

Because of a peculiar three-center/four-electron bonding
situation, however, increased p-electron back-donation from
the metal to the ligand weakens the C�Au s-bond to the
extent that the overall bond order remains close to one.

Herein, we report further efforts to characterize germane
gold carbenoids that are devoid of stabilizing heteroelement
substituents. As the cyclopropene rearrangement had failed in
such cases,[11] a different entry was sought. Attempts at
reacting the diazo compound Ph2C=N2 with an appropriate
gold precursor were equally unsuccessful, affording only the
corresponding azine Ph2C=N�N=CPh2.

[13–15] We then turned
our attention to the carbene transfer method that is known to

Scheme 1. Experimentally observed “gold carbenoids” pertinent to the
mechanistic discussion of p-acid catalysis; for the sake of clarity, the
non-coordinating counterions are not depicted; L= two-electron-donor
ligand. E=COOMe; R,R=Me,Me or -(CH2)3-.
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work exceedingly well for the preparation of stabilized
Fischer-type carbene complexes of gold.[16–18]

Indeed, reaction of 7 with [(Cy3P)Au]NTf2 furnished 8 in
good yield (Scheme 2). Although the preparative experi-
ments were carried out at ambient temperature, NMR
spectroscopy revealed that this formal transmetalation pro-
ceeds even at �50 8C. As expected, the structure of 8 in the
solid state (see the Supporting Information)[19] shows that the
bond order of the C�Au bond (2.046(5) �) is very close to
one, whereas the C�OMe bond (1.289(6) �) is notably
contracted. This metric implies that the oxocarbenium
resonance form 8a is dominant.[20,21]

The remarkable ease with which this Fischer-type gold
carbenoid is formed stands in striking contrast to the outcome
of the attempted transmetalation of the diphenylcarbene
complexes 9 and 12, which were thought to provide the same
gold carbenoid 11 devoid of stabilizing heteroatom donors.
Yet, 11 could never be detected, irrespective of the ancillary
ligand L bound to the cationic gold reagent.

In the tungsten series, the only detectable products are
heteroleptic gem-dimetallic complexes of type 10, which form
rapidly even at �50 8C (Scheme 3). In CD2Cl2 solution, 10

(L= IMes) is stable at ambient temperature for hours before
it eventually decomposes,[22] and this complex even persists
under a CO atmosphere for more than two hours; the
tungsten fragment could not be removed, and hence, free 11
could not be released under any of the chosen conditions.

Crystals that are suitable for X-ray analysis could be
grown for twomembers of this series. The solid-state structure
of 10 (L= IMes) is representative (Figure 1).[19] The C�W
bond (2.1996(13) �) is only slightly longer than that in the
starting complex 9 (2.15(2)/2.13(2) �);[23] the C�Au bond
length (2.1445(13) �) is comparable to that in other gem-

metalated species.[24] The W···Au contact (2.7751(2) �) sug-
gests that the unusual hetero-bimetallic structure of 10 is
stabilized by an attractive force between the two metal
centers that is reminiscent of the well-known aurophilic
interactions in homoleptic gold clusters.[25–27]

A salient feature of 10 (L= IMes) is the almost planar
“carbene” center, even though the C�Au distance of
2.1445(13) � suggests that this site engages in four (rather
than three) bonding interactions. Likewise, the considerable
high-field shift of the carbene carbon atom from 326.5 ppm in
the tungsten precursor 9 to 262.6 ppm in 10 (L=PPh3),
together with a clearly discernible JC,P= 36 Hz, indicates that
the carbene site interacts with the coordinated gold fragment.
To consolidate these data, we assume that the bonding in 10 is
best described as a side-on complex of [LAu]+ onto the
p bond of the starting tungsten carbene, with moderate back-
donation of electron density from gold into the antibonding
orbitals of this entity. Overall, the complex seems closer to
a tungsten carbene bearing an h2-bound [LAu]+ unit, as drawn
in 10a, than to the resonance extreme 10b with a truly
bridging carbene site.[28]

The reaction of the corresponding chromium carbene
complex 12[19,29] with [LAu]+ at �50 8C primarily leads to the
same type of hetero-bimetallic complex 13, as deduced from
the characteristic spectroscopic signature (Scheme 4).[30] Yet,
this product rapidly converts into a more involved species 14
that retains the chromium carbonyl fragment but exhibits
only four CO ligands that are magnetically inequivalent.[31]

The bridging “carbene” center is strongly shielded [for L=

PCy3: 243.1 ppm (d, JP,C= 47 Hz)], and the ipso carbon atom
of one of the two arene rings resonates at unusually high field
(93.6 ppm); this latter phenyl group is locked, whereas the
second one rotates freely at temperatures ��30 8C.[32]

The unusual constitution is apparent from the structure of
complexes 14 (L=PCy3, IMes) in the solid state; the structure
of one of them is shown in Figure 2.[19] The Cr�C1 bond length
(1.994(3) �) is almost identical to that of the starting complex
12 (1.9877(12) and 1.9973(13) �; two independent molecules

Scheme 2. Preparation of a prototype Fischer gold carbenoid by metal
exchange. Cy=cyclohexyl.

Scheme 3. Attempted transmetalation of a tungsten carbene with
[LAu]+ affords hetero-bimetallic complexes 10 rather than the gold
carbenoids 11: 67% (L= IMes), 93% (L=PPh3), quant. (by NMR
spectroscopy; L=PCy3, PMe3). IMes=1,3-bis(2,4,6-trimethylphenyl)
imidazol-2-ylidene.

Figure 1. Structure of complex 10 (L= IMes) in the solid state; only
the cationic entity is shown, whereas the escorting [NTf2]

� and co-
crystallized solvent have been removed for clarity. For the entire
structure, see the Supporting Information.
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in the unit cell).[19] The carbene center is only slightly
pyramidalized by the additional contact with the gold atom;
the C1�Au distance (2.135(3) �) falls into the range observed
in related gem-bimetallic arrays.[24,25] The gold fragment is
notably slipped away from the chromium center, residing
almost perpendicularly over the carbene carbon atom (Cr1–
C1–Au1, 82.28(12)8).[33] The rather long Cr···Au distance
(2.7185(6) �) speaks for an only weakly attractive interaction
between the early- and late-transition-metal atoms.

The most unusual structural aspect of 14 is the contact
between the chromium and the ipso carbon atom of the
phenyl ring, which explains why this position is strongly
shielded, and why the arene cannot rotate. Although the
Cr1�C2 distance (2.281(10 �) is too long for an efficient
electronic communication, the interaction must be somehow
constructive, because it prevents the collapse of the complex
with release of the targeted free gold carbenoid 11, even
though one CO ligand has been spontaneously lost at �50 8C.

Qualitatively, this outcome can be rationalized as follows:
Side-on coordination of [LAu]+ deprives the Cr=C bond of 12
of a significant amount of electron density that is only partly

compensated by back-donation from gold into the antibond-
ing orbital (otherwise, rehybridization expressed by pyramid-
alization of C1 would be more prominent). The imparted
partial positive charge reduces the ability of the chromium
center to share its electrons with five electron-withdrawing
CO ligands. To counterbalance this deficit, one of them is
released and replaced by the best donor in vicinity, which
turns out to be the p lobe of the ipso carbon atom of the
adjacent aromatic ring. Although the electronic gain is likely
to be minute,[34] the formation of an unstabilized gold
carbenoid must be even less favorable. This interpretation
also explains why the reaction of [LAu]+ with the analogous
tungsten complex 9, which has a much higher core electron
density, does not result in loss of CO, but stops at the initially
formed pentacarbonyl complexes of type 10.

DFT calculations at the RI-BP86/def2-TZVP+D3 level
of theory substantiate the conclusions drawn from the
structural and spectral data.[35] The calculated and experi-
mental structures of 10, 13, and 14 are in excellent agreement;
likewise, the NMR shifts were well reproduced with the
B3LYP hybrid functional using an extended basis set and
added relativistic corrections. In case of 14 (L=PCy3),
fragment molecular orbital analyses show that the LUMO
of the gold entity accepts substantial electron density (ca. 0.45
electrons) from the HOMO and HOMO-1 of the {(CO)4Cr=
CPh2} fragment; nevertheless, the latter retains true carbene
character as evident from simultaneous s donation and
p back-donation. Thus, the overall bonding situation in 14 is
in fact best described as a chromium carbene that carries an
h2-bound, but visibly slipped, gold unit. Small Wiberg bond
indices suggest that the Au–Cr, Au–C1, and Cr–C2 interac-
tions are feeble. Likewise, natural bond order analysis and the
topological characteristics of the electron density confirm that
the ipso carbon atom, though remarkably shielded, is not
engaged in a significant bonding interaction with the metal
center.[35]

Our investigations confirm that gold-for-chromium car-
bene transfer is exceptionally facile, but only in the Fischer
carbene series. As soon as stabilization of charge density by
an adjacent heteroatom substituent is lacking, the trans-
metalation derails. Bimetallic complexes are formed instead,
which have little in common with the unstabilized gold
carbenoids that were invoked in many mechanistic discus-
sions of p-acid catalysis. At this point, such species basically
remain elusive from the experimental vantage point, as three
of the very best entries into carbene complexes so far failed to
deliver these species (diazo decomposition, cyclopropene
rearrangement, carbene transfer). Even the cyclobutenyl
intermediate 2,[6] as the example that comes closest to this
ideal, benefits from charge delocalization over several
positions of a non-classical cation.[1,7] In future studies, we
will strive to learn how much stabilization is necessary to
enable full characterization of a pertinent donor-free gold
carbenoid.

Received: October 10, 2013
Published online: November 27, 2013

Scheme 4. Attempted transmetalation of 12 with [LAu]+ also affords
hetero-bimetallic complexes, even though the chromium entity has to
abandon one of the CO ligands; the resulting complex 14 is stabilized
by charge delocalization over Cr, Au, the carbene center, and, to
a small extent, even one of the arene Cipso positions.

Figure 2. Structure of complex 14 (L=PCy3) in the solid state; only the
cationic entity is shown, whereas the escorting [NTf2]

� has been
removed for clarity. For the entire structure, see the Supporting
Information.
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Computational Section 

 

Computational Methods: 

Geometry optimizations were carried out using the BP86 functional1,2 in combination with the def2-

TZVP basis set.3 For the gold atom, the 60 inner-shell core electrons were replaced by an effective 

core potential (ECP) generated for the neutral atom using quasi-relativistic methods.4 The remaining 

explicitly treated electrons were described using the corresponding def2-ECP basis set. Additionally 

the empirical Grimme-type dispersion corrections were also incorporated using the latest 

parametrization (D3).5 The resolution of identity (RI) approximation6-8 was employed for efficient 

computation. This computational setup had already proved to be efficient and reliable for the study 

of gold complexes.9-11 The located stationary points were characterized as minima by evaluating the 

harmonic vibrational frequencies computed at the same level (RI-BP86/def2-TZVP+D3). These 

computations were performed using the TURBOMOLE suite of programs (version 6.3).12, 13  

In order to get insight into the electronic structure of the complexes, a Natural Population Analysis 

(NPA) was carried out at RI-BP86/def2-TZVP+D3 level. The Wiberg bond indices for selected bonds 

were evaluated at BP86/LANL2DZ level using the NBO code version 3.114 as implemented in the 

Gaussian 09 suite of programs.15 Additionally, a fragment analysis was performed using the 

Amsterdam Density Functional (ADF) program package.16-18 In this analysis, the complexes are built 

from user-defined fragments. The molecular orbitals of the fragments are expanded in terms of 

Slater-type orbitals (STOs), employing a triple-ζ basis set with one polarization function (TZP). The 

resulting symmetrized fragment orbitals (SFOs) are used as new basis functions to recompute the 

electronic structure of the complexes. These calculations were also corrected for relativistic effects 

using the zero-order regular approximation (ZORA) approach.19, 20  

The Atoms-in-Molecule (AIM) analysis21 was performed based on the geometries optimized at the 

BP86/def2-TZVP level (with an effective core potential for Au as described above). For the generation 

of the wave function, a single-point Gaussian 09 calculation was run (B3LYP/6-311+G** with SDD 

basis set and pseudopotential for Au). The AIM calculation itself was done by using AIMAll.22 The AIM 

analysis allows the identification of bonds between atoms based on the gradient of the electron 

density. The characteristic bond critical points are defined as saddle points where the gradient of the 

electron density is zero in all directions and its second derivatives are negative in two directions and 

positive in the direction of the bound atoms.21   

Isotropic chemical shielding constants were computed within the GIAO ansatz.23 Besides the GGA 

functional chosen for the optimization (BP86) we also applied the hybrid functional B3LYP as 

recommended.24 For calculations performed with Turbomole, a smaller basis had to be applied due 
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to technical reasons (def2-SVP for Au, C, H, O, P; def2-TZVP for Cr and C1, Cipso, C'ipso; corresponding 

core potential for Au). To include relativistic effects chemical shieldings were calculated using ADF as 

well (BP86/TZP, no core potentials). To perform calculations with larger basis sets, Gaussian 09 was 

employed choosing the SDD basis set and potential for Au and the 6-311+G** basis set for all other 

atoms. 
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Computational Results: 

We have applied Density Functional Theory (DFT) to study the electronic structure of complexes 13 

and 14 (see main paper). The optimized geometries of these complexes are illustrated in Figures S-7 

and S-8, respectively. They are in good agreement with the X-ray structures, as can be seen from the 

comparison of selected calculated and experimental geometrical parameters in Tables S-3 and S-4. 

 

Table S-3. Selected bond lengths in complex 14 [experimental (X-ray structure) vs. calculated (RI-

BP86/def2-TZVP+D3)]. 

bond bond length in Å 

experimental 

bond length in Å 

calculated 

Au-P 2.331 2.340 

Au-C1 2.136 2.171 

Au-Cr 2.718 2.720 

C1-Cr 1.993 1.979 

C1-Cipso 1.469 1.470 

C1-C'ipso 1.476 1.460 

Cr-Cipso 2.272 2.330 

 

Table S-4. Selected bond angles in complexes 13 and 14 at the RI-BP86/def2-TZVP+D3 level. 

angle 13 14 

P-Au-Cr 151.1 158.3 

P-Au-C1 157.7 155.7 

C1-Au-Cr 51.2 46.1 

Cr-C1-O 172.6 175.9 

CO-Cr-CO 169.3 85.7 

Cipso-C1-C'ipso 113.3 121.8 

Cr-C1-Cipso 127.1 83.6 
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Figure S-7 Optimized geometry of complex 13 at RI-BP86/def2-TZVP+D3 level. The hydrogen atoms 

are omitted for clarity (color code: black=carbon, violet=chromium, yellow=gold, red=oxygen, 

orange=phosphorous). Selected bond length (Å) and Wiberg bond indices (in parentheses) are also 

given.  

 

 

Figure S-8 Optimized geometry of complex 14 at RI-BP86/def2-TZVP+D3 level. The hydrogen atoms 

are omitted for clarity (color code: black=carbon, violet=chromium, yellow=gold, red=oxygen, 

orange=phosphorous). Selected bond length (Å) and Wiberg bond indices (in parentheses) are also 

given.  
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Fragment analysis. In order to gain insight into the electronic structure of the complexes, a fragment 

molecular orbital analysis has been performed. In this analysis, the molecule is built from user-

defined fragments. For each of them, fragment orbitals (FOs) are calculated starting from atomic 

orbitals (AOs). These FOs are used as new basis functions to recompute the molecular orbitals (MOs) 

of the full complexes. We have adopted two different fragment analysis schemes for complexes 13 

and 14. In the first one (fragmentation A), the complex after full geometry optimization is divided 

into a [P(Cy)3Au]+ fragment and a [C(Ph)2Cr(CO)n] fragment. In the second scheme (fragmentation B), 

the complex is divided into a [Cr(CO)n] fragment and a [C(Ph)2P(Cy)3Au]+ fragment (see Scheme S-1). 

MOs are generated for each of these fragments, and the total electronic structure is then 

recomputed based on the fragment orbitals. In this way it is possible to determine the contributions 

of the fragment orbitals to the MOs of the corresponding complex. 

 

Scheme S-1 Representation of the two fragmentation schemes adopted for complex 13. 

 

Fragmentation A. The gross populations of the FOs (from LUMO+1 to HOMO-3) in complexes 13 and 

14 are listed in Tables S-5 and S-6, respectively, and the shapes of selected FOs of complex 14 are 

represented in Figure S-9. We adopted the selection criterion that the population of the FO had to 

change by at least ±0.1 electrons upon recombination. The lowest unoccupied molecular orbital 

(LUMO) of the gold fragment, which has a large contribution from the 6s atomic orbital of the metal 

atom (%sAu=44), receives 0.51 and 0.45 electrons in case of complex 13 and 14, respectively. The 

charge is donated mainly from the HOMO-1 of the [C(Ph)2Cr(CO)5] fragment in case of complex 13, 

and from the HOMO and HOMO-1 of the [C(Ph)2Cr(CO)4] fragment in case of complex 14 (see Tables 

S-5 and S-6). The main contributions from FOs (single contribution larger than 0.1) to the orbitals 

LUMO to HOMO-3 are given in Table S-7 for both complexes. Please note that the MOs resulting 

from the interaction of fragment orbitals have large contributions from the [C(Ph)2Cr(CO)5] fragment. 
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In case of complex 13, HOMO-1 and HOMO-3 of the [C(Ph)2Cr(CO)5] fragment contribute 48% and 

17%, respectively, while there are only minor contributions from the HOMO-2 (8%) and the LUMO 

(6%) of the [P(Cy)3Au]+ fragment. In case of complex 14, HOMO-1 and HOMO of the [C(Ph)2Cr(CO)4] 

fragment contribute 43% and 11%, respectively, while there is only 7% contribution from the LUMO 

of the [P(Cy)3Au]+ fragment. Hence, as there is no strong orbital mixing between the [P(Cy)3Au]+ and 

[C(Ph)2Cr(CO)n] fragments, the bonding situation can be described as a chromium-carbene complex 

with a weakly coordinating gold unit (η2 binding mode). This is also well reflected in the very low 

Wiberg bond indices derived for these bonds (see Figures S-7 and S-8). 

 

 

 

 

 

 

 

 

 

Figure S-9 Shape of selected fragment orbitals (fragmentation A) of complex 14 at BP86/TZP(ZORA) 

level. The local axis frame chosen for the analysis is also specified in the figure.  

Table S-5. Fragment analysis of complex 13 (fragmentation A). The gross populations (summation 

over all MOs) of frontier fragment orbitals are given at BP86/TZP(ZORA) level. The dominant AO 

contributions are mentioned if they are mainly localized at Au, Cr or C1. 

Orbitals of  [AuPCy3]
+ 

fragment 

SFO gross 

populations 

Orbitals of  [C(Ph)2Cr(CO)5] 

fragment 

SFO gross 

populations 

LUMO+1 (6py) 0.06 LUMO+1 0.02 

LUMO (6s) 0.51 LUMO (C1 2py) 0.15 

HOMO 2.00 HOMO (Cr 3dxz) 1.98 

HOMO-1 1.99 HOMO-1 (π) 1.70 

HOMO-2 (6s/5d) 1.92 HOMO-2 (Cr 3dx2-z2) 1.99 

HOMO-3 2.00 HOMO-3 (σ) 1.96 
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Table S-6. Fragment analysis of complex 14 (fragmentation A). The gross populations (summation 

over all MOs) of frontier fragment orbitals are given at BP86/TZP(ZORA) level. The main AO 

contributions are mentioned if they are mainly localized at Au, Cr or C1. 

Orbitals of  [AuPCy3]
+ 

fragment 

FO gross 

populations 

Orbitals of [C(Ph)2Cr(CO)4] 

fragment 

FO gross 

populations 

LUMO+1 (6py) 0.05 LUMO+1 0.03 

LUMO (6s) 0.45 LUMO (C1 2py) 0.11 

HOMO 2.00 HOMO (Cr 3dxz) 1.82 

HOMO-1 1.99 HOMO-1 (π) 1.85 

HOMO-2 (6s/5d) 1.96 HOMO-2 (Cr 3dx2-y2) 1.99 

HOMO-3 2.00 HOMO-3 (σ) 1.97 

 

Table S-7. Contributions of fragment orbitals (fragmentation scheme A, contributions larger than 0.1) 

to molecular orbitals of both complexes, respectively. 

molecular 

orbital 

complex 13 complex 14 

LUMO 0.86 LUMO [C(Ph)2Cr(CO)5] 0.85 LUMO [C(Ph)2Cr(CO)4] 

HOMO 0.95 HOMO [C(Ph)2Cr(CO)5] 0.66 HOMO, 0.27 HOMO-1 
[C(Ph)2Cr(CO)4] 

HOMO-1 0.48 HOMO-1, 0.17 HOMO-3 
[C(Ph)2Cr(CO)5] 

0.87 HOMO-2 [C(Ph)2Cr(CO)4] 

HOMO-2 0.86 HOMO-2 [C(Ph)2Cr(CO)5] 0.47 HOMO-1, 0.11 HOMO 
[C(Ph)2Cr(CO)4] 

HOMO-3 0.61 HOMO-3, 0.11 HOMO-1 
[C(Ph)2Cr(CO)5] 

0.40 HOMO-2 [AuPCy3]
+, 0.23 HOMO-

3, 0.15 HOMO-6 [C(Ph)2Cr(CO)4] 

 

Fragmentation B. The gross populations of the frontier FOs (LUMO+1 through HOMO-3) in 

complexes 13 and 14 are listed in Tables S-8 and S-9, respectively, and the shapes of selected FOs of 

complexes 13 and 14 are represented in Figures S-10 and S-11, respectively. Again, we include all 

fragment frontier orbitals with a change of population of at least ±0.1 electrons upon recombination 

to form the MOs of the full complexes. The LUMO of fragment [AuPCy3C(Ph)2]
+ has large 
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contributions from the 2pz orbital of C1 (39% and 44% in complex 13 and 14, respectively). 

Additionally, the LUMO+1 of this fragment has small contributions from the 2p orbital of both ipso 

carbon atoms (around 10% each for C2 and C8). In the case of complex 13, the HOMO of the 

[AuPCy3C(Ph)2]
+ fragment has large contributions from the 2py orbital located at C1 (20%) with a 

minor contribution from the 5dxz orbital at Au (5%). Correspondingly, for complex 14 the main 

contributions to the HOMO arise from a 2py orbital located at C1 (19%) complemented by minor 

contributions from the 6s orbital located at Au (7%). For both complexes, the HOMO-1 is mainly 

localized around Au, with main contributions from 6s (23-26%) and 5d (14-19%). In both complexes, 

this fragment receives electrons from the HOMO of the [Cr(CO)n] fragment, and at the same time 

there is a considerable amount of back-donation to the LUMO of the latter fragment (cf. Tables S-8 

and S-9). The resulting MOs have contributions from both fragments. The main contributions (larger 

than 0.1) of FOs to the orbitals LUMO up to HOMO-3 are listed in Table S-10 for both complexes. The 

HOMO-1 of complex 13 has the following contributions from the respective FOs: 39% from the 

HOMO of the [Cr(CO)5] fragment, 15% from the LUMO of the [AuPCy3C(Ph)2]
+ fragment. Similarly the 

HOMO-3 of complex 13 has main contributions from the HOMO of the [AuPCy3C(Ph)2]
+ fragment 

(65%) and from the LUMO and the HOMO-1 of the chromium fragment (4% each). 

For complex 14, the LUMO has the following contributions from the respective FOs: 49% from the 

LUMO of [AuPCy3C(Ph)2]
+ fragment, 24% from the HOMO of the chromium fragment. The HOMO-2 of 

complex 14 has mainly contributions from the HOMO and HOMO-2 of [Cr(CO)4] (25% and 24%, 

respectively) and the LUMO+1 of [AuPCy3C(Ph)2]
+ (19%). This clearly indicates σ-bonding/π-

backbonding interactions between the chromium and carbene units in both complexes, which are 

also reflected in the electron transfers between these fragments ( Tables S-8 and S-9). The Wiberg 

bond indices (Figures S-7 and S-8) also suggest strong bonding interactions between Cr and C1. By 

contrast, according to the orbital interaction analysis and the Wiberg bond indices (WBI), there are 

no significant bonding interactions between Cr and Cipso in complex 13 (WBI = 0.02) and also not in 

complex 14 (WBI=0.15) despite the fact that the Cipso atom is much closer to Cr in complex 14. 
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Figure S-10 Shape of selected fragment orbitals (fragmentation B) of complex 13 at BP86/TZP(ZORA) 

level. The local axis frame chosen for the analysis is also specified in the figure. 

Figure S-11 Shape of selected fragment orbitals (fragmentation scheme B) of complex 14 at 

BP86/TZP(ZORA) level. The local axis frame chosen for the analysis is also specified in the figure.  

 

Table S-8. Fragment analysis (fragmentation scheme B) of complex 13: The gross populations 

(summed over all MOs) of frontier fragment orbitals are given at BP86/TZP level. 

Orbitals of [AuPCy3C(Ph)2]
+ 

fragment 

FO gross 

populations 

Orbitals of [Cr(CO)5] 

fragment 

FO gross 

populations 

LUMO+1 0.00 LUMO+1 0.01 

LUMO (C1 2pz) 0.49 LUMO (3dz2) 0.40 

HOMO (C1 2py) 1.73 HOMO (3dxz) 1.59 

HOMO-1 (Au 6s/5d) 1.96 HOMO-1 (3dyz) 1.86 

HOMO-2 2.00 HOMO-2 (3dxy) 1.99 

HOMO-3 2.00 HOMO-3 1.99 
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Table S-9. Fragment analysis (fragmentation B) of complex 14: The gross populations (summation 
over all MOs) of frontier fragment orbitals are given at BP86/TZP level. 

Orbitals of 

[AuPCy3C(Ph)2]
+ fragment 

FO gross 

populations 

Orbitals of [Cr(CO)4] 

fragment 

FO gross 

populations 

LUMO+1 0.04 LUMO+1 (3pz) 0.25 

LUMO (C1 2pz) 0.71 LUMO (3dxy) 0.39 

HOMO (C1 2py) 1.63 HOMO (3dxz) 1.28 

HOMO-1 (Au 6s/5d) 1.98 HOMO-1 (3dx2-y2) 1.96 

HOMO-2 2.00 HOMO-2 (3dyz) 1.96 

HOMO-3 1.99 HOMO-3 1.99 

 

Table S-10. Contributions of fragment orbitals (fragmentation B, contributions larger than 0.1) to 

molecular orbitals of both complexes. 

molecular 

orbital 

complex 13 complex 14 

LUMO 0.64 LUMO [AuPCy3C(Ph)2]
+, 0.14 

HOMO [Cr(CO)5] 

0.49 LUMO [AuPCy3C(Ph)2]
+, 0.24 

HOMO [Cr(CO)4] 

HOMO 0.75 HOMO-1, 0.12 HOMO [Cr(CO)5] 0.91 HOMO-1 [Cr(CO)4] 

HOMO-1 0.39 HOMO, 0.14 HOMO-2 [Cr(CO)5], 

0.15 LUMO [AuPCy3C(Ph)2]
+ 

0.61 HOMO-2, 0.15 HOMO 

[Cr(CO)4] 

HOMO-2 0.76 HOMO-2 [Cr(CO)5] 0.25 HOMO, 0.24 HOMO-2 

[Cr(CO)4], 0.19 LUMO 

[AuPCy3C(Ph)2]
+ 

HOMO-3 0.65 HOMO [AuPCy3C(Ph)2]
+ 0.69 HOMO-1 [AuPCy3C(Ph)2]

+ 

 

Dissociation energies. The energies required to separate the complexes 13 and 14 into the 

respective fragments are listed in Table S-11 for fragmentation schemes A and B. The energy of the 

fragments was computed at the geometry that they adopt in the complex (no relaxation). For 

complex 13, the computed energies are similar for fragmentation schemes A and B, while there are 

considerable differences in the case of complex 14 where the dissociation of the Cr-C1 bond (i.e., 

fragmentation B) into frozen fragments requires more energy than that of the Au-Cr/C1 bond. This 

implies a strong Cr-C1 bonding interaction in complex 14. 
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Table S-11. Dissociation energies(kcal/mol)  of the complexes into frozen fragments (no relaxation) at 

BP86/TZP(ZORA) level. 

 fragmentation A fragmentation B 

complex 13  42.44  39.09 

complex 14  49.44  63.76 

 

AIM analysis. For further characterization of the bonding, we performed a topological analysis of the 

electron density distribution using the Atoms-in-Molecules (AIM) method. This method identifies 

bonds between atoms through so-called bond critical points (i.e., saddle points of the electron 

density, where the gradient is zero in all directions while the second derivatives are positive along 

the bond and negative in the two other orthogonal directions).  The resulting bond network (with 

bond critical points indicated as green dots) and the associated density contour maps are shown in 

Figures S-12 and S-13 for complex 13 and in Figures S-14 and S-15 for complex 1, respectively. 

Figure S-12 Graphical representation of bond critical points (green dots) and the electron density 

contour map in the plane C1, Cr, Cipso as obtained by the AIM method for complex 13. The ligands at 

phosphorous are left out for clarity. 
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Figure S-13 Graphical representation of bond critical points (green dots) and the electron density 

contour map in the plane Au, C1, Cr as obtained by the AIM method for complex 13. The ligands at 

phosphorous are left out for clarity. 

Figure S-14 Graphical representation of bond critical points (green dots) and the electron density 

contour map in the plane C1, Cr, Cipso as obtained by the AIM method for complex 14. The ligands at 

phosphorous are left out for clarity. 
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Figure S-15 Graphical representation of bond critical points (green dots) and the electron density 

contour map in the plane Au, C1, Cr as obtained by the AIM method for complex 14. The ligands at 

the phosphorous are left out for clarity. 

 

One should be cautious, however, not to over-interpret the AIM results. It is known that the AIM 

method may have difficulties to identify bridging bonding interactions. In the present case, the AIM 

analysis finds a bond critical point between Au and the carbene carbon atom C1 in both complexes 

(see Figures S-13 and S-15). There is no separate nearby bond critical point between Au and Cr, since 

the electron density distribution indicates only one bonding path that is directed more towards C1 

than to Cr. Moreover, for complex 13 the AIM analysis provides an unexpected bond critical point 

between Au and a carbonyl group (see Figure S-13), which is in contrast to the low NBO Wiberg bond 

index of 0.15 and the lack of a distinct orbital interaction in the fragment analysis. 

 

NMR chemical shifts. Experimentally, the NMR chemical shifts have been measured for Cipso and C'ipso 

in complex 14. We have calculated these shifts using several computational procedures (for different 

density functionals and basis sets, without and with inclusion of relativistic effects). The NMR 

chemical shifts δ are obtained from the computed isotropic shielding constants σ by δ = δref + σref - σ. 
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As in the experimental work, dichloromethane was chosen as reference. We computed σref at the 

same level as σ, and δref was taken from experiment. 

 

Table S-12. Isotropic shielding constants and isotropic chemical shifts calculated at various levels for 

Cipso and C'ipso in complex 14 (geometry optimized at the BP86/def2-TZVP level). 

 functional basis 

set 

ECP (Au) relativistic Isotropic shielding 

constant σ /ppm 

           Isotropic chemical 

shift δ / ppm 

     CH2Cl2 Cipso C'ipso Cipso C'ipso δC'ipso-

δCipso 

 experimental       93 144 51 

1 BP86* def2-

SVP 

def2-ecp no 118.77 92.99 46.84 79.58 125.73 46.15 

2 BP86* [1] def2-ecp no 103.95 83.30 33.76 74.45 123.99 49.55 

3 B3LYP* [1] def2-ecp no 106.38 80.34 29.68 79.84 130.50 50.66 

4 BP86# TZP none no 108.29 84.49 41.14 77.60 120.95 43.35 

5 BP86# TZP none Spin-orbit 

coupling 

114.52 84.04 38.20 84.28 130.12 45.84 

6 BP86$ [2] SDD no 107.45 82.80 33.72 78.46 127.53 49.08 

7 B3LYP$ [2] SDD no 109.55 79.79 29.26 83.56 134.09 50.53 

* Turbomole, # ADF, $ Gaussian, various basis sets: [1] Cr, Cipso, C'ipso, C1 def2-TZVP, others def2-SVP; 

[2] Au SDD, others 6-311+G**  

 

It is obvious from Table S-12 that the differences between the NMR chemical shifts of Cipso and C'ipso 

are well reproduced by all computational methods used, with Cipso being remarkably shielded. The 

shifts themselves are generally underestimated. As expected, the agreement between the calculated 

and experimental shifts improves upon going from the GGA functional BP86 to the hybrid functional 

B3LYP (see entries 2 and 3, or entries 6 and 7), upon extending the basis set (see entries 3 and 7), and 

upon including relativistic corrections (see entries 4 and 5). To provide a best estimate for the NMR 

shifts, we add to our best non-relativistic result (entry 7) the relativistic corrections (differences of 
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entries 5 and 4), which yields 90.24 ppm for Cipso, 143.26 ppm for C'ipso, and 53.02 ppm for the 

difference, in good agreement with the experimental values (see Table S-12). The electronic 

structure obtained from the DFT calculations is thus consistent with the experimental NMR data.  

 

Conclusion. The gold moiety is a weakly bound unit in both complexes: the Cr-C1 bond coordinates in 

η2-fashion to the gold moiety. A relatively weak bonding interaction is also seen from the small 

Wiberg bond indices calculated for the Au-Cr and Au-C1 bonds. The strong Cr-C1 bonding arises from 

simultaneous σ-donation and π-back-donation, with strong mixing of the respective fragment 

orbitals. Finally, even though Cipso gets much closer to the chromium atom upon removal of a 

carbonyl ligand, there is no significant bonding interaction between these two atoms both according 

to orbital analysis (NBO, fragmentation) and  topological analysis of the electron density (AIM). 
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Cyclization of an a,b-Unsaturated Hydrazone Catalyzed
by a BINOL-Phosphoric Acid: Pericyclic or Not?

Berit Heggen,[a] Mahendra Patil,[b] and Walter Thiel*[a]

Density functional theory is used to study the mechanism of the

title reaction, one of the first catalytic asymmetric 6p-electrocycli-

zations observed experimentally. The benzylideneacetone-derived

phenyl hydrazone is chosen as model substrate for the cyclization

reaction, both in the protonated (A) and unprotonated (B) form,

while the isoelectronic carbon analogue, 1,5-diphenylpentadienyl

anion (C), serves as a reference for comparisons. The barrier to

cyclization is computed to be more than 15 kcal/mol lower in A

compared with B, in line with the observed acid catalysis. The rel-

evant transition states to cyclization are characterized for A and C

using orbital inspection, natural bond orbital analysis, nucleus

independent chemical shifts, and stereochemical indicators. The

cyclization of C is confirmed to be pericyclic, while that of A can

be described as pseudopericyclic ring closure involving an intra-

molecular nucleophilic addition. VC 2015 Wiley Periodicals, Inc.

DOI: 10.1002/jcc.24044

Introduction

Phosphoric acids derived from 1,10-bi-2-naphthol (BINOL) play

an important role in Brønsted acid and hydrogen bonding

organocatalysis.[1–3] Brønsted acid catalysis can be used not

only for electrophilic activation of the reactant but also for

inducing stereoselectivity in the course of the reaction by gen-

erating ion pairs of the protonated reactant and the conjugate

base of the (chiral) Brønsted acid. This strategy is called asym-

metric counterion-directed catalysis.[4]

M€uller and List reported an asymmetric intramolecular car-

bon–nitrogen bond formation in unsaturated hydrazones that

is catalyzed by a BINOL-derived phosphoric acid; the proposed

catalytic cycle is shown in Figure 1.[5,6] As the putative reactive

species is isoelectronic to the pentadienyl anion, they charac-

terized this reaction as catalytic asymmetric 6p-electrocycliza-

tion. So far, only few asymmetric electrocyclization reactions

are known.[7–10] As it is difficult to fully determine the mecha-

nism of such reactions solely from experiment, we decided to

study it computationally using density functional theory (DFT),

with focus on the cyclization step highlighted in Figure 1.

In this article, we address the question whether the title reaction

is pericyclic or pseudopericyclic or follows some other pathway.

Pericyclic reactions are characterized by the existence of a closed-

loop 6p molecular orbital at the transition state (TS).[11] DFT compu-

tations allow us to check for the presence of such an orbital but

also offer other means for TS analysis. One crucial indicator is the

aromatic character of the TS (compared with reactants and prod-

ucts), which can be assessed by the nucleus independent chemical

shift (NICS) analysis introduced by Schleyer.[12,13] Another criterion is

the stereochemistry: pericyclic reactions are stereoselective and

obey symmetry-based selection rules. For example, in pericyclic ring

closing reactions, the orbitals at the terminal positions forming the

new bond have to rotate in a particular concerted manner to satisfy

the symmetry requirements for constructive overlap (disrotatory in

a thermally allowed 6p-electrocyclization). By contrast, pseudoperi-

cyclic reactions are characterized as “concerted transformations

whose primary changes in bonding compass a cyclic array of atoms,

at one (or more) of which nonbonding and bonding atomic orbitals

interchange roles.”[14] In pseudopericyclic ring closing reactions, the

TS geometry is typically close to planarity, and the 6p orbitals have

at least one orbital disconnection, so that aromaticity is not

enhanced at the TS. The barriers to pseudopericyclic reactions are

usually very small.[15,16]

Methodology

Geometry optimizations were performed using the B3LYP func-

tional[17] along with the 6-31G* basis set,[18,19] which is a com-

mon choice for such studies.[10,20] The optimized structures

were characterized as minima or TSs by frequency analysis,

and intrinsic reaction coordinate (IRC) calculations[21] were per-

formed to connect each TS to the associated reactant and

product. More accurate relative energies were obtained from

single-point B3LYP calculations at the optimized structures

with a larger basis set (6-3111G**) and Grimme dispersion

corrections.[22] Solvation effects were taken into account by

use of the polarized continuum model (PCM)[23] with chloro-

benzene as solvent (as in the experimental work). All computa-

tions were done using the Gaussian 09 program package.[24]

Results

We investigated the three systems shown in Figure 2. The

parent substrate in the experimental work[5,6] was the
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benzylideneacetone-derived phenyl hydrazone, which we con-

sider both in its protonated (A) and unprotonated (B) form to

gauge the effect of acid catalysis. The isoelectronic carbon

analogue C (1,5-diphenylpentadienyl anion) serves as a refer-

ence that is known to cyclize in a pericyclic manner.[25] For

each of these three substrates, we studied the cyclization reac-

tion (shown in Fig. 3 for A) by optimizing the structures of the

reactant 1 and product 2 as well as the corresponding TSs.

In the following, we report the results of calculations on

these three model systems. In the case of A, we do not

include the conjugate base of the catalyst, and we check only

at a final stage whether the essential features of the computed

cyclization mechanism for A remain the same when the conju-

gate base is coordinated.

On cyclization of A, two stereocenters are formed: one at

N1 and one at C5 (cf. Fig. 3). In principle, the phenyl groups

can be oriented either cis or trans to each other in the

product. TSs for both pathways could be located for A, and

correspondingly also for B; it should be noted, however, that

IRC computations starting from TS-trans of B do not lead to a

planar reactant but another reactant minimum with the phe-

nyl group at N1 already rotated out of the molecular plane. By

contrast, we found only one TS for C, namely TS-cis for the

allowed disrotatory ring closure, whereas TS-trans for the for-

mally forbidden conrotatory process was elusive at the chosen

computational level. To obtain the experimentally observed

product, the cyclization must be followed by a deprotonation

for A and C and by a proton shift from N1 to N2 for B.

Table 1 lists the relative single-point free energies (PCM/B3LYP-

D/6-3111G**//B3LYP/6-31G*) for all minima and TSs of the three

model systems. Further energies as well as the optimized geome-

tries are documented in the Supporting Information.

First of all, it is obvious that acid catalysis reduces the activa-

tion barrier for the cyclization considerably. This agrees well with

the experimental finding that no reaction is observed without

adding an acid.[5,6] The computed reaction barrier for the cyclo-

pentadienyl anion C is rather high. Literature values for DFT bar-

riers of various pericyclic reactions cover a fairly large range and

slightly depend on substituents and functionals.[26,27] High-level

ab initio calculations predict a gas-phase activation energy of

36–37 kcal/mol for C while B3LYP overestimates this value by

about by 5–6 kcal/mol,[27] which is in line with our present

results (see Supporting Information Table 1, gas-phase energy

barrier of 42.7 kcal/mol for C). We consider this to be tolerable

as our focus is on the qualitative description of the reaction.

To gain more detailed mechanistic insight, we performed a

natural bond order (NBO) analysis to determine charges, bonding

Figure 1. Proposed catalytic cycle for the ring closing reaction[5,6] highlighting the cyclization step investigated here.

Figure 2. Schematic drawing of the three systems studied: protonated

hydrazone A, unprotonated hydrazone B, and the carbon analogue, penta-

dienyl anion C. Only one of the resonance structures of A is shown.
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parameters, and the occupation of lone pairs and p orbitals. The

results are summarized in Tables 2 and 3, respectively.

We first compare 1-A and 1-B. On protonation, the substitu-

ents at N1 of the reactant are rotated out of the molecular

plane to an almost perpendicular position. The net positive

charge in 1-A is mainly localized at C3 and C5. There is only

one p double bond (C4–C5) in A compared with two such

double bonds in B (N2–C3 and C4–C5). On protonation, both

nitrogen atoms keep their lone pairs, but their occupations are

reduced, and there is an antibonding admixture of a partially

filled p-orbital at C3. The occupations in the p- and p-orbitals

sum up to almost six.

We next compare 1-A and 1-C. The electron distribution in

1-C is affected by the lack of heteroatoms and the presence of

a plane of symmetry. The charge is rather evenly distributed

over the five central atoms C1–C5, and the corresponding

bond orders are rather uniform, pointing to a delocalized sys-

tem. There are two double bonds C1–C2 and C4–C5 in 1-C

compared with just one double bond C4–C5 in A. These two

double bonds are accompanied by a partially filled p-orbital at

C3. The populations in this p-orbital and the two relevant

p-orbitals sum up to less than five electrons (cf. Tables 2 and

3). Closer inspection of the NBO analysis shows that there is

considerable delocalization in 1-C with electrons being moved

to antibonding p*-orbitals. Moreover, the p-system on the five

central atoms C1–C5 is in conjugation with the p-system of

the adjacent phenyl rings, which should involve a total of 18

p-electrons. Summing up the populations of all p-, p-, and p*-

orbitals indeed yields a value very close to 18 (as expected).

The electron distribution in 1-A changes when moving to

the TS. On bond formation between N1 and C5, the respective

bond order increases from almost zero to 0.4–0.6 at the TS

and further to 0.8–0.9 in the product. The cis- and trans-TS of

A have similar electronic structures. The lone pairs at the nitro-

gen atoms are kept, while the corresponding charges and

occupations change slightly. Conversely, the double bond is

shifted to C3–C4 while the partially filled p-orbital is moved to

C5, and the NBO analysis does not yet yield any bonding

orbital between N1 and C5. Again, the populations in the p-

and p-orbitals sum up to six.

The cis-cyclization of B proceeds in a disrotatory manner. At

TS-cis, the new N1–C5 bond is partially formed, with a bond

order of 0.60; the double bond is kept but shifted to C3–C4,

and a second lone pair appears at N2. In the trans-cyclization

(which is connected to a nonplanar reactant minimum, see

above), the TS also has a partially formed N1–C5 bond (bond

order of 0.54), but no double bond; instead there is new par-

tially filled lone pair at C3. In both cases, the populations of

the relevant orbitals sum up to six. However, only TS-cis exhib-

its the characteristic features of a pericyclic conjugated TS.

The disrotatory TS-cis in the pure carbon analogue C is also

pericyclic, but its electronic structure is somewhat different.

While the negative charge is mainly localized at C2 and C4

and there is a C2–C3 double bond formed, the NBO analysis

finds a second double bond (C4–C5) for TS-cis, populated with

around 1.4 electrons. The electron distribution at TS-cis seems

to be right in between reactant and product. A new r-orbital

along the C1–C5 bond is already formed at the TS, which is

part of the extended conjugated system characteristic of 6p-

electrocyclizations. The populations of this new r-orbital and

of the p- and p*-orbitals at atoms C1–C5 sum up to six, and

there is no delocalization into the adjacent phenyl rings.

The product of the heterosystem A has a distinct C3–C4

double bond (bond order of 1.8) and a lone pair localized at

N2. Formally, the initial product of cis-cyclization of B is a zwit-

terion with tetracoordinated N1 and doubly coordinated N2

(which is then stabilized by a proton transfer from N1 to N2);

the electronic structure of the initial product is quite similar to

that of A having a C3–C4 double bond and two lone pairs at

N2 (due to the zwitterionic character). The product of C is a

cyclic carbanion with a delocalized p-system (e.g., with equal

bond orders of 1.4 for C2–C3 and C3–C4).

In a pericyclic 6p-electrocyclization, the six electrons need to

be located in a closed-loop cyclic array at the TS, giving rise to

a corresponding in-phase ring orbital. No such orbital can be

identified on close inspection of the high-lying occupied orbi-

tals of A at the TS (for orbital correlations between the reac-

tant and TS of A see the Supporting Information). Pericyclic

reactions are associated with an aromatic TS, and hence we

tested the character of the computed TSs through a NICS anal-

ysis as originally introduced by Schleyer in 1996.[12] NICS

Figure 3. Reaction equation for the investigated cyclization of A.

Table 1. Relative free energies for the protonated hydrazone A, the

unprotonated hydrazone B, and the pentadienyl anion C in kcal/mol

(PCM/B3LYP-D/6-3111G**//B3LYP/6-31G*).

DG (kcal/mol) A B C

1 0 0 0

TS-trans 18.49 34.35 –

TS-cis 15.71 32.85 34.64

2-trans 10.80 29.52 –

2-cis 12.36 30.52 23.75
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values are a very suitable measure of aromaticity.[13,15,16,28–31]

They are computed as the negative of the absolute shielding

constant, typically at the ring center. They reflect the diamag-

netic ring current; negative NICS values indicate aromaticity.

As the ring current is usually governed by the p-system, it is

customary to evaluate the NICS values also below or above

Table 2. NBO analysis for the ring atoms in the reactant 1, the TS and the product 2 of the protonated hydrazone A, the unprotonated hydrazone B,

and the pentadienyl anion C: charges and occupation of lone pairs from natural population analysis; antibonding orbitals are marked by*.

Charge Occupation of lone pairs

Atom A B C A B C

1 N1/C1 20.47 20.41 20.34 1.86 1.70

N2/C2 20.35 20.26 20.20 1.57 1.92

C3 0.35 0.18 20.17 0.80* 1.18

C4 20.34 20.26 20.20

C5 20.04 20.22 20.34

TS-trans N1/C1 20.37 20.34 1.63

N2/C2 20.45 20.45 1.80 1.92

C3 0.25 0.21 0.91

C4 20.37 20.49

C5 0.02 20.05 0.69

TS-cis N1/C1 20.35 20.31 20.26 1.58

N2/C2 20.44 20.47 20.43 1.81 1.92 and 1.55

C3 0.22 0.19 20.05

C4 20.36 20.48 20.43

C5 20.01 20.06 20.26 0.72

2-trans N1/C1 20.29 20.31

N2/C2 20.46 20.50 1.89 1.94 and 1.63

C3 0.17 0.18

C4 20.31 20.49

C5 20.05 20.05

2-cis N1/C1 20.29 20.30 20.25

N2/C2 20.46 20.51 20.46 1.88 1.94 and 1.62

C3 0.18 0.17 20.04

C4 20.32 20.49 20.53 1.41

C5 20.05 20.05 20.25

Table 3. NBO analysis for the bonding in the reactant 1, the TS and the product 2 of the protonated hydrazone A, the unprotonated hydrazone B, and

the pentadienyl anion C: bond lengths in Å, Wiberg bond orders (BO), and occupation of p bonding orbitals; antibonding orbitals are marked by*.

Bond length/Å BO Occupation of p bonds

Bond A B C A B C A B C

1 N1–N2/C1–C2 1.40 1.35 1.39 1.02 1.14 1.50 1.80

N2–C3/C2–C3 1.33 1.30 1.42 1.40 1.68 1.34 1.92

C3–C4 1.42 1.47 1.42 1.28 1.10 1.33

C4–C5 1.37 1.35 1.39 1.55 1.76 1.50 1.72 1.98 1.80

C5–N1/C5–C1 2.99 3.03 3.30 0.02 0.02 0.04

TS-trans N1–N2/C1–C2 1.41 1.44 1.02 1.02

N2–C3/C2–C3 1.40 1.34 1.11 1.42

C3–C4 1.35 1.39 1.67 1.45 1.86

C4–C5 1.45 1.45 1.14 1.17

C5–N1/C5–C1 2.12 1.88 0.36 0.54

TS-cis N1–N2/C1–C2 1.42 1.42 1.47 1.02 1.04 1.16

N2–C3/C2–C3 1.40 1.35 1.40 1.09 1.36 1.43 1.84

C3–C4 1.35 1.38 1.40 1.70 1.52 1.43 1.88 and 0.35* 1.88

C4–C5 1.46 1.47 1.47 1.13 1.12 1.16 1.44

C5–N1/C5–C1 2.04 1.82 1.97 0.42 0.60 0.61

2-trans N1–N2/C1–C2 1.47 1.48 0.97 0.95

N2–C3/C2–C3 1.43 1.36 1.03 1.34

C3–C4 1.34 1.37 1.80 1.55 1.94 1.93

C4–C5 1.50 1.50 1.02 1.02

C5–N1/C5–C1 1.61 1.58 0.79 0.82

2-cis N1–N2/C1–C2 1.46 1.47 1.52 0.98 0.96 1.01

N2–C3/C2–C3 1.43 1.36 1.41 1.03 1.33 1.48 1.91

C3–C4 1.34 1.37 1.39 1.79 1.56 1.40 1.94 1.93

C4–C5 1.50 1.50 1.52 1.02 1.03 1.02

C5–N1/C5–C1 1.65 1.60 1.59 0.75 0.81 0.94
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the ring plane to get a clearer picture. In the case of an aro-

matic TS connecting a nonaromatic reactant to a nonaromatic

product, the NICS values will have a minimum at the TS.

In the case of C, there is a characteristic cyclic ring orbital

for TS-cis (see Fig. 4), and the NICS values have a distinct mini-

mum at TS-cis in the ring plane (position 0), see Table 4. The

NICS values above and below the ring plane differ quite

strongly because of the influence of the phenyl substituents

(both above the plane in the cis-case), but they generally

remain smallest at the TS compared with reactant and product

(at all positions except at 22.0 Å). The cyclization of C via TS-

cis is thus confirmed to be pericyclic, in line with the rule that

an allowed thermal 6p-electrocyclization needs to be attended

by a disrotatory motion of the terminal groups.

Given the large differences between the NICS values above

and below the ring plane even in the case of the reference

molecule C, it seems most appropriate to use the values in

the ring plane (position 0) for characterization in the less clear-

cut cases of A and B. The corresponding NICS values for B

show a minimum at both TSs for cyclization, which is, how-

ever, more pronounced for the disrotatory TS-cis. The NICS

analysis thus confirms that the cis-cyclization of B can be char-

acterized as pericyclic, as suggested by the NBO analysis and

the similarity in the computed barriers for B and C (see above

and Table 1). For A, there is no pronounced NICS minimum in

the ring plane (position 0) for either of the two TS structures

(see Table 4).

In additional exploratory calculations, we considered the

influence of the coordination of the conjugated base of the

acidic catalyst on the reaction. In the cyclization of A, the four

possible diastereomeric TSs are now all distinct, but the reac-

tion mechanism remains qualitatively the same, and the same

applies to the stereochemical outcome of the reaction. Fur-

thermore, the relevant orbitals in the reactant and the TSs do

not change significantly on coordination of the conjugated

base. We refrain from a more detailed quantitative discussion

because our calculations with added conjugate base only

explored these qualitative aspects without being comprehen-

sive. Therefore, these calculations did not offer insights into

the origin of the experimentally observed enantioselectivity.[5,6]

Discussion and Conclusions

In summary, the cyclization of A cannot be classified as a peri-

cyclic reaction because it does not follow a concerted disrota-

tory path and does not involve an aromatic TS. By contrast,

the cyclization of the isoelectronic carbon analogue C via TS-

cis is a pericyclic reaction as it fulfills these criteria. Likewise,

the cyclization of the unprotonated hydrazone B appears to

be pericyclic; hence, the protonation of the hydrazone leads to

a loss of the pericyclic nature of the cyclization. This is related

to the geometrical deformation of the planar reactant B on

protonation to A, involving an out-of-plane twist of the phenyl

group at N1 that prevents a concerted disrotatory motion on

cyclization.

Figure 4. In-phase orbital at TS-cis of the carbon analogue C.

Table 4. NICS values calculated for the reactant 1, the TS for cyclization, and the product 2 at the geometric center of the ring atoms N1/C1–N2/C2–C3–

C4–C5 (position 0), at four points above the ring plane (0.5, 1.0, 1.5, and 2.0 Å vertically from the center of the ring, on the same side as the phenyl

group at N1/C1) and correspondingly at four points below the ring plane.

Position 22.0 21.5 21.0 20.5 0 0.5 1.0 1.5 2.0

Protonated hydrazone A

1 20.04 20.07 0.05 0.77 1.43 0.59 20.25 20.25 20.1

TS-trans 20.11 20.98 22.84 24.50 23.57 20.80 0.64 0.90 0.79

TS-cis 0.38 0.25 20.48 22.65 25.75 25.57 22.89 21.04 20.41

2-trans 20.48 0.09 21.15 23.54 24.45 23.27 21.35 20.17 21.06

2-cis 0.22 20.16 21.30 23.58 25.13 24.14 22.13 20.64 21.27

Unprotonated hydrazone B

1 20.60 21.03 21.63 21.36 0.23 0.89 0.30 20.07 20.03

TS-trans 20.28 21.19 23.26 25.53 24.89 21.89 20.17 0.17 20.15

TS-cis 20.06 20.59 21.80 24.06 26.87 26.85 24.22 22.06 21.22

2-trans 0.71 0.13 21.19 22.63 22.69 21.37 20.20 0.38 0.53

2-cis 20.01 20.58 21.86 23.88 24.52 23.16 21.71 20.84 22.16

Cyclopentadienyl anion C

1 20.10 20.26 20.33 0.16 0.59 20.01 20.52 20.38 20.18

TS-cis 20.05 20.35 21.29 23.76 27.24 27.79 25.40 22.97 21.64

2-cis 0.01 20.29 20.58 20.89 21.35 21.16 0.15 0.92 4.45
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The cyclization of A seems to be a pseudopericyclic reaction

considering the planar TS geometry and the presence of cyclic

orbitals with disconnections. We note, however, that our com-

puted barriers of about 16–18 kcal/mol (cf. Table 1) are rather

high compared with those reported for other pseudopericyclic

reactions, which normally range from 0 to 10 kcal/mol accord-

ing to B3LYP calculations.[15,16,30,32] Qualitatively, pseudopericy-

clic reactions are often assumed to be essentially barrierless.

The cyclization of A may also be considered as a nucleo-

philic addition, with the lone pair at N1 attacking C5 as part

of an allylic moiety (C3–C4–C5 with positively charged C3).

This notion is supported by the NBO analysis that reveals a

strong donation from the lone pair at N1–C5 at the TS: the

E(2) donor–acceptor interaction is 84.2 kcal/mol for TS-trans

and 103.8 kcal/mol for TS-cis, respectively. This scenario would

resemble a 5-endo-trig reaction which is assumed to be disfa-

vored according to Baldwin’s rules,[33] which are, however, only

qualitative and may be less reliable for systems containing het-

eroatoms.[34–37] Recently, Johnston et al. demonstrated that

also all-carbon systems may preferentially cyclize in a 5-endo-

trig manner.[38] They probed by DFT computations whether an

electrocyclization is reasonable but had to exclude this path-

way. In any event, the concepts of pseudopericyclic ring clo-

sure and intramolecular nucleophilic addition do not exclude

each other as they address different aspects and are based on

different view points (electronic structure and nucleophilicity).

The title reaction may thus well be described in both terms.

To conclude, our DFT computations show that the cycliza-

tion of A is not of pericyclic nature. It may be characterized as

a pseudopericyclic ring closure involving an intramolecular

nucleophilic addition.
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a b s t r a c t

Iron is a versatile catalyst for cross coupling reactions. These reactions may proceed either via classical
redox cycles involving low-valent iron species or via highly alkylated organoferrate complexes. Experi-
mentally, it is difficult to trap reactive intermediates, but it has been possible to prepare iron complexes
similar to the supposed active catalyst that are able to methylate activated electrophiles (J. Am. Chem.
Soc. 130 (2008) 8773e8787). Motivated by these experiments we studied the methylation of 4-
chlorobenzoyl chloride by the organoferrate complex [(Me)4 Fe(MeLi)][Li(OEt2)]2 employing density
functional theory at the OPBE/6-311þG** level, as well as B3LYP/6-311þG** calculations with explicit
inclusion of dispersion and solvent effects (describing iron with the QZVP basis and SDD pseudopo-
tential). In the preferred mechanism, methyl transfer takes place via substitution at the organoferrate
complex, with the leaving methyl group being replaced by chloride. In line with the experimental
findings, up to four methyl groups can be transferred in this manner. By locating all conceivable tran-
sition states and intermediates, the calculations shed light on the relative ease of substitution at the
various positions of the organoferrate complex, both in the first and subsequent methyl tranfers. Tran-
sition states for an alternative redox mechanism could not be located.

© 2015 Elsevier B.V. All rights reserved.

1. Introduction

In recent years iron has emerged as a versatile catalyst in cross
coupling reactions [1e9]. In contrast to cross coupling reactions
catalyzed by e.g. palladium or copper, the underlying mechanisms
are not yet well understood in the case of iron. There is consensus
that the mechanism may vary depending on reagents and pre-
cursors [10e13]. Generally speaking, there are two main alterna-
tives: either so-called -ate mechanisms involving highly alkylated
iron species [14] or catalytic redox cycles consisting of up to three
formal steps: oxidative addition, transmetalation, and reductive
elimination. For the latter, different experimental and computa-
tional studies proposed different oxidation states for the low-valent
iron center [11,15e22].

Experimentally, the mechanisms of iron catalyzed cross
coupling reactions are difficult to elucidate because any reactive
intermediates formed in situ are expected to be unstable and short-
lived. Fürstner and coworkers succeeded in synthesizing several

iron complexes believed to be similar to the reactive intermediates
and tested their activity in cross coupling reactions [23]. Among
others, they prepared the organoferrate complex 1, [(Me4 Fe)
(MeLi)][Li(OEt2)]2 (cf. Fig. 1), which could be crystallized for struc-
ture determination and was shown to transfer one or several
methyl groups to activated substrates such as acid chlorides and
enol triflates [23,24]. The methylation may proceed either by a
substitution reaction, in which the methyl group is directly trans-
ferred to the substrate, or by a two-step reaction with an oxidative
addition and a reductive elimination step. Motivated by the
experimental findings on complex 1 [23], we decided to analyze the
mechanism of the corresponding methyl transfers using density
functional theory (DFT).

To choose the most suitable DFT level for this ferrate complex,
we first tested several functionals and basis sets, and we also
identified the most probable spin state. The findings from this
initial stage are included in the next section describing the
computational methodology. Thereafter we present our computa-
tional results on the mechanism of methylation.
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2. Computational methods

We performed DFT calculations to investigate the iron complex
1 and its reactions. Previous DFT benchmarks on transition metal
complexes [25,26], in particular iron complexes, suggested that the
OPBE functional gives a good description of spin states [27,28]. We
thus initially adopted the OPBE functional and applied it in com-
bination with the 6-311þG** basis set [29e31], while using the
LANL2DZ pseudopotential and basis set for the iron atom [32e34].

To determine the preferred spin state, complex 1was optimized
as singlet, triplet, and quintet, starting in each case from the crystal
structure. Table 1 lists the resulting relative energies and the RMSD
values (root mean square deviations) relative to the crystal struc-
ture; the selected bond lengths and angles included in the RMSD
evaluation are given in the Supporting Information, Table SI-1. The
quintet state is lowest in energy followed by the triplet state and,
still higher, the singlet state. The RMSD values clearly show that the
computed geometry of the quintet is closest to the crystal structure,
whereas the geometries of the singlet and triplet deviate strongly.
Hence, the ground state of complex 1 is a quintet (consistent with
an oxidation state of þ2 for iron).

For further validation, we tested additional functionals that are
recommended in the literature for transition metal complexes
[35e39]: M06 [40], B3LYP [41,42], B3LYPþD with D3 dispersion
corrections [38], and TPSSh [43]. Complex 1 was optimized in the
quintet state using these functionals. We again chose the 6-
311þG** basis set for all atoms except iron, which was described by
the SDD basis set and pseudopotential [44]. All optimizations were
started from the crystal structure. Table 2 collects the RMSD values
for the same set of bond lengths and angles as before (mainly
around the central iron-methyl tetrahedron, see Table SI-1).

The smallest errors in geometry (compared to the crystal
structure) are indeed found for the quintet structures computed
with the OPBE functional closely followed by B3LYP. Larger de-
viations, especially for bond angles, are obtained with M06,
B3LYPþD, and TPSSh. Given these results we decided to perform
geometry optimizations using the OPBE functional employing the
LANL2DZ basis set and pseudopotential for iron; for brevity this
standard computational setup is termed OPBE-level.

For further analysis the geometries optimized at the OPBE-level
were used for single-point calculations with several other func-
tionals (BP86, B3LYP, B3LYPþD, TPSSh, M06) and/or larger basis sets
such as QZVP [45] or SDD [32,46] for iron (SDD pseudopotential as
well). When appropriate, solvent effects were taken into account by
using the polarizable continuum model (PCM) [47] with THF as
solvent (as in the experiment). All calculations were carried out
using the Gaussian09 program package, revision D.01 [48]. Har-
monic frequencies were calculated for all stationary points to
confirm them as minima (no imaginary frequency) or transition
states (one imaginary frequency) and to compute zero-point en-
ergy corrections (at 238.15 K, the temperature used in the experi-
ments). Additionally, intrinsic reaction coordinate calculations
(IRC) [49] were performed to ensure that the transition states
connect to the expected reactants and products, taking 30 IRC steps
in each direction with subsequent optimization of the resulting
geometry. This always led to the correct minimum structures of
reactants and products.

3. Results and discussion

As exemplary reaction we first studied the transfer of a methyl
group from complex 1 to 4-chlorobenzoyl chloride 2, see Scheme 1.
As can be seen, 1 carries in total five methyl groups. Four of them
are directly bound to the central iron atom forming a tetrahedral
coordination sphere. The fifth methyl group is farther away from
the central iron atom (3.84 Å compared to 2.05 to 2.27 Å) being
coordinated to the three lithium atoms in-between. To distinguish
these five methyl groups they are colored differently in Scheme 1.
The black methyl group is in the top position (in short: to), the two
red ones are equivalent by symmetry and occupy the back position
(ba), the blue one is in the front position (fr), and the green one is
located below the lithium atoms in the bottom position (bo).

For the oxidative addition-reductive elimination mechanism,
we located an intermediate with the substrate 2 being attached to
the iron complex 1, both in the triplet and quintet state (Fig. 2). The
free energy relative to the separated reactants is 1.11 kcal/mol for
the quintet species and 0.45 kcal/mol for the triplet species (i.e.
0.66 kcal/mol lower in free energy). In both cases, the carbonyl
carbon C1 is bound to the central iron atom (FeeC1: quintet, 1.98 Å;
triplet: 1.81 Å), thereby distorting the tetrahedral coordination
sphere around iron, while the chlorine atom binds to the free
lithium atom (LieCl: quintet, 2.13 Å; triplet, 2.10 Å); the pertinent
LieO distances are similar (quintet, 2.08 and 2.16 Å; triplet, 2.12 and
2.17 Å). In the quintet intermediate the iron atom remains almost at
the center of a distorted tetrahedron, whereas in the triplet state
the Fe[Me]4-unit with the attached substrate is turned away from
the center of the lithium triangle. We did not manage to locate any

Fig. 1. Crystal structure of organoferrate complex 1 from Ref. [23] (color code: carbon
atoms in gray, hydrogen atoms in white). Key distances are given in Å. (For interpre-
tation of the references to colour in this figure legend, the reader is referred to the web
version of this article.)

Table 1
Energies and free energies (relative to the quintet state) and RMSD values of the
optimized geometries with respect to the crystal structure of complex 1 (OPBE/6-
311þG**, Fe: LANL2DZ).

Spin state Singlet Triplet Quintet

E (kcal/mol) 34.56 17.24 0.00
G (kcal/mol) 39.93 20.66 0.00

RMSD bonds (Å) 0.19 0.13 0.07
RMSD angles (+) 13.5 15.5 4.7

Table 2
RMSD values of the optimized quintet geometries with respect to the crystal
structure of complex 1 for various functionals (basis set: 6-311þG**, SDD for iron).

Functional OPBE M06 B3LYP B3LYPþD TPSSh

RMSD bonds (Å) 0.07 0.13 0.09 0.11 0.13
RMSD angles (�) 4.7 5.7 4.7 5.6 6.0
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transition state for oxidative addition or reductive elimination that
would connect these intermediates to reactants or products. Scans
of the quintet potential energy surface indicate that the oxidative
addition step will require somewhat more activation than the
substitution reaction (see below) and that the subsequent reductive
elimination step should be facile. We also did not find any corre-
sponding pathways when allowing for intersystem crossing (as
commonly encountered in iron chemistry).

On the other hand, we could locate distinct transition states (TS)
for the substitution pathway in the quintet state. As an example,
Fig. 3 shows the transition state for the transfer of the methyl group
at the top position of complex 1 to substrate 2. This transition state
is consistent with a substitution mechanism. The transition vector
(imaginary frequency: 435i cm�1) describes the motion of the
methyl-carbon (Me) along a straight line between iron and the
carbonyl carbon C1 of substrate 2. The angle between Fe, Me, and

C1 is 171�, and the FeeMe andMeeC1 distances are 2.19 and 2.12 Å,
respectively. For comparison, the corresponding FeeMe distance in
the isolated ferrate complex 1 is 2.05 Å, and the C1eMe bond length
in the product is 1.51 Å. The hydrogen atoms of the migrating
methyl group invert upon moving from the ferrate complex to-
wards 2. Moreover, the closer the methyl group gets towards the
carbonyl group, the farther away moves the chloride bound to the
carbonyl carbon (C1eCl: quintet reactant,1.80 Å; quintet TS,1.95 Å).
In fact, following the IRC path towards the products indicates some
kind of double substitution: the chloride of substrate 2 is replaced
by amethyl group from 1 but thenmoves into the free coordination
site at the iron center, replacing the methyl group and thereby
keeping the ferrate complex in shape.

Analogous transition states in the quintet state were located for
the transfer of methyl groups from the back and bottom positions,
and their nature was confirmed by frequency analysis and IRC

C1
OCl C1

OMe

Fe

Me

Me

Me

Me

Li1 Li2
Li3

Me OEt2Et2O

+

Fe

Cl

Me

Me

Me

Li1 Li2
Li3

Me OEt2Et2O

+

1 2 2m
Cl

Cl

-40 to -30°C, THF

Scheme 1. Investigated reaction for the alkylation of 4-chlorobenzoyl chloride 2 by ferrate complex 1; reaction conditions are indicated. To highlight the different methyl groups
they are colored (black: top, red: back, blue: front, green: bottom).

Fig. 2. Putative intermediate structures for the addition of 4-chlorobenzoyl chloride 2 to complex 1 in the triplet state (left) and the quintet state (right) (color code: gray: carbon,
white: hydrogen, brown: iron, violet: lithium, red: oxygen, green: chlorine). Key distances are given in Å.
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calculations as well. A similar transition state could also be found at
the front position, but IRC calculations failed to connect it with the
expected product but yielded an unreasonably distorted structure
(probably because of steric hindrance by the nearby ether groups).
Therefore, we do not further consider methyl transfer from the
front position in the following.

Table 3 lists Gibbs free energies of the three transition states
relative to the separated reactants 1 and 2 at infinite distance (for
relative energies see Table SI-2 in the Supporting Information).

Geometries were fully optimized at the OPBE-level (entry 1) and at
the B3LYPþD-level (entry 9). Single-point calculations were per-
formed at the OPBE-optimized geometries (all other entries) to
assess the effects of various computational options (functionals,
basis sets, pseudopotentials, solvent effects, dispersion correc-
tions); zero-point energies and thermal corrections were taken
from harmonic frequency calculations at the OPBE-level.

The trends are generally the same for the relative energies and
relative free energies of the three transition states, so we will focus
on the latter in the following (Table 3). The OPBE results indicate
that the choice of basis set and pseudopotential has only a minor
influence on the relative free energies (up to 1 kcal/mol, see entries
1, 3, and 4 as well as 2 and 5). Comparing the results of different
functionals using the large QZVP basis and the SDD pseudopoten-
tial at iron shows that OPBE generally yields the highest barriers:
the computed values are lower for B3LYP by 0e3 kcal/mol (entries 4
vs. 6), for BP86 by 6e9 kcal/mol (entries 4 vs. 10), for M06 by
6e10 kcal/mol (entries 4 vs. 11), and for TPSSh by 3e6 kcal/mol
(entries 4 vs. 12); in all cases, the computed barriers are lowest for
methyl transfer at the back position, while those at the top and
bottom positions tend to be somewhat larger and of similar
magnitude. Explicit inclusion of dispersion effects at the B3LYP
level lowers the computed barriers substantially, by 6e9 kcal/mol
(entries 6 vs. 7), and brings them rather close, within 1e3 kcal/mol,
to those obtained from the M06 functional that implicitly accounts
for dispersion (entries 7 vs. 11). Inclusion of solvent effects via
PCM(THF) significantly lowers the computed barriers at the top and
bottom positions, by 7e8 and 5 kcal/mol, respectively, and slightly
increases them by 1e2 kcal/mol at the top position (entries 1 vs. 2,
4 vs. 5, and 7 vs. 8).

Obviously, the chosen computational methods predict quite
different barriers, and it is hard to decide a priori on the most
trustworthy approach. The OPBE functional seems least suitable for
the energetics in view of the fact that modern functionals with a
good track record in transition metal chemistry (M06, TPSSh) give
much smaller barriers. Moreover, dispersion and solvent effects
appear to be quite large and non-uniform in the present case, and
should thus be both included explicitly. Therefore, we decided to
re-optimize all relevant species at the B3LYPþD level using the
large QZVP basis and the SDD pseudopotential at iron and repre-
senting solvent effects through PCM (THF); we consider the
resulting free energy barriers to be our most reliable results (entry
9). At this B3LYPþD level, the lowest barrier is found for the methyl
transfer at the back position (12.8 kcal/mol), significantly smaller
than those at the top and bottom positions (17.6e17.7 kcal/mol).
The reaction at the back position is also favored by other ap-
proaches (see e.g. entries 6 and 10e12), which however predict
larger values since they do not account for dispersion and/or sol-
vent effects.

For the sake of completeness, we also considered reactions in
the triplet and singlet states as intersystem crossings are common
in iron chemistry. Only some of the corresponding transition states
for methyl transfer could be located, but they were always much
higher in energy than those in the quintet state. Therefore we
conclude that spin crossings do not play a role in the substitution
reactions investigated presently.

It is known from experiment that not only one methyl group is
transferred per complex 1 but three or four. Therefore we located
transition states for the whole sequence of methyl transfers be-
tween complex 1 and 4-chlorobenzoyl chloride 2 (without
considering the methyl group in the front position, as discussed
above). The geometries were first optimized at the OPBE-level and
then re-optimized at the B3LYPþD-level. Generally, the geometries
of the transition states for the second, third, and fourth methyl
transfer are qualitatively quite similar to those for the first transfer.

Fig. 3. Transition state for the transfer of the methyl group from the top position of
complex 1 to 4-chlorobenzoyl chloride 2 in the quintet state (color code: gray: carbon,
white: hydrogen, brown: iron, violet: lithium, red: oxygen, green: chlorine). Key dis-
tances are given in Å.

Table 3
Relative Gibbs free energies of the transition states in the quintet state for single
methyl transfers from the back, bottom, and top positions. Entries 1 and 9 are
optimized, the others represent single-point calculations at the geometries obtained
at the OPBE-level. Energies are given in kcal/mol relative to separated reactants.
Basis set: 6-311þG**; for iron the basis set and pseudopotential are indicated indi-
vidually in the footnotes.

Entry Method Top Back Bottom

1 opt OPBEa 28.67 26.72 28.40
2 OPBEb 21.83 28.08 23.02
3 OPBEc 29.78 26.82 28.45
4 OPBEd 28.04 26.26 28.09
5 OPBEe 20.72 27.42 22.63
6 B3LYPd 28.26 23.43 25.59
7 B3LYPþDd 21.80 14.17 18.08
8 B3LYPþDe 14.11 16.06 12.97
9 opt B3LYPþDe 17.63 12.80 17.69
10 BP86d 21.88 17.19 20.68
11 M06d 22.36 16.67 21.23
12 TPSShd 25.09 20.52 23.48

a Fe: LANL2DZ (basis set and pseudopotential).
b Fe: LANL2DZ (basis set and pseudopotential), PCM (THF).
c Fe: SDD (basis set and pseudopotential).
d Fe: QZVP, SDD (pseudopotential).
e Fe: QZVP, SDD (pseudopotential), PCM (THF).

B. Heggen, W. Thiel / Journal of Organometallic Chemistry 804 (2016) 42e47 45



The relative Gibbs free energies for all transition states are docu-
mented in the Supporting Information (see Table SI-3). Here, we
present in Table 4 only the relative Gibbs free energies for three of
the most probable sequences of multiple transfers, i.e. those with
the lowest barriers to overcome, and visualize them in Fig. 4. The
free energy barriers are given in Table 4 relative to the preceding
minimum, while the Gibbs free energies are plotted in Fig. 4 with
respect to the separated reactants (1 and four molecules of 2).

We only comment on the results obtained by geometry opti-
mization at the B3LYPþD-level with inclusion of dispersion and
solvent effects, which is the most reliable approach applied pres-
ently (see above, Table 3, entry 9). The most favorable sequence
starts with a substitution at back position, followed by substitution
at the bottom and the second back position (ba-bo-ba), with bar-
riers of similar magnitude (9.1e13.6 kcal/mol), while the fourth
substitution at the remaining top position (to) is notably less facile
(18.7 kcal/mol). The alternative ba-ba-bo-to sequence has a very
similar free energy profile. When the reaction starts at the top
position, the initial free energy barrier is higher (17.6 kcal/mol)
while the following steps in the to-ba-bo-ba sequence are quite
facile. The computed barriers indicate that the transfer of three
methyl groups per ferrate complex is probable (if the first one is
feasible) whereas the fourth transfer is less likely (involving the less
favorable substitution at the top position). Generally speaking, the
barriers for methyl transfer at the back and top positions remain
similar regardless whether they occur in the first or subsequent
steps, whereas those at the top position are lowered substantially
in later steps (presumably because of the changes in the ligand
sphere of complex 1).

Experimentally, the methylation of 4-chlorobenzoyl chloride 2
by complex 1 is very facile and fast (complete consumption of
0.57 mmol of 2 within 20 min at �30 to �40�) [23]. In line with
these findings, we compute the overall reaction to be strongly
exergonic (see Fig. 4). The computed free energy barriers are clearly
much too high at the OPBE-level, but more realistic at the preferred
B3LYPþD level with inclusion of dispersion and solvent effects
(maximum barrier of 13.6 kcal/mol for the first three steps). It is
known from the literature that B3LYP does generally reasonably
well in estimating reaction barriers, with a slight tendency to
overestimate them [50,51]. We also note that experimentally there
may be some side reactions, because 100% conversionwas reported
to lead to a yield of 60% [23]. Given these caveats, we feel that the
B3LYPþD results are in reasonable agreement with the experi-
mental findings.

4. Conclusion

For the presently investigated ferrate complex 1, the OPBE

functional gives a reasonable geometry but overestimates the
barriers for methyl transfer significantly. The most realistic free
energy profiles are provided by the B3LYPþD approach with
explicit inclusion of dispersion and solvent effects. At this level, the
transfer of the methyl group at the back position of 1 is most facile,
with a free energy barrier of 12.8 kcal/mol. Subsequent transfers of
methyl groups from the bottom and the second back position are
essentially as facile, while the fourth transfer from the top position
requires some more activation. These computational results are in
qualitative agreement with the experimental observation of mul-
tiplemethyl transfers at low temperatures and short reaction times.
Transition states for an alternative two-step mechanism, oxidative
addition followed by reductive elimination, could not be located.

Table 4
Free energy barriers in kcal/mol for consecutive transfer of different methyl groups
from complex 1 to substrate molecules 2, each relative to the preceding minimum.

Sequence 1st 2nd 3rd 4th

OPBE/6-311þG** Fe: LANL2DZ, optimized

ba-ba-bo-to 26.72 25.05 22.73 33.18
ba-bo-ba-to 26.72 27.55 24.49 33.18
bo-ba-ba-to 28.40 26.38 24.49 33.18

B3LYPþD/6-311þG** Fe: QZVP,
SDD (pseudopotential), PCM (THF), optimized

ba-bo-ba-to 12.80 9.07 13.64 18.69
ba-ba-bo-to 12.80 14.15 13.12 18.69
to-ba-bo-ba 17.63 14.50 8.34 13.89

Fig. 4. Free energy profiles for subsequent transfer of methyl groups from complex 1 to
2, relative to the separated reactants. The sequences of transfer positions are indicated
in the figures (see text). (For interpretation of the references to colour in this figure
legend, the reader is referred to the web version of this article.)
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The present DFT calculations confirm that iron catalyzed cross
coupling reactions involving methyl donors can proceed via orga-
noferrate intermediates (such as complex 1) through a direct sub-
stitution mechanism.
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