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Abstract

This thesis describes a laser ion acceleration scheme where two ultrashort, high
intensity laser pulses are used. The scalability of the TNSA acceleration mech-
anism with multiple beams and the transition beyond TNSA is examined ex-
perimentally and analyzed with the aid of simulations.
The Arcturus laser facility at the Heinrich Heine University in Düsseldorf pro-
vides two <30fs short pulses, so that the intensity of both beams was in the
order of 1020W/cm2. The target was a 5μm thick titanium foil, that the beams
irradiated with an angle of incidence of 0◦ and 40◦, respectively. The delay
between the two pulses was varied in a first shot series in a range of ±200fs and
in a further shot series in a range of 10s of picoseconds.
Three regimes were observed in dependence on the delay between the two pulses.
If both pulses are synchronized and the beams are defocused, the resulting pro-
ton cut-off energy is lower compared to pulses that are delayed on a few 10s
of femtoseconds. The remarkable result is confirmed by PIC simulations. As
the delay is increased, the plasma and therewith the contamination layer ther-
mally expands and gains some kinetic energy. Moreover, the duration of the
appearance of the ambipolar electrical field is also increased by the delay. The
heavy ions get more time for the acceleration. This result is consistent with the
typically observed phenomenon with TNSA, that long pulses are more advan-
tageous than short pulses with the same intensity for ion acceleration.
The second regime is observed for focused beams and pulses, that are delayed
by a few 10s of femtoseconds. An enhancement in the proton cut-off energy is
found compared to single beam shots. The highest proton cut-off energy is ob-
served for synchronized laser pulses and decreases for longer delays. The same
behavior is confirmed by PIC simulations. The ambipolar electrical field for
synchronized pulses is longer lasting. This is caused by a resonantly enhanced
�j × �B heating. The resonance leads to more hot electrons, that contribute to
the ambipolar electrical field.
The last regime appears for delays in the range of 10s of picoseconds and only
for shots where beam I - with normal incidence - is the later pulse. The plasma
can expand for several 10s of picoseconds before the second pulse interacts with
the plasma. An enhancement in the proton cut-off energy >5MeV is found. The
second pulse propagates through a self-formed waveguide and breaks through
the former target into free-space. Two magnetic vortices appear. Electrons
circulate around the vortices and support with their current the magnetic field.
Ions are accelerated by these strong magnetic vortices. The effects are described
by an analytic ansatz that is based on a PIC simulation. The model predicts
the proton cut-off energy in very good agreement with the PIC simulation and
the experiment.





Zusammenfassung

Diese Arbeit beschreibt ein Laser-Teilchen-Beschleunigungs-Schema für Ionen,
bei dem zwei ultrakurze Laserpulse mit sehr hoher Intensität benutzt wer-
den. Die Skalierbarkeit des TNSA Mechanismus bei Einsatz von mehreren
Strahlen und der Übergang des TNSA Mechanismus hin zu anderen Beschleu-
nigungsmechanismen wird im Experiment und mit Hilfe von Simulationen un-
tersucht.
Die Arcturus Laser Anlage an der Heinrich Heine Universität Düsseldorf stellt
zwei Laserpulse mit Pulslängen <30fs bereit und erreichten so Intensitäten von
1020W/cm2. Als Target wurde eine 5μm dicke Titanfolie verwendet, auf die die
Strahlen unter einem Winkel von 0◦ bzw. 40◦ fokussiert wurden. Der Delay
zwischen den beiden Pulsen wurde in einer ersten Schußserie in einem Bereich
von ±200 fs verändert und in einer weiteren Serie in einem Bereich von einigen
10 Pikosekunden.
Drei Regime wurden in Abhängigkeit des Delays zwischen den Pulsen beobachtet.
Wenn beide Pulse synchron sind und die beiden Strahlen defokussiert sind,
ergibt siche eine geringerer Protonenenergie im Vergleich zu Pulsen mit einem
Delay von einigen 10 Femtosekunden. Das bemerkenswerte Ergebnis wird durch
2D PIC Simulationen bestätigt. Wenn der Delay vergrößert wird, erhält das
Plasma und auch die Kontaminationsschicht Zeit sich thermisch auszudehnen
und erhält bereits einen Impuls. Außerdem wird durch Vergrößerung des Delays
auch das zeitliche Auftreten des ambiploaren Feldes vergrößert. Dadurch erhal-
ten die schweren Ionen mehr Zeit zu beschleunigen. Das Ergebnis is konsistent
mit dem Phänomen bei TNSA, dass längere Pulse gegenüber kürzeren Pulse
vorteilhafter sind bei gleicher Intensität in Bezug auf die maximale Protonenen-
ergie.
Das zweite beobachtete Regime tritt auf bei fokussierten Strahlen und Pulsen
mit einer zeitlichen Distanz von einigen 10 Femtosekunden. Eine Erhöhung
der Protonenenergie im Vergleich zu Einzelstrahlschüssen wurde bei synchro-
nen Pulsen beobachtet. Bei einer Erhöhung des Delays sinkt auch die maximale
Protonenenergie. Das gleiche Verhalten wurde auch in 2D PIC Simulationen
festgestellt. Das ambilpolare elektrische Feld bei synchronen Pulsen exisitiert
länger. Dies wird durch eine resonant gesteigerte �j × �B Heizung hervorgerufen.
Die Resonanz führt zu mehr heißen Elektronen, die zu dem ambipolaren elek-
trischen Feld beitragen.
Das dritte Regime wurde für Delays von einigen 10 Pikosekunden beobachtet
und zwar nur für Schüsse, bei denen Strahl I - mit senkrechtem Auftreffwinkel -
der letzte Puls war. Das Plasma kann für einige 10 Pikosekunden expandieren
bevor der zweite Puls mit dem Plasma wechselwirkt. Eine Erhöhung der max-
imalen Protonenenergie mit >5MeV wurde gefunden. Der zweite Puls bewegt
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sich durch einen selbst erzeugten Hohlleiter und durchbricht schließlich die ur-
sprünglich Folie in den freien Raum. Magnetische Wirbel treten auf. Elektronen
bewegen sich um die Wirbel herum und unterstützen mit ihrem Strom die Mag-
netfelder. Ionen werden durch diese starken Magnetfelder beschleunigt. Auf
Basis der PIC Simulationen werden die auftretenden Effekte durch einen ana-
lytischen Ansatz beschrieben. Das Modell gibt in sehr guter Übereinstimmung
die maximale Protonenenergie der Simulationen und des Experiments wieder.
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1. Introduction

The realization of the first optical laser by Theodore Maiman in 1960 is the
starting point of an extensive development. During the last 50 years the laser
has influenced various disciplines of science and it even has found its way into
our daily life. Without semiconductor lasers our communication systems would
not work. New generation of cars will use laser based range finder. STED
(stimulated emission depletion) microscopes utilize a laser and have a spatial
resolution beyond the defraction limit [29]. This new class of microscopes is
widely used in biology.
All these lasers have a rather low power output and therewith the achieved
intensities are limited. Higher peak powers for pulsed lasers were first reached
with Q-switched laser. These nanosecond pulsed laser have proven their relia-
bility in science and industry. The development of mode-locking realized pulses
in the order of magnitude of picoseconds and femtoseconds.
In 1985 G. Mourou and D. Strickland [51] developed the chirped pulse ampli-
fication. The peak power enhancement achieved with this technique relies on
the temporal pulse compression after amplification. Today, CPA based laser
systems are found in science applications. The technique allows laser systems
with a few hundred terawatt or even a petawatt at a larger room to be built.
Which is in contrast to lasers used for inertial confinement research. These
lasers are facilities with the size of a few football fields. In the early 2000s a
beam of different ion species was detected after such a high power laser system
was fired onto a few micrometer thick foil. The ions propagate perpendicular
away from the target. Target normal sheath acceleration (TNSA) was identified
as the driving mechanism. The tightly focused laser pulse accelerates electrons,
that move through the foil. A cloud or a sheath of electrons accumulate at the
rear side of the target. As every surface is contaminated with hydrocarbons and
water, a quasi electro-static field builds up between the electron cloud and the
ionized contamination constituents. Eventually, the ions are also accelerated in
normal direction to the target by the strong electric field.
The ion beam has quite unique characteristics, that differ from ion beams gen-
erated by conventional rf accelerators [25]. The ions are accelerated in a bunch
that last for a few picoseconds. Moreover, the particles originate from a point-
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like source with the size of a few micrometer. Thus, the transverse emittance is
smaller than[12] 0.004 mm rad and the longitudinal emittance is smaller than
10−4 eV. In the past decade the TNSA mechanism has been extensively inves-
tigated.
The unique particle beam characteristics make laser-driven accelerators an in-
teresting complement technology to conventional accelerators. In particular it is
proposed [34] to use the technology in the field of hadron cancer therapy. How-
ever, hadron therapy requires proton energies of up to 250 MeV at a dose rate
of a few Gy per minute [66]. Schreiber et al. [48] developed a model for TNSA
in accordance to several experiments. The cut-off energies of the ions scale in
this model with ∼ √

P the squareroot of the laser power. Thus, the effort to
increase the ion cut-off energy includes a much higher effort for the increase of
laser power. Today the maximum achieved proton energy by high-power laser
systems is in the range of 60 MeV.
Other ion acceleration mechanism were proposed that may overcome these lim-
itations. Most of these mechanisms rely on nanometer thick targets in com-
bination with an ultra-high temporal contrast of the laser pulse, so that the
target remains intact when the main part of the pulse approaches the target.
Additionally, the power or more precisely the intensity has to be a few orders of
magnitude larger than it has to be with TNSA. An increase of intensity can only
be achieved by increasing the size of optics and crystals, because the limiting
factor today is the damage threshold of the optics. Unfortunately the costs do
not scale linearly with the size of the optics, but follow a power law. These
limitations are the reason, why laser based ion accelerators have not found yet
its way into hadron therapy or has become a common tool in material science.

hot electrons

accelerated protons

2nd laser pulse

1st laser pulse

quasi-static
electric field

Figure 1.1.: TNSA with two ultrashort laser pulses.

The key question to be answered in this thesis is, if an enhancement in cut-off
energies and in particle numbers could also be achieved with additional laser
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pulses. Two laser pulses with a somewhat lower intensity are used instead of
a single laser with high intensity. A further question arises from the delay be-
tween the two pulses. The additional parameter is used to identify the limits
of the TNSA mechanism. The experiment described and analyzed in this thesis
utilized for the first time two close-to-synchronized, ultrashort, high intensity
laser pulses for ion acceleration.

The Arcturus Laser Facility at the Heinrich Heine University in Düsseldorf has
the unique feature of two main beams with 100 TW and 200 TW peak power,
where the pulse length is below 30 fs for both beams. In preparation of the
experiment the vacuum target chamber was redesigned and several components
for the beam line were designed. The main diagnostic was a Thomson parabola
spectrometer with a multi-channel plate as detector. The diagnostic was cross-
calibrated with CR39 nuclear track detector in order to derive spectra from the
MCP traces. The evaluation of the spectra was done by a self-written semi-
automatic program. Particle-in-cell simulations were extensively carried out, in
order to explain these spectra.

Overview of the Content of this Thesis

Chapter 2 describes the interaction between the electro-magnetic fields of the
laser and matter. It begins with the interaction of a single, charged particle
with electro-magnetic fields. A large number of charged particles is released
due to ionization - a plasma is generated. Different ionization mechanisms in
dependence on the laser intensity are shown. The collective behavior of the
plasma can be described by a few parameters. Energy transfer from the laser to
the plasma can occur in several ways that are briefly presented. Physical phe-
nomena in the interaction process between laser and plasma are discussed that
are relevant in the frame of this thesis. Beside the already mentioned TNSA
mechanism further acceleration schemes were proposed. Relevant mechanisms
are presented and discussed. As the interpretation of the experimental data is
done with the particle-in-cell code EPOCH and the software CST, the basic
underlying principles of the codes are shown.

Chapter 3 gives an overview of the Arcturus Laser Facility, the experimental
setup and the applied diagnostics. The Thomson parabola spectrometer is ex-
plained and how the analysis was carried out. Moreover, the results of the
cross-calibration of the TPS with CR39 nuclear track detectors are presented.

Chapter 4 presents the experimental results of the MCP. An analysis is done
on basis of the MCP images and the varied parameters during the experiment.
If the proton cut-off energy is drawn as a function of the delay between the two
pulses, three regimes are identified. Defocused beams with a delay in the order
of 10s of femtoseconds show a minimum for synchronized shots in the proton cut-
off energy. Focused beams with a delay in the order of 10s of femtoseconds show
a maximum for synchronized shots in the proton cut-off energy. Shots where
the beam with normal angle of incidence is 50 picosecond later show also an
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enhancement, that must rely on a different acceleration mechanism than TNSA.

Chapter 5 begins with the analysis of the influence of the prepulse. The 2D PIC
simulation modeled 10ps of the prepulse. The results are used in the subsequent
simulations of the main pulses. First, the single beam interactions are simulated
for focused and defocused beams. The computational results are compared with
the experimental spectra. The next section presents the results of 2D PIC sim-
ulations of close-to-synchronized shots, i.e. the delay was in the range of 10s of
femtoseconds. Again, the results are compared with the experimental spectra.
Physical mechanisms are given that explain the results.

Chapter 6 interprets shots where the delay was in the range of 10s of picosec-
onds. The plasma expansion after a first main pulse has exploded the target is
modeled in a 1D PIC simulation. The results are used in a 2D simulation for the
interaction of the subsequent laser pulse with the plasma. The computational
results show a new acceleration mechanism, that is extensively studied. In an
analytic approach the observed phenomenon is described. The results of model,
simulation and experiment are consistent.

The last chapter summarizes and concludes the thesis and gives an outlook for
upcoming experiments.



2. Relativistic Laser-Matter
Interaction

2.1. Introduction

This chapter discusses the interaction between the electro-magnetic fields of the
laser and matter. In a simple approach the interaction can be divided into the
following steps. A high intensity laser pulse ionizes atoms. The laser pulse
transfers energy to electrons. A plasma is generated. Plasma and laser interact
with each other and modify each other.
Different physical processes appear that depend on the laser intensity. The sec-
tion starts with the interaction of a single atom with electro-magnetic fields.
Afterwards absorption and ionization mechanisms are discussed. Physical phe-
nomena in the interaction process between laser pulse and plasma are discussed
that are relevant in the frame of this thesis. Several laser ion acceleration
mechanisms have been theoretical proposed and experimental discovered in re-
cent years. The different acceleration mechanisms are presented and discussed.
Textbooks are used from Gibbon [19], Kruer [30] and Eliezer [16] and can give
further details.
The interpretation of the experimental results can only be done with the aid
of computational simulations. The basic properties of the particle-in-cell (PIC)
code EPOCH are shown, which is extensively used for the simulation of the
experiment. The evaluation of the experimental data and partly also for the
interpretation of the PIC simulations, the software CST is used. The basis of
the calculation method of the software is briefly presented.

2.2. Single Atom Interaction

In vacuum the electric and magnetic fields of a linearly polarized wave are given
by

�E(�r, t) = E0(�r, t)�ex exp[i(ωt− �k�z)] (2.1)

�B(�r, t) =
1

c
E0(�r, t)�ey exp[i(ωt− �k�z)], (2.2)
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where c is the speed of light, ω is the angular frequency, �k the wave vector and
�ez is the propagation direction.
The time averaged Poynting vector of these fields gives the energy flux density,
which corresponds to the intensity

I =
1

μ0

〈∣∣∣ �E × �B
∣∣∣〉 =

ε0c

2
E2

0 , (2.3)

where μ0 is the vacuum permeability and ε0 is the vacuum permittivity.

Ionization

In order to estimate ionization a simple approach is made. The electrostatic
field of a hydrogen atom is given by

EH =
e

4πε0a2B
, (2.4)

where e is the electron’s charge and aB the mean distance from the proton -
the Bohr radius. It is assumed for ionization, that the electrostatic field of the
hydrogen atom becomes equal to the electric field of the laser at an intensity of

I =
e2c

32π2ε0a4B
≈ 3.5× 1020

W

m2
= 3.5× 1016

W

cm2
. (2.5)

The very simple, classic approach suggests, that any material ionizes only at
this intensity. Fortunately, ionization occurs already at lower intensities. Some
of the most relevant ionization mechanism are explained in the following.

Multi Photon Ionization

Two-photon ionization was first described theoretically by Göppert-Mayer in
1931. In the early 1960s the first lasers provided photon energies high enough,
so that the phenomena could be observed in experiments.
Multi-photon absorption describes the simultaneous event of absorption of N-
photons by an atom, by with the atom is ionized. During the multi-photon
ionization the atom passes through several intermediate and virtual states with
increasing energy. If the absorbed photon-energy leads to an eigenstate, the
process is called resonance enhanced multi-photon ionization [55]. Usually the
intermediate states are no eigenstates, as the photon-energy is too small. There-
fore these states are called virtual states. The lifetime of such a state is in
the order of magnitude of femtoseconds. The photons needs to be absorbed
quasi-simultaneously in order to reach the continuum. This process is called
non-resonant multi-photon ionization. For non-resonant N-photon ionization
the ionization rate is [15]

RI = σNΦ
N . (2.6)

The probability of capturing N photons is given by the generalized cross-section
σn, which has the unit of cm2NsN−1. The photon flux Φ is given by the laser
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intensity I divided by the photon energy Ephot. The probability of ionization is
then [15]

PI =

∫
RI(t)dt = τLσNΦ

N , (2.7)

where τL is laser pulse width. The necessary laser intensity for multi-photon
ionization is then

IMPI = ΦEPhot =

(
PI

τLσN

)1/N

Ephot. (2.8)

In order to estimate the necessary laser intensity, the generalized cross-section
is needed.
For instance the ionization energy for copper is 7.726 eV for the first electron.
The photon energy for radiation with a wavelength of 800 nm is 1.55 eV. There-
fore five photons are needed for ionization. Lambropoulos et al. [32] developed
a formula for hydrogen-like atoms to calculate the generalized cross-section.
Hydrogen-like atoms are comparable with regard to the ionization energy Uion

and the radius R. For a rough estimate the use of this approach is adequate.
Thus the cross-section is given by

σN(Cu) = σN(H)

(
R(Cu)2Uion(H)

R(H)2Uion(Cu)

)N

. (2.9)

The hydrogen’s generalized cross-section σ5(H) for five photon ionization is in
the order of magnitude of ∼ 10−148cm10s4 taken from [8]. The cross-section for
copper is then σ5(Cu) ∼ 3.5 × 10−140cm10s4, where values for R and Uion are
taken from [58]. It follows that the intensity for multi-photon ionization IMPI

(eq. 2.8) with a 100 fs laser pulse is

IMPI = (10×10−13s10−140cm10s4)−1/510−19J = 1011Wcm−2 , (2.10)

where the probability PI for ionization is set to one and 10−19J scales the
photon-energy from electron-volts to Joule.

Tunnel Ionization

For higher intensities the strength of the electromagnetic field of the laser be-
comes comparable to the atomic fields and the laser directly influences the
atomic structure. The Coulomb potential of the atom is distorted by the laser
fields. The probability for an electron to tunnel through the potential barrier
is increased by the distortion. Therefore the ionization process is called tunnel
ionization (TI). If the potential barrier is suppressed below the ionization po-
tential of an ion, the electron escapes spontaneously. In this case the process is
called barrier suppression ionization (BSI).
In order to separate the MPI regime from the TI regime, the Keldysh parameter
is introduced

γK = ωL

√
2Eion

IL
, (2.11)
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where Eion is the ionization potential of an ion and ωL is the angular frequency
of the laser. For γK � 1 the probability for the tunneling of an electron is high.
For γK � 1 MPI will dominate.
Again, in a simple, classical picture the distorted Coulomb potential is given by

U(x) = − Ze2

4πεo|x| − eEcrx, (2.12)

where Ecr is the critical field strength where the ionization potential of the ion
is equal to the threshold field strength. For BSI an threshold intensity is derived

Figure 2.1.: Coulomb potential deformed by a static electric field. The arrow denotes the
possibility for an electron to tunnel through the potential barrier.

by determining the position of the peak on the right hand side of the graph in
figure 2.1, which is the position of the critical field strength Ecr. The effective
appearance intensity is then given by

IBSI = 4× 109
(
Ebind

eV

)4

Z−2 W

cm2
(2.13)

For the ionization of titanium to the first ionization stage 6.8eV are necessary.
The ionization appears already at an intensity of about 8.5× 1012 W

cm2

Ammosov-Delone-Krainov Ionization

A common tool in the validation of experiments in the field of laser particle
acceleration are particle-in-cell (PIC) codes. These codes simulate the interac-
tion between an intense laser pulse and a dense plasma. A brief overview of a
PIC code is given in section 2.8. These codes also model the ionization of ini-
tially neutral matter. An algorithm widely used for ionization in PIC codes is
based on the ionization model from Ammosov, Delone and Krainov (ADK) [4],
[6]. The ADK model determines the probability for ionization in an alternating
electric field of an atom or ion, where the oscillations of the electric field are
averaged over one period.
For the PIC code a ionization rate is needed. The probability for ionization in
the vicinity of a certain electric field is calculated from the ionization rate via
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a Monte-Carlo simulation. The ionization rate for a hydrogen atom in a static
electric field E is given by [33]

WDC = 4

(
2Eion

E

)5/2

exp

(
−2E

3/2
ion

3E

)
(2.14)

The ionization rate in the vicinity of an alternating electric field is then given
by

WAC =

(
3

π

)1/2 (
E

2Eion

)1/2

WDC (2.15)

Some of the terms from equation 2.15 and 2.14 are also found in the ionization
rate equation of the ADK model [6]

WADK = C2
n∗l

(
3E

π(2Eion)3/2

)1/2

Eionf(l,m)

(
2

E
(2Eion)

3/2

)2n∗−|m|−1

×

exp

(
−2(2Eion)

3/2

3E

)
(2.16)

with

Cn∗l =

(
2e

n∗

)n∗
1

(2πn∗)1/2

f(l,m) =
(2l + 1)(l + |m|)!
2|m||m|!(l − |m|)! , (2.17)

where n∗ is the effective principal quantum number, l is the angular quantum
number and m is the magnetic quantum number.
In order to account for ionization that occurs already at lower intensities, usually
PIC codes have also an algorithm for multiphoton ionization.
In early versions of the PIC code EPOCH (cf. sec. 2.8) there was no ionization
routine implemented. Due to the modular framework of the code, it was possible
to implement the ADK routine. A draft of the routine was taken from the PIC
code PSC.

2.3. Single Electron Interaction

The simplest case is the interaction of the laser with a single, charged particle
- like an electron. A particle with the charge q and the velocity �̇r = �v in
the vicinity of an electromagnetic field experiences the Lorentz-force in broader
sense

�FL = e[ �E(�r, t) + �v × �B(�r, t)] , (2.18)

where �E and �B are electric field and magnetic field of the laser

�E(�r, t) = �E0(�r) cosωt

�B(�r, t) = �B0(�r) sinωt = − c

ω
�∇× �E0(�r) sinωt (2.19)
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For velocities v � c the second term �̇r1 × �B in equation 2.18 can be neglected.
For this first order approach (�v = �v1, �r = �r1) the electron oscillates in the
direction of the electric field

me�̇v1 + e �E0(�r0) cosωt = 0 (2.20)

The solution of the equation of motion is [16]

�v1 = − e

meω
�E0(�r0) sinωt, �r1 =

e

meω2
�E0(�r0) cosωt (2.21)

If the next higher term is taken into account,

�v = �v1 + �v2, �E0 = �E0(�r0) + (�r1 · �∇) �E0(�r0), �B0 = �B0(�r0) (2.22)

the equation of motion becomes

me �̇v2 = −e

[(
�r1 · �∇

)
�E0(�r0, t) +

1

c
�v1 × �B0(�r0, t)

]
, (2.23)

One get the ponderomotive force by averaging over time [16]

�FP = me �̈r2 = − e2

4meω2
�∇| �E0(�r0, t)|2 (2.24)

which is the gradient of the cycle-averaged electric field. The integration of
equation 2.24 leads to the ponderomotive potential

Φ(�r, t) =
e2

4meω2
| �E0(�r, t)|2 (2.25)

The force and potential are not seen for plane waves, because the gradient in the
x-direction would be zero. During a pulse of a plane wave the motion of an elec-
tron can be described as an harmonic oscillator. The laser beam is focused, so
that the electrical field varies along the transverse direction. A charged particle
will be pushed during the first laser-cycle to regions with a lower intensity. Dur-
ing the subsequent laser-cycle the electron experiences a lower restoring force,
so that the particle does not return to its initial position. Moreover, the particle
acquired energy from the laser field.
From the negative sign of equation 2.24 and the square of the charge follow,
that charged particles are pushed away from regions with higher intensity - re-
gardless of positive or negative charge. As the mass is in the denominator, the
influence on light electrons is larger compared to heavy ions.

In order to differentiate the electron motion, if the motion is non-relativistic,
relativistic or even ultra-relativistic, the dimensionless electric field amplitude
a0 is introduced

a0 =
eE0

meωLc
. (2.26)
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The motion is classical for a0 � 1. The electron oscillates in the direction of the
electric field. As the laser pulse moves forward and the amplitude of the electric
field decreases, the amplitude of the oscillation of the electron also decreases.
Eventually, the electron’s velocity is zero, when the laser pulse is away. The
motion is relativistical for a0 ∼ 1. Already during a half cycle of the laser the
electron approaches the speed of light. Effects like the ponderomotive force
have to be considered. The motion is ultra-relativistic for a0 � 1. Today the
available laser systems do not approach ultra-relativistic intensities, but a lot
of exciting theoretical work is done in this field [27, 28, 65]
With the dimensionless electric field amplitude a0 several identities are rewritten
[54]

E0 = a0
2πmec

2

eλ
= a0

(
λ

μm

)−1

3.2× 1012V/m

B0 = a0
2πmec

eλ
= a0

(
λ

μm

)−1

1.07× 104T

I = a202ε0c

(
2πmec

2

eλ

)
= a20

(
λ

μm

)−2

1.37× 1018W/cm2

ΦP =
mec

2

4
√
1 + a20/2

a20 =
mec

2

4γ̄
a20, (2.27)

where the cycle-averaged γ factor is introduced. From this follows that a laser
with a wavelength of about 1μm will approach the relativistic regime with an
intensity of 1018W/cm2. The electric field of the laser has then a strength in
the order of TV/m and the magnitude of the magnetic field is in the order of
10kT.

2.4. Laser-Induced Plasmas

In general the laser does not interact with a single particle, but with a plasma
that consists out of a large number of different kind of particles. The particles
may differ in their charge and mass, but in general the plasma is described by
a few parameters that include the collective behavior of the particles.
On a femtosecond timescale the ultra-short laser pulse has mainly an impact
on the electrons in the plasma. Thus, the electron density plays an important
role in the interaction process. The laser energy is absorbed by the electrons
of the initially neutral atoms. Electrons are released from the electron shell -
the atom is ionized. Several different ionization processes might appear, that
are described in the previous sections. From the ionization stage the electron
density can be estimated

ne = Z∗ni =
Z∗NAρ

A
, (2.28)

where Z∗ is effective ion charge, NA is the Avogadro number, A is the atomic
mass number and ρ is the density.
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An electromagnetic wave, that propagates in an unmagnetized plasma, is de-
scribed by the dispersion relation

ω2 = ω2
P + k2c2, or

k2 =
ω2

c2

(
1− ω2

P

ω2

)
(2.29)

where ω is the angular laser frequency, k the wave number and ωP the plasma
frequency.

ωP =

√
nee2

ε0me

, (2.30)

where e is the electron charge and me is the electron mass.
From the dispersion relation eq. 2.29 follows, that an electromagnetic wave can
propagate in a plasma, as long the angular frequency of the laser is larger than
the plasma frequency. The relation can be also expressed in terms of a critical
electron density

ncr =
meε0ω

2
L

e2
� 1.1× 1021

(
λ

μm

)
cm−3, (2.31)

where ωL is the angular frequency of the laser and ε0 is the vacuum permittivity.
If the electron density in a plasma exceeds the critical density for a given laser
wavelength, the plasma is overdense.
Whatever laser absorption mechanism applies (cf. sec. 2.5.1 and sec. 2.5.2), in
general the laser heats the plasma. Similar to a neutral gas that is heated, the
plasma pressure

Pe = nekBTe, (2.32)

where Te is the electrons temperature and kB is the Boltzmann constant, in-
creases with a rising temperature. As the heating appears very rapidly, the
plasma expands roughly with the speed of sound of the ions [19]

cs =

√
Z∗kBTe

mi

� 3.1× 105
(

Te

keV

)1/2 (
Z∗

A

)1/2
m

s
(2.33)

If the plasma isothermally expands, the density profile takes an exponentially
shape. Thus, the electron density profile is described by

ne(z) = ne,0 exp
(
− z

L

)
, (2.34)

where L is the scale length. The scale length can be deduced from the ion speed
of sound and the expansion time [19]

L = csτ � 3

(
Te

keV

)1/2 (
Z∗

A

)1/2

τfsÅ (2.35)
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A plasma with Ti5+ ions and an electron temperature of 1 keV expands for 2ps.
The scale length is then 0.3μm or L/λ = 0.375, which is a typical value for the
expansion of a preplasma.

2.5. Heating Processes - Absorption

The transfer of energy from the laser to the plasma depends on the density
profile, the angle of incidence of the laser, the laser intensity and the pulse
length. Different absorption mechanisms apply in dependence on those param-
eters. There is no sharp boundary that defines an absorption regime. Thus,
different absorption mechanisms might occur simultaneously [19].
Nevertheless, the different absorption mechanisms are attributed to collisional
and collisionless absorption. The driving parameter is the intensity.

2.5.1. Collisonal Absorption

Collisional absorption is the dominating heating process mainly for longer laser
pulses with intensities up to ∼ 1015W/cm2. The particles in the plasma collide
during the interaction of the laser pulse with the plasma. The electron-ion
collision frequency is given by [30]

νei =
4
√
2π

3

neZe
4

m2v3te
ln Λ ∼ 2.91× 10−6ZneTe−3/3 lnΛs−1, (2.36)

where Z is the ionization state, Te the electron temperature, vte the thermal
electron velocity and lnΛ is the Coulomb logarithm, whereas the Coulomb log-
arithm is connected with the Debye length λD by [19]

Λ = λD
kBTe

Ze2
(2.37)

As the electron velocity or the electron temperature are in the denominator
in equation 2.36 the collision frequency decreases with increasing temperature.
Thus, the energy transfer from electrons to ions decreases with higher temper-
ature.

Inverse Bremsstrahlung

Due to the collisions of the electrons with the ions in the plasma, bremsstrahlung
is emitted. The inverse effect occurs in the vicinity of the oscillating laser field.
An electron oscillates in the electric field of the laser. During this oscillation
the electron collides with an ion, so that energy is transferred from the laser to
the ion. Inverse bremsstrahlung occurs predominantly for scale lengths in the
order of L/λ ∼ 100 and pulse lengths in the order of nanoseconds.

Skin Effect

For a perfect density step, so that the scale length L/λ → 0, the absorption
occurs similarly to the Drude model. The plasma behaves like a metal surface
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with a finite conductivity. In the overdense region the electric field becomes
evanescent [19]

E(z) = E0 exp(−x/ls), (2.38)

where the decay length ls is [19]

ls =
c

ωP

(
1− ω2

ω2
P

cos2 Θ

)−1/2

(2.39)

In case of ne/ncr � 1 the decay length ls is the collisionless skin depth. The
energy of the laser field in the overdense region is again transferred by collisions
of oscillating electrons with ions. Thus, radiation is absorbed.
The reflection at the plasma-vacuum interface is described by Fresnel’s equations

RS =

∣∣∣∣sin(Θ−Θt)

sin(Θ−Θt)

∣∣∣∣2 , for s-polarized light and (2.40)

RP =

∣∣∣∣tan(Θ−Θt)

tan(Θ−Θt)

∣∣∣∣2 , for p-polarized light, (2.41)

(2.42)

where Θ is the angle of incidence and Θt is given by [19]

Θt = sin−1

(
sinΘ

n

)
(2.43)

with n as the refractive index.

2.5.2. Collisionless Absorption

In the previous section (sec.2.5.1) it was mentioned that with a higher tem-
perature, the energy transfer decreases from the laser field to the ions. The
electron-ion collisions appear less often. Thus, the fast heating of an ultra-short
laser pulse with intensities larger than ∼ 1016W/cm2 comes along with a de-
crease in collisional absorption.
Collisionless processes become dominant for coupling energy from the laser to
the plasma.

Resonant absorption

A plasma is considered that has a density gradient only in one direction - the z-
direction. A polarized wave hits the plasma with an angle of incidence different
from zero. The electric field oscillates in the y-z plane for a s-polarized wave and
in the x-z plane for a p-polarized wave, as depicted in figure 2.2. The dispersion
relation is then given by [16]

ω2 = ω2
P + (k2

y + k2
z)c

2 (2.44)
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Figure 2.2.: Resonant absorption. [19]

The density depends on the z-direction, so that kz is a function of z. On the
contrary ky is constant

ky =
ω

c
sinΘ (2.45)

The solution of the wave equations for the electromagnetic fields shows that the
wave is reflected at [19]

nrefl = ncr cos
2 Θ (2.46)

and the field amplitudes exponentially decay at nrefl into the plasma. The fields
tunnel to ncr. For a p-polarized wave the electric field component is parallel to
the density gradient. At ne = ccr electrons are excited to oscillate resonantly
with the p-polarized electric field. An electrostatic plasma wave - a Langmuir
wave - is initiated. The plasma wave propagates longitudinal through the plasma
and dissipates its energy by particle trapping and wave breaking [19]. At lower
laser intensities the plasma wave dissipates its energy by collisions.
Resonance absorption appears only for p-polarized waves. The electric field of a
s-polarized wave does trigger a plasma wave, because the field is perpendicular
to the density gradient. A further feature of the absorption mechanism is the
strong dependence on the angle of incidence. If Θ is large, reflection occurs
already at relatively low densities. Thus, the electric field has to tunnel a larger
distance till the critical density, where the plasma wave is excited. If Θ is close
to zero, there is no electric field component parallel to the density gradient, so
that no plasma wave is excited. A further characteristic of resonant absorption
is the generation of hot (fast) electrons. Only a small fraction of electrons
absorb a large amount of energy in contrast to inverse bremsstrahlung where
all electrons are heated [16].
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Vacuum Heating

An absorption process that is highly efficient for p-polarized waves with an an-
gle of incidence different from zero is vacuum heating. For steep density profiles
resonant absorption becomes inefficient and vacuum heating dominates the ab-
sorption. A plasma wave cannot be generated, if the amplitude of the resonantly
oscillating electrons exceeds the scale length.
An electron at the boundary layer between plasma and vacuum is rapidly ac-
celerated into the vacuum during the first cycle of a laser. The field reverses
its direction and the electron is accelerated back into the plasma. But as the
plasma is overdense, the electric field amplitude decays exponentially. If the
mean free path of the electrons in the plasma is larger than the skin depth for
the laser, the returning electron propagates beyond the skin depth and dissi-
pates its energy via collisions[19].
This so-called Brunel effect appears for scale lengths L/λ < 0.1 and intensi-
ties in the range of 1014 - 1018W/cm2. The effect plays an important role in
the generation of high harmonics with wavelengths in the extreme ultraviolet
range.

�j × �B-heating

A further absorption mechanisms, which has similarities to vacuum heating, is
�j × �B-heating. The effect occurs for even higher intensities. Vacuum heating
is driven by the acceleration of electrons by the electric field. Here the driv-
ing mechanism is the fast oscillating �v × �B part of the Lorentz force, which
oscillates twice the laser frequency. For a linear polarized wave of the form
Ey = E0(x) sin(ωt) the ponderomotive force in the x-direction becomes [31]

FP,x = −m

4

∂v2os(x)

∂x
(1− cos 2ωt) (2.47)

The electrostatic part of the ponderomotive force forms a bow in the electron
density. The second part of equation 2.47 accelerates an electron out into the
vacuum. As the field direction changes again, the electron is accelerated back
into the plasma, where the electron dissipates its energy via collisions. In con-
trast to vacuum heating, �j × �B heating works for s- and p-polarization and is
most efficient for normal incidence.

2.6. Laser Interaction with Plasmas

The interaction between laser and plasma is not limited to the heating of the
plasma by the laser. Several other effects can occur in dependence on laser
intensity and plasma density. Some for this thesis relevant effects are discussed
in the following.

2.6.1. Relativistic Transparency

The plasma frequency from section 2.4

ωP =

√
nee2

ε0me

, (2.48)



2.6. Laser Interaction with Plasmas 17

 1e+17  1e+18  1e+19  1e+20

Intensity [W/cm2]

 0

 2

 4

 6

 8

 10

 12

 14

n e
/n

cr
 [-

]

 0

 0.2

 0.4

 0.6

 0.8

 1

Figure 2.3.: Fraction of electron density and critical density over intensity.

shows, that it is proportional to the fraction of electron density and electron
mass. An electromagnetic wave cannot propagate through the plasma, if the
angular laser frequency is smaller than the plasma frequency ωL < ωP . For rel-
ativistic intensities, i.e. a0 > 1, the motion of the electrons becomes relativistic.
Due to the relativistic mass increase of the electron, the plasma frequency has
to be corrected by the Lorentz factor

ω2
P =

ω′2
P

γ
. (2.49)

Thus, the plasma frequency is effectively reduced by the cycle averaged γ factor

γ =
√
1 + a20/2 (2.50)

If the electron density is normalized to the critical density

n′ =
ne

ncr

, (2.51)

the relativistic opacity of the plasma is determined by n′/γ < 1 < n′ [25].
Figure 2.3 shows in color the γ corrected electron density normalized to the
critical density n′/γ. The ordinate shows the non-relativistic electron density
normalized to the critical density n′ and the abscissa shows the laser intensity.
The relativistic transparency can appear in the preplasma or in already exploded
targets for intensities > 1019W/cm2. The effect in particular takes place for
delays between the two pulses in the order of picoseconds, which is described in
chapter 6.

2.6.2. Relativistic Self Focusing

As shown in the previous section the mass of an electron increases in the vicin-
ity of a relativistic laser pulse. Therefore the laser interacts with a more inert
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particle. In a uniform, underdense plasma the laser interacts with numerous
electrons, whose mass has relativistically increased, this effect has to be con-
sidered in the dispersion relation. The refractive index along the radius of a
focused laser pulse is given by [19]

η(r) =
ck

ω
=

√
1− ω2

P

ω2[1 + a(r)2/2]1/2
(2.52)

Because the beam is focused, the profile a(r) has its highest value at r = 0, so
that dη/dr < 0. This corresponds to a positive lens. A power threshold is given

Phase front in plasma

Figure 2.4.: The group velocity of a focused laser beam in a plasma is slower on axis, if
the laser has relativistic intensities. The transverse intensity gradient causes
different refractive indices and hence different group velocities.

for relativistic self-focusing from the requirement, that the beam’s divergence is
just balanced by the self-focusing

a20

(ωPσ0

c

)
≥ 8, (2.53)

where σ0 is the radius of the focal spot.
The effect becomes significant in the interpretation of the experimental results,
where a first laser pulse has expanded the target for 10s of picoseconds and a
second laser interacts with the plasma (chapter 6). The expanded plasma is
relativistically transparent to the laser, but as the plasma is not underdense,
the conventional approach to describe the relativistic self-focusing is somewhat
modified (cf. sec. 6.5.4).

2.6.3. Hole Boring

A further effect takes place with intensities of > 1019W/cm2 and plasma den-
sities of several 10s of ncr. The collective motion of ions starts, if the laser
pressure PL exceeds the plasma pressure Pe [18]

PL

Pe

=
2I0/c

nekBTe

� 1. (2.54)
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Because the highest intensity is reached at the center of the focal spot, the
plasma surface recess and a hole forms. In contrast to simple gas dynamics an
electrostatic bow shock comes along with a density discontinuity. The shock
can be modeled with one dimensional continuity and momentum conservation
equations for the ions [18]

∂ρ

∂t
+

∂

∂x
(ρu) = 0 (2.55)

∂ρu

∂t
+

∂

∂x
+

∂

∂x
(ZPe + PL) = 0, (2.56)

where u is the velocity and ρ is the charge density of the ions.
The frame moves with the shock front, so that ∂/∂t = 0. It follows for the
integration over the density step

ρu = const. (2.57)

and

ρu2 = PL =
I0
c
(2− ηa) cosΘ, (2.58)

where ηa is the laser absorption and Θ the angle of incidence. The re-arrangement
of the equation gives [18]

u

c
=

(
(2− ηa)I0 cosΘ

2ρc

)1/2

=

(
Zm

M

ncr

ne

(2− ηa) cosΘ

4

I18λ
2
μ

1.37

)1/2

. (2.59)

A Ti20+ plasma with a density of 10× ncr is considered which does not absorb
any laser radiation (ηa = 0). The laser with an intensity of I18 = 100 and a
wavelength of 800nm has a normal angle of incidence. The resulting shock has
a velocity of 0.023c, so that a 5μm deep hole is formed after 720 fs.

2.6.4. Magnetic Field Generation

The interaction between laser and plasma mainly occurs on the level of laser
and electrons. If the laser causes a collective motion of the electrons in a loop,
magnetic fields are generated. Three different mechanisms where a laser creates
current loops are described in the following.

Radial Thermal Transport

For situations, where the electron temperature gradient and the electron density
gradient are not parallel, an electric current will start. This so-called thermo-
electric source term is given by [19]

∂ �B

∂t
=

∇ �Te ×∇ �ne

ene

(2.60)
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Usually the density gradient is primarily oriented in the direction of the target
normal and the temperature gradient is oriented parallel to the target’s surface.
If the temperature gradient is only considered to be parallel to the surface by L‖
and the density gradient is only considered to be perpendicular to the surface
by L⊥, the magnitude of the magnetic field is estimated by [9]

B ∼ 2

(
τ

ps

)(
kBTe

keV

)(
L⊥
μm

)−1 ( L‖
μm

)−1

MGauss (2.61)

The pressure driven by the magnetic field is in the order of the plasma pressure.
If the magnetic pressure is larger than the plasma pressure, it leads to a pinching
of the underdense plasma [19].

DC Currents in Steep Density Gradients

The derivation of the ponderomotive force showed that electrons are pushed out
of the focal spot region of the laser. The electrons acquire a velocity from the
ponderomotive force. A group of electrons gain the velocity [19]

�vP ∝ m−1
e

�FP ∼ ∇E2
L, (2.62)

if the ponderomotive force �FP (t) increases in time. This leads to a current

�J = ene �vP ∼ ne∇I0 (2.63)

With Ampere’s law the magnetic field is given by

∇2 �B ∼ ∇× �J

∼ ∇ne × I0 (2.64)

Thus, a focused laser that interacts with a density profile will generate a mag-
netic field in the plasma, due to accelerated electrons. The generated magnetic
field is in the same order of magnitude as the magnetic field of the laser [52].
The direction of the generated magnetic field is inversely oriented compared
to the magnetic field that occurs with radial thermal transport. Thus, from
the magnetic field orientation in simulations one can decide which mechanism
applies.

Fast Electron Currents

A further magnetic field generation can appear due to collisionless absorption.
Fast electrons are generated during the absorption. These currents move either
along the target surface or into the target. The charge imbalance caused by the
accelerated electrons is eventually neutralized by a current of cold electrons. A
current loop is formed and therewith a magnetic field. The magnitude of the
magnetic field is in the region of 10kT for an intensity of 1020W/cm2.

A similar magnetic field pattern that occurs with DC currents in steep den-
sity gradients is observed in particle in cell (PIC) simulations (cf. sec. 2.8).
These PIC simulations modeled the interaction of a laser pulse with an ex-
panded plasma.
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Figure 2.5.: a) Radial thermal transport: electron temperature and density gradients are not
parallel. b) DC currents in steep density gradients: an electron current driven
by the ponderomotive force. The orientation of thermoelectric driven magnetic
field are the opposite to the ponderomotively driven magnetic field. [19]

2.6.5. Conclusion

In the experiment a first laser exploded a target. After 10s of picoseconds a
second laser interacts with the expanded target. During the interaction process
several effects occur. Some of these effects were described in this section. The
plasma becomes relativistic transparent to the second high intensity laser pulse.
Due to the thermal expansion of the plasma, the second laser experiences rel-
ativistic self-focusing. In the corresponding particle in cell simulation a hole is
formed and strong magnetic fields evolve. The results of these simulations are
presented in section 6.4.

2.7. Laser-Driven Ion Acceleration

This section will give an overview of the different ion-acceleration mechanism
that can occur by todays laser technology. In general target thickness and laser
intensity define which is the dominant acceleration mechanism.

2.7.1. Target Normal Sheath Acceleration (TNSA)

Hatchett and Brown [22] observed in the late 1990s for the first time the target
normal sheath acceleration (TNSA) mechanism since lasers could exceed inten-
sities of 1019Wcm−2. A detailed description of the mechanism was first given by
Wilks et al. [60]. The characteristics are, that a several micrometer thick foil is
illuminated by a relativistic laser pulse. The target surface is contaminated by
water vapor and hydrocarbons from grease, i.e. finger prints, oil from workshop
and so on. The prepulse ionizes the front of the target. This preplasma expands
into the vacuum. The main pulse is partially reflected at the critical density
of this expanding plasma. The absorbed fraction of the main pulse heats the
plasma by �j× �B heating and resonance absorption. Hot electrons are generated
which gain energy in the order of

Ekin = γmec
2 = kBThot, (2.65)
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where γ is the cycle averaged Lorentz factor. These hot electrons propagate
through the target and form an electron cloud or electron sheath at the rear
side of the target. The sheath has an extension in the order of the Debye length

λD,h =

√
ε0kBThot

e2ne,h

(2.66)

The contamination layer is also ionized. An ambipolar electric field builds up
between the electron sheath and the ions from the contaminants. The electric
field has a strength in the order of [24]

E ≈ kBThot

eλD,h

(2.67)

A laser with an a0 = 10 generates hot electrons with a temperature of about
3.5MeV. The electron density in the electron sheath is in the region of ne ∼
1020cm−3. From this follows for the extension of the sheath 1.5μm and for the
electric field strength E > 2TV/m. The ambipolar electric field causes eventu-
ally the acceleration of ions. In general the ions of water and grease are much
lighter than the ions from the target material, which is usually made from metal.

The accelerated ions have a broad energy spectrum. As the acceleration mech-
anism originates from hot electrons, the thermal nature is also imprinted in the
spectrum of the ions. An unique feature of the accelerated ions is a low trans-
verse emittance. The reason is found in the point-like source of the ions. Instead
of a source-size in the order of 100μm achieved with conventional accelerators,
the source is in the order of magnitude of a few micrometer. A further feature
that supports the low emittance is the charge neutrality of the ion beam. The
accelerated ions co-propagate with cold electrons, so that the beam does not
interact with the plasma.

2.7.2. Break-out Afterburner (BOA)

Yin et al. [63] identified from PIC simulations an ion acceleration mechanism
which is similar to TNSA in the beginning. The linearly polarized laser rapidly
ionizes a target. Hot electrons are generated that propagate through the target.
An electron sheath builds up on the rear side of the target. Moreover, a return
current of cold electrons is set up. Eventually, these cold electrons are also
converted into hot electrons. As more and more electrons are accelerated, the
electron density decreases in a layer with the thickness of the skin depth. Thus,
the skin depth increases and the fields of the laser can penetrate deeper into
the plasma. For sufficient thin targets the laser converts all electrons into hot
electrons. The whole volume is heated. Eventually, the density of the plasma
becomes relativistically transparent to the laser [23]. Two particle species with
strongly different velocities now appear in the plasma, namely the relativistic
electrons and the slow moving ions. A two-stream instability evolves [5]. The
phase velocity of the instability is resonant with the ions, so that the energy is
efficiently transferred from the electrons to the ions [62].
In contrast to TNSA, the break-out afterburner mechanism appears only for
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ultra thin targets with thicknesses in the order of 10s of nanometer. Moreover,
Yin et al.[64] describe that the protons from the contamination layer are fast
removed from the target due to the volumetric heating and do not participate
at the strong acceleration during the two-stream instability. The mechanism is
more efficient for heavy ions, which is the opposite behavior to TNSA.

2.7.3. Radiation Pressure Acceleration (RPA)

Lightsail-regime

A further acceleration mechanism recently gained some interest which is called
radiation pressure acceleration. As the name suggests the acceleration is driven
by the light pressure of the laser PL = IL/c. The pressure is high enough to
accelerate a whole block of plasma. Therefore the intensity has to be in the
order of > 1020W/cm2 and the target thickness has to be in the order of a
few nanometer. In contrast to TNSA where the fast oscillating component of
the ponderomotive force of a linear polarized laser strongly heats the electrons,
Macci et al [36] describe a circular polarized laser that adiabatically compress
the electrons. It evolves an electron depletion area at the plasma surface, which
is followed by an electron compression area. Due to the charge separation an
electrostatic field is set up. The highest field strength appears at the intersec-
tion of both layers. The compression phase stops until the electrostatic field
balances the radiation pressure. In the next phase the ions are accelerated in
the compression layer. In order to balance radiation pressure and electrostatic
field, the electrons follow the ions. Thus, the compression layer moves through
the plasma. During this phase further ions are caught up with the passing by
compression layer. Eventually, a whole slab of plasma is accelerated to the same
velocity. The acceleration is stable as long the electrons remain cold and do not
start to expand.
The here described RPA mechanism is a subregime, that is called light sail.
There are further subregimes which can be found in [45, 17, 46].

2.8. Particle-In-Cell Code EPOCH

The analytic description of phenomena in plasma physics usually shows that a
phenomena has intensively be studied and is understood to a certain degree. In
experiments only a limited number of parameters can be measured. In order
to deduce from the measured data a consistent picture and description of an
observed effect, simulation codes are needed. Particle in cell (PIC) codes are a
common tool for the description of kinetic and nonlinear effects in high density
plasma physics. Most of the here presented plasma mechanisms are at least
validated by a PIC or even have been proposed from a PIC simulation. The
basic approach of a PIC code is the simulation of the motion of a large number of
charged particles in their own electric and magnetic fields and the laser fields.
In this thesis the PIC code EPOCH is intensively used. The code is freely
available on the web [2] and its computational core is based on the PSC code
by Hartmut Ruhl. The basic equations for a microscopic plasma description,
that are evaluated by the PIC code, are derived in the following sections.
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Vlasov Equation

The here presented derivation of the Vlasov equation refer to [26].
A large numberN of similar systems is considered, where each system represents
a point �Xν (ν = 1...N) in the phasespace. The distribution in the phase space is
given by the probability (density) distribution function fN(�q1, ..., �qN , �p1, ..., �pN) =
fN(q1, ..., q3N , p1, ..., p3N). This function gives the probability to find a particle
in a given volume of the phase space. The points in the phase space move
with the phase space velocity �v(�̇q, �̇p). Analogue to fluid mechanics a probability
current

�j = fN�v (2.68)

is specified. As there are neither phase space points generated nor annihilated,
i.e. there is no source or sink, the continuity equation is valid

dfN
dt

=
∂fN
∂t

+ div�j =
∂fN
∂t

+ div(fN�v) = 0 (2.69)

where

div�j = div(fN�j) =
N∑
i=1

(
∂

∂qi
(fN�j) +

∂

∂pi
(fN�j)

)
(2.70)

From this follows

dfN
dt

=
∂fN
∂t

+
N∑
i=1

[(
∂fN
∂qi

)
q̇i +

(
∂fN
∂pi

)
ṗi + fN

∂q̇i
∂qi

+ fN
∂ṗi
∂pi

]
(2.71)

With Hamilton’s equations ṗi = −∂H
∂qi

and q̇i =
∂H
∂pi

the last two parts of the sum
reduce to

N∑
i=1

[
fN

∂q̇i
∂qi

+ fN
∂ṗi
∂pi

]
=

N∑
i=1

fN

[
∂

∂qi

∂H

∂pi
− ∂

∂pi

∂H

∂qi

]
= 0 (2.72)

It remains the Liouville equation

dfN
dt

=
∂fN
∂t

+
N∑
i=1

(
∂fN
∂qi

q̇i +
∂fN
∂pi

ṗi

)
= 0 (2.73)

The last sum in equation (2.73) is a force on the i-th particle. The force is
determined by the position and velocity of all other particles and by external
fields. The force term is now separated in a part which results from external
fields and a part which originates from the interaction among the particles

�̇pi = �Φi,ex +
∑
j �=i

�Φi,j , (2.74)

where it is switched back from coordinates to vectors.
The large number of independent variables in the Liouville equation makes the
solution for practical problems unrealistic. In order to reduce the dimensionality
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of the problem, a smaller number of particles s instead of N is considered. The
probability density distribution fs is derived by integrating fN over the neglected
particles (N − s)

fs(�q1, ..., �qs, �p1, ..., �ps) =

∫
fN(�q1, ..., �qN , �p1, ..., �pN)d

3qs+1...d
3qNd

3ps+1...d
3pN

(2.75)

A reduction of the 6N dimensionality of the Liouville equation is now achieved
in a first step by connecting the one-particle probability density distribution
with the two-particle probability density distribution. Therefore, equation 2.74
is put into the Liouville equation 2.73. Moreover, the relation of equation 2.75
has to be considered

∂f1
∂t

+ �̇q1
∂f1
∂�q1

+ �Φ1,ex
∂f1
∂�p1

+ (N − 1)

∫
�Φ1,2

∂f2
∂�p1

d3q2d
3p2 = 0 (2.76)

The general case is

∂fs
∂t

+
s∑

i=1

�̇qi
∂fs
∂�qi

+
s∑

i=1

⎛
⎜⎝�Φi,ex +

s∑
j=1
j �=i

�ki,j

⎞
⎟⎠ ∂fs

∂�pi
+

∫ s∑
i=1

�ki,s+1
∂fs+1

∂�pi
d3qs+1d

3ps+1 = 0

(2.77)

where the factor (N − s) is neglected, because it is not of interest to know the
probability to find a special particle in a specific volume, but the probability
to find any particle of a particle species in a specific volume. The full set of
N equations of the so-called BBGKY hierarchy (Bogoliubov – Born – Green –
Kirkwood – Yvon hierarchy) is equivalent to the Liouville equation, but with
the aid of additional assumptions higher steps of the hierarchy can be neglected
without loosing too much information. In plasma physics are the interaction
between particles and electromagnetic fields of interest. Thus, the introduction
of Maxwell’s equations into the one-particle distribution 2.76 and the neglect of
the interaction between the particles, i.e. collisions, leads to the Vlasov equation

∂fμ
1

∂t
+ �uμ

∂fμ
1

∂�q
+

qμ
mμ

(
�E + �uμ × �B

) ∂fμ
1

∂�uμ

= 0 (2.78)

�∇ · �E = 4π
∑
μ

ρμ = 4π
∑
μ

qμ

∫
fμ
1 d

3v (2.79)

�∇× �B − ∂ �E

∂t
=

4π

c

∑
μ

jμ =
4π

c

∑
μ

qμ

∫
�ufμ

1 d
3v (2.80)

where ρμ is the charge density, jμ is the current, qμ is the charge, �vμ is the
velocity and �uμ is the relativistic velocity of a particle species.

�uμ =
�vμ√

1 + |vμ|2/c2
(2.81)
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Furthermore it is switched from momentum space to velocity space and μ indi-
cates different particle species.
In the PSC code the right hand side of the Vlaslov equation is not zero, but
binary collisions are considered via the Boltzmann collision operator. The equa-
tion 2.78 extends to [13]

∂fμ
∂t

+�uμ
∂fμ
∂�q

+
qμ
mμ

(
�E + �uμ × �B

) ∂fμ
∂�uμ

=
∑
ν

∫
d3pνvμν

∫
dΩσμν(f

′
μf

′
ν−fμfν)

(2.82)

vμν is the relative velocity between the particle species μ and ν. dΩ is an element
of the solid angle between the momentum before �pμ and after �pμ

′ the collision.
The cross-section of the interaction is given by σμν . For further information
reference [13] gives a comprehensive overview.
The solution of the coupled Maxwell-Boltzmann-Vlasov equations is carried out
by the Monte-Carlo Particle-In-Cell method. An essential characteristic of PIC
codes is the introduction of a macro particle. In real space the macro particle
represents an ensemble of particles with the same mass and charge. This can be
done, because these are the only physical constants of a particle appearing in
equation 2.82. In phase space the macro particle can be seen as a finite volume
of points which have (almost) the same trajectory.

2.8.1. Finite-Difference Time-Domain Method

Besides the description of the motion of the macro or pseudo particles, the
electric and magnetic fields have to be described self-consistently. From this
follows that Maxwell’s equations

∂

∂t
�E = �∇× �B

∂

∂t
�B = −�∇× �E (2.83)

have to be solved in the time domain. A common approach for PIC codes
to perform this task are Finite-Difference-Time-Domain solver. The fields are
evaluated by the solver on a grid. The smallest element of this grid is a so-
called Yee cell. In 3D the Yee cell is a cube (see figure 2.6). The electrical field
components are placed at the cube edges and the magnetic field components
are placed at the center of the cube surfaces. This approach takes advantage in
the approximation of Maxwell’s curl equations. As the abbreviation of FDTD
suggests, the FDTD scheme solves Maxwell’s equations in the time domain.
Moreover, the differential operators are replaced by differences [53]

∂

∂t
�E = �∇× �B →

�E(t+Δt)− �E(t)

Δt
= �∇× �B(t+

Δt

2
)

∂

∂t
�B = −�∇× �E →

�B(t+ Δt
2
)− �B(t− Δt

2
)

Δt
= −�∇× �E(t) (2.84)
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Figure 2.6.: Yee Cell.

An update is performed in the following manner [53]

�E(t+Δt)− �E(t)

Δt
= �∇× �B(t+

Δt

2
)

→ �E(t+Δt) = �E(t) + Δt�∇× �B(t+
Δt

2
)

�B(t+ Δt
2
)− �B(t− Δt

2
)

Δt
= −�∇× �E(t)

→ �B(t+
Δt

2
) = �B(t− Δt

2
)−Δt�∇× �E(t) (2.85)

With this set of equations 2.85 the solver scheme is as follows [53]

• Update �E from �B: �E ⇐ �D

• Handle E field boundaries

• Handle E field source

• Update �B from �E: �B ⇐ �E

• Handle B field boundaries

• Handle B field source
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Figure 2.7.: Calculation scheme of the PIC code PSC [54]

2.8.2. EPOCH

The basic sets of equations that are used in a PIC code were presented. The PIC
code preforms time steps in a calculation loop. In a first step the code checks via
Monte-Carlo algorithm, if a particle is ionized or not. The ionization routines in-
clude Multi-Photon-Ionization and Barrier-Suppression-Ionization, whereas BSI
is realized in an ADK routines (cf. 2.2). EPOCH has the capability to consider
collisions based on a model from Sentoku and Kemp [49]. The collision eval-
uation routine would appear in the solver scheme after the ionization routine,
but the routine is omitted in the here presented simulations (cf. 2.5.1). After
the ionization the FDTD solver calculates the electromagnetic fields at the time
t+Δt/2. The Vlasov equation is evaluated for the whole Δt, so that the particle
positions are updated. Afterwards the Maxwell equations are calculated for the
remaining half time step. The FDTD solver considers now the new positions
of the particles. The loop is closed by the call of the ADK routine. The solver
scheme is shown in figure 2.7.
The simulations were carried out on the cluster MOAC. The cluster is part of
the Institute for Laser- and Plasma Physics at the Heinrich-Heine-University
Düsseldorf. The cluster consists of 8 blades. The blades are connected via an
InfiniBand interface. Each blade has four octo-core Intel Xeon E7-4820 work-
ing at 2GHz. In total the cluster has 256 cores, where two commands can be
processed per cycle by hyper threading, so that 512 logic cores are available.
The total memory of MOAC is 753GB. The local hard disk space of MOAC is
10TB. Additionally, two QNAP NAS systems with 15 TB each are accessible
to the cluster.
The computational time for the simulations shown in chapter 4 was usually in
the order of 15 hours. The size of the produced output was 1 TB. Some details
of the simulation parameters are found in the appendix A.4.

2.9. CST

A further simulation tool that is used in the frame of this thesis is the software
CST. The evaluation of the Thomson parabola spectrometer (cf. section 3.3.4)
is made with the aid of the software module Particle Studio. In section 6.5.2 the
moduleMicrowave Studio is applied for the motivation of the use of transmission
line theory for the description of the laser in a plasma channel.
The code originates from the software tool package MAFIA that was developed
at the TU Darmstadt and is based on the Finite Integration Technique (FIT)
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that was developed by T. Weiland [56]. The fundamentals of the FIT are
presented in this section.

Finite Integration Technique

The here presented basic constraints of FIT refer to [57] and [56]. The FIT
discretizes the Maxwell equations in their integral notation∮

∂A

�E · d�s = −
∫
A

∂

∂t
�B · d �A (2.86)

∮
∂A

�H · d�s =
∫
A

(
∂

∂t
�D + �J

)
· d �A (2.87)

∮
∂V

�D · d �A =

∫
V

ρdV (2.88)

∮
∂V

�B · d �A = 0 (2.89)

to a staggered grid. The grid is similar to a Yee cell as shown in figure 2.6,
but here are two grids. The so-called primary grid is assembled from cells with
electric field components only. The so-called dual grid is shifted by half an edge
length and is assembled only from cells with magnetic field components. Each
cell of the grid is linked with the material properties εr, μr and κ. Faraday’s

Figure 2.8.: Line integral for the electric field for one surface of the primary grid. [57]

law of induction for a surface of one mesh cell is shown in figure 2.8. The line
integral of the electric field for this mesh cell is∮

∂A

�E · d�s =
∫
L1

�E · d�s+
∫
L2

�E · d�s−
∫
L3

�E · d�s−
∫
L4

�E · d�s

= e1 + e2 − e3 − e4 =
4∑

i=4

ei, (2.90)

which is the sum of the edge voltages ei = Eia. The magnetic flux through the
surface A for one mesh cell is given by −∂tbn, so that Faraday’s law of induction
for one mesh cell is

e1 + e2 − e3 − e4 = − ∂

∂t
bn, (2.91)
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which is exact. If several mesh cells are considered, one get a system of equations
of the form⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

1 1 −1 −1
−1 1 1 −1

...
. . .

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

·

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

e1
e2
e3
e4
e5
e6
e7
...

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

= − ∂

∂t

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

b1
b2
...

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

C�e = − ∂

∂t
�b, (2.92)

where the matrix C corresponds to the analytic curl operator and contains only
−1, 0, 1. Similarly to Faraday’s law of induction, the remaining Maxwell’s equa-
tions are translated into a matrix equation. The total set of Maxwell equations
in matrix notation is given by

C · �e = − ∂

∂t
�b

Cdual·�h =
∂

∂t
�d+�j

Sdual · �d = �q

S ·�b = 0, (2.93)

where S corresponds to the divergence operator. The material properties are
also rewritten in matrix notation

�d = Mε · �e
�b = Mμ · �h
�j = Mκ · �e+ �JS (2.94)

The solution of this set of matrix equations involves no approximation. Only
during the discretization of space approximations are made in dependence on
the grid resolution.

Particle Studio

The software module is used for the tracking of charged particles during their
motion through a configuration of magnetic and electric fields. The setup of
the Thomson parabola spectrometer (cf. 3.3.4) is modeled similar to a CAD
software in 3D. Physical parameters are specified for the magnets as well as the
voltage applied at the electrodes. In a first step the solver applies the finite
integration method and solves Maxwell’s equations. As the fields are known in
3D the different ion species are sent through the spectrometer with different ve-
locities. Therefore the force acting on a charged particle is calculated. Then the
particles are moved according to the calculated force. Eventually, a trajectory
of a charged particle is determined.
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The particle tracker has turned out to be highly reliable. The remanescent given
from the manufacturer of the magnets is used for the calculation of the trajec-
tories through the spectrometer, which corresponds exactly with the calibration
of the spectrometer.

Microwave Studio

The Microwave Studio is a widely used tool in the development of communica-
tion devices. Electro-magnetic waves from a few Hz to PHz can be simulated
in an arbitrary environment. Thus, the solver can also be applied for optical
problems, with the restrictions that for those problems the spatial domain is
usually limited by the available machine time.
In section 6.5 the software module is used for the motivation of the use of trans-
mission line theory. The laser fields are described as modes in a hollow metallic
conductor - in a waveguide.

2.10. Conclusion

The chapter begun with the interaction between a single atom and an EM wave.
In dependence on the magnitude of the fields, different ionization mechanisms
occur. But as there is no sharp boundary between the ionization regimes, they
might appear simultaneously.
After the ionization of an atom the laser fields can interact with electrons. The
behavior of a single electron in the vicinity of a (relativistic) laser field is de-
scribed. But as there is usually more than one electron, the basic parameters
that describe the collective behavior of a plasma are given.
Energy is transferred from the laser to the plasma by different absorption mech-
anisms. In dependence on the angle of incidence and the plasma density, the
absorption mechanism differs. Collisionless absorption occurs during the exper-
iment. In particular a combination of resonant absorption and �j × �B heating
appears.
Not all of the laser energy is transferred to the plasma, so that the laser can
strongly interact with the plasma in other ways. The described phenomena are
relevant for observed effects in the experiment and in simulations or are at least
similar to those effects. In dependence on the plasma density and the laser in-
tensity the plasma becomes relativistically transparent to the laser, due to the
relativistic mass increase of the electron [23]. Additionally the electrons in the
plasma might cause a further focusing of the laser. The combination of these
two effects play a role during hole boring and the generation of strong magnetic
fields. The magnetic fields are caused by the acceleration of electrons and an
evolving return current of cold electrons.
In the past decade several ion acceleration mechanisms have been proposed.
The most relevant mechanism that might appear, due to the laser intensity or
the combined intensity of two laser pulses, were presented. Moreover the differ-
ent ion acceleration regimes depend on the target thickness.
The experimental results have been extensively interpreted by particle in cell
simulations. The fundamentals of the code were briefly explained. The evalua-
tion of the experimental results was done with the aid of the software package
CST, due to its wide application in science and research the fundamentals of
the code are also briefly presented.





3. Setup and Diagnostics

This chapter comprises the description of the experimental setup and the ap-
plied diagnostics. The Arcturus laser and its components are described in detail.
Results are presented of the pulse’s temporal and spatial shape.
The second section of this chapter presents the main diagnostics - a Thomson
parabola spectrometer (TPS) - and their underlying physical mechanisms. The
calibration results of the main diagnostic are shown. The calibration comprises
the determination of the dispersion of the Thomson parabola and the cross-
calibration of the Thomson parabola with CR39 nuclear track detectors.
The last part of this chapter introduces briefly radio-chromic-film detectors and
its results.

3.1. The Arcturus Laser Facility

The Arcturus laser system is a commercially available table-top, high power
laser system from the company Amplitude Technologies. The laser is based on
the chirped pulse amplification scheme. The scheme is shown in figure 3.1. An

Oscillator Stretcher Amplifier Compressor

Figure 3.1.: Chirped Pulse Amplification

ultra-short laser pulse is stretched in time. The pulse has low energy and a
large bandwidth. By stretching the pulse in time, the intensity of the pulse is
even more reduced. This low intensity laser pulse can be amplified to high pulse
energies. Because the pulse is stretched in time, the intensity is still below the
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damage threshold of the optics. In a last step the pulse is again compressed in
time. If the laser pulse is now focused, intensities in the order of 1020W/cm2

are reached.
The Arcturus laser has three beamlines: two main beamlines and a probe beam-
line. The pulse length’s of each pulse can be smaller than 25fs. In beamline I
the pulses reach energies of 3J before compression and in beamline II 4J before
compression. The pulse energies of the probe beam are in the order of 100mJ.
A few key components of the laser are described in the following similarly as in
[20] and can be found in the schematic of 3.2.

3.1.1. Front-End

Oscillator

Both main pulses and the probe pulse originate from the same oscillator. The
oscillator is a Ti:Sapphire laser system (Ti3+Al2O3) from the company Femto
GmbH. The titanium-doped sapphire crystal is pumped by a 5W laser diode
at 532nm in cw. The laser pulses have a wavelength of roughly 800nm and a
bandwidth of a 100nm. The pulses have a pulse length shorter than 25 fs and
an energy of about 5nJ. The repetition rate is 75MHz.

Booster

As the energy of the oscillator’s pulses are very low, the first device after the
oscillator is the booster, that increases the energy from nJ to μJ. A Pockel’s
cell reduces the repetition rate from 75MHz to 10Hz. Thus, the cell picks
10 pulses per second from the 75MHz pulse train. A Ti:Sapphire crystal is
pumped by the second harmonic of a Nd:YAG laser from CFR Ultra. The laser
pulses pass several times through the crystal. Afterwards the temporal contrast
is enhanced by a saturable absorber, i.e. the pulse is cleaned from the ASE
(amplified spontaneous emission).

Stretcher

At this stage the laser pulse has still a length of several 10s of femtoseconds,
which is far too short in order to apply chirped pulse amplification scheme.
Therefore, the pulse is directed into a grating stretcher, which is a some-
what modified Offner spectrometer. The stretcher consists of two concentri-
cally mounted spherical mirrors and a grating. The setup prevents chromatic
aberration. The configuration of the spherical mirrors and the grating sorts the
laser wavelength in time - a chirp is introduced. The pulse length is increased
to roughly 500ps. A further device is installed in the stretcher module. The
Dazzler is an acousto-optical filter that compensates group velocity dispersions
and improves by this the contrast of the pulse after compression. The aim is to
have a flat, minimum phase which results in a short pulse.

Regenerative Amplifier

Similar to the Booster, a Ti:Sapphire crystal is pumped by the CFR Ultra
Nd:YAG laser in the regenerative amplifier. Two Pockel cells are used to con-
trol the seeding and outcoupling from the laser cavity. The pulses perform
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Figure 3.2.: The Arcturus Laser Facility in Düsseldorf.
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several passes through the amplifying crystal and gain an energy of about 1mJ.
The Pockel cell configuration also enhances the contrast of the pulses. An
acousto-optical modulator is applied similar to the stretcher. The Mazzler fil-
ters unwanted spectral components. A gap is generated in the spectrum. This
gain flattening increases the width of the spectrum.

Multipass 1 and Multipass 2A Amplifier

The first main amplifier crystal is pumped by the second harmonic of a CFR
200 Nd:YAG laser. The pump laser has a pulse energy of 120mJ. Laser pulses
are amplified to 23mJ. After amplification the laser beam is expanded by a
telescope. The subsequent Multipass 2A amplifier is pumped by a Propulse
532nm Nd:YAG laser, which provides 2J of laser pulse energy. A laser pulse
does four round trips in this amplifier through the Ti:Sa crystal. Afterwards it
has an energy of about 600mJ.
The last element of the Multipass 2A Amplifier and therewith of the front-end
is a 50:50 beam splitter. The pulse is directed into beamline I and beamline II,
whereas in beamline II a second beam splitter separates 5% of the pulse energy
into the probe beam line.

3.1.2. Beam I

Multipass 3A Main Amplifier

The last amplification stage for beam I is a 4-pass amplifier. The Ti:Sa crys-
tal is pumped by four frequency doubled Propulse Nd:YAG lasers, where each
Nd:YAG laser delivers 2J. The maximum pulse energy of beamline I is 3J. After
four passes though the crystal a double pass delay stage is implemented for the
experiment. The maximum travel distance of the linear stage is 5cm. Therefore
the maximum delay range covered with the delay stage is ±166ps. The delay
stage is moved by a micrometer screw. In combination with a Heidenhain glass
scale, the delay is controlled with an accuracy of 5fs.
Due to the size of the Ti:Sa crystal of 5× 5× 3cm3, the diameter of the beam
after amplification is limited to about 3cm. For the temporal compression and
for reduction of damages to the optics, the beam is expanded by a telescope to
8cm.

Compressor

In the compressor are two gold coated gratings aligned parallel - with grating
side to each other. The pulse enters the vacuum chamber through a window
and is directed by the first grating to the second grating. This grating directs
the pulse to a roof-top mirror, that reflects the pulse back onto a lower level of
the second grating. By changing the level of the beam path, the gratings are
used twice. Afterwards the pulse leaves the compressor.

Plasma Mirror

The plasma mirror is used to enhance the temporal contrast of the laser. The
laser pulse is focused onto a dielectric substrate with an anti-reflecting coat-
ing, so that prepulse and ASE with a lower intensity compared to the main
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pulse should be transmitted by the glass. If the a certain intensity threshold
is reached, a plasma is ignited on the surface of the substrate. In dependence
on the electrons’ density in the plasma, the laser is reflected. Thus, the AR
(anti-reflection) coated substrate acts as an ultrafast optical switch. A second
off-axis parabolic mirror images the interaction, i.e. the parabola collects the
laser light and directs the laser back into the beamline. The intensity of the
pulse is tweaked by the focal position. In order to make the control of the focal
position easier and more reliable, a large focal length 1524mm is chosen for the
off-axis parabolic mirror.
A further advantage of a plasma mirror is the defect on the substrate generated
by the rising flank of the main pulse. The defect prevents any larger laser en-
ergy reflected back into the beamline - in direction to the main amplifier and
the compressor. The energy of those reflections can be high enough to destroy
the sensitive optical components.
Additional information regarding the plasma mirror can be found in the PhD
thesis by A.-L. Giesecke [20].

Adaptive Mirror

The adaptive mirror can modify the wavefront of the laser. The substrate sur-
face is mechanically controlled by 32 Piezo-elements. The wavefront is measured
by a Shack-Hartmann sensor. The sensor is installed right before the vacuum
target chamber behind a mirror, that transmits enough radiation for the sensor.
A computer program analyzes the wavefront and controls the Piezo elements
of the adaptive mirror. The main aim of the adaptive mirror is to achieve a
smooth gaussian shaped focal spot by modifying the wavefront.
The adaptive mirror was not used in the experiment.

Pulse Energy of Beam I on Target

After the main amplifier the laser pulse passes through compressor, plasma
mirror and the beamline, where energy is lost due to absorption or imperfect
beam alignment. The pulse energy that arrives on target was not measured.
After the experiment beamline and compressor gratings were inspected. It is
estimated from former experiments and from the inspection, that only 25% of
the pulse energy after amplification arrive on target.

3.1.3. Beam II

Multipass 2B Amplifier

In contrast to beamline I, beamline II has a further amplification stage before
the main amplifier. The 4-pass amplifier is pumped by a Propulse Nd:YAG
laser with 1.2J pulses at 532nm. The pulse energy is increased from 300mJ to
600mJ

Multipass 3B Main Amplifier

The beam path difference of beam I and beam II was measured in advance. As
the beam path of beam II was too short, a static delay stage was implemented
in the multipass 3B main amplifier. Both beams are timed by this 5cm precise,
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so that the delay stage in the multipass 3A main amplifier can overlap both
main pulses in time.
The five Propulse Nd:YAG lasers of this main amplifier are equipped with LBO
crystals instead KDP crystals for the generation of the second harmonic. The
pulse energy of each laser is increased by this from 2J to roughly 2.5J. The
pulses in the beamline II can reach before compression 4J.

Compressor

The setup of the compressor in beamline II is similar to the compressor in
beamline I.

Plasma Mirror

At the time of the experiment the plasma mirror for the second beamline was in
development, but not implemented. Thus, the contrast of beam I is better. A
further consequence from this is, that during the experiment, it must be ensured
that only radiation with a low intensity is reflected back into beamline II.

Adaptive Mirror

Similar to beamline I an adaptive mirror could have been used for the experi-
ment, but this was not the case.

Pulse Energy of Beam II on Target

Similar as already described for beam I in section 3.1.2 pulse energy is lost at the
gratings in the compressor and in the beamline, so that 4J cannot be expected
on target. Again, the energy on target was not measured, but is estimated to
be only 25% of the energy after amplification.

3.1.4. Probe Beam

Delay Stage

The probe beam neither have any further amplification stages nor other laser
pulse enhancement devices. Therefore the beam path is much shorter compared
to the main pulses. In order to have the probe beam temporally overlapping
with the main pulses, several meter of beam path are implemented as well as a
motorized delay stage.

Compressor

The probe beam has its own compressor. Instead of picking up some energy
from a main pulse for a probe beam, where the probe pulse would have the
same pulse length as a main pulse, the probe pulse length can be controlled
independently from the main pulses. Thus, different processes can be probed,
that might happen on different - longer - timescales than the main pulses.
The probe beam is used during the experiment for the TASRI diagnostic. This
diagnostic is applied only a few times.
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3.1.5. Bunker

A further important part of the Arcturus laser facility is the radiation safety
bunker. Due to the high intensity that can be reached with the laser system, ion-
izing radiation is generated and particles are accelerated. The radiation safety
regulations in germany require a radiation safety bunker in order to perform
those experiments. The bunker walls consist out of rigid concrete, where small
iron sphere are implemented in the bricks. The entrance into the bunker has a
chicane. The beamlines are also entering the bunker via a chicane. Therefore,
any straight propagating particle or photon is absorbed in the wall.

3.2. Experimental Setup

Two vacuum target chambers are installed in the bunker. The octogon-shaped
chambers have an inner diameter of roughly 800mm and a usable height of
450mm. Chamber I is mainly used for experiments with gases. Chamber II
is usually used for experiments with solid targets, as for this experiment. In
preparation of this first two beam experiments, the chamber had to be re-
designed. Two laser beams with a diameter of about 80-100mm have to be
aligned, so that both beams interact with the target from the same side. For
this purpose the roof of the chamber had to be replaced by a new, larger one,
so that the useable height is increased by further 330mm.
One of the main advantages of the Arcturus Laser System is the relatively high
repetition rate of 10 Hz for a high power system. A special target device is used,
in order to utilize this advantage without venting the chamber after each shot.
The device follows the principle of a magnetic tape recorder. A 5μm thin, 5mm
high and 10m long titanium tape is spooled on a coil. A second coil is used as
a spool for the used target. Four polished, round, thin bars made from brass
are holding the tape in the focal position while the coils rotate.

40°
Beam 1

Beam 2

x

y
Ti foil

Figure 3.3.: Setup of the main diagnostic.

In figure 3.3 the setup of laser and target is shown. It shows in a top-view the
tape target device with its two coils and the two 90◦ off-axis parabolas. The
parabolas have a diameter of 101.6mm and an effective focal length of 152.4mm.
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Beam I is perpendicular to the target - has an angle of incidence of 0◦. Beam
II has an oblique angle of incidence of about 40◦. The probe beam illuminates
the rear side of the target under an angle of roughly 45◦. Three cylinders are
located around the tape target. The cylinders are CAD dummy models for the
focal diagnostic used microscopic objectives. The objectives are mounted on
motorized linear stages.
The shown coordinate system in figure 3.3 is the same as it will be used in the
PIC simulations.

3.2.1. Spatial and Temporal Laser Pulse Shape

Spatial Shape - Focus and Caustic

The measurements of the focal spots and their optimization is done with three
Mitutoyo (10x Plan Apo Infinity-Corrected Long WD Objective) microscope
objectives. The objectives are mounted onto motorized linear stages, so that
the objectives can be moved within the vacuum. The light from the objectives
is directed through windows out of the vacuum onto three Basler scA640-74gm
CCD cameras.
The results of the caustic measurements can be found in the appendix A.2.1.
The diameter of both focused main beams is roughly 5μm.

Temporal Shape

Introduction

The pulse length measurement is done with a device called Wizzler from the
company Fastlite. The device utilizes Fourier-transform spectral interferome-
try (FTSI) and the cross-polarized wave effect (XPW-effect). The technique of
self-referenced spectral interferometry (SRSI), which is applied in the Wizzler,
uses FTSI and the XPW-effect for the pulse measurement. The effect and the
basic principles are briefly explained in the following and refer to [14, 35, 3].

Fourier-Transform Spectral Interferometry

A spectrum in the frequency domain is considered. The spectrum is the inter-
ferogram of two delayed pulses. If the inverse Fourier transformation is taken,
three peaks appear. The oscillating term in the time domain is centered be-
tween the delay of the two pulses. This peak is numerically filtered so that
only the high frequency term remains. The result is again transformed into the
frequency domain. Eventually, the result provides information about the phase
difference of the two pulses and the product of the spectral intensities.
If the high frequency part is filtered instead of the continuos part, one gets in-
formation about the sum of the two spectral intensities. Thus, the two spectral
amplitudes can be reconstructed.
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XPW-Effect

Cross-polarized wave (XPW) generation is a third-order nonlinear effect. A
linearly polarized wave is generated orthogonally from a high-intensity linearly
polarized input wave. The amplitude of the cross-polarized wave in time de-
pends on the input wave by

EXPW (t) ∝| Ein(t) |2 ·Ein(t) (3.1)

The XPW-effect can be described as a temporal filter, because the generated
pulse is just a copy of the initial pulse, where the pulse is filtered by its own
temporal intensity. Hence, the XPW-pulse will have a broader spectrum and
an even phase, as the pulse is shorter.

Self-Referenced Spectral Interferometry

The Wizzler summarizes these effects to a measurement technique called self-
referenced spectral interferometry. A copy of the prepulse is made by a bire-
fringent plate. The copy’s polarization is perpendicular to the input’s pulse.
Moreover the copy is delayed in time. The XPW-effect is used in a second
stage in order to generate from the main pulse a reference pulse with a broader
spectrum and a flatter spectral phase, but with the same carrier frequency. The
copied pulse from the birefringence plate and the reference pulse from the XPW
filter now have the same polarization. Thus, the main pulse can be filtered by a
polarizer and the two remaining delayed pulses can interfere in a spectrometer.
The FTSI principle is applied to the spectrum from the two pulses and spectral
phase and amplitude are reconstructed from the signal.

Conclusion

TheWizzler allows a robust and easy measurement of the pulse’s temporal shape
and it’s phase. For the measurements two pick-off 1” mirrors are mounted on
motorized linear stages in the vacuum chamber. The mirrors are moved into
the beam path of beam I and beam II, respectively. Each mirror directs some
radiation out of the vacuum through a 2mm thick BK7 window to the Wizzler.
The detailed results of the measurements can be found in table A.2.2 in the
appendix. Mazzler and Dazzler settings are optimized to have two short pulses.
The pulse length in both beams is 23 fs during the shot series at the 15th and
16th of October 2012.

3.3. Main Diagnostic

Introduction

In this section the main diagnostic of the experiment is described in detail. In
order to evaluate the measured data, it is necessary to understand the physical
mechanisms that occur in the diagnostic and detector. Hence, the spectrometer
- a Thomson parabola spectrometer (TPS) - is described in detail as well as the
applied detector - a multi-channel-plate (MCP).
The magnetic field of the Thomson parabola has to be calibrated for a precise
energy determination. The calibration with metallic filters and an image plate
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is shown subsequently. In order to derive spectra from the MCP traces, the
MCP is cross-calibrated with the nuclear track detector CR39. The intensity
on the MCP image is correlated with a particle number on the CR39.
The electrodes of the TPS are hit by ions at each shot, so that the voltage
of the electrodes drops with each shot. In addition the magnetic field showed
inhomogeneities. In order to account for these effects, the TPS is extensively
simulated with a 3D electromagnetic simulation program CST.
Finally, the results of the simulations and of cross-calibration are merged into
a C-program. The program evaluates semi-automatically the MCP images and
generates ion spectra and determines the cut-off energies.

Magnet

MCP

E-Field

x y

(a)

(b)

Figure 3.4.: a) Setup of the Thomson parabola spectrometer with the multi-channel-plate as
detector. b) Proton trajectories for different kinetic energies through the E-
and B-field of the Thomson parabola spectrometer.

3.3.1. Thomson Parabola Spectrometer

The Thomson parabola spectrometer (TPS) is a widely used detector in the
field of laser particle acceleration. Its low sensitivity on radiation from the laser
as well as from the laser plasma interaction are ideal for a robust and reliable
detection of different ion species.
In a TPS are an electrical and a magnetic field parallel aligned to each other.
The path of a positively charged particle is shown in figure 3.5. The electric
field causes a deflection in the vertical direction. The deflection caused by the
magnetic field is in the horizontal direction only. As the grade of deflection
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E-Field: 4 kV N

S

N
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B-Field: 0.5 T

side view

top view

Figure 3.5.: Basic schematic of a Thomson parabola spectrometer. A positively charged par-
ticle moves through the configuration of the electric and magnetic field. The
electric field causes a deflection downwards. Due to conservation of momen-
tum, the particle continues its path in the downwards direction after leaving
the area of the electric field. The deflection of the magnetic field is perpendicu-
lar to the particle’s motion and to the magnetic field. Therefore the deflections
is sidewards.

is dependent on the velocity, the ions are dispersed by their kinetic energy.
Moreover the deflection depends on the charge-to-mass ratio of the ions. Thus,
with a Thompson parabola spectrometer one can distinguish between the ion
species and their energy. The deflection satisfies the following equations [11]

x = qBLiB

mv

(
LiB

2
+ LfB

)
,

y = qELiE

mv2

(
LiE

2
+ LfE

)
, (3.2)

where q is the particle’s charge, m the particle’s mass and v the particle’s
velocity. B and E are the electric and magnetic field components perpendicular
to the velocity of the particle. Li is the length of the electric and magnetic
field, respectively. Lf is the distance where the particle moves in areas that are
field-free. The lengths Lf and Li used in the experiment are shown in figure
3.6. As the deflections in x and y are independently caused by the electric and
magnetic field, the length factors in x direction belong to the magnetic field
only and the length factors in the y direction belong to the electric field.
From equation 3.2 follows that the momentum per charge is constant for any
vertical line with the same x values. Similarly, the energy per charge is constant
for any horizontal line with the same y values [11]. The equations 3.2 can be
reorganized to the following form

y =
1

v

ELE

BLB

x (3.3)
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Figure 3.6.: Distances of the Thomson parabola spectrometer.

where LB and LE are the length factors L = Li(Li/2 + Lf ) for the E and B
field. For any point on a straight line, that crosses the zero point - the 0th order
- will have the same velocity independently from its charge-to-mass ratio. A
further rearrangement of equation 3.2 gives [11]

y =
m

q

ELE

B2L2
B

x2, (3.4)

The projected trajectory of a deflected particle describes a parabola. The
parabolas depend on the charge-to-mass ratio of the ion. Unknown ion species
can be deduced from the trace of known ion species. Thus, from the traces of
a TPS it is possible to determine the cut-off energies of different ion species.
Moreover, one can also get a hint for the acceleration mechanism that occurred,
when using the constant momentum per charge, constant energy per charge or
constant velocity line [11].

3.3.2. Multi-Channel-Plate

The particles are sorted by the Thomson parabola with respect to their charge-
to-mass ratio and their energy. The detection of the ions is done with a multi-
channel-plate.

Channels

Output electrons

(~106)

V
B

+

-

Ion

Ion

Metallic

coating

Secondary

electrons

Pb glass

Figure 3.7.: Microchannel plate.[1]

Basically a microchannel plate is a photo multiplier tube. The central compo-
nent of the MCP is a roughly 1mm thick Pb glass plate. The Pb glass has a
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MCP in

MCP out

Phosphor screen

Figure 3.8.: Microchannel plate.[1]

low work of emission. The plate consists of a large number of channels [1], that
are arranged in a honeycomb-like shape. The inner diameter of these channels
is 20μm. The upper and lower side of the glass plate is coated with a metal -
usually an NiCr alloy. A voltage is applied between the upper and lower side of
the glass plate of typically 1 - 2 kV. An ion that impinges onto a channel’s wall
will release an electron. Due to the applied voltage, the electron is accelerated
along the channel and will strike again onto the channel’s wall and will release
one or more secondary electrons. These electrons are also accelerated and the
process repeats. Eventually several thousand electrons are accelerated. These
electrons leave the channel and hit a phosphor screen. The glow of the phosphor
screen is detected by a Basler scA1400-17fm CCD camera.
Technical details of the in the experiment used MCP are found in table A.1 in
the appendix.

3.3.3. Dispersion of the Thomson Parabola

In order to determine the energy of the ions, the dispersion of the spectrometer
is measured. The remanescent of the magnets is known with 1.055 T. But as the
magnets are installed in a yoke, the magnetic field is difficult to calculate as the
susceptibility of the yoke’s iron depends on the local field. Thus, the dispersion
is calibrated with the aid of an image plate (IP) and thin copper foils. The
package of IP and foils is placed in front of the MCP, which is turned off for the
calibration. Only charged particles with a characteristic kinetic energy threshold
are able to pass through the foils. The threshold depends on the foil’s material
and thickness and is called Bragg peak.
The TPS sorts different ion species regarding their charge-to-mass ratio and
disperses these ions regarding their kinetic energy. Hence, if certain areas of
an image plate are shielded by thin copper foils, one is able to determine the
position of an ion with a characteristic energy.
Figure 3.9 shows a scan of an illuminated image plate with the rough position of
the copper foils. Several different ion species are visible. At some positions the
parabolas are interrupted. At these positions the ions are stopped by the copper
foils. The Bragg peak for 20μm Cu is 2.1 MeV and the Bragg peak for 5μm Cu
is 0.8 MeV. The points on the IP, where the proton trace is interrupted behind
the foils, correspond to these energies. The magnetic field can be calculated
with the distance between the zeroth order and these interruption points. From
this follows that the homogeneous magnetic field in the middle between the
magnets must be 0.29T.
The TPS is modeled with the electromagnetic simulation program CST. The
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Figure 3.9.: Experiment. Scan of an image plate. Determination of the dispersion of the
Thomson parabola.
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Figure 3.10.: Simulation of the magnetic field of the TPS. Line-out of the magnetic field in
the yoke. The field distribution of the simulation agrees with former measure-
ments of the yoke.
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magnetic field along the designated particle path through the magnets is shown
in figure 3.10. It is clear from the graph that the magnetic field is by no means
homogeneous. The effect of this inhomogeneity on the ion parabolas is presented
in the following section.
The dependence of the kinetic energy on the deflection of the ions in the x-
direction is now determined for each ion species with the CST simulations. The
energy and x-position value pairs at the MCP position are fitted by a power
function E(x) = axb.

3.3.4. Evaluation of Thomson Parabola Spectrometer Im-
ages

Several steps and calculations are necessary in order to derive spectra from the
MCP images. In the following these steps are briefly explained.

Deviations between Analytic and Experimental Parabolas

The inhomogeneities in the magnetic field cause especially for ions with low
kinetic energy a deviation from the analytical parabolas. Figure 3.11 shows a

Figure 3.11.: MCP image of shot 9 2012-10-15.

typical result on the MCP. Several parabolas appear, that belong mainly to
carbon ions and protons. The analytical parabolas are shown for protons and
C2+. Moreover, the parabolas calculated with CST are shown. Especially for
low energies the distance increases between analytic parabola and experimental
parabola. The CST solution follows the experimental parabolas even for low
energies.
It is concluded from this deviation, that the parabolas are determined with the
aid of CST. The use of the analytic parabolas would result in wrong spectra.

Voltage Drop with each Shot

A second effect that appeared during the experiment is shown in figure 3.12.
The graph shows the voltage for each shot on two different days. The voltage
of the electrodes of the TPS drops with every shot. It follows from this, that
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Figure 3.12.: The voltage of the electrodes of the TPS decreased with every shot .

charged particles with low kinetic energy must have hit the electrodes, so that
the potential between the plates decreases each shot by a small amount. At
a certain threshold the voltage supply triggers the voltage back to the preset
value. One cannot deduce from this the particle number below a certain kinetic
energy that have hit the electrodes, as a lot of different charged particles hit
the electrodes.

Ion Traces on the MCP for Different Voltages

The distorted experimental parabolas, due to inhomogeneities of the magnetic
field, and the change of voltage with each shot, made it necessary to use a
more comprehensive approach than the simple analytic solution of the parabo-
las. Several CST simulations of the TPS with different voltages are made. The
traces of the different ions are recorded at the MCP position. The traces for
each ion for different voltages is collected into a single table, so that x and y
are still spatial coordinates and z is the voltage. A surface is fitted to the 3D
data set of each ion species with Matlab, where a polynomial is used. The fit-
ted surfaces of the data sets of protons and C2+ are shown in figure 3.13. The
surface of each ion species describes the position on the MCP for any voltage
and not only for voltages where a CST simulation was made.

Semiautomatic Evaluation of the MCP Images

The large amount of shots necessitates a semiautomatic evaluation of the MCP
images. In advance the 0th order, a point on the proton trace and a point on
the trace of C4+ is marked by hand. A C-program was written, that determines
the voltage of each shot from these positions on the MCP. As the voltage is
determined, the parabolas of titanium-, nitrogen-, oxygen- and carbon-ions as
well as the parabola for protons are calculated. Along these parabolas line-outs
are made. The line-outs comprise a small stripe of 0.6mm width, where the
background noise is ignored.
In order to derive a spectrum from these line-outs, the intensity of a pixel on an
ion trace has to be related to the particle number of the ion. This correlation
is presented in the next section. With the knowledge of the dispersion of the
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Figure 3.13.: Calculated proton and C2+ traces on the MCP for voltages from 0.5kV to 3.5kV.
The x and y coordinate are spatial coordinates and z is the voltage.

TPS and the correlation between pixel intensity and particle number, spectra
of each ion species are generated. Finally, the program determines the cut-off
energies of each ion species.

3.3.5. Correlation between Particle Number and Counts
on CCD Camera

In order to derive a spectrum from the recorded ion traces of the MCP, it is
necessary to get a correlation between the measured intensity of the trace and
the corresponding particle number. The here presented method adheres to a
publication from Prasad et al. [41]. Solid state nuclear track materials are well
suited for the detection of particle numbers - in particular the polymer CR-39
with the composition C12H18O7. An array of small CR-39 stripes is placed in
front of the MCP. Small gaps are between the stripes. Due to the gaps the CR-
39 and the MCP are alternatingly irradiated by the deflected ions. Eventually,
a particle number is correlated with counts on the CCD.

Setup of MCP and CR-39

CR-39 is a simple optically transparent plastic. CR-39 does not respond to X-
rays and electrons, but it responds to heavily ionizing particles such as protons
with a few MeV. This feature is the main advantage of CR-39. While a particle
moves through the polymer, it destroys molecule chains and leaves behind free
radicals.

After exposure to the radiation the CR39 is etched in an alkaline sodium hydrox-
ide solution. As the molecule chains are broken along the trail of the charged
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Figure 3.14.: Position of the CR39 stripes in the Thomson parabola spectrometer and setup
of the frame with the CR39 stripes.

particle, the material is more easily etched away than the surrounding bulk ma-
terial, which is depicted in figure 3.15 (a)-(c). The unequal etch-rate induces a
small pit in the plastic after a couple of hours in the solution. The small pit can
be measured with an optical microscope. An example of pits caused by protons
is shown in figure 3.15 (d).
In the experiments a highly pure CR39 fromTrack Analysis Systems Ltf is
used. It is delivered in 1mm thick sheets, which can easily be cut. The sheets
are scribed with squares of 25× 25mm2. Small stripes are cut out of the sheets.
These stripes are aligned on a frame next to each other. A small gap between
the stripes is left out. The frame is placed in front of the MCP. The position
of the frame and the arrangement of the CR-39 stripes is shown in figure 3.14.
The small gaps between the CR-39 stripes allow some ions to hit the MCP,
whereas a large fraction of the ions irradiate the CR-39.
The etching procedure is in detail as follows. The CR-39 stripe is placed in a
6N NaOH solution at 86◦C. The CR-39 samples stay in the solution for 90 to
200 min. The etching time depends on the etch rate. Typically 10 to 20μm
of the total stripe height is removed. After the bath in the NaOH solution the
samples are neutralized in a 2% vinegar solution.
The evaluation is carried out with an optical microscope. The pits of the dif-
ferent ion species have made traces in the stripes. As the traces are larger than
the field of view of the microscope, a series of images of each ion trace is made
and stitched together by hand. The distances between traces on the stripes’
long sides are carefully measured, in order to allocate the traces on the CR-39
to the traces on the MCP.
The images of the traces are further processed with the program ImageJ. The
contrast and brightness levels of the images are adjusted and the images are
transformed to binary images. Only the contours of the pits remain after the
function Skeletonize is used. A procedure, that is used for cell counting, counts
the pits and measures the position of each pit. An example of a stripe is shown
in figure 3.15 e), where the measured positions of the pits are plotted and fitted
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Figure 3.15.: a) Simplified etching profile of CR-39. vB is the bulk etch rate and vT is the
track etch rate. The etch rate along the path of the ion is higher compared
to the surrounding bulk material. b) Temporal evolution of a pit during the
etching process. If the CR-39 is too long in the etchant, the pits disappear
again. Schematics inspired by [42]. c) In dependence on the etching time, the
shape of the pits differ. Ideally, a white spot with a black circle is seen with an
optical microscope. d) Image made with an optical microscope. Small white
spots with black circles, which are caused by protons. The field of view of the
microscope is too small, in order to capture the whole trace on the CR-39.
Thus, these images are stitched together by hand. e) The complete tracks of
ions on the CR-39 stripe. The distances between the traces are measured, so
that the traces with the pits can be aligned with the parabolas.
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by linear functions.

Cross-Calibration of MCP and CR-39

Three frames with CR-39 stripes were irradiated. At the same time the MCP
was in usage. The shots are single beam shots with beam I. The shot with
the first frame did not have a strong signal on the MCP, so that these CR-39
stripes are not evaluated. The results of the second frame is found in the ap-
pendix A.2.3.
Figure 3.16 shows the MCP image as well as the CR-39 stripes. The pits on the
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Figure 3.16.: Experiment. Third frame CR-39. The upper image shows the signal on the
MCP. The gaps in the parabolas are caused by the CR-39 stripes, that are
placed in front of the MCP. Due to the larger distance of the MCP to the
magnetic and electric fields of the TPS, the ions are further dispersed on the
MCP compared to the ions that irradiated the CR-39 stripes. Thus, the signal
width along the parabolas on the MCP is larger than the gaps between the
CR-39 stripes. For instance, the CR-39 stripe located at x=50mm belongs to
the MCP signals at x=60mm and x=64mm, where the actual stripe width is
2.5mm.

CR-39 are counted and aligned with the corresponding parabola. The parabolas
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are calculated for a different position compared to the MCP parabolas, because
the frames were placed in front of the MCP and were therewith closer to the
magnets and the electrodes. The difference is denoted in the figures with a dif-
ferent z value in the upper left corner. Some of the CR-39 stripes are somewhat
tilted compared to the coordinate system, as these CR-39 were scanned while
they were not aligned with the axes of the microscope.
The pits’ distribution and the parabolas on the MCP have a certain width. In
order to know how many particles are detected within a certain energy range,
the pits are counted in 10μm intervals. Thus, a kind of particle density distri-
bution is determined along the small side of the CR-39 stripe. The signal on the
MCP is similarly evaluated, i.e. the signal’s intensity is separated into 10μm
intervals.
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Figure 3.17.: Experiment. Response of MCP for protons and several carbon species.

Eventually, the signal’s intensity distribution and the particle density distribu-
tion are correlated to each other. The results of the third frame for protons
and several carbon ions is shown in figure 3.17. The response of the MCP is
almost the same for different carbon ions. The response of the MCP on protons
is partially an order of magnitude lower compared to the response on carbon
ions. The decrease of response with increasing carbon ion energy is consistent
with observations made by Harres et al. [21]. The results of the second frame
are comparable to the third frame, but for the sake of clarity the results are not
shown here.

3.4. Additional Diagnostics

3.4.1. Radiochromic Films

Radiochromic films (RCF) are a common diagnostic in laser particle accelera-
tion. The detector resolves the spatial proton distribution. If a stack of RCFs is
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Table 3.1.: Divergence angle. Error ±2◦. 19 shots with beam II only on HD-RCFs. The RCF
were scanned >4 weeks after the irradiation. As the RCFs had been irradiated
by almost 20 shots and as there are shot to shot fluctuations, the divergence
cone is blurred. It can be expected that a single shot has a smaller divergence
angle.

RCF No. Diameter [mm] Beam Divergence [◦]
HD 1 16.0 44
HD 2 10.5 30
HD 3 6.5 18

Table 3.2.: Divergence angle. Error ±2◦. 5 shots with both beams on HD-RCFs. The RCF
were scanned >4 weeks after the irradiation. No special features are observed,
that may hint on double beam shots.

RCF No. Diameter [mm] Beam Divergence [◦]
HD 1 12.5 35
HD 2 6 17
HD 3 2 6

used, information about the energy is obtained. In the experiment Gafchromic
RCFs of the type HD-810 were used. The layer configuration of a single RCF
as well as the stack configuration is shown in figure 3.18. In order to protect the
RCFs from electrons and radiation, the RCFs are wrapped in aluminum foil.
Bragg peak simulations are made of the RCF stack with the program SRIM.
The program is based on a binary collision approximation [67], that calculates
the stopping range of ions in matter. The results of the simulation are also
shown in figure 3.18. Single protons with different energies are simulated. In
dependence on their energy the protons stop at different positions of the RCF
stack. The largest fraction of protons with the same kinetic energy are stopped
at the so-called Bragg peak. In the lower graph the single particle interactions
are smoothed by lines. Particles with an energy lower than 1MeV are stopped
already in the aluminum foil. The highest proton energies are detected with
5.5MeV in the last RCF.
The protons are accelerated according to the TNSA mechanism due to an elec-
tron sheath. The sheath causes an energy dependent source sizes. The area
from where protons are accelerated, increases with lower energies. The proton
beam with a low kinetic energy has a larger divergence than the proton beam
with higher kinetic energy. Thus, protons with the highest energy are emitted
from a point-like source. Figure 3.19 summarizes this effect by the shown cones.
Moreover, the effect causes different circle sizes on the HD-RCF, which is also
shown in the figure.
Only two stacks of RCFs were irradiated. The effort to put the RCFs in place
during the experiment is very high, but the information gained from the RCFs
was not very high compared to the main diagnostic. In particular, it was nec-
essary to have several consecutive shots on the RCFs, because the proton flux
was relatively low. Thereby, shot to shot fluctuations are blurred out on the
RCFs.
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Figure 3.18.: The upper schematic shows the HD RCF stack that is used in the experiment.
The stack is wrapped in aluminum foil. In order to determine the energy range
that is covered by each RCF, SRIM simulations are made. The results are
shown in the middle and lower graph. The stopping power over the position
in the RCF stack is shown. In the lower graph, the single particle interactions
of the middle graph are smoothed by lines. 1MeV protons are stopped already
in the aluminum foil. 5.5MeV protons are stopped in a large fraction in the
last RCF.
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Figure 3.19.: Schematic of energy cones that are a consequence of the TNSA mechanism. On
the RCF stack those energy cones cause different large color changes.

At first the RCF stack is irradiated by proton beams, that are generated by
beam II only. The results of the divergence is shown in table 3.1. The RCF
stack is irradiated by 20 shots of protons. Thus, the divergence is relatively
high. The second RCF stack is irradiated by proton beams, that are generated
by synchronized beam I and beam II shots. Five shots are made. Due to the
lower shot number, the divergence is smaller compared to the previous RCF
stack.
The RCF diagnostic did not reveal any special features of a double beam inter-
action. No special features of the double beam interaction are observed or are
imprinted in the proton beams.

3.4.2. Spatial Overlap - Beam Pointing

PIC simulations were performed in advance in order to reveal critical parame-
ters for the experiment. It turned out that the spatial overlap of both beams
is crucial for enhanced maximum proton energies. Although the simulations
were done with 10s of nanometer target thicknesses and therefore a different
acceleration mechanism applies, this feature is also observed during the exper-
iment. The focal spots of each beam moves rapidly in the target plane due to
vibrations in the beamline and the building. During the day these vibrations
are unavoidable. A better overlap is achieved by de-focussing the two beams,
whereas a lower intensity has to be accepted.

3.4.3. Temporal Overlap - Timing

The most obvious and most important parameter that can be tweaked during
the experiment is the delay between the two pulses. The delay is changed dur-
ing the experiment via a double-pass delay stage that is implemented in the
beamline of beam I. The rough delay was estimated via a fast photodiode and
an oscilloscope. By doing this, the pulses are timed on several centimeters and
nanoseconds, respectively. But as the aim is to time both beams several fem-
toseconds precise a different technique is necessary. The technique is described
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Figure 3.20.: Wizzler measurement. Measurement of phase, spectrum and temporal shape of
beam II and I on two different days.

in the following.
Beam I is focused onto a thin glass plate with low energy. The pulse shall

Glass

Beam I

Beam II

Defect

Reference

BI + BII

Result

Delaystage position -105 μm

Defect

Figure 3.21.: Schemantic of the timing procedure. Beam I is focused onto a thin glass plate.
The energy is chosen very low, in order only to generate a small change of
the index of refraction. Beam II is probing the interaction of beam I with the
glass. The focal diagnostic of beam II is used as imaging line.

change only in a small volume of the glass plate the index of refraction. Beam
II is used to probe the interaction of beam I with the glass plate. The focal
diagnostic of beam II is used as an imaging line. The schematic in figure 3.21
shows the basic principle. A first raw image is taken without beam I. The image
is used as reference. The second image shows the interaction of beam I with the
glass plate. In the upper left corner a small defect in the glass is visible. The last
image shows again the image of beam II only, where still the defect is visible in
the upper left corner. Now the delay stage of beam I has to be moved as long the
defect disappears in the interaction image. Of course, the defect should still be
visible in the resulting image after the interaction. Figure 3.22 shows the inter-
action of beam I with the glass plate and the resulting defect for three different
delay positions. The pulse of beam I arrives later with an increasing delay. For
a delay position of 5μm the defect is present in the interaction image and the
result image. For a delay position of 200μm the defect completely disappeared
in the interaction image. Thus beam II is too early to probe the interaction
of beam I with the glass plate. For a delay position of 100μm the defect is al-
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Figure 3.22.: The upper row shows the subtraction of the interaction image of BI and BII
and the reference image. The lower row shows the subtraction of the result,
i.e. the defect, and the reference image. The images were logarithmized, the
contrast has been enhanced and the defect is zoomed in. Images at three delay
position are shown. Beam I arrives later with an increasing delay position.
For a delay position of 5μm the defect is clearly visible in the upper left region
in the interaction image and the result image. For larger delays the defect
disappears in the interaction images, but is still visible in the result image.

most disappeared. Hence, this delay position is a good starting point for delay
scan with full power on titanium targets. The synchronized delay position is de-
duced from the ion signals on the MCP and the interference shift on the TASRI.



4. Experimental Results of
Single and Double Beam Ion
Acceleration

4.1. Introduction

In this section the experimental results are presented. The MCP traces are
shown first. The dependence of the proton cut-off energies on the delay be-
tween the two pulses is derived from these traces. An analysis is conducted in
combination with the three main parameters that could be varied during the
experiment

• Position of the target with respect to the focus

• The delay between the two pulses

• The laser pulse energy

The delay dependence of the proton cut-off energy is derived from these shot
series.

4.2. Examples of MCP Traces

Introduction

During the experimental campaign almost 1000 shots were made. But already
from a few MCP images, one can get a good overview over this large amount
of data. These characteristic images are presented in this section.
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Figure 4.1.: Experiment. MCP measurements of single beam shots. The left images shows
a beam I shot and the right image shows a beam II shot. Similar ion species
appear for both shots. Only the cut-off energies are higher for the beam II shot.
The main reason among others for this is found in the higher pulse energy of
beam II.

Single Beam Shots

The single beam interaction is shown in figure 4.1 for beam I and beam II,
respectively. Both beams accelerate several carbon ions and protons. The only
difference between the two beams are the reached cut-off energies for the dif-
ferent ion species. If both beams interact with the target, the resulting images
are for most shots a mixture of the two images in figure 4.1. The only notice-
able difference is that the first pulse, that interacts with the foil, imprints its
characteristic into the MCP images. Thus usually the first beam dominates the
acceleration process. But with two specific sets of parameters, two MCP images
were observed with complete different characteristics.

Double Beam Shots

Figure 4.2.: Experiment. MCP measurements of a double beam shot. Appearance of these
traces were detected only for defocused beams. Moreover these traces tended
to appear for delayed pulses. Compared to the single beam shots, many more
ion species appear. The Thomson parabola separates ions according to their
charge-to-mass ratio. Thus, titanium ions are overlapping with ions from the
contamination.

The MCP image shown in figure 4.2 appeared only for defocused beams. More-
over, the delay between the two pulses tend to be in the range of 90± 20fs and
−90±20fs, respectively. Thus, the beams shall not be synchronized. Obviously
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a large fraction of ions from the contamination is accelerated. If all ion energies
are added up, the total energy belonging to these kinds of shots are the highest
energies during the experimental campaign. Hence, these kinds of shots were
the most efficient shots regarding the transfer of laser energy to the ion energy.

Figure 4.3.: Experiment. MCP measurements of a double beam shot. Both beams synchro-
nized and focused. Compared to single beam shots, less pronounced ion species
appeared. These shots were a rare event. The main reason for this rareness are
vibrations in the beamlines, i.e. the spatial overlap of the focal spots is very
critical.

The second remarkable shots are a rare event. Figure 4.3 shows the observed
MCP ion trace. If both beams are perfectly overlapped in space and time, these
kind of shots are observed. Only a few strong ion traces are visible. The proton
energies achieved with these shots are the highest during the campaign.

Conclusion

These two characteristic shot pattern are of particular interest as these shots
only occur with two beams. Therefore the focus is set on the explanation of
these two shot pattern in the following sections and chapters.
The interaction of both laser pulses and the plasma are of main interest. The
parameter with the largest effect on the interaction is the delay between the
two laser pulses. The MCP images are evaluated regarding the proton cut-off
energy in dependence to the delay between the two pulses, whereas a negative
delay corresponds to a shot where beam II is the first pulse, that interacts with
the target and vice versa.
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4.3. Cut-off Energies over Delay between the

two Beams

Introduction

This section presents the proton cut-off energies as a function of the delay be-
tween the two pulses. Moreover the impact of prepulse and the dependence on
the pulse energy is discussed. From this first analysis constraints are derived
for the PIC simulations.
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Figure 4.4.: Experiment. Proton cut-off energies over delay between the pulses. Delay in the
range of femtoseconds. Negative values correspond to a shot where beam II
was earlier than beam I. In grey bars the achieved proton cut-off energies for
single beam interaction, in red the average achieved cut-off energy with error
bars at that delay position, in blue the maximum cut-off energy achieved at
that delay position are shown.
Both beams are focused. The difference between the left and the right shot
series are the laser pulse energies. For both series the highest maximum cut-off
energy is found for synchronized pulses, which is for the left graph 4.9 MeV and
for the right graph 4.8 MeV. Beam II dominates the interaction for negative
delays in the right graph with 4.7 MeV, as the maximum proton cut-off energy
is the same as for a single beam interaction. The single beam cut-off energy is
the same for both beams in the left shot series, i.e. 2.2 MeV. For the right shot
series the cut-off energy for beam I only is 1.2 MeV, which is low compared to
4.7 MeV of beam II only. The maximum proton cut-off energy has the shape of
a tilted triangle towards positive delays. The maximum proton cut-off energy
for the synchronized pulses is simply the sum of cut-off energies of the single
beam interaction.

The most promising regime for an enhanced proton cut-off energy is when both
beams are focused and the timing of both beams is a few 10s of femtosecond.
Figure 4.4 shows the maximum achieved proton energy over the delay between
the two pulses. Both beams are focused onto target and the delay is varied from
roughly -150 fs to +150 fs. Negative values mean that beam II is the first pulse
before beam I. For positive values the situation is vice versa. Several shots are
done at each delay position. The red line is the average cut-off energies reached
at that position with the variance indicated by the error bars. The blue line
shows the maximum cut-off energy achieved at that position, whereas the error
is not shown. In light and dark grey bars are the cut-off energies for single
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beam interactions. Of course, there is no delay for a single beam interaction,
but in order to guide the eye for a comparison between single and double beam
interaction, the bars cover the whole delay range.

The main experimental difference of the left and right graph of figure 4.4 is the
different energy in both beams. The different energy levels result in different
single beam cut-off energies. The single beam cut-off energy in the left graph
is roughly 2.5 MeV. The single beam cut-off energies in the right graph are 1
MeV and 4 MeV. The shape is completely different for the blue line, i.e. the
maximum achieved cut-off energy, in these two graphs. Interestingly the syn-
chronized shots - where the delay is zero - have in both cases the same value of
about 5 MeV. The 5 MeV are just the sum of the single beam interactions, i.e.
2× 2.5 MeV and 1 + 4 MeV.
As already mentioned the shape of the maximum cut-off energies is completely
different for the different laser energies, i.e. between the two graphs of figure
4.4. Especially in the right graph at negative delays the interaction is basically
a single beam shot of beam II. The effect of the beam becomes only visible, if
beam I follows beam II with a minimum delay of 20fs (-20fs in the graph). If
beam I is earlier than beam II, the interaction is enhanced compared to a beam
I only shot, but the cut-off energy is lower than a beam II only shot. Thus, if
the absolute delay is too large, the effect is reduced for the second or following
laser pulse that interacts with the target.
The interplay between the pulses is simpler for the left graph where the single
beam cut-off energies are similar. The maximum cut-off energies rise with a
smaller absolute delay. Thus no beam dominates the interaction.

From the comparison of the two graphs it is already possible to conclude that
the electron distribution ”seen” by each pulse is important. As one laser ionizes
the target to higher ionization stages, the electron density rises and the plasma
expands due to the heat input. For a larger delay the electron distribution is
extended to a larger distance compared to a small delay. The second laser might
be absorbed and/or reflected by these electrons. If the pulse energies especially
of the second laser pulse is increased, there is a higher laser energy in the pre-
pulse. Hence, the initial plasma is already quite large before beam II irradiates
the target and is further increased by the main pulse, so that beam I has no or
no large influence on the acceleration mechanism.

Defocused Shots - Close to Synchronized Shots

In order to support the assumption that the prepulse has a significant influence
on the acceleration mechanism, both beams are defocused by −60μm. This
significantly reduces the intensity of the main pulses but also the intensity of the
prepulses. The focal radius of both beams is increased from 2.5μm to 13μm, so
that the intensity is reduced by a factor of 25. Figure 4.5 shows the proton cut-
off energies over the delay between the two pulses. The left graph shows a local
minimum for almost synchronized beams. This behavior somehow surprises as
the sum of both intensities has here the highest value. An explanation might
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Figure 4.5.: Experiment. Proton cut-off energies over delay between the pulses. Delays are in
the range of femtoseconds. Both beams are defocused by -60μm. The differ-
ence between the left and right shot series are again the laser pulse energies.
Especially for the left shot series the intensity had been chosen very low in
order to reduce also the intensity of the prepulse. For very low prepulses the
highest cut-off energies are not found for synchronized shots. If the laser pulse
energy is increased - especially for beam II - the shape of the blue curve is
found to be similar to the focused shot series. From this follows the shape of
the preplasma plays an important role in the interplay between the two laser
pulses and the target.

be found in the reflection of the main pulses when they are synchronized. The
intensity of both beams is in this case too low in order to accelerate electrons
that could build up the quasi static electric field at the rear side of the target.
If the beams have a delay the first pulse releases electrons from the titanium
and these electrons can absorb the energy of the subsequent pulse.
If the pulse energy is increased for beam II and decreased for beam I, the shape
of the curve of the maximum proton cut-off energy is the same as in figure 4.4.
The cut-off energies increase with a smaller absolute delay. Furthermore after
the synchronized shot position is found the pulse energy of beam II is increased
for positive delays by 30%. According to the Schreiber model [48] the ion energy
should raise with the square root of the laser power

√
P . At the synchronized

position the cut-off energy is increased from 3.5 MeV to 3.8 MeV by the energy
boost, which is in good agreement with the Schreiber model. Because the pulse
energy of beam II is increased and therewith the intensity of the prepulse,
the preplasma should be larger compared to the defocused shot series. It can
be concluded from this, that the different ionization stages generated by the
prepulse and the therewith released electrons, play an important role in the
interplay between laser pulses and plasma.

Beyond TNSA Shots

For the last experimental shot series that is presented here, the delay timescale
is increased from femtoseconds to picoseconds. The plasma has much more time
to expand. The left graph of figure 4.6 shows the cut-off energies over the delay
between the two pulses. Both beams are defocused by −60μm and the pulse
energies are set to relatively low values. The experimental conditions are the
same as for the left graph in figure 4.5. Thus the influence of the prepulse is
thought to be very low. Close to a delay of ”0” the results of the left graph of
figure 4.5 are also shown, but they are just a vertical line.
For positive delays, i.e. beam I is the first pulse and beam II follows, there is no



4.3. Cut-off Energies over Delay between the two Beams 65

 0

 0.5

 1

 1.5

 2

 2.5

 3

 3.5

 4

-200 -150 -100 -50  0  50

m
ax

. P
ro

to
n 

E
ne

rg
y 

[M
eV

]

Delay of BII compared to BI [ps]

focused, ps scale, 2012-10-15

 0

 0.5

 1

 1.5

 2

 2.5

 3

 3.5

 4

-200 -150 -100 -50  0  50  100  150  200

m
ax

. P
ro

to
n 

E
ne

rg
y 

[M
eV

]

Delay of BII compared to BI [ps]

de-focused -60μm, ps scale, 2012-10-15

BI only
BII only

BI+BII avg
BI+BII max

Figure 4.6.: Experiment. Proton cut-off energies over the delay between the pulses. Delay
in the range of picoseconds. In the left shot series the beams were defocused.
For the right case the target was in focus. The single beam cut-off energies are
different for the different focal positions, but interestingly the combined laser
pulses produce almost the same enhancement at a delay position of -50ps. For
positive delays the cut-off energies correspond to a single beam shot of beam I.

difference to a beam I only shot, because the achieved maximum cut-off energies
are the same. Thus beam II has no effect on the acceleration mechanism. For
shots where beam II is earlier than beam I, it is observed that the maximum
proton cut-off energy is enhanced. In a second series of shots with these long
delays, the pulse energy of beam I is increased and the beams are focused again.
The corresponding proton cut-off energies over the delay are shown in the right
graph of figure 4.6. The maximum proton cut-off energy is slightly higher com-
pared to the defocused series.
As the delay is in the order of magnitude of 10s of picoseconds, it is not possible
for the subsequent pulse to effect the TNSA mechanism. The accelerated ions
already moved a few millimeters away from the target, so that the quasi static
electric field that might build up cannot contribute to the already accelerated
particles. Thus the observed proton energy enhancement is believed to be a
different acceleration mechanism.

Conclusion

The following regimes are identified from the analysis of the experimental results

• Close to Synchronized Shots, i.e. 10s of femtoseconds

– Focused

– Defocused

• Beyond TNSA, i.e. 10s of picoseconds

It is concluded that for two focused synchronized beams that have roughly the
same pulse energy on target, the maximum cut-off energy constitutes from the
maximum cut-off energy of the single beam interactions of each laser. Hence,
the proton cut-off energy might be further increased by adding synchronal more
laser pulses.
Additionally the analysis shows that the plasma distribution, that each pulse
has to interact with, plays an important role. Especially for shots where beam
II has a high pulse energy, beam I does not enhance the acceleration process, if
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beam II is earlier than beam I. Beam II did not have a plasma mirror at that
time, so that for higher pulse energy the energy in the prepulse is also increased.
This assumption is supported by two following shot series, where at first the
pulse energy of both beams is reduced. Moreover the two beams are defocused
by -60μm.
In the last shot series presented in this section the delay between the two pulses
is increased from 10s of femtoseconds to 10s of picoseconds. A local maximum
is identified for -50ps, but not for +50ps. The interaction of a positive de-
lay corresponds basically to a beam I only shot, i.e. there is no enhancement
observed. But if beam II is roughly 50ps before beam I, the achieved energy
is similar to a synchronized shot. Target normal sheath acceleration is taking
place on 100s of femtoseconds. So, the beam I, which interacts after beam II
with an expanding plasma can neither influence nor enhance the acceleration
process regarding the TNSA mechanism. Thus beam I must trigger a different
acceleration mechanism.

4.4. Conclusion

In this chapter, experimental results have been shown. MCP images reveal that
different regimes occur that depend on the pulse energy and the delay between
the two pulses. Most shots are a mixture that have either more the characteristic
of beam I or of beam II. In particular two exceptional MCP images have been
identified regarding the intensity and the delay between the two pulses.
In the subsequent section the MCP images have been evaluated regarding the
proton cut-off energies. These results have been related to the delay between
the two pulses. Moreover the results have been sorted regarding focused and
defocused shots, the pulse energies as well as the delays.
From these graphs four regimes have been identified. Shots where the delay is
varied in the range of 10s of femtoseconds showed different characteristics for
focused and defocused beams. For defocused beams a minimum proton cut-off
energy have been identified for synchronized shots. Although the total intensity
and therewith the maximum field strength of the ambipolar electric field should
be higher for a synchronized shot. For focused shots the maximum proton cut-
off energy is observed for synchronized shots as one would expect.
If the delay is varied in the range of 10s of picoseconds, a local maximum of
the maximum proton cut-off energy has been identified at -50 ps. For +50ps
the cut-off energy corresponds basically to a beam I only shot. The influence
of the focal position plays only a minor role. It is expected, that for a negative
delay in the range of 10s of picoseconds the TNSA process is finished for the
first interacting beam, which is in this case beam II. Thus, the enhancement
in the proton energy is a different acceleration mechanism. As beam I is the
subsequent laser pulse and this pulse cannot contribute the TNSA process of
beam II, one can compare the enhancement for negative delays in the range of
-50ps with the maximum proton cut-off energy of the single beam interaction.
The maximum cut-off energy for beam I is for a defocused shot roughly 1.5 MeV
and is increased in this shot series to 3.25 MeV, i.e. more than doubled.



5. Close to Synchronized Shots -
Interpretation of
Experimental Data

5.1. Introduction

The experimental results regarding this section are shown in figure 5.1 and 5.2.
The delays between the two pulses are in the range of ±200fs. From this follows
that the second laser pulse that interacts with the foil has an influence on the
acceleration process - the TNSA mechanism. The experimental proton cut-off
energies over the delay between the two pulses are shown again in figure 5.1a
In the first section of this chapter the prepulse - especially of beam II - is mod-
eled via a PIC simulation. The results of these simulations are presented and
used as initial conditions for the following simulation of the two beam interac-
tions for delays of 10s of femtoseconds.

5.2. Prepulse

In order to have simulations that can be compared to the experimental results,
it is necessary to model the influence of the prepulse properly. Beam II has no
plasma mirror, so that at least the effect from the prepulse of this beam has to
be considered.
Anna Lena Giesecke [20] has done extensive measurements of the laser contrast,
as she set up the plasma mirror for beam I. There is no contrast measurement
of beam II, but as both beams originate from the same front-end and the pulse
energy is higher in the second beamline, the prepulse is most probable under-
estimated.
Figure 5.3 shows the contrast measurement for beam I. The intensity normal-
ized to the maximum intensity over the time in picoseconds. The black line
shows the contrast without any further optimizations. The second two lines
show the contrast after the booster settings are optimized. These settings are
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a Experiment. Proton cut-off energies over
delay between the pulses. Both beams are
defocused by -60μm, i.e. towards the OA
parabolas.
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b Experiment. Proton cut-off energies over
delay between the pulses. Both beams are
focused.

Figure 5.1.: The pulse energies are the same for the left and the right shot series. The pulse
energy of beam II had been reduced in order not to have a dominance of
beam II for negative delays. For the defocused shot series a local minimum is
found for the maximum proton cut-off energy at synchronized laser pulses. For
the focused shot series the highest cut-off energies are found for synchronized
pulses.
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Figure 5.2.: Experiment. If the pulse energy of beam II is set to high values, the beam
dominates the interaction, as can be seen for negative delays in the left graph.
If the beams are defocused, as it has been done for the shot series corresponding
to the right graph, the slope of the maximum proton cut-off energy is similar
to the focused shot series of figure 5.1b.
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prepulse profile simulation

Figure 5.3.: Contrast measurement of beam I where no plasma mirror is used. In black the
initial contrast of the laser. In green and red the contrast after optimizations
of the booster and Wizzler. The optimizations are used in the experiment,
because the optimization have been done under the conditions for two short
pulses. An optimization for two short pulses and a high contrast for both pulses
is not possible with the used setup. The blue line indicates the slope of the
intensity, that is used in a PIC simulation in order to model the preplasma.
Measurement by Anna Lena Giesecke [20].

not used in the experiment, because the settings are chosen for the shortest
pulse length of both beams. The blue line shows the slope of the contrast for
the prepulse simulation. At first the contrast is kept constant at 10−7 for 5 ps.
A similar behavior is also found in the contrast measurement, where it starts
at -12.5ps and ends at roughly -7.5ps. Then there is a steep rise of the contrast
to 10−4, followed by a slower rise to 2× 10−4.

The 5μm thick titanium target is not ionized. The beam has an angle of inci-
dence of 40◦ similar to the experimental setup. The maximum intensity - where
the contrast is 1 - is set to 6.5 × 1020W/cm2. The upper graph in figure 5.4
shows in red the evolution of the peak electron density. The green line shows
the evolution of the contrast. Although the laser intensity is kept constant right
before -2ps, the electron peak density already rises from -4ps slowly over 10ncrit.
This justifies the approach to simulate a constant laser intensity for several pi-
coseconds. The steep rise in intensity causes also a steep rise in the electron
peak density. Again a slower rise of the intensity is accompanied by a slower
rise of the electron peak density.
The middle graph of figure 5.4 shows the evolution of the position where the
electron density is equal to the critical density in the x-direction. The initial
neutral titanium is distributed only in the range from ± 2.5 μm, so that a large
fraction of the electrons is concentrated in this region. Especially the position
in the negative x-direction remains basically constant.
The last graph of figure 5.4 shows three line-outs of the electron distribution at
different time steps. It is obvious that for later times, the amount of electrons
that have expanded away from the bulk target has increased. These electrons
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Figure 5.4.: Simulation. The prepulse of beam II is simulated over 10ps before the main pulse.
The top graph shows the temporal evolution of the electron peak density. The
green curve in the graph shows the contrast evolution, whereas the right y-axis
belongs to the contrast. The peak electron density follows the evolution of the
contrast. The middle graph shows in red the expansion of the electron den-
sity in front of the target and the position where the electron density is equal
to the critical density, respectively. The green line shows the position of the
critical density on the target’s front and on the target’s rear side, respectively.
The bottom graph shows three cross sections of the electrons density at three
different time steps. The density distributions at -0.1ps are taken for the fo-
cused and synchronized simulation. The distributions at -0.2fs are used for the
simulations with -120fs and 120fs delay between the main pulses. The density
distributions at -2.1ps are used for the low intensity, defocused simulations.
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Figure 5.5.: Simulation. Effect of the prepulse onto hydrogen and protons on the target’s rear
side.
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have to be considered for low intensity, defocused simulations and for focused
synchronized simulations.
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will have a strong impact on the absorption of the main pulses and consequently
on the TNSA acceleration.
Besides the expansion of the electrons, hydrogen and ionized hydrogen are also
expanded. Figure 5.5a shows the hydrogen and proton peak density over time.
Moreover the graph shows the laser contrast. The first hydrogen is ionized right
after -3ps. The density of the hydrogen drops along with the increase of proton
appearance. Due to the expansion of the protons, the peak density also drops
after -1.5 ps. Figure 5.5b shows the proton distribution for three different times.
100 fs before the main pulse, the protons have extended already over 10 μm.
The interplay is as follows between delay and prepulses of both beams. If beam
I is the first pulse that interacts with the target, the prepulse of the second laser
- namely beam II - will be interrupted by the first beam. From this follows that
the preplasma is smaller for a delay of -100 fs compared to a delay of e.g. 10fs.
The situation is the same for the inverted case, because the contrast is the same
on a timescale larger than -1ps and the main influence has already taken place,
which is the prepulse of beam II below -1ps.
If both beams are synchronized the prepulses add up and the preplasma is much
larger compared to the delayed situation.
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Figure 5.7.: Simulation. Comparison of proton spectra. If the influence of the delay between
the pulses is neglected for the prepulses, the prepulse is overestimated. The
result is a more than two times larger proton cut-off energy, compared to the
case where the delay is considered.

If the delay in the prepulse is neglected, so that the second laser beam inter-
acts with a much larger preplasma, the proton cut-off energies strongly change.
Figure 5.7 shows in red the proton spectra where the delay in the prepulse is
neglected. The green line shows the proton spectra where the effect is consid-
ered. For this case the cut-off energy is more than 2.5 times lower. From this
follows, that the electron density distribution has a larger effect onto the cut-off
energies than the difference in the pulse energies.
In the following this prepulse simulation gives the initial particle distributions
for the defocused and focused shot series on a femtosecond timescale. Therefore
line-outs are made at y=0 for the different particle species. These distributions
are used as initial conditions for new PIC simulations, that simulated the inter-
action of the main pulses with these distributions. The simulations are in 2D,
thus the 1D line-outs are expanded along the y-direction. By doing this, any
deviations in the y-direction are neglected, but it is believed that these devia-
tions would have only a minor effect on the results of interest. For example, the
density distributions at -0.1ps are taken for the focused and synchronized shot
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simulation. For delays of -120fs and 120 fs the density distributions at -0.2ps
are taken as initial density distributions for the 2D simulations of the main
pulses. This is not done for the defocused shot series. The particle distributions
at -2.1ps before the main pulse are taken for the defocused shot series. As the
intensity of the prepulse is thought to be very low for the defocused shots, the
preplasma distribution is the same for all delays.
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5.3. Single Beam Interaction

Before the double beam interaction is interpreted, the single beam interaction
is briefly evaluated. The understanding of the single beam interaction plays
an important role in the understanding of the double beam interaction - in
particular the focused single beam interaction.
The evolution of the electric field at the rear side of the target, which is a result
of the PIC simulation, shows counter intuitive behavior for the comparison of
the focused and defocused shot series. The higher field strengths are achieved
for the defocused shot simulations. The cut-off energy is higher in the focused
shot simulation.
The explanation is found in the PIC simulation in particular in the different
prepulses and therewith in the different preplasma conditions for the focused
and defocused simulations.

5.3.1. Defocused - Single Beam Interaction

In the experiment the beams are both defocused by −60μm. The energy in
both beams is set to 2.2 J before compression. It is reminded that only 25%
of the pulse energy can be expected on target (cf. sec. 3.1.2 and 3.1.3). The
intensity on target for the defocused beam II is 1.0× 1019 W/cm2 and for beam
I 0.5 × 1019 W/cm2. The intensities in the simulation is set to higher values
compared to the experiment. Beam I has an intensity of 1 × 1020 W/cm2 and
beam II has an intensity of 3× 1020 W/cm2. As shown in the previous prepulse
section, the influence of the prepulse is also reduced by the defocusing. Hence,
the preplasma is the same for both single beam interaction simulations.
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Figure 5.8.: The beam I cut-off energies of the experiment strongly differ from the simulation.
Both curves show a small bump right before the cut-off energy.

As the intensity is strongly reduced by the defocusing, the cut-off energies are
also somewhat lower. Figure 5.8 and 5.9 show the spectra for the single beam
shot of beam I and beam II, respectively. The left graphs are spectra of typical
shots from the experiment. The right graphs are the spectra from the simula-
tion. Although the cut-off energies of the simulations are considerably lower,
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Figure 5.9.: The BII cut-off energies of the experiment strongly differ from the simulation.
Nevertheless, the curves of simulation and experiment both have a clear cut-off
energy.

the simulations of the double beam shots reveal that the physical mechanisms
must be the same. The next section compares experiment and simulation of
double beam shots.
Especially the cut-off energies from the simulation show, that it is difficult to
compare the cut-off energies of both beams with each other. The intensity of
beam II is three times higher than of beam I in the simulation. The cut-off
energy of beam II is five times higher compared to the cut-off energy of beam
I. Thus, the Schreiber scaling does not apply, where the cut-off energy is pro-
portional to the square root of the laser power. The main reason for this is the
different angle of incidence for both beams. Therewith the absorption mecha-
nisms are different. The temporal evolution of the electric field perpendicular to
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Figure 5.10.: Simulation. The temporal evolution of the maximum E-field in beam I direction
on the rear side of the target.

the target gives a further explanation for the higher cut-off energy. The graph
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in figure 5.10 shows the temporal evolution of this electric field. Both curves
have roughly their maximum at around 150fs. Although the intensity of beam
II in the simulation is three times larger than beam I, the maximum electric
field strength is only doubled by the tripled intensity. Nevertheless, the electric
field strength remains higher compared to the electric field strength caused by
beam I for the whole period shown in the graph.
It can be concluded from this, that an increase in intensity not necessarily in-
volves the same increase in the electric field strength. Moreover, the period
where the electric field at the rear side of the target has a certain strength plays
an important role. A similar effect is presented in the subsequent section.

5.3.2. Focused - Single Beam Interaction
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Figure 5.11.: Experimental results and simulation are in good agreement - especially the cut-
off energies.

The same initial density distributions in both single beam simulations are used.
The density distributions are taken from the prepulse simulation at -0.1ps. The
pulse energy in the simulations is 2.8 J for beam II and 0.9 J for beam I. Figure
5.11 shows the single beam proton spectra in the experiment and the simulation.
The shots of the experiment are average shots for the grey bars in figure 5.18.
The cut-off energies are the same and in good agreement with the experimental
results, whereas the proton number in the experiment for beam I decreases
faster compared to the simulation as well as with the beam II spectrum. The
pulse energy of beam II is three times larger compared to beam I and the cut-off
energy of the protons should scale with square root of the laser power regarding
the Schreiber model. But as already shown in section 5.3.1, due to the different
angle of incidence the scaling model does not apply between the two beams.
The solution of the dilemma is again found in the temporal evolution of the

electric field strength at the rear side of the target, which is shown in figure
5.12. Only a small stripe along the beam I direction is taken into account for
the graph. The field field strength in this direction is for both beams almost the
same with a peak value of about 3TV/m. Moreover the shape of the curves are
almost the same. Eventually, the almost same field strength causes a similar
spectrum, which is already shown in figure 5.11.
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Figure 5.12.: Simulation. The temporal evolution of the maximum E-field in beam I direction
at the rear side of the target.

a Simulation. Polar plot of the proton
energy distribution after 500fs. Beam I
only shot. The distribution has a gaussian
shape in the y-direction, centered at the
focal position.

b Simulation. Polar plot of the proton
energy distribution after 500fs. Beam II
only shot. The distribution has a gaussian
shape in the y-direction, centered some-
what below the focal position, but the
temporal evolution is similar to the beam I
distribution.

Figure 5.13.: The proton energy distributions comply with the expectations for TNSA.
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A closer look of the spatial energy distribution of the protons is shown in figure
5.13 at 500fs. The proton energy is found to be the highest for the beam I
interaction at an angle of 0◦. In contrast the highest proton energy for beam II
is found at an angle of 30◦. Moreover the energy of the protons is more in the
range of 3MeV instead of 2MeV as found in the spectrum. The velocity vectors
of the protons for this interaction are basically perpendicular to the target sur-
face. But as the Thomson parabola spectrometer only detects particles in the
direction of beam I, i.e. at an angle of 0◦, theses more energetic protons are
not found in the experimental spectrum. In order to compare the experimental
results with the results from the simulation, only a small stripe of ±1μm at an
angle of 0◦ has been used for the generation of the spectra from the simulation.
Thus the 3 MeV protons are also not found in the spectrum of the simulation.
The reason for the shape of the proton energy distribution is found for beam II
in the motion of the fast electrons. The beam II hits the target at y = 0. The
fastest electrons propagate in the beam direction and leave the target somewhat
lower, namely by t tanα, where t is the target thickness and α the angle of in-
cidence.
A second effect that has to be considered in order to explain the shape of the
proton energy distribution of beam II. Beam II has a higher pulse energy and
the oblique angle of incidence causes a better energy transfer from the laser
into the plasma. Therefore beam II generates more fast electrons than beam
I. Because the fastest electrons propagate in the beam direction, the protons
also gain some momentum in the negative y-direction. Hence, the protons do
not propagate in the beam II direction, but have a small angle in the order of
magnitude of −10◦.
The shape of these two energy distributions is also found in the next section for
the double beam interaction.

5.4. Double Beam Interaction

This section compares the experimental results of double beam shots with sim-
ulations of double beam shots. The defocused shot series is interpreted first
similar to section 5.3. Afterwards the focused shot series is discussed.
The dependence of the cut-off energy on the delay between the pulses is com-
pletely different between the defocused and focused shot series. The temporal
evolution of the electric field at the rear side of the target shows for both shot
series counter intuitive behavior. Higher field strength does not necessarily lead
to higher proton energies.
In the defocused shot simulations the synchronized shot has the highest electric
field strength at the rear side of the target compared to delayed shots, but the
cut-off energy is higher for delayed pulses. In contrast the electric field strength
caused by a synchronized and focused shot is only slightly higher than for de-
layed focused pulses. Nevertheless, the cut-off energy is distinctly higher for
synchronized shots.
PIC simulations show the physical mechanisms behind this behavior.
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5.4.1. Defocused - Double Beam Interaction

Introduction

The first experimental shot series presented in this section relates to defocused
beams. The two beams are defocused by −60μm in the laser beam directions,
so that the intensity is reduced by a factor of 25. Moreover the energy in both
beams is set to 2.2 J before compression and plasma mirror. The intensity on
target for the defocused beam II is due to losses 1.0×1019 W/cm2 and for beam
I 0.5 × 1019 W/cm2. In the simulations the intensity is set to 1 × 1020 W/cm2

for beam I and to 3 × 1020 W/cm2 for beam II. In the previous section it has
been shown that the influence of the prepulse is reduced for defocused beams.
Therefore the interaction of the two main pulses with the plasma is somewhat
simpler and thus easier to model with a PIC simulation.
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Figure 5.14.: Experiment. Maximum proton energies over delay between beam I and beam
II. Both beams are defocused by -60μm, i.e. towards the OA parabolas. The
highest maximum proton cut-off energies were achieved for delayed shots.
At the synchronized delay position the maximum cut-off energy is just in
between the cut-off energies of the single beam interactions. The maximum
cut-off energy curve has the shape of a w.

Figure 5.14 shows the maximum reached proton energies over the delay between
the two beams. The maximum proton energy increases with a larger delay. This
behavior somewhat surprises, because the higher intensities are expected to be
reached for smaller absolute delays. The characteristic is explained by PIC
simulations. The configuration of laser and target in the simulation is the same
as in the experiment. As described in the previous section the initial density
distributions of these simulations are taken from the prepulse simulation at -
2.1ps before the first main pulse. 1D line-outs at y=0 are expanded along the
y-direction for the following 2D simulations. In contrast to the focused shot
simulations the preplasma distribution is the same for all delays.
In the experiment the Thomson Parabola collects only ions that propagate in
the direction of beam I. Therefore only protons in a small stripe of ±1μm along
the beam I axis are taken from the simulations to generate the proton spectra.



80 5. Close to Synchronized Shots - Interpretation of Experimental Data

 0

 0.2

 0.4

 0.6

 0.8

 1

 1.2

 1.4

-150 -100 -50  0  50  100  150

m
ax

. P
ro

to
n 

E
ne

rg
y 

[M
eV

]

Delay of BII compared to BI [fs] 

de-focused, focal spots 2μm dealigned

BI only

BII only

aligned

BI+BII

Figure 5.15.: Simulation. Maximum proton energies over delay between beam I and beam II.
The shape of the curve is similar to the experimental result (cf. fig. 5.14, i.e.
the characteristic w shape. Thus, the physical parameters are well reproduced
by the simulation.

The proton cut-off energies are plotted as a function of the delay between the
two pulses, which are shown in figure 5.15.
Although the energies are lower in the simulations compared to the experiment,
it appears again the characteristic w structure. An electric field at the rear
side of the target causes the ions to accelerate in the TNSA regime. The field
evolves due to a separation of electrons from the target.

Temporal Evolution of the Electric Field Strength

The graph in 5.16 shows the maximum electric field strength in the x-direction
- in beam I direction - over time. The highest strengths are achieved for the
synchronized shot. Especially for a delay of 120fs, the maximum field strength
is almost one half compared to the maximum field strength for a delay of 0fs.
Moreover the influence of the two separated pulses are clearly visible in the
shape of the red and blue curve.

Temporal Evolution of the Ion Momenta

Figure 5.17a shows the temporal evolution of the proton momentum for the
three different delays, i.e. -120, 0 and 120 fs. The acceleration of the protons
starts for all three cases 50 fs after the ambipolar electric fields build up. The
velocity of the particles is the highest for the synchronized shot for a time pe-
riod of 100 fs. This period corresponds with the rise and collapse time of the
electric field for this delay. For times larger than 200 fs the acceleration of the
protons is basically the same for all three delay scenarios. The shape of the
red curve is somewhat smoother. This behavior is also found for the evolution
of the maximum electric field strength, where the bump of beam I - the late
beam - is relatively small. More importantly the velocity of the protons for
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Figure 5.16.: Simulation. The temporal evolution of the maximum E-field in beam I direction
at the rear side of the target. The synchronized case has the highest field
strength, but it also drops faster. The blue curve, where beam II is late, has
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Figure 5.17.: The acceleration of the protons is higher for the synchronized pulses (green)
over a time period between 100fs and 200fs compared to the delayed pulses.
But the fast appearance and disappearance of the electric field causes also
fast saturation of the proton momenta after 350fs. Eventually the proton
momenta is higher for delayed shots. A further interesting feature is is seen
for the delayed shots in the shape of the curve. The delayed pulse causes a
bump in the shape of the curve. The temporal evolution of the C4+ momenta
have the same features, but the curves are somewhat extended.
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the synchronized shots saturates first. The velocity in the delayed simulations
increases further. Finally the velocities of these simulations is almost the same,
which is not shown in the graph.
The same behavior as for the protons is obtained for carbon 4+ ions in figure
5.17b. The temporal evolution is similar as for the protons, but due to the
higher mass - higher inertia - the respond of the ions to the electric fields is
somewhat attenuated.

Conclusion

The highest electric field strength is achieved for a synchronized shot, as one
would expect. Furthermore, due to in the absolute terms lower prepulse inten-
sity - compared to the focused shots - , fewer electrons and ions have expanded
away from the bulk target before the main pulses arrive. Thus the ions are still
relatively closely concentrated at the rear side of the target. It follows from
the high concentration of the ions at the rear side of the target and the fast
appearance and disappearance of the field, that the action between ions and
electric field is lower for the synchronized case. In other words the ions cannot
react fast enough on the appearance and disappearance of the electric field. By
delaying the two pulses the lifetime of the electric field is artificially increased.
The ions are getting more time to interact with the electric field.
The experimental shots, where a lot of ion species appeared, occurred only for
the defocused shots. Moreover, the characteristic MCP images tended to ap-
pear more often for the delayed shots. Again, due to a lower thermal expansion
of the ions due to a lower prepulse, the ions are more concentrated in a small
volume close to the rear side of the target. Nitrogen and oxygen occur in a
smaller number in the contaminants compared to carbon and hydrogen. Thus,
at the time accelerated electrons generate the ambipolar electric field, a lot of
nitrogen and oxygen is still located at the rear side of the target. This would
not be the case for a more intense prepulse. Eventually, these less often oc-
curring contaminants constituents are also accelerated. In order to resolve this
feature in simulations, the total particle number has to be significant higher.
This would drastically exceed the available machine time.
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5.4.2. Focused - Double Beam Interaction

This section discusses double beam shots in experiment and simulation. For
focused shot simulations the preplasma has a different shape compared to the
defocused situation. As already described in section 5.2, the subsequent laser
interrupts the prepulse of the first laser pulse by its strong main pulse. Thus the
preplasma has a larger extension for synchronized shots compared to delayed
shots. As the preplasma plays such an important role, only experimental shots
will be compared to the PIC simulation where both single beams achieved a
similar proton cut-off energy. Otherwise the beam II will dominate the acceler-
ation mechanism with its strong prepulse for negative delays.
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Figure 5.18.: Experiment. Maximum proton energies over delay between beam I and beam
II. Both beams are focused. Highest proton energies are observed for synchro-
nized shots. The sum of the cut-off energies from the single beam interaction
corresponds to the maximum cut-off energy for synchronized pulses. The
maximum cut-off energies for negative delays tends to be somewhat lower
compared to positive delays.

The maximum proton cut-off energies over the delay between the two pulses
are indicated by the blue line in figure 5.18. In average the cut-off energy rises
with a smaller absolute delay.

As already shown in section 4.3, the experimental result of the cut-off energies
over the delay between the two pulses is shown in figure 5.18. This graph is
reproduced with PIC simulations as shown in figure 5.19. The maximum proton
cut-off energy line of the experimental data has the shape of a triangle with its
tip at a delay of 0 fs. Furthermore, the triangle is somewhat tilted to higher
energies for a positive delay - where beam I is the first beam. The same trend
is also found in the simulation. A positive delay tends to have a slightly higher
proton cut-off energy compared to a negative delay, although the total laser
energy involved in the interaction is the same for all cases.
In the following these characteristics are explained by PIC simulations. In
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Figure 5.19.: Simulation. Maximum proton energies over delay between beam I and beam II.
The shape of the curve is similar to the experimental result (cf. fig. 5.18) -
especially the proton cut-off energy is somewhat lower for negative delays. In
the experiment the maximum cut-off energy for synchronized pulses composed
roughly from the cut-off energies from the single beam interaction. In the
simulation the cut-off energy for synchronized pulses is even higher compared
to the sum of the cut-off energies from the single beam interactions.

particular the reason for the highest proton energies for synchronized pulses
and why the proton cut-off energy is higher for positive delays.

The three spectra of figure 5.20 show the proton spectra for delays of -120fs, 0fs
and 120fs from the experiment in red and from the simulation in green. The
agreement of experiment and simulation is remarkably. Only with the approach
to consider the delay between the two pulses also for the prepulse, it is possible
to reproduce the experimental spectra with the simulation. Therefore, the un-
derlying physical mechanism of the acceleration that is found in the simulation
represents with quite confidence the reality.
So, in contrast to the defocused shot series, the highest proton energies are
found for synchronized pulses.

Figure 5.21 shows the evolution of the maximum electric field strength in x-
direction from the simulation. Although the intensity of the two pulses are
increased from 1.0× 1020W/cm2 and 3.3× 1020W/cm2 to 3.2× 1020W/cm2 and
6.5× 1020W/cm2, the maximum field strength is lower for all three delay cases
compared to the three delay cases for the defocused simulation series (cf. fig.
5.16).
The reason for this is found again in the different density distributions of the
preplasma. For defocused shots the preplasma is not as much extended as the
preplasma during focused shots. Especially the ions from the contamination do
not gain a lot of energy from the prepulse, but are still at rest in a confined
volume close to the target’s rear side. For focused shots the contamination’s
ions could gain some energy from the preplasma and expand thermally away
from the target’s rear side. Thus there is no need for high field strength caused
by a large charge separation in order to accelerate the particles to high energy,
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 1e+06

 1e+07

 1e+08

 1e+09

 1  2  3  4  5  6
 1

 10

 100

 1000

P
ro

to
n 

N
um

be
r 

[#
/s

r/
M

eV
]

P
ro

to
n 

N
um

be
r 

[#
]

Energy [MeV]

Proton Spectrum Delay = 0 fs

Experiment 20121015 #077
Simulation T167 sync

b Delay: 0fs. Synchronized shot.

 1e+06

 1e+07

 1e+08

 1e+09

 1  2  3  4  5  6
 1

 10

 100

 1000

P
ro

to
n 

N
um

be
r 

[#
/s

r/
M

eV
]

P
ro

to
n 

N
um

be
r 

[#
]

Energy [MeV]

Proton Spectrum Delay = +120 fs

Experiment 20121015  #057
Simulation T164 +120fs

c Delay: 120fs. Beam I early.

Figure 5.20.: Comparison of proton spectra from the experiment and from the simulation.
Experimental results and simulation are in good agreement - especially the
cut-off energies.
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Figure 5.21.: Simulation. The temporal evolution of the maximum E-field in beam I direction
at the rear side of the target. The maximum field strengths are almost the
same for the three different delay shots. The electric fields strength remains on
a relatively high level for a long time for the synchronized shot. The delayed
shots clearly show the impact of the first and second pulse. In total the field
strengths are lower compared to the defocused simulations (cf. 5.16)

because the prepulses assist the acceleration process in advance. One should
keep in mind that this is valid for this specific case, where a rather thick target
has been used. Nanometer thick targets would need of course a high laser con-
trast, otherwise the target would have been blown away by the prepulses.

A further remarkable feature is found in figure 5.21. The maximum field
strength is almost the same for a synchronized shot and a delay of 120fs, but
the synchronized shot has a significant higher proton cut-off energy. The reason
for this is found in the energy distribution of the protons. Figure 5.22 shows
the proton energy distributions for a delay of -120fs, 0fs and 120fs at the same
simulation timestep namely 500fs. The color range is increased from 4 MeV
to 6 MeV for the synchronized case. All three distributions have their own
characteristic shape. For a delay of -120fs two peaks are visible. For synchro-
nized pulses one large peak is observed. Moreover protons up to an energy of
roughly 0.5 MeV are not present. In the proton spectrum this leads to a gap,
which is seen in the simulation, but not in the spectrum from the experiment,
because the Thomson parabola does not resolve those low energy protons. The
last energy distribution, where beam II is late, shows no significant peak, but a
rather large area that is accelerated to high energies. Thus, the higher proton
energies tended to appear for shots where beam II is late, because a larger area
is accelerated to high energies for those shots which can enter the Thomson
parabola in beam I direction.
The shape of the energy distributions can easily be deduced from the single
beam interaction. Figure 5.23 shows a schematic the evolution of the electron
sheath. The first beam generates a sheath. The subsequent laser pulse mod-
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a Simulation. Delay: -120fs.
Beam II is the first pulse.
Two peaks are clearly visible
in the proton energy distribu-
tion.

b Simulation. Delay: 0fs.
Synchronized shot. The color
range is increased from 4MeV
to 6MeV compared to the de-
layed shots. The distribution
of the highest energies have
the shape of a top-hat. There
are almost no protons with
an energy below 0.5MeV.

c Simulation. Delay: 120fs.
Beam I is the first pulse. A
large area of protons is accel-
erated to high energies. The
peak is somewhat located be-
low the focus position in the
y-direction.

Figure 5.22.: Polar plots of the proton energy distribution after 500fs. Every delay has its
own characteristic shape in the proton energy distribution. The shapes for
the delayed pulses can be deduced from the single beam interaction. The
distribution of the synchronized shot is explained by a different mechanism.
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Figure 5.23.: The schematic shows how the electron sheath is affected by the subsequent
laser pulse. The first pulse that interacts with the target imprints its own
characteristic electron sheath into the plasma. The subsequent laser pulse
only modifies the electron sheath with its own characteristic electron sheath
shape. The level of magnitude of the modification depends on the pulse en-
ergy. Therefore beam II has usually more pulse energy than beam I and has
a stronger influence onto the electron sheath. Thus, the electron sheath looks
different for a negative and a positive delay. For a negative delay for exam-
ple, beam II generates an electron sheath which is somewhat below the focal
position in the y-direction. The weaker pulse of beam I modifies the electron
sheath in the height of its focal position only by a small amount. Thus, a
second small peak appears in the proton energy distribution.
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a Simulation. Delay: -120fs.
Beam II is the first pulse.

b Simulation. Delay: 0fs.
Synchronized shot. The
color range is doubled, i.e.
increased from 1.5 to 3 com-
pared to the delayed shots.

c Simulation. Delay: 120fs.
Beam I is the first pulse.

Figure 5.24.: Simulation. Ex in spatial and frequency space. The temporal window of the
Fourier transformation covers 300fs, in order to have the effect of both beams.
The black lines are the electron densities normalized to the critical density at
the start and end of the temporal window, respectively. Resonant �j × �B
heating is only observed for the synchronized shot. The resonances effectively
transfer laser energy into electrons. These resonances are not found for the
defocused simulations.

ifies the shape of the already present sheath. In particular as beam II has a
higher pulse energy and an inclined angle of incidence, i.e. resonant absorption
can take place, the electron sheath is dominated by beam II and therewith the
proton energy distribution. From this follows, that for a shot where beam II is
early, the weaker beam I generates only a further small bump in the electron
sheath and therewith in the proton energy distribution. For the inverse case,
beam II interacts with a larger plasma in front of the target and resonant ab-
sorption is more efficient. Eventually, the larger energy transfer to the plasma
leads to a larger area of protons that are accelerated to high energies.
In order to understand the three very different proton energy distributions, the
absorption mechanisms in the first place is investigated. Nuter et al. [38] de-

scribe a resonantly enhanced �j× �B heating. A preplasma is generated by a first
low intensity laser pulse, which is followed by a high intensity laser pulse. Thus,
the second laser interacts with a expanding electron distribution. The delay be-
tween the two pulses is varied. So, basically the electrons’ scale length is varied.
The authors refer to a publication of Andreev et al. [7]. If the electron density
is in the order of magnitude of 4ncrit, the 2ωL-oscillating evanescent part of
the Lorentz force can resonantly trigger an electrostatic wave [38]. An optimal
preplasma scale length is derived where enhanced laser absorption occurs. For
scale lengths larger than the optimal scale length, the evanescent part of the
Lorentz force is unable to reach the plasma region where ne ≈ 4ncrit [38]. If
the scale length is too short, the plasma gradient is too steep so that no plasma
wave develops.
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In order to check whether such a resonant �j × �B heating occurs in the present
double beam shots, the spectral power of the longitudinal field Ex is plotted
in figure 5.24. The electron densities are shown as black lines for the corre-
sponding times. The Ex spectra cover 300 fs in order to have the full influence
of both beams. The delayed spectra show a small resonances at 2ω. For the
synchronized case one observes resonances till 6ω. Furthermore the logarith-
mic intensity range has changed. Due to the larger preplasma the two laser
pulses generate resonantly plasma waves and transfer laser pulse energy more
effectively into the plasma. These resonances are not found for the defocused
simulations.
For synchronized and focused beams the proton cut-off energy is higher com-
pared to the delayed and focused beams. This is not the case for defocused
beams. There the proton cut-off energies are lower for a synchronized case com-
pared to the delayed shots. The driving mechanism for this behavior is the
electron density distribution. For focused beams the prepulse intensity is also
significantly higher. The largest electron expansion before the main pulses is
observed only for the synchronized shots. Delayed main pulses interrupt the
influence of the other beam, so that the electron expansion is lower compared
to the synchronized case. The synchronized interaction of both beams leads
to resonant �j × �B heating. This mechanism efficiently transfers the laser pulse
energy to electrons. These electrons contribute to the ambipolar electric field
at the rear side of the target. Eventually, this leads to higher proton cut-off
energies as compared to the delayed case.
For defocused beams the intensity of the prepulse is also lower. Thus, the abso-
lute contrast is higher. Therefore, the electron expansion for the synchronized
shots is lower as for delayed shots.

5.5. Conclusion

In this chapter the experimental results were analyzed and interpreted by PIC
simulations regarding delays in the order of magnitude of 10s of femtoseconds.
The analysis of the MCP images already showed that the preplasma plays an
important role. Thus, the prepulse of a single beam, in particular beam I, was
modeled by a PIC simulation over 10ps before the main pulse. Contrast mea-
surements of beam I were used as input. The results of the PIC simulation were
used in turn as input for the subsequent interaction of the main pulses. It turned
out that the delay between the two main pulses also has to be considered for
the prepulse in order to explain the experimental results. The first main pulse
that interacts with the target interrupts the prepulse of the subsequent main
pulse. Hence, the largest preplasma is observed for synchronized laser pulses.
Simulations were performed for focused single beam interactions. The simula-
tions showed characteristic features of the proton energy distribution. Beam
I has a peak in the proton energy distribution, which is located at the same
height on the target’s rear side as the focus on the front side. Moreover the
protons with the highest energy propagate in the direction of beam I, i.e. per-
pendicular to the target. Beam II has an angle of incidence of 40◦. The peak in
the proton energy distribution on the target’s rear side was located somewhat
below the focal position on the target’s front side. Both features of the single
beam interaction are observed for the double beam simulations.



5.5. Conclusion 91

The influence of the delay onto the prepulse has to be considered for high in-
tensities, i.e. focused beams. If the influence is neglected, the proton cut-off
energies from the simulation are the same for delayed pulses and synchronized
pulses. If the influence of the delay onto the prepulses is considered, the proton
spectra of experiment and simulation are in good agreement.
In the simulation the driving fields for the acceleration are lower for the focused
shot series compared to the defocused shot series. Due to the higher intensity
of the prepulses for focused shots the ions expand thermally away from the tar-
get’s rear side before the main pulses arrive. Hence, the ions gain already some
momentum from the prepulse. Eventually, the action between moving ions and
electric field is larger for the focused shots compared to the defocused shots.
The comparison of the proton energy distribution for three different delays
showed, that each distribution has its own characteristic shape. For negative
delays, where beam II interacts first with the target, the proton energy distri-
bution shows two peaks. For positive delays, where beam I interacts first with
the target, the proton energy distribution shows a large area of protons that
were accelerated to high energies. The shape of these distributions can be de-
duced from the single beam interactions. The subsequent laser pulse modifies
the electron sheath of the first pulse and therewith the shape of proton energy
distribution is modified. In the experiment only ions in beam I directions were
detected by the Thomson parabola, thus the shape of the proton energy distri-
bution could not be validated by the experiment yet.
Remarkable MCP traces were observed for synchronized shots in the experi-
ment. The traces have a relatively low number of different ion species but a
high proton cut-off energy. Similarly, simulations revealed also high proton cut-
off energies for synchronized pulses. Moreover, the proton energy distribution
shows that the highest energies are located in a small area. Nuter et al. as well
as Andreev et al. describe a resonantly enhanced �j × �B heating. For electron
densities close to 4ncrit, the 2ωL-oscillating evanescent part of the Lorentz force
resonantly excites an electrostatic wave [38, 7]. The results of the PIC simula-
tion of the electric field in x-direction have been Fourier transformed. Strong
resonances are only observed for the synchronized case. Resonances are not ob-
served for the delayed shots. The PIC simulations give a reasonable explanation
for the rare MCP traces.
The influence of the delay onto the prepulse can be neglected for low intensities,
i.e. for defocused shots with low pulse energies. The maximum cut-off energy is
not observed for synchronized shots, but for delayed shots. The PIC simulations
showed that although the electric field strength at the rear side of the target has
the highest strength for synchronized pulses. However, during the time period
the field is present is shorter compared to the delayed cases. Thus, the ions’
inertia is too large so that the particles cannot react on the fast appearance
and disappearance of the electric field. The effect can also explain experimental
defocused shots where a large number of different ion species appeared. The
relatively low prepulse of those shots does not thermally expand the dirt con-
stituents, so that these ions are still confined in a small volume close to the
target’s rear side. As in the experiment these MCP traces tended to appear
more often for delayed pulses, the effect of a longer lifetime of the ambipolar
electric field causes a smooth acceleration of a large number of ions.





6. Magnetic Vortex Acceleration
- Interpretation of
Experimental Data

6.1. Introduction

In the previous chapter the laser pulses were delayed on a timescale of several
10s of femtoseconds. Because of target thickness and laser intensity ions are
accelerated due to the TNSA mechanism. During the double beam interaction,
the subsequent laser pulse enhances the TNSA mechanism.
This chapter concentrates on delays between the two pulses in the order of 10s
of picoseconds. The maximum proton energies achieved with these long de-
lays are shown in figure 6.1. When beam II was late, i.e. for positive delays,
the cut-off energy is equal to a beam I only shot. For negative delays an en-
hancement appears in the cut-off energy. The subsequent laser pulse does not
have an influence on the TNSA mechanism, as this process last only for sev-
eral 10s of femtoseconds. Any enhancement in the proton’s cut-off energy on a
larger timescale must rely on a different acceleration mechanism. The chapter
identifies for these relating experimental shots a acceleration mechanism called
magnetic vortex acceleration. Bulanov et al. [10] describe a laser pulse that
propagates through a relativistic transparent material. The laser pulse acceler-
ates electrons. In combination with a return current, a self sustaining magnetic
field is generated. The quasi static magnetic field efficiently accelerates ions to
high energies.
The first section starts with the simulation of the plasma expansion after one
main pulse has interacted with the target. In dependence on the initial condi-
tions, two scenarios are possible for the particle distribution after several 50s of
picoseconds. The scenarios belong either to a shot where beam I or a beam II
is late.
Afterwards, these particle distributions are used for simulations where the sub-
sequent laser pulse interacts with the expanded plasma. The interaction of
beam II with the expanded plasma is shown first. Similar to the experimental
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Figure 6.1.: For long delays TNSA is not effective anymore and the later beam cannot in-
fluence the ions that were accelerated by the TNSA mechanism. The cut-off
energies show an enhancement for shots, where beam II is the first pulse. Es-
pecially for shots where beam I is 50 ps later than beam II. Compared to a
single beam shot of beam I, the cut-off energy has more than doubled.
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shots, beam II does not show an enhancement in the proton cut-off energies. In
contrast the interaction of beam I with the expanded plasma shows remarkably
features. The appearing magnetic vortex acceleration is described in detail.
Due to the target thickness used in the experiment and in the simulations,
the results are somewhat different to the publication of Bulanov et al. [10].
Therefore, an analytic description is developed for the observed phenomena.
The effects of relativistic sef-focusing in an overdense plasma and the strengths
of the accelerating fields are described. The results for the proton cut-off en-
ergy are in remarkably good agreement for experiment, simulation and analytic
description.

6.2. Plasma Expansion

In order to explain the experimental results of the long delay shots, the ex-
pansion of the plasma has to be taken into account. The first laser accelerates
particles according to the TNSA mechanism. After several picoseconds the
plasma has expanded and especially the shape of the plasma has a strong effect
on the second laser pulse. Therefore, the expansion of the plasma is analyzed
in a first step.
An proton energy enhancement with a long delay is discovered only for the
defocused beams. Hence, the computational results from these simulations are
the starting point. The spatial size of the new simulation is estimated by con-
sidering that the expansion takes place with the speed of the ion acoustic wave

cs =

√
ZkBTe

mi

, (6.1)

where Z is the charge of the dominating ion species, kB Boltzmann’s constant,
Te electron temperature and mi the mass of the dominant ion species. The
electron temperature is taken from the last output file of the defocused beam
II only simulation, so that the ion acoustic speed is cs = 1.2× 106m/s. As the
delay is in the order of 100ps the spatial size of the simulation box needs to
be in the order of ±120μm. The large size of the simulation box and the large
time period that has to be covered make a 2D simulation not reasonable with
the available system performance.
The following 1D simulations start after the last dump of the defocused BII-
only simulation. The spatial size of the simulation is ±200μm with a spatial
resolution of 12.5nm. The simulations covers a time period till 120 ps and 300
ps, whereas every 200 fs an output file is written. The density distributions are
taken from a line-out of corresponding particles from the last dump of the sim-
ulation, whereas the line-out comprises a stripe of y = ±1μm. The momenta of
the particles are fitted by a polynomial of 1st order in sections and a polynomial
of 8th order, respectively. For the ion’s momenta this is a reasonable approach,
as the momenta have a line-like shape. But as the electrons already thermalize
after 750fs the momenta is bulb shaped. Figure 6.2 shows the electron momenta
from a stripe that comprises y = ±1μm of the 2D simulation with BII only at
750fs. A simple linear fit to these points clearly underestimates the momenta
and represents the lowest expectable plasma expansion. The maximum kinetic



96 6. Magnetic Vortex Acceleration - Interpretation of Experimental Data

-4

-3

-2

-1

 0

 1

 2

 3

 4

-2e-05 -1.5e-05 -1e-05 -5e-06  0  5e-06  1e-05  1.5e-05  2e-05

p x
/m

ec
 [-

]

x [m]

Electron momentum in x-direction over x at 750fs

2D line-out
max fit
avg fit

Figure 6.2.: Simulation. The crosses are the electron momenta in the x-direction from a stripe
that comprises y = ±1μm of a 2D simulation with beam II only at 750fs. The
blue line is an average fit to these crosses. For the green line the maximum
kinetic energy of the electrons is taken and linearly fitted. Moreover, this fit is
converted back to momenta and it is assumed, that for negative x-values the
momenta should also be negative and vice versa.

energy of the electrons is taken in order to accommodate higher electron mo-
menta. These energies are converted back to momenta and are fitted by straight
lines. It is assumed that for negative x-values the momenta are also negative
and vice versa. The result of this fit is shown by a green line in figure 6.2. The
positive momenta on the front side and negative momenta at the rear side of
the target is completely neglected with this approach. The plasma expansion
is expected to be overestimated. In general a 1D PIC simulation overestimates
the particle numbers as the degree of freedom is reduced. So, it is expected that
the higher initial electron momenta, i.e. the green line in figure 6.2, results in a
more realistic solution of the plasma expansion.

Figure 6.3 compares the three different cases till 3.4 ps, i.e. the 2D simulation
is continued till 3.4 ps, whereas the 1D simulations used the density and mo-
menta distributions as described above. The 1D simulations started at 0.75 ps
and also stopped at 3.4 ps. The maximum momentum curve - indicated by the
dashed green curve - has a five times lower peak density compared to the 2D
simulation. Moreover the region where ne > ncr is much larger. In contrast the
average momentum curve - indicated by the dashed blue curve - overestimates
the peak density compared to the 2D simulation by 20% and underestimates
regions where ne > nnr.
For the later interaction of the second laser pulse with the expanded plasma the
peak density and the region where ne > ncr play a major role. If the peak den-
sity is still in the order of magnitude of a solid target, the acceleration proceed
according to the TNSA mechanism. It is not expected that this is the case,
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Figure 6.3.: Simulation. Line-outs of electron density distributions, that results from different
initial electron momenta. The solid, red line is a line-out from the 2D PIC
simulation. The dashed, green line is the electron density that results from
the maximum momentum distribution and the dashed blue line is the electron
density that results from the average momentum distribution. The dashed lines
are results from 1D simulations. The left graphs is plotted at 1ps and the right
graph is plotted at 3.4ps, because the 2D simulation was stopped there.
For the 1D simulations a gaussian fit was used for the initial electron densities.
The comparison of left and right graph give a hint on the temporal evolution
of the densities. The results from the maximum momentum simulation show,
that the electron peak density is the lowest and the expansion is the farthest
compared with the other simulations. The results from the average momentum
simulation shows, that the electron peak density is even increased and the width
of the density distribution is decreased. The results of the 2D simulation are
right in the middle between these two extremes. Thus, it is reasonable to use
both final 1D results as initial conditions for a 2D simulation of the subsequent
main pulse.
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because the enhancement occurred in the experiment only when BI was late,
i.e. the weaker beam enhanced the acceleration. So the peak density must be
significant lower compared to solid density, in order to have a strong effect by
BI.
The second condition that follows from the experimental result is that the re-
gion where ne > ncr should not be too large. If a large region has an overcritical
density and a slow rising density slope, the laser is well absorbed. The absorbed
energy heats only the electrons in a small region, where the electrons cannot
interact with the protons at the rear side of the target.
The two different initial electron momentum distributions lead to different elec-
tron distributions. From the two different 1D simulations the peak density and
the overcritical region are of main interest.

Average momentum distribution

The first graph of figure 6.4 shows that the region - which is overcritical - steadily
rises till 140ps. After a rapid decrease of the peak density, a region of ±20μm
remains overcritical. As the overcritical region gets larger, the peak densities
drop, which is shown in the middle graph of figure 6.4. After 50 ps the peak
densities are below 10ncr and stay relatively constant till the end of the sim-
ulation. With a peak density below 10ncr and a laser intensity of 1020W/cm2

the plasma becomes relativistically transparent; cf. figure 2.3. But as the laser
pulse has to cross a large, overcritical region, it is expected that the laser will
release a lot of its energy to heat electrons only in front of the target.
The plasma expansion and density distributions that result from this 1D simu-
lation are expected to be the case for the beam II late shots in the experiment
(figure 6.1b): The peak densities are sufficient low to be relativistically trans-
parent for the laser, but the overcritical region is too large so that the laser
cannot accelerate electrons in the forward direction, protons and other ions.

Maximum momentum distribution

Due to the higher electron momentum, the overcritical region reaches its max-
imum expansion much earlier, as can be seen in the first graph of figure 6.5.
After 50 ps the overcritical region shrinks below ±5μm. The peak density of
the bulk electrons drops after 20 ps to 6ncr and remains relatively constant.
In the experiment the enhanced proton energies appeared with delays lower
than -50ps, i.e. with a minimum of 50 ps after beam II (figure 6.1b). So, it is
expected that this 1D simulation belongs to shots, where beam II is the first
pulse: The peak densities are low enough to be relativistically transparent and
the electron densities in front and rear side of the target are low enough, that
the laser can interact with the bulk electrons.
In the next section the two different derived density distributions from the 1D
simulation are used as initial conditions for 2D simulations. The density distri-
butions that are derived from the 1D simulations are fitted by a Matlab program
via a sum of gaussians. These functions are used for the 2D simulations, whereas
the distributions in x direction are copied in the y direction in order to have a
2D map of the densities. Obviously any density deviations in the y direction
are neglected by this approach.
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Figure 6.4.: 1D simulation with the average electron momentum distribution. The first graph
shows the x position where the electron density is equal to critical density over
time. The graph in the middle shows the peak density of the bulk and hot
electrons over time. The electron distribution is automatically fitted via a bi-
gaussian distribution by a Matlab program. Especially, during the first 50 ps
the electron distribution tends to form spikes and bunches of electrons move
apart from the bulk, respectively. So that the peak densities for hot and bulk
electrons change somewhat abrupt. This behavior is also observed in the lower
graph. The graph shows the scalelengths for the hot and bulk electrons over
time.
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Figure 6.5.: 1D simulation with the maximum electron momentum distribution. The first
graph shows the x position where the electron density is equal to critical density
over time. The graph in the middle shows the peak density of the bulk and
hot electrons over time. The electron distribution is automatically fitted via a
bi-gaussian distribution by a Matlab program. Especially during the first 10
ps the electron distribution tends to form spikes and bunches of electrons move
apart from the bulk, respectively. So that the peak densities for hot and bulk
electrons change somewhat abrupt. This behavior is also observed in the lower
graph. The graph shows the scalelengths for the hot and bulk electrons over
time.
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6.3. Beam II Late Shot

Before the 2D simulation is presented, the interaction of the laser with a ris-
ing electron density is analyzed. The laser pulse has to propagate for several
micrometers through a near critical plasma, so that the laser is refracted with
every step through the plasma. The plasma is unmagnetized and can there-
fore be described as an isotropic medium. Hence, the dielectric properties are
described by a constant and not by a tensor [39]

ε = 1− ω2
pe

ω2
L

(6.2)

The refractive index is then

n =
√

ε(λL, ne) (6.3)

only a function of the laser wavelength λL and the local electron density ne. As
the laser has relativistic intensities, the effect of relativistic transparency has to
be considered ω2

pe = ω
′2
pe/γ. With every step in x direction the laser experiences

a different electron density and therewith a different refractive index. Thus, the
bending of the laser changes with every step.
The bi-gaussian electron distribution from figure 6.4 at 150 ps is being taken to
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Figure 6.6.: Calculation. Path of a laser with different intensities through a plasma. The
arrangement of laser and target is the same as it is in the 2D simulation. The
electron density distribution is taken from the 1D simulation (fig.:6.4) at 150
ps. The red line indicates the path of a laser without a plasma. In dependence
on the intensity of the laser the beam is refracted to −90◦. The higher the
γ-factor the further the laser can propagate through the plasma.

analyze the influence of refraction. The arrangement of target and laser is the
same as it will be in the 2D simulation, i.e. the angle of incidence is −40◦, the
laser enters the simulation box at x = −20μm and the peak density of the bulk
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electrons is located at x = 0. Figure 6.6 shows the beam path for different inten-
sities and γ factors, respectively. The red line indicates the beam path without
a plasma. Without the relativistic correction the laser would not propagate into
the plasma, because a laser pulse with a γ = 1.8 is already refracted to −90◦

at −19μm. Even with a γ-factor of 10, which corresponds to an a0 = 14, the
laser pulse will most likely not propagate through the target, although the peak
density of the bulk electrons is relativistically transparent to the laser.
The analysis shows that for a sufficient interaction of the laser with the bulk
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Figure 6.7.: Calculation. Electron density profiles. The red profile is taken from the 1D
simulation (fig.:6.4) at 150 ps. For the green profile, the hot electron density
at the boundaries has been halved. Moreover the peak density of the bulk
electrons has been reduced to 3.5ncr.

electrons, either the laser intensity has to be high enough and/or the hot elec-
tron density has to be low enough. For the upcoming 2D simulation the density
distribution of the electrons is further reduced, as it is shown in figure 6.7. The
intensity is the same as it is used for the de-focused, fs-delay 2D simulations, i.e.
I = 3.3×1020W/cm2 corresponding to a0 = 12.3. Figure 6.8 shows the electron
distribution normalized to the critical density 120 fs after the peak of the laser
pulse had entered the simulation box. A channel-like structure is visible, that is
formed by the laser. The channel is a sign of the trajectory of the laser through
the plasma. As the laser gets closer to the initial target position the laser is
refracted by the plasma. Due to relativistic self-focusing the channel narrows
down. Eventually the laser pulse stops in the plasma. The picture on the right
is a close-up view of the region, where the laser stops. The black line indicates
the beam path as it would be without a plasma. The bright line shows the
calculated, refracted path with the same electron distributions as it is used for
this 2D simulation and a γ-factor of 10. The sharp bend of this line is in good
agreement with the sharp bend in the 2D simulation. Furthermore it has to be
mentioned, that the entry point of the laser into the simulation box is shifted
from y = 18μm to y = 10μm. While the laser enters the simulation box, the
laser pulse has not a sufficient high intensity in order to propagate in a straight
line, but is strongly refracted within a 1μm. As the intensity increases rapidly,
the index of refraction also changes rapidly, so that the laser is refracted back
in the shown manner.



6.4. Beam I Late Shot 103

Figure 6.8.: Simulation. The right image is a zoom in of the left image. Electron densities
normalized to the critical density 120 fs after the peak of the laser pulse has
entered the simulation box. The pulse of beam II generates a channel. The
pulse does not propagate along a straight line as indicated by the black line,
but is refracted. The gold line indicates the path of the beam, if refraction is
taken into account (cf. eq. 6.3) The curve is calculated by the use of the same
electron density distribution as in the PIC simulation and a γ = 10, whereas γ
was 8 in the PIC simulation. Although the plasma relativistically transparent
to the laser, the laser stops in front of the former target.

6.4. Beam I Late Shot

Beam I is at normal angle of incidence to the target, so that there is no refrac-
tion. The beam is focused on the front side of the target. The minimum radius
of the gaussian beam caustic is calculated to be 3μm.

Magnetic Vortex Acceleration

The evolution of the electron density normalized to the critical density and the
magnetic field in the z-direction is shown in figure 6.9. The laser propagates
through the near critical plasma and expels electrons and ions from its path.
Thus a channel is formed by the laser.
Moreover the laser experiences relativistic self-focusing. The channel diameter
and the laser’s diameter becomes smaller and smaller as the electron density
increases. The smallest diameter of the laser is reached at the peak electron
density. While the front part of the laser pulse breaks-out through the ex-
panded target into the lower plasma density region and diverges, the later part
of the laser propagates through the self-generated channel or waveguide. Due to
the interplay between laser field, waveguide wall and accelerated electrons, the
magnetic field in the z-direction starts from 125 fs to separate in a positive and
a negative region. A torus like magnetic field evolves. As the later part of the
laser approaches the lower plasma density region, the torus shaped magnetic
field increases its size, i.e. the minor radius. Moreover electrons are trapped
by the magnetic field and circulates around the vortices. Eventually the major
radius of the torus also increases, namely with a velocity of 55× 106m/s.
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Figure 6.9.: Simulation. Electron density is normalized to the critical density, whereas the
maximum is set to 6ncr. The magnetic field Bz in kT. The time increases with
each row by 50fs, but a intermediate step is made at 125fs. While the laser pulse
propagates through the plasma, a channel is generated. The feature becomes
more evident as the pulse approaches the higher density parts of the plasma.
Until 100fs the magnetic field pattern has the shape of a TEM wave. At around
125fs the front part of the pulse breaks through the target into free space
with a large divergence. The magnetic field pattern has changed. A region
with a positive Bz and a region with negative Bz is observed. The separation
is also observed in the electron density map. The magnetic vortices leave
the self-generated channel and move in different directions along the former
target surface. Electrons circulate around these vortices and support with
their current the vortices.
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Figure 6.10.: Simulation. Electron density normalized to the critical density and the corre-
sponding electron energies after 115 fs. The laser has formed a channel like
structure. In the electron energy map a saw-tooth like structure is visible.
Three of the saw-tooth peaks are also visible in the density map in the chan-
nel. The oscillating component of the ponderomotive force accelerates a group
of electrons twice every laser cycle. Thus the saw-teeth are separated by λL/2.



106 6. Magnetic Vortex Acceleration - Interpretation of Experimental Data

The accelerated electrons play an important role in the formation of the mag-
netic vortices. Figure 6.10 shows a map of the electron density and the distri-
bution of the kinetic energy of the electrons at 115 fs. The electrons form a
sinuous line in the middle of the channel. In the interface between the front
of the laser pulse and the plasma a strong, high-frequency electrostatic field
appears [59]. The field is the oscillating component of the ponderomotive force
[50] fP = ∇(γ−1)moc

2, where γ =
√
1 + p2/m2

0 and p is the electron oscillatory
momentum in the transverse and longitudinal direction. As the frequency of
oscillating ponderomotive force is 2ω0, twice every circle a group of electrons
are accelerated [59]. The train of electrons is separated by a distance half of a
laser wavelength.

Figure 6.11.: Simulation. The electric field vectors at 200fs. Again, in a color map the mag-
netic field Bz kT at 200fs (c.f. figure 6.9). The highest electric field gradients
are observed at the magnetic vortices. The electric field is circular arranged
around the the vortices and the vectors point radial away from the vortex
center. The field strength is at least doubled compared with the ambipolar
electric field of TNSA achieved for a single beam shot.

Besides the magnetic fields and accelerated electrons, the electric fields are also
involved in the acceleration mechanism. Figure 6.11 shows the electric field as
vectors and the magnetic field in the z-direction as a color map. The magnetic
vortices are associated with the electric field.
The schematic in figure 6.12 summarizes the acceleration mechanism. Due
to the interplay between laser field, waveguide wall and accelerated electrons,
two magnetic vortices appear. The magnetic vortices arise from the laser field,
because the current of the accelerated electrons is too low for the appearing field
strength. Eventually the accelerated electrons circulate around the vortices.
Thus a self-sustaining electrical generator is formed by the electrons. Moreover
an electric field is observed that points radial away from the vortex center. Due
to the strong electric and magnetic fields the remaining protons, that have not
been accelerated by TNSA mechanism from the first laser pulse, are eventually
also accelerated by these fields.

Proton Acceleration

The angular distribution of the proton energies is shown in figure 6.13. The
acceleration is already finished after 200 fs as the maximum energy does not
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Figure 6.12.: Schematic of magnetic vortices, electric field and particles while the ions start
to accelerate. The magnetic vortices start to leave the self-generated channel
and move along the former target surface. The intensity of the magnetic field
suggests, that the magnetic field arises from the laser rather than the current
of the moving electrons. But as the electrons circulate around the vortices, the
electrons form a self-sustaining electric generator. Along with the magnetic
vortices and the moving electrons an electric field is produced that is circular
arranged around the vortices. The field vectors point radial away from the
vortex center. The acceleration of the ions is driven by these electric and
magnetic fields.
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a Proton energies after 250 fs b Proton energies after 500 fs

Figure 6.13.: Simulation. Proton energies in a polar plot at different times. The protons reach
their maximum kinetic energy already after 250 fs, as the maximum energy
does not change till 500fs. The highest energies are found in two lobes at
±30◦. The electric field connected to the magnetic vortices cannot contribute
to the proton acceleration at an angle of 0◦, because the electric field only
acts in the y-direction at r = 0. Therefore the energy is somewhat lower.

Figure 6.14.: Simulation. Proton momenta in the positive x direction along the declared angle.
The acceleration starts at 100 fs. The momenta steeply rise till 200 fs and
remains basically constant. Thus, the acceleration starts and ends at the same
time.
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a Simulation. Proton spectra from the
simulation. The different angle declaration
comprise a stripe ±2μm along that angle
with momenta only in the positive x direc-
tion. The blue line comprises all momenta
from the semi-circle in figure 6.13 and in-
cludes also momenta in the y-direction.

b Experiment. 20121015. Proton spectra.
Shot #205 was focused and shot #208 was
defocused by −60μm.

Figure 6.15.: Comparison of simulation and experiment. The Thomson parabola was placed
in the direction of beam I, i.e. at an angle of 0◦. Therefore the experimental
results are only compared to the computational result for the 0◦ stripe. The
simulation shows a gap in the spectrum from 0.2 MeV to 0.7 MeV which is not
the case for the spectrum from the experiment. It has to be considered that
the spectrum of the experiment is the integration of the accelerated protons
from beam II according to the TNSA mechanism and the accelerated protons
from beam I according to the magnetic vortex acceleration. The following
slope of simulation and experiment are in good agreement, as slopes decrease
constantly by an order of magnitude from 1 MeV to 2.5 MeV.

change anymore. A closer look to the evolution of the maximum proton mo-
menta shows that the protons are accelerated from 100 fs to 200 fs as shown
in figure 6.14. The highest proton energies are achieved in two lobes which are
located around angles of +30◦ and −30◦. The electric field acts at the line y = 0
in figure 6.11 only in the y direction, so that the electric field cannot contribute
to the acceleration in the x direction. Therefore the energy is for an angle of
0◦ somewhat lower compared to the two lobes at ±30◦. The proton spectra of
the simulation is shown in figure 6.15a. Three spectra are shown. The blue line
indicates the spectra of all momenta, i.e. energies, in the semi-circle from figure
6.13 in x- and y-direction. The cut-off energy is at 3.8 MeV. The two other
spectra account only for protons with a momentum in the positive x-direction
in a stripe of ±2μm along the declared angle. The green line is the spectrum
of the lobe at +30◦. The proton numbers remains relatively high till the cut-off
energy of 3.6 MeV. The spectrum along an angle of 0◦ has a cut-off energy of
2.5 MeV. In the experiment the spectrometer was positioned along the beam
I direction, so that the spectrum from the simulation along an angle of 0◦ is
compared to the experimental spectrum.
The spectra of two shots from the experiment that correspond to the simula-
tion are shown in figure 6.15b. The proton number of the spectrum from the
simulation drops from 0.2 MeV to 0.7 MeV, which is not the case in the exper-
imental spectra. The experimental spectra accounts not only for the protons
accelerated from beam I , i.e. the later pulse, but also for protons accelerated
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from beam II, i.e. the first pulse, via TNSA. Hence, there is no decease in the
proton number in the experimental spectra. For energies higher than 1 MeV
the proton number from the simulation and from the experiment drop by an
order of magnitude to 2.5 MeV. Thus the spectrum from the simulation is in
very good agreement with the experiment.

Ion Acceleration

Figure 6.16.: Experiment. MCP measurement of shot # 205 2012-10-15. BI is delayed by
50ps. The bright trace above the proton trace corresponds to either C4+ or
Ti16+. Due to the same charge to mass ratio, the traces overlap.

The MCP image in figure 6.16 shows a strong C4+ trace or Ti16+ trace, re-
spectively. Due to the same charge to mass ratio, the traces overlap. In the
simulations only a few C4+ ions are accelerated, because the plasma is relativis-
tically transparent and the laser intensity is still sufficient high at the rear side
of the target to ionize a large fraction of carbon to C6+. If the ionization is
turned off for C4+, a larger fraction of C4+ is accelerated.
The velocities of C4+ or Ti16+ from the PIC simulations are shown in figure
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Figure 6.17.: Simulation. The temporal evolution of the velocity of C4+ and Ti16+. As the
acceleration of the ions occurs due to electric and magnetic fields, the velocity
of the particles depends on the charge to mass ratio. Because C4+ and Ti16+

have the same charge to mass ratio, the velocity is the same.

6.17. It reveals that the acceleration mechanism depends strongly on the charge
to mass ratio, because the velocity increase is the same for both ion species. It
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b Experiment. 20121015. The MCP traces
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is considered as C4+. The blue line shows
the spectrum of a beam II only shot. Shot
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Shot #205 is focused and shot #208 is
defocused by −60μm.

Figure 6.18.: Comparison of simulation and experiment. The simulation does not show an
acceleration of a large number of C4+, as most carbon ions are ionized to
C6+. Only if the ionization routines are turned off in the simulation for C4+,
a larger fraction of C4+ is accelerated. The experimental results showed a
strong signal on the MCP for both C4+ or Ti16+, but no C6+ signal.

follows from this, that it is plausible, that both ion species might have appeared
in the experiment.

If the MPC trace is considered as C4+, the resulting spectrum from the exper-
iment is shown in figure 6.18b. The blue line shows a beam II only shot with
a relatively high cut-off energy for C4+ at 2.3 MeV. The long delay shots have
at the same energy a four times higher particle number. The cut-off energy
for both long delay shots is 5 MeV, whereas the defocused shot has a slightly
higher energy. The spectra do not have a sharp cut-off energy, but more a ther-
mal spectrum. The spectrum from the PIC simulation as shown in figure 6.18a
has a cut-off energy of 4.5 MeV, which would be in good agreement with the
experiment, but the cut-off energy is more noticeable as in the experiment.
If the MCP traces from the long delay shots are considered as Ti16+ traces, the
spectra have the same shape as for C4+, but only a different particle number.
The spectra are shown in figure 6.19b. Again the blue line is the spectrum from
a C4+ trace from a single beam shot, but it is evaluated with the dispersion for
Ti16+. If Ti16+ was accelerated and belongs to the here shown spectra, then
everything below 10 MeV is most probable a mixture of Ti16+ and C4+. The
cut-off energies for the long delay shots is 20 MeV, but again the spectra have
a thermal shape. The spectrum of Ti16+ from the PIC simulation is more flat
than the spectrum from the PIC simulation for C4+ (cf. 6.18a) So far it cannot
be decided whether C4+ or Ti16+ are accelerated. The PIC simulations show
C4+ ions only, if the ionization is turned off for C4+, i.e. there are no further
ionization stages.. The experiment does not show a strong C4+ signal on the
MCP for a single beam interaction especially in terms of the particle number.
In the experiment the Thomson parabola cannot distinguish between ion species
with the same charge to mass ratio. The maximum ion energies in the spec-
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a Simulation. Ti16+ spectra from the sim-
ulation. The spectrum comprises a stripe
±2μm along 0◦ with momenta only in the
positive x direction.

b Experiment. 20121015. The MCP traces
of Ti16+ and C4+ overlap. Here the trace
is considered as Ti16+. The blue line
shows the spectrum of a BII only shot.
The spectrum is a C4+ spectrum evalu-
ated with the dispersion for Ti16+. As
shot #198 has relatively high C4+ ener-
gies, everything below 10 MeV should be
considered as C4+ for the other two spec-
tra. Shot #205 is focused and shot #208
is defocused by −60μm.

Figure 6.19.: Comparison of the simulation and experiment. Due to the same charge to mass
ratio of C4+ and Ti16+, the traces of these ion species overlap on the MCP. The
acceleration mechanism also depends on the charge to mass ratio. Therefore
the evaluation of the MCP trace as a Ti16+ gives also a spectrum that is in
agreement with the spectrum from the PIC simulation.
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Figure 6.20.: Calculation SRIM. Ion’s energy loss to electrons in the Pb glass of the MCP. 20
MeV titanium ions deposit four times more energy in the electrons of the Pb
glass compared to 5 MeV carbon ions.
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tra from the PIC simulation correspond to the maximum energy that might
have appeared in the experiment for either C4+ or Ti16+. There was no cross-
calibration between MCP and CR39 for Ti16+ and therewith the exact response
is uncertain of the MCP to titanium. The SRIM calculations in figure 6.20
suggest that titanium would release four times more electrons in the MCP glass
plate than carbon. This will cause a much stronger signal on the MCP. If the
relation is linear between energy loss of ions to electrons in the Pb-glass and the
response of the MCP, the particle number of Ti16+ should also be four times
higher. As discussed above for the C4+ spectra, the particle number was four
times higher for a long delay shot compared to a single beam shot (cf. blue line
in figure 6.18b and figure 6.19b).
But still, it cannot clearly be decided whether the ion trace on the MCP belongs
to C4+ or Ti16+. The bright signal on the MCP might also just be a result from
the lower dispersion of the Thomson parabola for higher ion energies.

In summary, the shots in the experiment, where beam II is later than beam I,
showed no enhancement in the proton energies. The simulation that based on
a density distribution, that results from the averaged momentum distribution,
shows also no enhancement in the proton energies. The reason is that the beam
is strongly refracted in the plasma in front of the target. The laser stopped in
that region and heated the electrons without having any effect on the protons.
The simulation that based on a density distribution that results from the maxi-
mum momentum distribution shows an enhancement in the proton energy. The
results correspond very well to the experimental shots where beam I is late.
From this follows that the assumption made for these simulations are correct
and that especially the initial density distribution is correct.
The observed acceleration mechanism is driven by two magnetic vortices. These
vortices result from the interaction of the laser field with the self-formed wave-
guide and accelerated electrons. Electrons circulate around the magnetic fields
and form a strong current that supports the magnetic field. Electric fields are
radially arranged around the vortices. The electric and magnetic fields drive
the acceleration of the ions.

6.5. Analytic Description of Magnetic Vortex Ac-

celeration

6.5.1. Introduction

In order to get a better understanding of the magnetic vortex acceleration, the
following section presents an analytic description of this acceleration mechanism.
The aim is to estimate the maximum proton energy from basic parameters. As
the acceleration mechanism relies on the electric and magnetic fields on the
rear side of the target, the relation between the laser and these fields has to
be found. At first the electric and magnetic fields in a circular waveguide are
described. Before the circular waveguide theory is presented, a brief motivation
for the use of transmission line theory is given. The approach to describe the
fields within the self-generated channel as circular waveguide modes is similar
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a Simulation. Electric field in the y-
direction. Top graph PIC simulation.

b Simulation. Electric field in the x-
direction. Top graph PIC simulation.
Black crosses mark positions where the
electric field is zero in the PIC simulation.

Figure 6.21.: Comparison of a PIC simulation and a CST simulation. The CST simulation
shows the second mode of an electromagnetic wave in a circular waveguide.
The diameter of the waveguide is 900 nm, which corresponds to the channel
diameter in the PIC simulation. The frequency of the wave is 375 THz or 800
nm, respectively. The field pattern in the PIC simulation corresponds to the
second lowest mode of an EM wave in a circular waveguide.

as it was done by Bulanov et al. [10], but the results are somewhat different.
Furthermore relativistic self-focusing is derived so that it fulfills the require-
ments of the simulations and the experiments. With this knowledge the size of
the circular waveguide is estimated. As energy is conserved and the size of the
waveguide is known, the magnitude and extension of the electric and magnetic
fields can be roughly estimated at the rear side of the target. The acceleration
of ions is driven by the Lorentz force. Eventually, the kinetic energy of the
protons is calculated

6.5.2. Motivation for Transmission Line Theory

In this section a brief motivation is given, why the laser is described as a wave
in a circular waveguide. In general a circular waveguide is a hollow metal tube
that supports TE and TM waveguide modes. TEM modes do not appear in a
circular waveguides. The upper graphs in figure 6.21 show the electric field in x-
and y-direction as it is found in the PIC simulation at 105 fs (cf. fig. 6.9). The
lower graphs show the field pattern of a TM01 mode in a circular waveguide.
The waveguide has a diameter of 900 nm and the frequency of the wave is 375
THz. The field pattern of the PIC simulation corresponds to the field pattern
of the waveguide mode.
The interplay between the electric and magnetic fields and the electrons is shown
in figure 6.22. The first part of the laser forms a channel and imprints its field
pattern in the electron distribution as can be seen in figure 6.22a. More and
more electrons are accelerated. The first part of the laser pulse approaches the
lower density regions and expands like a point source into free space. The later
part of the laser interacts with a current of electrons.
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a Simulation. Electric field in the x-
direction and electron density normalized
to the critical density. Black crosses mark
positions where the electric field is zero
in the PIC simulation. There are simi-
larities in the field pattern and electron
distribution. For example the blue spot in
the lower right corner in the electric field
map also appears in the density map. The
PIC simulation here is different simulation
compared to the other simulation results
presented in this section. The target den-
sity is similar, but the target thickness is
20μm and the pulse length is 100 fs in or-
der to achieve a kind of steady state in the
channel.

b Simulation. Magnetic field in the z-
direction and electron density normalized
to the critical density. The similarities
between the magnetic field pattern in the
z-direction and the electron distribution
are quit obviously. The sinusoidal line
in the magnetic field also appears in the
electron distribution

Figure 6.22.: Comparison of field pattern and electron distribution in the PIC simulation.
There is a strong interplay between electric and magnetic fields and the elec-
trons.
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a Simulation. Magnetic field
in the z-direction. Top graph
PIC simulation. Bottom graph
CST simulation of a wire with a
current of 25 kA. Due to Biot-
Savart’s law the field strength is
stronger closer to the wire.

b Simulation. Magnetic field in the z-direction.
Top graph PIC simulation. Bottom graph
CST simulation of an open circular waveguide.
Along the tapered waveguide wall at the top
and at the bottom, a current is applied, as
well as along the symmetry axis starting from
x = 1μm. The field pattern is similar to the
PIC simulation.

Figure 6.23.: Comparison of PIC simulation and CST simulation. In the PIC simulation the
magnetic field of the later part of the laser interacts with accelerated elec-
trons. It appears a ring like magnetic field pattern. A simple wire simulated
with CST does not reproduce this field pattern. The overlap of the magnetic
field of an EM wave at 375 THz and the magnetic fields from currents can
approximate the field pattern observed in the PIC simulation.
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The striking feature of the magnetic field in the z-direction appears after 125 fs.
A separation of the positive and negative magnetic field in the z-direction along
the accelerated electrons. Figure 6.23 shows in the upper graphs the magnetic
field of the PIC simulation and in the lower graphs two CST models. The left
model is a simple wire with a current of 25 kA. The current strength corre-
sponds to the current of the electrons in the PIC simulations. The lower graph
of figure 6.23a shows the magnetic field in the z-direction from this current.
From Biot-Savart’s law follows, that the field strength of a magnetic field from
a current in a wire is stronger closer to the wire. In the PIC simulation the
field pattern is somewhat inverted compared to this behavior, i.e. the strongest
magnetic field appears not close to the highest electron current, but right in the
middle between the currents.
The second model in figure 6.23 shows an open circular waveguide. The open
part is tapered. Moreover a current of 25 kA is placed along the tapered part at
the top and at the bottom. A third current is placed along the symmetry axis
starting from x = 1μm. An electromagnetic wave with a frequency of 375 THz
enters the waveguide from the left. The graph shows the sum of the magnetic
fields of the wave as well as the magnetic fields from the currents. The field
pattern from the CST simulation has similarities to the magnetic field from the
PIC simulation.
The separation of the magnetic field in the z-direction in positive and negative
regions is a result of the interplay of currents and laser field. The energy for the
magnetic field from the current is delivered by the laser, because the electrons
are accelerated by the laser. As the magnetic field of the ensuing magnetic
vortices is in the same order of magnitude as the magnetic field of the laser, it
is reasonable to describe the electric and magnetic fields as fields in a circular
waveguide.

6.5.3. Circular Waveguide

The detailed derivation of the electric and magnetic fields in a circular waveguide
is found in the appendix A.3.1 and refers to the textbook from Pozar [40].

Figure 6.24.: Geometry of a circular waveguide.

The main focus in this section are the results that follow from this transmission
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line theory and that are used in the following for the description of the magnetic
vortex acceleration. These results are amplitudes of the electric and magnetic
field, as well as the power flow in a circular waveguide.
The amplitude of magnetic field in the waveguide in the z-direction, i.e. ρ = r
and φ = π/2 is given by (c.f. eq. A.26 and eq.A.30)

Ĥρ =
βmeca0p

′
11J

′
1(p

′
11)

eμ
(6.4)

and as B = μH

B̂ρ =
βmeca0p

′
11J

′
1(p

′
11)

e
, (6.5)

where β =
√
k2 − k2

c is the propagation constant, kc = p′11/r and p′11 is the root
of the Bessel function of the first kind so that J ′

1(p
′
11) = 0.

For an a0 = 7, a frequency of 375 THz and by neglecting kc in the propagation
constant β, one gets

B̂z = 100kT

The value is roughly 10% higher compared to the value of a free space wave.

In a next step the energy of the laser pulse within the circular waveguide is
estimated. The average power of the TE11 wave in the circular waveguide can
be estimated from the Poynting vector and the integration over the area
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The same derivation for a TM01 wave results in

P0 =
πωμ|A|2Re(β)

4k4
c

p201J
2
2 (kcr). (6.7)
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The propagation constant β reduces to

β =

(
k2 −

(
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︸ ︷︷ ︸
�k2

)1/2

= k (6.8)

Equation (A.30) and equation (6.8) are inserted into equation (6.6), so that one
gets

P0 =
πr2

4
ncrmec

3a20
(
p′211 − 1

)
J2
1 (p

′
11). (6.9)

The laser pulse has a finite duration and the shape of the pulse will be gaussian.
The integration over time results in

+∞∫
−∞

[
exp
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−4t2

τ 2L

)]2
dt =

√
π

8
τL (6.10)

The result of laser pulse energy inside the self-generated plasma waveguide is

EL = r2ncrmec
3a20τLK (6.11)

with K for the dominating mode TE11

KTE11 =

√
π3

128

(
p′211 − 1

)
J2
1 (p

′
11) = 0.40

and K for the TM01 mode

KTM01 =

√
π3

128
p201J

2
2 (p01) = 0.53

The numerical values for KTE11 and KTM01 do not differ very much. Because
the transformation of the TEM mode to the TM mode is not complete and
further assumptions are made in the following, the numerical value of KTE11 is
used.
The length of the circular waveguide d can now be estimated from the energy
acquired by an electron from the laser. The energy of an electron oscillating in
the transverse field of the laser is [59]

εe = a0m0c
2 (6.12)

= 0.511a0[MeV] (6.13)

The energy transferred to the electrons in the channel is then the number of
electrons in the cylindrical volume times the energy of a single electron [61]

Eetot = εeneπr
2d (6.14)
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By Eetot = EL from equation 6.14 and 6.11 the channel length is

d = cτLK
ncr

ne

a0
2

(6.15)

In the simulation the channel formed in a region where ne = 3.1ncr. The laser
had an a0 of 7 and a pulse length of 30 fs. Thus, the channel length is 5.4
μm, which is in good agreement with the simulation (cf. fig 6.10). The channel
diameter cannot be estimated from the circular waveguide theory, but from the
effect of relativistic self-focusing. Relativistic self-focusing is presented in the
next section.

6.5.4. Relativistic Self-Focusing

In the following the effect of relativistic self-focusing is described and adheres
to [19]. The effort of derivation is done to show at what point the equations are
modified and differ from the usually used solution.
In general relativistic self-focusing is an effect that is caused by the mass increase
of electrons travelling close to the speed of light. Similar to section 6.3 the index
of refraction has to be corrected by a γ factor. An EM wave that propagates in
a uniform plasma with the vector potential A is described by

∂2A

∂t2
− c2∇2A = −ω2

P

neA

γ
(6.16)

As the fast change of the field phase is not of interest, but only the laser’s
amplitude a(ρ, x, t), the so-called slowly-varying envelope approximation is used

A =
1

2

(
aejψ + a∗e−jψ

)
(6.17)

Further simplifications are made by neglecting 2nd derivatives of the envelope
and using a linear dispersion relation ω2 = ω2

P+c2k2. The wave equation moving
with the group velocity of the pulse reads with these simplifications as follows

jω
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∂τ
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2
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)
a

2
(6.18)

By expanding the γ factor in a series and using the normalizations t̃ =
ω2
P

ω
t and

ρ̃ = kPρ the paraxial equation becomes

∂a

∂t̃
= −j

2
∇2a− j

2
|a|2a (6.19)

which is the nonlinear Schrödinger equation with the Hamiltonian H

H =

∫ (
1

2
|∇a|2 − 1

16
|a|4

)
d2ρ̃ (6.20)
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and the normalized beam power P

P =

∫
|a|2d2ρ̃ (6.21)

The variance or 2nd moment of equation 6.19 can be interpreted as focusing.
The twice integration of this variance over time gives the beam equation

< ρ̃2 >=
2H

P
t̃2 + Ct̃+D (6.22)

A beam with the radial profile
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2σ̃0
2

)
(6.23)

is considered. The normalized power P and the Hamiltonian H read with this
beam profile as
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The results of H (eq.6.25) and P (eq.6.24) are inserted into the beam equation
6.22

< ρ̃2 >=
t̃2

σ̃0
2

(
1− 1

16
a20σ̃0

2

)
+ σ̃0

2 (6.26)
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The time and space coordinates are now substituted back from dimensionless
units to physical units. But instead using the transformations

t̃ =
ω2
P

ω
t

ρ̃ =
ωP

c
ρ

σ̃0 =
ωP

c
σ0 (6.27)

the following transformations are used

t̃ =
ω2
P

ω
t

ρ̃ =
2π√
2

ωP

c
ρ

σ̃0 =
λL

σ0

(6.28)

A different substitution for σ̃0 is chosen. This can be done, because σ̃0 is basi-
cally just a constant. It is the variance or width of the gaussian distribution.
With these substitutions the beam caustic in a plasma becomes
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(6.29)

For comparison the beam radius or caustic in an underdense plasma is

< ρ >= σ0

[
1 +

x2

x2
R

(
1− P

PC

)]1/2
(6.30)

with the critical power PC = 17.5(ω/ωP )
2[GW] and the Rayleigh length xR.

In underdense plasmas the laser can propagate several millimeters, if the laser
power is not too high. For plasmas with near critical densities and lasers with
TW power the PC term causes a fast collapse of the radius. In equation 6.29 this
behavior is prevented by the different scaling of the beam radius, namely the
scaling in laser wavelengths rather than plasma frequencies. Thus, the influence
of the second term in the bracket in equation 6.26 is reduced. Thereby the early
break down of the beam radius to zero is prevented. Moreover the influence of
the electron density is increased, but remains relativistically transparent due to
the γ factor. The density distribution is gaussian, so that for large x the density
is very low. Because x decreases faster than the density increases with smaller
x, the beam focuses as the laser approaches higher densities.
The caustic is now calculated for the density profile as it was used in the PIC
simulation, i.e. a bi-gaussian distribution. The point where the beam radius
becomes zero is set to the position of the highest density. The radius at the box
entrance of the PIC simulation is used as σ0.

Figure 6.25 shows the cycle averaged intensity of the PIC simulation. The
caustic of the beam is initially designed as gaussian beam caustic in vacuum.
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Figure 6.25.: Simulation. In a color map the cycle averaged intensity of the simulation from
the previous section, i.e. the magnetic vortex simulation. The light-grey curve
shows the gaussian beam caustic as it was defined as initial condition in the
simulation. The black curve shows the evaluation of equation 6.29, where the
same density profile and a0 is used as in the simulation. The minimal radius
of the plasma caustic, which is zero, is set to the peak of the density profile.

The light-grey curve shows this situation. It is obvious that the beam focuses
much stronger. The gold line is the evaluation of equation 6.29 with the density
distribution as it is used in the PIC simulation. The curve is in very good
agreement with the simulation.

The caustic described by equation 6.29 is valid as long the propagation of the
wave is not inside the channel. Therefore the radius of the channel is estimated
by calculating the channel length (eq. 6.15) at the position where the radius
becomes zero x0. The radius of the channel is where the channel length fits
between the left and right side of x0 of the caustic. This position is roughly
x0 ± d/2.
Figure 6.26 and 6.27 show the electron density normalized to the critical density
at 115 fs and 170 fs. The beam caustic from equation 6.29 and the channel
length from equation 6.15 are overlaid. At the intersection of plasma caustic
and channel length one reads the radius of the channel, which is roughly 900
nm and basically remains constant, as can be seen in figure 6.26 and 6.27 .
Up to this point the laser in the near critical plasma and in a waveguide is
described. As the origin and the size of the electric and magnetic fields is
known, the acceleration of the ions is calculated. The force of these fields on a
charged particle is given by the Lorentz force

�FL = e
[
�E + �v × �B

]
(6.31)
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Figure 6.26.: Simulation. In a color map the electron density normalized to the critical den-
sity at 115 fs. The light-grey line indicates the plasma caustic. Within the
waveguide the plasma caustic breaks down. The freespace TEM wave has to
propagate within the boundary conditions of a waveguide and therefore the
mode changes. The waveguide length d is known from section A.3.1 which is
5.4 μm. The radius of the waveguide is now defined at ±d/2 of the plasma
caustic: r = 900nm.

Figure 6.27.: Simulation. The figure shows the same situation as figure 6.26, but at a later
time. The laser has completely propagated through the waveguide and there-
with the magnetic vortices. In a color map the electron density normalized to
the critical density at 170 fs. The light-grey line indicates the plasma caustic.
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From the TM01 mode follows that Bx = By = 0 and that Ez = 0. In cylindrical
coordinates the Lorentz force becomes

�FL = e
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If now is considered that the motion of the charged particle is on a circle for a
brief moment of time, the Lorentz force can be set equal to the centripetal force

�FC =
m

r
�v2 (6.33)

As only the radial component of �FC = �FL is of interest, the velocity of a charged
particle is estimated by

vr =
(er
m

[√
E2

x + E2
y + arctan(vy/vx)Bz

])1/2

(6.34)

In the experiment the spectrometer is aligned in the x-direction. Hence, the
velocity of the protons in the y-direction is neglected for the comparison of the
analytic model with the experiment, so that the second term in the bracket is
zero. The channel diameter r was estimated to be roughly 900 nm. Moreover
the electric field should have the same strength as the magnetic field times the
speed of light. The magnetic field was estimated to be 100 kT (cf. eq. 6.5).
Thus, the velocity is

vr =

√
er

m
[cBz] = 51× 106m/s (6.35)

and with it the maximum kinetic energy of the proton is Ep,max = 3.55 MeV,
which is in very good agreement with the PIC simulation and most importantly
also in very good agreement with the experimental result (cf. figure 6.15b)
Moreover equation 6.35 has a charge to mass dependence as observed in the
PIC simulation (cf. figure 6.17).

6.5.5. Conclusion

The aim of this section was the description of the magnetic vortex acceleration
from basic principles. The use of transmission line theory was briefly motivated.
The theory is used to describe the laser within the self-generated plasma chan-
nel a mode of a circular waveguide. From the theory follows the amplitude of
the magnetic field. Moreover, the power flow of the waveguide mode is deduced.
As the laser pulse has a finite length, the energy in the waveguide is estimated.
The acquired energy of a single electron and the total energy acquired of all
electrons in the channel lead to the length of the channel.
The last information needed in order to describe the magnetic vortex acceler-
ation is the channel diameter, because the diameter determines the size of a
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Figure 6.28.: Simulation. The density distribution in this PIC simulation is the same as in
the simulation before. The initial laser caustic was chosen to be defocused by
-60 μm. a0 was increased to 12. The simulation evidence that the caustic in
plasma calculated with the equation 6.29 is not only valid for one special case.
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magnetic vortex. In the PIC simulation a focusing of the laser was observed.
Due to the intensity of the laser and the plasma density, relativistic self-focusing
in an overdense plasma appeared. The available theories describe relativistic
self-focusing only for underdense plasmas. Therefore, the theory is modified
in a phenomenological ansatz. In particular the scaling of the focus in plasma
frequencies is changed to a scaling in laser wavelengths. This approach prevents
the laser to collapse too early in too dense regions. Thus, the caustic and there-
with the diameter of the self-generated plasma channel is estimated with this
modificated theory.
Finally, the velocity of a proton in the vicinity of a magnetic vortex is calculated
with the Lorentz force. The calculated kinetic energy is in very good agreement
with the PIC simulation as well as with the experiment.

6.6. Conclusion

The delay between the pulses examined in this chapter was increased from 10s
of femtoseconds to 10s of picoseconds compared to the shots examined in the
previous chapter. In order to evaluate the experimental shots with PIC simula-
tions, the expansion of the plasma after one main pulse has exploded the target
is modeled in 1D PIC simulations. The expansion is simulated until 120 ps and
300ps after the main pulse. The initial conditions for the 1D simulation are
the particles’ momenta and density distributions, that are taken from a line-out
from the last output file of the single beam simulation, i.e. after 750 fs. Two
characteristic electron momentum distributions are identified as initial condi-
tions for the 1D simulation: an average electron momentum distribution and a
maximum electron momentum distribution. The average momentum distribu-
tion leads to an expansion that corresponds to a beam I shot, i.e. the subsequent
pulse is beam II. Hence, the maximum momentum distribution leads to an ex-
pansion that corresponds to a beam II shot, i.e. the subsequent pulse is beam
I.
If the pulse of beam II is delayed in the order of 10s picoseconds, there is no
enhancement observed in the proton cut-off energy, but only the proton cut-off
energy of beam I is detected. Beam II is strongly refracted in front of the tar-
get. Eventually, the beam energy is depleted and the pulse energy locally heats
electrons.
If the pulse of beam I is delayed by at least 50ps compared to the pulse of beam
II, an enhancement in the proton cut-off energy is observed in the experiment.
The subsequent laser pulse cannot enhance the TNSA mechanism, as the quasi-
static electric field at the rear side of the target lasts only for a few hundred
femtoseconds and the already accelerated ions have moved several centimeters.
Thus, a different acceleration mechanism must occur.
In the 2D PIC simulation the laser pulse propagates through the exploded tar-
get. The plasma is relativistically transparent to the laser. While the laser
propagates through the plasma, a channel - a waveguide - is generated. Within
the channel the mode of the electro-magnetic wave changes, i.e. from a TEM00

free space wave to a TE01 circular waveguide wave, at which the transformation
is not complete. As the laser pulse approaches the former rear side of the tar-
get, the pulse expands into free space. Due to the interplay between accelerated
electrons, waveguide wall and laser pulse, two magnetic vortices are generated
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at the tail of the laser pulse. One vortex has a magnetic field, that is positively
oriented in the z-direction and the other vortex has a magnetic field, that is
negatively oriented in the z-direction. The vortices move next to each other out
of the channel and move along the former target surface in different directions.
Electrons circulate around the vortices and support with their current the mag-
netic field. Electric fields are radial arranged around the vortices. Eventually,
the electric and magnetic fields accelerate from the TNSA mechanism remaining
ions.

Obviously the channel-formation involves hole-boring (cf. sec. 2.6.4). In partic-
ular publications by Pukhov and Meyer-te-Vehn [43, 44] are relevant for the here
observed phenomenon. In the publications the laser interacts in PIC simula-
tions with a near-critical plasma and generates a channel in the plasma. Strong
electron currents cause a magnetic field pattern that is similar to the here made
simulations. Pukhov and Meyer-te-Vehn assumed in their simulations an infi-
nite extension of the plasma. Thus, the laser does not break through the plasma
into vacuum, but the laser pulse transfer its energy completely to electrons and
depletes in the plasma. Hence, no heavy ions are accelerated.

Similar to the here described acceleration mechanism, the break-out afterburner
(BOA) mechanism is also found in a regime where the target becomes relativis-
tically transparent to the laser [23]. Beside the difference that BOA is described
for target thicknesses of 10s of nanometer, the acceleration relies on the forma-
tion of a Bunemann instability [5]. This two stream instability is not found
between the electrons and the ions in the PIC simulation. Hence, the BOA
mechanism is excluded for the acceleration.

In the last part of the chapter, the observed acceleration mechanism is described
in an analytic approach, which supports the exclusion of BOA. The approach
adheres to a publication from Bulanov et al. [10], but the results are somewhat
different. The modes of the laser within the self-generated channel are described
as modes of a a circular waveguide. With this transmission line theory it is
possible to determine the field strength within the channel. Moreover, the
channel length is estimated from the acquired energy of the electrons in the
channel and the power flow in the channel. The second part of the analytic
description covers the relativistic focusing in an overdense plasma. The usually
applied theory for relativistic self-focusing in underdense plasmas is modified.
The width of the laser focus does not scale in plasma frequencies but in laser
wavelengths. Moreover relativistic transparency is taken into account. In this
way, the early collapse of the beam caustic is prevented.
The size and strength of the magnetic vortices is known. Finally, the kinetic
energy is estimated with the Lorentz force. The analytic approach confirms the
results from the PIC simulations as well as the results from the experiment.
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This work presented the first experiment of two ultrashort, high intensity laser
pulses, that interact with a solid target. The main objectives of the experiment
were to examine the scalability of TNSA with multiple beams and to find the
transition beyond TNSA.
The Arcturus laser facility at the Heinrich Heine University in Düsseldorf pro-
vides two <30fs laser pulses with an energy of 3J and 6J, respectively. Both
pulses were spatially and temporally overlapped on a 5μm thick titanium foil.
As an additional parameter in the experiment appears the delay between the
two pulses. The delay was varied during the experiment in a range close-to-
synchronize, i.e. ±200fs, and on a range of a few 10s of picoseconds.
Three regimes were identified from the different delay ranges

• Defocused, close to synchronized shots

• Focused, close to synchronized shots

• Magnetic vortex acceleration

The three regimes strongly depend on the plasma distribution seen by the main
pulses. For the first two cases the prepulses of both laser beams drive the initial
plasma distribution.
The extension of the preplasma is reduced by defocusing both beams, because
the absolute contrast is increased. The remarkable result for synchronized de-
focused lasers is a reduction of the proton cut-off energy. This behavior is
somewhat counter-intuitive. The discrepancy is further enhanced, if one checks
the electric field strength from the corresponding PIC simulation. The field
strength is the highest for synchronized shots in the PIC simulations and lower
for an increased delay. Nevertheless, the simulations also show the drop of
proton cut-off energy for synchronized pulses. The solution of the dilemma is
found in the prepulses. The enhanced absolute contrast of the laser pulses while
defocusing the two beams leads also to a reduced plasma temperature at the
time the main pulses approach the target. Thus, the protons and carbon ions
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remain relatively close to the target - confined in a small area. The rise and
fall of the ambipolar electric field on the rear side of the target driven by the
synchronized pulses is too fast for the heavy ions. The temporal appearance of
the field is stretched by a delay between the two defocused pulses, so that the
ions gain time for their acceleration. This phenomenon is consistent with the
effect for TNSA, that long pulses are more advantageous than short pulses with
the same intensity for the acceleration of ions.

If both beams are focused and both pulses are synchronized, the proton cut-off
energy is higher compared to the delayed pulses. Thus, the behavior is the op-
posite compared to the defocused shot series. As the intensity of the prepulses
is higher, the ions from the contamination layer have expanded more compared
to the defocused shot series. In preparation for the 2D PIC simulation it was
important to consider the delay also for the prepulses. The prepulse of the
subsequent mainpulse is interrupted by the first main pulse that approaches
the target. Thus, the largest preplasma appears for synchronized pulses. If
the influence of the delay on the prepulses is neglected, the cut-off energies are
almost the same for any delay.
In the experiment it was observed, that the first main pulse imprints its char-
acteristics onto the MCP images. Similarly, the behavior was observed in the
PIC simulation for the spatial proton energy distribution. The first main pulse
creates the electron sheath. The subsequent laser pulse only modifies this elec-
tron sheath and finally the so-modified sheath causes a slightly different proton
energy distribution. It can be concluded from the PIC simulations, that it is
interesting in upcoming experiments to check the ion energies under different
angles than only in 0◦ direction.
Experimental shots showed for synchronized and focused beams an unique MCP
result. Only a few ion species appeared and the highest proton cut-off energies
of the experiment were detected. In the PIC simulation the proton energy dis-
tribution also showed unique characteristics. Proton energies below 0.5MeV
do not appear and the protons are accelerated only from a small area. The
distribution is explained by a resonantly enhanced �j × �B heating in agreement
with a publication from Nuter et al. [38]. In the PIC simulation the proton
cut-off energy for synchronized shots is even higher than the sum of the cut-off
energies of the single beam interactions. Thus, this regime is highly attractive
for further investigations, as the proton energy scales at the least linearly with
the intensity instead with the square root of the intensity.

The last regime appeared in the experiment only for shots, where the main
beam with a normal angle of incidence is 10s of picosecond behind the beam
with an angle of incidence of about 40◦. The proton cut-off energy is higher than
the single beam interaction for those shots. The ions accelerated by the TNSA
mechanism from the first laser pulse are already too far away to be influenced
by the subsequent laser pulse. Thus, a different acceleration mechanism must
apply. The mechanism is identified with the aid of PIC simulations as magnetic
vortex acceleration. The first main pulse explodes the target. This explosion is
modeled with a 1D PIC simulation over a time span of 100s of picoseconds. The
results of the 1D PIC simulation are used as initial conditions for the 2D PIC
simulation of the subsequent laser pulse. The expanded plasma becomes rela-
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tivistically transparent to the subsequent laser pulse and experiences relativistic
self-focusing while it propagates through the plasma. Moreover, the pulse gen-
erates a channel in the plasma and accelerates electrons. Due to the interplay
between accelerated electrons, waveguide wall and laser pulse, two magnetic
vortices are generated at the tail of the laser pulse. The magnetic fields of the
vortices are oriented in opposed z-directions and have a magnitude comparable
to the magnetic fields of the laser. The front part of the pulse break-through
into less dense plasma regions like a point-source. The vortices also leave the
channel and move along the former target rear side in opposite directions. Elec-
trons circulate around the vortices and form with their current a self-sustaining
generator. The strong electric and magnetic fields that come along with the
vortices are the driving force for the acceleration of the remaining ions.
From the observations of the PIC simulations, an analytic ansatz for the de-
scription of the observed phenomena was presented. The length of the channel
formed by the laser is derived with the aid of transmission line theory of a circu-
lar waveguide. The theory of relativistic self-focusing in an underdense plasma
is modified in a phenomenological approach, so that the radius of the channel is
predicted. The information allowed it to predict the kinetic energy of a proton,
that is accelerated by the Lorentz force. The prediction of the cut-off energy
from the model is in agreement with the PIC simulation and more importantly
also with the experiment.
The proton cut-off energy is indeed somewhat lower with magnetic vortex ac-
celeration compared to the enhanced TNSA regime, but in the experiment the
magnetic vortex acceleration showed a higher level of robustness, in terms of
repeatability. Moreover, the PIC simulations indicate that higher proton ener-
gies can be found at different angles than it has been done in this experiment.

In future experiments the predictions made in this thesis regarding the an-
gular distribution of the ions have to be validated. Additionally, the contrast
of the laser pulses should be varied in order to verify the strong influence of the
prepulses onto the final proton cut-off energy. As the Arcturus Laser Facility
was upgraded in 2013 with a XPW system for contrast improvements, it is the
ideal platform for these experiments. Moreover both beamlines can now provide
6J pulse energy, so that the scalability of the enhanced TNSA regime as well as
the magnetic vortex acceleration can be tested.





A. Appendix

A.1. Technical Data of Used Instruments

MCP

Table A.1.: MCP Detector MCP-90-D-R-P43-VF

Parameter Data Unit
Diameter 88± 0.1 mm
Thickness 1.26± 0.05 mm

Pore diameter 21± 0.5 μm
Input electrode material NiCr -
Output electrode material NiCr -

MCP in gain @ 1 kV > 1.5× 103 -
MCP out gain @ 1 kV > 1.5× 103 -

Chevron gain > 4× 106 -
Screen substrate BK − 270 -
Phosphor type P43 -
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A.2. Pulse Shape in Space and Time

A.2.1. Spatial Pulse Shape
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Figure A.1.: Z-scan beam I.



A.2. Pulse Shape in Space and Time 135

z = -200 μm

z = -150 μm

z = -100 μm

z = -50 μm

z = 0 μm

z = +50 μm

z = +100 μm

z = +150 μm

z = +200 μm

-40

-20

 0

 20

 40

-200 -100  0  100  200

w
x(

z)
 [μ

m
]

z [μm]

σx
Gaussian beam width

-40

-20

 0

 20

 40

-200 -100  0  100  200

w
y(

z)
 [μ

m
]

z [μm]

σy
Gaussian beam width

Beam width in x-direction

Beam width in y-direction

Measured Fitted

Figure A.2.: Z-scan beam II.
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A.2.2. Temporal Pulse Shape and Phase
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Figure A.3.: Wizzler measurement. Measurement of phase, spectrum and temporal shape of
beam II and I on two different days.
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A.2.3. CR-39 Cross-Calibration
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A.3. Transmission Line Theory

A.3.1. Circular Waveguide

The here presented derivation of the electric and magnetic fields adheres to the
textbook [40]. Again, in general a circular waveguide is a hollow metal tube
that supports TE and TM waveguide modes. The geometry suggests itself to
choose cylindrical coordinates.

Figure A.5.: Geometry of a circular waveguide.

The waveguide is source free, so that Maxwell’s equations can be written as

∇× Ē = −jωμH̄ (A.1)

∇× H̄ = jωεĒ (A.2)

The electric and magnetic fields depend on e−jβxx, so that the above vector
equations leads to six partial differential equations. These equations can be
reduced to
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, (A.6)

where k2
c = k2 − β2. Although the simulations suggest a TM01 mode in the

self-generated waveguide, in the following the results of the mode with lowest
transverse frequency is presented. This mode is a H-wave, so that Ex = 0, and
Hx is a solution to the wave equation [40]

∇2Hx + k2Hx = 0. (A.7)
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For the ansatz Hx(ρ, φ, x) = hx(φ, ρ)e
−jβx equation (A.7) is expressed in cylin-

drical coordinates

(
∂2

∂ρ2
+

1

ρ

∂

∂ρ
+

1

ρ2
∂2

∂φ2
+ k2

c

)
hx(ρ, φ) = 0. (A.8)

In this equation the variables can be separated on each side of the equation, so
that the solution can be derived by the method of separation of variables

hx(ρ, φ) = R(ρ)P (φ) (A.9)

1

R

d2R

dρ2
+

ρ

R

dR

dρ
+

1

ρ2P

d2P

dφ2
+ k2

c = 0

ρ2

R

d2R

dρ2
+

ρ

R

dR

dρ
+ ρ2k2

c = − 1

P

d2P

dφ2
(A.10)

As the left side of the equation depends only on ρ and the right side depends
only on φ, each side must be equal to a constant k2

φ. Two separate differential
equations are remaining

− 1

P

d2P

dφ2
= k2

φ

1

P

d2P

dφ2
+ k2

φP = 0 (A.11)

and

ρ2
d2R

dρ2
+ ρ

dR

dρ
+ (ρ2k2

c − k2
φ)R = 0 (A.12)

The general solution for equation (A.11) is

P (φ) = A sin(kφφ) + B cos(kφφ) (A.13)

hx demands a periodicity in φ so that kφ must be an integer n

P (φ) = A sin(nφ) + B cos(nφ) (A.14)

Equation A.12 is identified as Bessel’s differential equation, which has the gen-
eral solution

R(ρ) = CJn(kcρ) +DYn(kcρ) (A.15)

Jn(x) is the Bessel function of the first kind and Yn(x) is the Bessel function
of the second kind. For ρ = 0, Yn(kcρ) becomes infinite which physically not
acceptable for a circular waveguide. Therefore D = 0 and the solution for
hx(ρ, φ) is

hx(ρ, φ) = (A sin(nφ) + B cos(nφ))Jn(kcρ), (A.16)
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where the constant C has been merged to the constants A and B. A further
simplification is achieved due azimuthal symmetry of the circular waveguide.
The coordinate system can be rotated about the x-axis so that either A = 0 or
B = 0. Hence

hx(ρ, φ) = A sin(nφ)Jn(kcρ) (A.17)

In a circular waveguide the tangential E-field vanishes at the waveguide wall,
i.e. at ρ = r. From this follows that

Eφ(r, φ) = 0 (A.18)

Eφ is found from equation (A.4) and Hx

Eφ(ρ, φ, x) =
jωμ

kc
(A sin(nφ) + B cos(nφ))J ′

n(kcρ)e
−jβx (A.19)

In order Eφ to vanish at ρ = r the first derivative of J ′
n(kcρ) must be

J ′
n(kcr) = 0 (A.20)

The roots of J ′
n(x) are tabulated and defined as p′mn, where p

′
mn is the mth root

of J ′
n. Hence kc is

kcnm =
p′nm
r

(A.21)

and the propagation constant is

βnm =
√
k2 − k2

c =

√
k2 −

(
p′nm
r

)2

(A.22)

The smallest root p′nm corresponds to the dominating mode in the circular wave-
guide which is TE11 and p′11 = 1.841. For this dominating mode the fields can
be written as

Hx = A sinφJ1(kcρ)e
−jβx, (A.23)

Eρ = −jωμ

k2
cρ

A cosφJ1(kcρ)e
−jβx, (A.24)

Eφ =
jωμ

kc
A sinφJ ′

1(kcρ)e
−jβx, (A.25)

Hρ = −jβ

kc
A sinφJ ′

1(kcρ)e
−jβx, (A.26)

Hφ = − jβ

k2
cρ

A cosφJ1(kcρ)e
−jβx, (A.27)

Ex = 0 (A.28)
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The transverse field amplitude inside the waveguide shall be expressed by the
dimensionless vector-potential of the laser pulse a

E0 =
mecωa0

e
(A.29)

The constants in equation A.24 are set equal to equation (A.29)

ωμ

k2
cρ

A =
mecωa0

e

A =
meca0k

2
cρ

eμ
(A.30)

A.4. EPOCH Simulations

The following two tables summarize the parameter of the most important PIC
simulations. The input data file for the simulation code - the so-called input
deck - is divided into several blocks. The tables show some parameters for
the control, constant and laser block. The variables in the control and laser
block are predefined by the code. The variables in the constant block are freely
chosen. More information about the input deck is given in the comprehensive
user guide [2].

The first table A.2 has columns regarding the fraction of particles, which are not
found in the second table. For the simulations of the second table the density
and momentum distributions were taken from the simulation Titan 159 v4. The
simulation was used for the prepulse analysis. The momentum and density
distributions at 6.9ps of Titan 159 v4 were fitted by functions or value pairs
were taken, respectively. Therefore the columns are omitted in the second table.
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