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Abstract

Entanglement in multipartite quantum systems is studied with respect to its detection, generation

and representation.

For multipartite entanglement detection, lower bounds on a type of genuine multipartite en-

tanglement (GME) measure are derived in Phys. Rev. A, 86, 022319 (2012). A positive value of

these lower bounds indicates the presence of GME in a multipartite quantum system.

As a special multipartite entangled system, the preparation of graph states with imperfect gates

are considered in Phys. Rev. A, 89, 052335 (2014). The bipartite and multipartite entanglement

of the end-product states (called randomized graph (RG) states) is analysed using the positive

partial transpose (PPT) criterion and GME witnesses, respectively. RG states are characterized

by a randomness parameter p, which is the success probability of the imperfect gates. The critical

randomness parameter pc, beyond which GME is present, is estimated via its upper bounds.

As a tool for this analysis, a representation of graph states in the X-basis is derived in E-

print: arXiv:1504.03302,(2015). This representation is simpler than the known one in the Z-basis,

and more efficient for the calculation of graph state overlaps, which are needed in the GME

analysis of RG states. This representation is derived with the help of so-called X-chains, which

are special vertex subsets corresponding to the graph state stabilizers containing only σX -Pauli

operators. Besides graph state overlaps, the X-chain approach can efficiently determine the Schmidt

decomposition of graph states in the X-basis, which has a further application to error correction

in entanglement localization of certain graph states.
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Zusammenfassung

Wir studieren multipartite Quantumsysteme und deren Verschränkung hinsichtlich ihrer Detektion,

Erzeugung und Darstellung.

Zur Detektion multipartiter Verschränkung leiten wir untere Schranken für ein Maß für genuine

Mehrteilchenverschränkung her in Phys. Rev. A, 86, 022319 (2012). Ein positiver Wert einer

solchen Schranke zeigt das Vorhandensein genuiner Mehrteilchenverschränkung an.

Als ein besonderes System mit Mehrteilchenverschränkung studieren wir die Erzeugung von

Graphenzuständen mit imperfekt realisierten Quantengattern in Phys. Rev. A, 89, 052335 (2014).

Die bipartite und multipartite Verschränkung der finalen Zustände (genannt randomized graph

(RG)-Zustände) wird mit Hilfe des PPT-Kriteriums sowie von GME-Verschränkungszeugen un-

tersucht. RG-Zustände sind durch einen stochastischen Parameter p charakterisiert, welcher die

Erfolgswahrscheinlichkeit der Quantengatter angibt. Der kritische Wert pc, jenseits dessen genuine

Mehrteilchenverschränkung vorhanden ist, wird durch obere Schranken abgeschätzt.

Als Werkzeug für diese Analyse erarbeiten wir eine Darstellung von Graphenzuständen in

der X-Basis in E-print: arXiv:1504.03302,(2015). Diese Darstellung ist von einfacherer Form

als die bekannte Z-Basis Darstellung, und kann zur effizienteren Berechnung des Überlapps zweier

Graphenzustände, welcher für die Analyse genuiner Mehrteilchenverschränkung von RG-Zuständen

vonnöten ist, verwendet werden. Diese Darstellung wird mit Hilfe sogenannter X-chains abgeleitet,

bei welchen es sich um spezielle Untermengen von Knoten, die denjenigen stabilisierenden Opera-

toren, die nur σX -Pauli Operatoren beinhalten, zugeordnet sind, handelt. Neben dem Überlapp von

Graphenzuständen kann mittels des X-Chain Ansatzes auf effiziente Weise die Schmidt-Zerlegung

von Graphenzuständen in der X-Basis bestimmt werden, was weitergehende Anwendungen für die

Fehlerkorrektur bezüglich der Verschränkungslokalisierung bestimmter Graphenzustände hat.
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1. Introduction

Soon after the discovery of quantum mechanics, debates regarding its completeness started. In
1935, Einstein, Podolsky, and Rosen [1] disputed the completeness of quantum mechanics with the
so-called EPR-paradox, in which a bipartite system was shown to be non-locally correlated, such
that measurement on one party simultaneously affects the measurement outcome on the other,
causally separated, party. Since they were unwilling to accept non-local influences in a physical
theory, they argued that, in order to account for their predictions, quantum mechanics would have
to be augmented with additional parameters, and is hence incomplete.

However, since the 1970s the non-locality of quantum mechanics was verified by various Bell
test experiments [2–9], which were constructed based on the Bell inequalities [10–12]. The violation
of a Bell inequality by a quantum system ρ indicates that ρ possesses correlations that are not
describable by any local hidden variable (LHV) model. The resources used in these experiments are
the so-called Bell states (EPR-pairs). The non-classical bipartite correlation of these Bell states is
called entanglement, after Schrödinger [13].

In 1990, Werner clarified the distinction between non-locality and entanglement with the
Werner state and clarified the definition of entanglement for mixed states [14]. Based on this
definition, Peres proposed a separability criterion (PPT) [15] for determining the entanglement of
general bipartite states [15] in 1996. In the same year, Horodecki established the general basic
theory of separability criteria [16]. Since then various separability criteria were discovered [17–20].
Besides separability criteria, entanglement witnesses [21–25] were proposed for detecting entangle-
ment in experiments.

On the practical side, entanglement was found to be the resource for various applications, e.g.
quantum key distribution [26], quantum teleportation [27], quantum dense coding [28], quantum
computation [29–31], quantum error correction [32–35] and so on. In these applications, e.g. in
faithful quantum teleportation, it was found that different entangled states have different strengths
and efficiencies. As a result of this, entanglement was pragmatically quantified by entanglement
measures, which are defined to be non-increasing under local operations and classical communica-
tion (LOCC) [36–39].

Beyond bipartite entanglement, the entanglement in multipartite systems is far richer in struc-
ture. It is a resource for many quantum algorithms [40] and allows various applications in quantum
information theory, e.g. GHZ states [41] in quantum secret sharing [42], W -states [43] in quantum
memory [44] , graph states [45] in measurement based quantum computation (MBQC) [46] and so
on. Multipartite entanglement is stratified into different classes by stochastic local operation and
classical communication (SLOCC). In 3-qubit systems, there are two classes of entangled states,
namely the GHZ-class and W-class [47]. These entangled states are all genuinely multipartite (GM)
entangled, that means they cannot be decomposed into mixtures of biseparable states. GME can
be detected and quantified with GME witnesses [47,48] and measures [49], respectively. We derived
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lower bounds on a type of GME measure in Ref. [50]. With these lower bounds one can detect
GME in experimentally feasible measurement settings.

For an n-qubit system with n ≥ 4, there is a new type of entangled states additionally to the
GHZ or W states, i.e. the graph states [45,51], which are resources in measurement based quantum
computation (MBQC). They are quantum states that can be described in terms of mathematical
graphs [52]. In Ref. [53], a preparation approach for graph states via only 1- and 2-qubit gates was
proposed. However, the current realizations of 2-qubit entangling gates are far from being perfect.
Therefore in Ref. [54], we considered a type of imperfect preparation of graph states, which is
implemented by a type of probabilistic gates called repeat-until-success (RUS) gates [55–57]. The
end products in such a preparation model are called randomized graph (RG) states. They are
weighted according to the success probability p of the control-Z (CZ) operation in a RUS gate. We
call the success probability p randomness parameter. The entanglement of RG states is different
from that of pure graph states. The local unitary (LU) equivalence of pure graph states does not
hold any more for RG states. The entanglement of RG states is determined by the randomness
parameter p. We employed the PPT criterion and a projector GME witness [47,58,59] to determine
the critical randomness parameter pc

1 for bipartite and GM-entanglement, respectively. Upper
bounds on pc for GME are found via an approximation approach.

To calculate the GME witness employed in Ref. [54], we need a simpler representation of graph
states in the computational basis. In Ref. [60], we introduced the so-called X-chains, which are
a special type of vertex subsets corresponding to the graph state stabilizers consisting of only
σX -Pauli operators. The set of X-chains of a graph state is a group with symmetric difference
as its group operation. It hence allows the so-called X-chain factorization, from which a simpler
representation of graph states in the X-basis can be derived. The larger the X-chain group is, the
simpler is the graph state represented in the X-basis.

As a result of this representation, the overlap of two graph states can be efficiently calculated
via the X-chain group. For this problem, no efficient algorithms were known before. X-chain
factorization can also be employed for finding the Schmidt decomposition of graph states in the
X-basis. This can be further applied to error correction in entanglement localization [61] of certain
graph states, which could be useful for quantum repeaters [62].

This thesis is organized as follows. Three publications [50, 54, 60] are summarized in section
3.2.3, 4.3 and 4.4, respectively. To introduce the background of these projects, we review briefly
the formalism of quantum mechanics in section 1.1 and the development of entanglement theory in
section 1.2. Before we dive into multipartite entanglement theory, we first review the mathematical
techniques employed in entanglement detection and quantification of bipartite systems in chapter 2.
Then in chapter 3, entanglement in multipartite systems is reviewed with respect to its classification
in section 3.1 and its detection and quantification in section 2.1 and 2.2. Then we summarize our
results on the lower bounds of a type of GME measure [50] in subsection 3.2.3.

Finally, special multipartite entangled systems, namely graph states, are studied in chapter 4.
We review their definition and entanglement properties in section 4.1 and 4.2. Then we summarize
our results regarding the investigation of the entanglement properties of RG states [54] in section
4.3 and the representation of graph states with the help of X-chain factorization [60] in section
4.4.

1The randomness parameter pc is the critical value, where for p > pc it is guaranteed that a certain type of
entanglement occurs in the RG state.
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1.1 Formalism of quantum mechanics

Quantum mechanics describes a quantum system on a Hilbert space H as a quantum state ρ,
whose information content can be accessed by orthogonal projection measurement (von Neumann
measurements) Mπ,⊥ = {|ei〉 〈ei|}i ({|ei〉} is a basis of H). Every basis state |ei〉 corresponds
to an outcome indexed by i. The scalar product pi = 〈ei|ρ|ei〉 is interpreted as the probability
of the outcome i. Since probability is non-negative and sum up to 1, a state ρ is mathematically
described as a positive-semidefinite bounded linear operator on H, with trace 1.

Definition 1.1.1 (Quantum states). A quantum state is represented by a density matrix ρ,

ρ ∈ B(H) with ρ ≥ 0 and
∑
i

〈ei|ρ|ei〉 = 1, (1.1)

where B(H) denotes the set of bounded linear operators on H.

The similarity between two quantum states can be quantified by the so-called fidelity.

Definition 1.1.2. The fidelity of two quantum states ρ and σ is

F (ρ, σ) := tr(

√√
σρ

√
σ). (1.2)

If σ = |ψ〉 〈ψ| is a pure state, then the fidelity is the square root of expectation value

F (ρ, |ψ〉 〈ψ|) =
√

〈ψ| ρ |ψ〉. (1.3)

A quantum operation is a linear map O : B(H1) → B(H2) mapping a quantum system ρ ∈ B(H1)
to another valid quantum system O(ρ) ∈ B(H2). To ensure that O(ρ) is a valid quantum state,
O has to be a positive map, i.e. O(ρ) ≥ 0 for all ρ ≥ 0.

Futhermore, let ρ ∈ B(H1 ⊗ H′) be a quantum state in a larger Hilbert space. A quantum
operation O acting on the subsystem H1 of ρ should preserve the whole state as a valid quantum
system, i.e.

[�H′ ⊗O](ρ) ≥ 0, (1.4)

for any H′ and any state ρ ∈ B(H1 ⊗H′) with ρ ≥ 0. This implies that a O is completely positive
(CP)2.

Additionally, the sum of probabilities of measurement outcomes of the state O(ρ) should not
exceed 1, i.e. tr(O(ρ)) ≤ tr(ρ). Therefore O must be trace-non-increasing. In summary, a quantum
operation is defined as follows.

Definition 1.1.3 (Quantum operations). A quantum operation O is a linear map O : B(H1) →
B(H2), which is completely positive (CP) and trace-non-increasing.

According to Choi’s theorem [63], every quantum operation can be represented as a set of Kraus
operators (operator-sum representation) [64–66]. More generally, any Kraus operator (completely
positive (CP) map) can be lifted up to a unitary transformation in a higher dimensional Hilbert
space according to the Stinespring factorization theorem [67].

2A linear map L is completely positive (CP), if �k ⊗ L is positive for all k ∈ N.
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Theorem 1.1.4 ( [66] Kraus operators, operator sum representation). Let ρ ∈ B(Hn) with finite
dimension n, and O : B(Hn) → B(Hm) be a quantum operation, then the operation O(ρ) can be
expressed as a sum of linear operators,

O(ρ) =
k∑
i=1

LiρL
†
i , (1.5)

with {Li}i being a set of linear operators, k ≤ n×m and
∑
i L

†
iLi ≤ �.

Theorem 1.1.5 ( [67] Stinespring factorization theorem). Let ρ ∈ B(Hn) with finite dimension
n, and O : B(Hn) → B(Hm) be a quantum operation, then there exists a bounded operator
V : B(Hn ⊗ H̃) → (Hm ⊗ H̃), such that the operation O(ρ) is equivalent to tracing out the
subsystem H̃ of the state under the transformation V on ρ⊗ |0H̃〉 〈0H̃ |, i.e.

O(ρ) =

k∑
i=1

LiρL
†
i = trH̃

[
V (ρ⊗ |0H̃〉〈0H̃ |)V †] (1.6)

with k ≤ n×m.

Note that if the Hilbert space H̃ is the environment, this operation describes the couplings of
the quantum system to the environment.

The information of a quantum system is accessible via quantum measurements. A type of
quantum measurements is given by the von Neumann measurements.

Definition 1.1.6 (von Neumann measurements). A von Neumann measurement Mπ,⊥ is a set
of orthogonal projectors {|ei〉 〈ei|}i with

∑
i |ei〉 〈ei| = �, where the basis vector |ei〉 represents a

measurement outcome, and 〈ei| ρ |ei〉 is its probability.

The generalization of von Neumann measurements, where one gives up the restriction of or-
thogonality, are the so-called positive operator-valued measure (POVM) measurements.

Definition 1.1.7 (POVM measurements). A positive operator-valued measure (POVM) measure-
ment M+ is a set of positive-semidefinite operators {Ei}i such that

∑
iEi = � with tr(ρEi) being

the probability of the i-th measurement outcome.

An observable returns the value of a physical quantity from an quantum system via quantum
measurements.

Definition 1.1.8 (Observables). An observable Q is a Hermitian operator, which can be expressed
as the sum of the projectors of its orthogonal eigenstates {|μi〉}i with real number eigenvalues {μi}i,

Q =
∑
i

μi |μi〉 〈μi| . (1.7)

The trace tr(Qρ) is the expectation value of the physical quantity Q of the quantum system ρ.
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A linear operator Li in a quantum operation (Theorem 1.1.4) can be generally expressed as the
product of a projection Pi : B(Hn ⊗ H̃) → B(Hn) and the bounded operator V in Eq. (1.6)3, i.e.

Li = V Pi. (1.8)

If Pi sum up to �Hn , then one can implement this Kraus operator with the POVM M+ = {Pi}i.
Contrarily, if the range of {Pi}i does not span the whole space Hn, post-selection on the measure-
ment outcomes are then necessary for the implementation of the quantum operation. That means
the quantum operation can not be implemented deterministically. Since the desired measurement
outcome only occurs with a certain probability, such a quantum operator is stochastic.

Definition 1.1.9 (Stochastic quantum operator). A quantum operation is stochastic, if post-
selection on measurement outcomes is necessary in its implementation.

1.2 Discovery of entanglement

In 1935, Einstein, Podolsky and Rosen published their famous EPR-paradox [1], in which they
tried to disprove the completeness of quantum mechanics. In this paper, they considered, a priori,
nature as

A-EPR1 real (i.e. every measurement outcome (physical quantity) returns the information of an
element of pre-existing physical reality.)

A-EPR2 and local (i.e. two physical quantities in causally separate systems should not affect
each other).

Further they assumed that

A-EPR3 quantum mechanics is complete.

Under these assumptions (A-EPR1 - A-EPR3), they showed the existence of a causally separable
system A and B,

|ΨAB〉 =
∑
k

|uk〉A|ψk〉B =
∑
l

|vl〉A|φl〉B , (1.9)

which can be decomposed as the superposition of |uk〉 |ψk〉 or |vl〉 |φl〉, where {|uk〉}k, {|vl〉}l,
{|ψk〉}k and {|φl〉}l are the eigenbases (eigen wave functions) of the observables Q(A)

U , Q(A)
V , Q(B)

ψ

and Q(B)
φ , with eigenvalues uk, vl, ψk and φl, respectively. The observables Q(B)

ψ and Q(B)
φ were

tailored to be noncommutative, [
Q(B)
ψ ,Q(B)

φ

]
=

h

2πi
. (1.10)

This noncommutativity implies the uncertainty relation of the quantities Q(B)
ψ and Q(B)

φ . If one

predicts Q(B)
ψ with 100% certainty on the subsystem B, then the value of Q(B)

φ is complete unpre-
dictable. Hence it is said that ψk and φl are simultaneous elements of reality.

However, by observing the state |ΨAB〉 on the subsystem A with Q(A)
U and Q(A)

V , respectively,
A will obtain the outcomes uk and vl, such that he/she can then predict the states |ψk〉 and |φl〉 on
the casually disconnected system B with 100% certainty. This violates the uncertainty relationship

between Q(B)
ψ and Q(B)

φ .

3A unitary U is the special case that V = U ⊗ |0
H̃
〉 〈0

H̃
| and Pi = �Hn ⊗ |0

H̃
〉 〈0

H̃
|.
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Such a contradiction indicates that at least one of the three presumptions (A-EPR1 - A-EPR3)
in is wrong. Therefore they concluded that quantum mechanics is incomplete for describing nature,
which is a priori assumed to possess the features of locality and realism. Hence, they suggested
additional LHVs to complete the quantum mechanics.

However in 1964, Bell proved a measurable upper bound of an inequality (Bell inequality) in
the LHV model of quantum mechanics [10]. In the LHV model, one adopts the assumptions of

A-Bell1 realism and

A-Bell2 locality.

With quantum mechanics, one can obtain measurement results on particular states that violate
the Bell inequality. Once the Bell inequality is violated in an experiment, then at least one of the
assumptions (A-Bell1 - A-Bell2) must be wrong. Therefore one can conclude that either realism
or locality is not a property of nature.

CHSH inequality: Later in 1969, Clauser, Horne, Shimony and Holt generalized the Bell
inequality, and proposed the so-called CHSH inequality to experimentally test quantum non-
locality [11], as well as the CH74 inequality in [12]. In their proposal of CHSH inequality, two
measurement settings {A1, A2} and {B1, B2} are available to Alice and Bob, respectively. The
possible outcomes of each measurement are ±1. They showed that for any LHV model the expec-
tation values E(A1, B1), E(A1, B2), E(A2, B1) and E(A2, B2) should fulfil the following inequality

|E(A1, B1) + E(A1, B2) + E(A2, B1) − E(A2, B2)| ≤ 2. (1.11)

On the other hand, the EPR-pairs, which are called Bell states

|φ+〉 :=
1√
2

(|0A0B〉 + |1A1B〉) , (1.12)

|φ−〉 :=
1√
2

(|0A0B〉 − |1A1B〉) , (1.13)

|ψ+〉 :=
1√
2

(|0A1B〉 + |1A0B〉) , (1.14)

|ψ−〉 :=
1√
2

(|0A1B〉 − |1A0B〉) (1.15)

violate the CHSH-inequality with the maximal quantum bound 2
√

2 [68] for certain measurements.
For example, the state |ψ−〉 violates the CHSH inequality in 1.11 with the value 2

√
2 given the

measurements

A1 = ZA, A2 = XA, B1 = −ZB +XB√
2

and B1 =
ZB −XB√

2
. (1.16)

In this case, ∣∣∣〈A1, B1〉ψ + 〈A1, B2〉ψ + 〈A2, B1〉ψ − 〈A2, B2〉ψ
∣∣∣ = 2

√
2. (1.17)

Hence, the Bell states are optimal resources in Bell test experiments. The first series of convincing
Bell tests was carried out by Aspect et al. [4,5]. Although it is now 50 years after Bell’s first paper,
Bell tests are still facing two main challenges, namely the locality and detection loopholes. The
locality loophole was closed by Weihs, Zeilinger et. al [6] and detection loophole was closed with
different materials in [7–9]. To close the locality loophole and detection loophole, one needs fast
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measurements and detectors with high efficiency, respectively. Nowadays it is still hard to combine
these two requirements. Hence, to construct a locality and detection loophole-free Bell test is still
a challenging task. Despite the existence of loopholes, most physicists are already convinced that
nature violates Bell inequalities. As most physicists believe realism is more basic than locality,
commonly people regard our world as nonlocal and real.

Entanglement: Besides the loopholes, in the 80s and 90s, another obstacle to Bell test exper-
iments is the generation of quantum system that produce non-locality, e.g. the Bell states. The
non-local property of the Bell states comes from the superposition of two orthogonal product
state basis vectors |0A〉 |0B〉 and |1A〉 |1B〉, which are also orthogonal on the both subsystems A
and B. Such a basis is called Schmidt basis, and the expression of a state in the superposition
of Schmidt basis vectors is the Schmidt decomposition. The number of the basis vectors in the
Schmidt decomposition is called the Schmidt rank of a state. The non-classical structure of Bell
states with Schmidt rank 2 is called “Verschränkung” according to Schrödinger [13], which means
“entanglement” in English. For bipartite systems, the entanglement of pure states is defined as
follows.

Definition 1.2.1 (Bipartite entanglement of pure states). A quantum state |ψ〉 ∈ HA ⊗ HB is
entangled regarding the bipartition A|B, if its Schmidt rank in the A|B-bipartite Schmidt decom-
position is greater than one, i.e. it cannot be written as a product state.

That means there exist at least two nonzero singular values s1, s2 > 0 in the A|B-bipartite
Schmidt decomposition,

|ψ(A|B)〉 =
∑

si|e(A)
i 〉|f (B)

i 〉. (1.18)

Here the sets of the states {|e(A)
i 〉}i and {|f (B)

i 〉}i are bases of the subsystem A and B, respectively.

A state, which can be factorized as a tensor product of two basis states, |ψ〉 = |e(A)
i 〉 |f (B)

i 〉, is called
separable.

It was shown by Gisin that every bipartite entangled pure state can violate a certain Bell
inequality in appropriately selected measurement settings [69, 70]. Hence not only the Bell states,
but also general entangled states are the resources for Bell tests. The research of nonlocal realism
shed light on a new research field, namely quantum information theory, while the techniques
of entanglement creation facilitate the realization of many applications of quantum information
theory. Various applications were facilitated by entanglement, e.g. quantum key distribution [26],
quantum teleportation [27], quantum dense coding [28], quantum computation [29–31], quantum
error correction [32–35], and others.

At the beginning, people could not distinguish the difference between non-locality and entangle-
ment until 1989, when Werner extended the definition of entanglement to mixed states [14]. There,
Werner defined the separability of a mixed quantum state as its decomposability as a mixture of
separable pure states.

Definition 1.2.2 ( [14] Bipartite entanglement of mixed states). A state ρAB in the Hilbert space
HA ⊗HB is separable, if and only if it can be expressed as

ρAB =
∑

piρ
(A)
i ⊗ ρ

(B)
i . (1.19)

A state which is not separable is called entangled.
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In [14], Werner showed that no separable quantum state (no matter pure or mixed) can violate
any Bell inequality, and concluded that non-locality (violation of a Bell inequality) in a system
implies entanglement [14]. Together with the result of Gisin [69], this statement links non-locality
and entanglement as equivalent properties for bipartite pure states. However, in the same paper,
Werner proved the existence of an entangled mixed state, which admits a LHV model. The coun-
terexample for the equivalence of non-locality and bipartite entanglement is a d × d dimensional
mixed state, which is called the Werner state and parameterized as [14, 71]

ρWerner(psym) = psym
P+

tr(P+)
+ (1 − psym)

P−
tr(P−)

, (1.20)

where P± = (1 ± S) /2 are the projectors on the symmetrization operator S =
∑
ij |i〉〈j| ⊗ |j〉〈i|

with tr(P±) =
(
d2 ± d

)
/2. According to the positive partial transpose (PPT) criterion, which will

be formulated in Theorem 2.1.5, ρWerner(psym) is entangled if

psym < 1/2. (1.21)

Meanwhile there exists a LHV model describing the correlation of measurements on ρWerner(psym),
if

psym = (d+ 1)/(2d2). (1.22)

For dimension d ≥ 2 and psym < 1/2, the Werner state ρWerner(psym) is entangled and can be
described by a LHV model4. Therefore entanglement is only a necessary condition for non-locality.
It is conceptually different from non-locality. The discrepancy between entanglement and non-
locality inspires the detection of entanglement beyond Bell tests. To this end, several separability
criteria were derived based on the fact that the convex combination of two separable states is
separable. This convexity is a direct result of the definition of entanglement (Def. 1.2.2).

Lemma 1.2.3 ( [16] Closed convexity of separable states). The set of separable states is closed
convex.

4Note that Popescu and Rohrlich also found another counterexample in [72].
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2. Entanglement in bipartite
quantum systems

2.1 Entanglement detection

After Werner [14], Popescu and Rohrlich [72] found that noisy entanglement (the entanglement in
mixed states) in general admits LHV model in the early 90s, people started to find new criteria other
than Bell inequalities for detecting noisy entanglement, which does not violate any Bell inequality.
The first separability criterion is the positive partial transpose (PPT) criterion discovered by Peres
[15] and Horodecki [16] in 1996. Although it cannot be implemented physically (nonoperational)1,
it helps understanding entanglement in theoretical analysis. Positivity of the partial transpose is
necessary for separability and is shown to be sufficient for 2 × 2 and 2 × 3 bipartite systems [16].
The PPT criterion is derived from a decomposable positive and not completely positive (PnCP)
map, namely the transpose. Note that from any positive and not completely positive (PnCP)
map Λ, one can derive an entanglement criterion2. Partial transpose is the optimal decomposable
PnCP map for entanglement detection [16]. To study the sufficiency of PPT for the system with
dimension higher than 2×3, Horodecki proposed the range criterion in 1997 [17], which was derived
from an indecomposable PnCP map. It can detect PPT entanglement [17, 18, 20]) in 3 × 3 and
2 × 4 bipartite systems, which implies insufficiency of PPT criterion for systems with dimension
higher than 2 × 3. Another PnCP-type criterion, the reduction criterion, was discovered by Cerf
et al. [19] and Breuer [74, 75].

Besides the nonoperational criteria, experimentally implementable Hermitian operators called
entanglement witnesses can also be exploited to detect entanglement [16,21]. In 2000, Lewenstein
et al. proposed a systematic approach to construct the optimal entanglement witnesses, which are
indecomposable and able to detect PPT entangled states [22, 23]. Other entanglement witnesses
were developed in [24, 25]. All the above mentioned witnesses are linear Hermitian operators.
Furthermore, in 2006, a nonlinear entanglement witness was proposed by Gühne and Lütkenhaus
[76].

Convexity - the cornerstone: The closed convexity of the set of separable states (Lemma 1.2.3)
allows us to enclose all the separable states with a set of hyperplanes (Hahn-Banach theorem). This
statement was shown in [16] and results in the following entanglement criterion.

1Up to date, it can only be approximately implemented in experiments [73].
2One can show that for a k-positive map, the non-positive �k+1⊗Λ operator always maps a separable state ρsep

to a valid quantum state, i.e. �k+1 ⊗ Λρsep ≥ 0.
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Theorem 2.1.1 ( [16] Hahn-Banach theorem for entanglement). A state ρ ∈ B(HA ⊗ HB) is
A|B-entangled iff there exists a Hermitian operator Ohp

3, such that

tr(Ohp(ρ)) < 0 and tr(Ohp(ρsep)) ≥ 0 (2.1)

for all separable states ρsep.

This theorem can be reversely reformulated as:

Theorem 2.1.2 (Hahn-Banach theorem for separable states). A state ρ ∈ B(HA ⊗ HB) is A|B-
separable iff

tr(Ohp(ρ)) ≥ 0 (2.2)

for all hyperplane operators Ohp enclosing the set of separable states.

Due to Choi’s theorem, the set of hyperplane operators Ohp is equivalent to the set of tensor
product extensions of positive maps

{Ohp} = {�A ⊗ Λ+ : Λ+ positive maps B(HB) → B(HA)}. (2.3)

As a result, the theorems above are equivalent to the following separability criterion:

Theorem 2.1.3 ( [16] Separability criterion (Horodecki)). A state ρ ∈ B(HA ⊗ HB) is A|B-
separable iff

tr([�A ⊗ Λ+
B ](ρ)) ≥ 0 (2.4)

for all positive maps Λ+
B : B(HB) → B(HA).

These necessary and sufficient criteria are the cornerstones of several separability criteria and
entanglement witnesses.

2.1.1 Nonoperational separability criteria

According to Theorem 2.1.3, given a local positive map Λ+
B on the Hilbert space HB , the positivity

[�A ⊗ Λ+
B ](ρ) ≥ 0 is necessary for the state ρ being A|B-separable. If Λ+

B = ΛCP is a CP map, the
condition [�A ⊗ ΛCP](ρ) ≥ 0 is fulfilled by any quantum state ρ including all the entangled states.
Hence, ΛCP does not lead to any separability criterion. The nontrivial maps, from which one can
derive a meaningful necessary separability criterion, are the positive and not completely positive
(PnCP) maps ΛPnCP.

Corollary 2.1.4 (Separability criterion (PnCP map)). Consider a bipartite system HA ⊗HB , let
ΛPnCP : B(HB) → B(HA) be a positive and not completely positive (PnCP) map. Then for all
A|B-separable states ρsep it holds

[�A ⊗ ΛPnCP](ρsep) ≥ 0. (2.5)

Therefore the non-positivity [�A ⊗ ΛPnCP](ρ) � 0 implies A|B-entanglement of ρ. Since the
transpose operator T is PnCP, the partial transpose operator �A⊗TB leads to a necessary criterion
for separability, namely the PPT criterion.

3The subscript “hp” stands for “hyperplane”.
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Theorem 2.1.5 ( [15] positive partial transpose (PPT) criterion (Peres)). If a state ρ is A|B-
separable, then its partial transpose ρΓ 4 is positive semi-definite.

The PPT criterion is a special case of PnCP separability criterion. The strength of a PnCP
separability criteria depends on the decomposability of the PnCP operator ΛPnCP.

Definition 2.1.6 ( [67, 77, 78] Decomposable positive maps). A positive map Λdecomp is decom-
posable if it is a convex combination of a completely positive map ΛCP and the product of a second
completely positive map and the transpose operator Λ′

CPT , i.e.

Λdecomp = ΛCP + Λ′
CPT. (2.6)

In 2 × 2 and 2 × 3 dimensional Hilbert spaces, all PnCP operators of the form ΛPnCP :
B(Hd=2,3) → B(Hd=2) are decomposable [79], therefore all operators of the form �A ⊗ ΛPnCP

can be reduced to the partial transpose �A ⊗ TB . As a result of the Horodecki criterion (Theorem
2.1.3), the PPT criterion is not only necessary, but also sufficient in the 2×2 and 2×3 dimensional
Hilbert spaces.

Theorem 2.1.7 ( [16] Sufficiency of PPT criterion (Horodecki)). A state ρ ∈ B(HA ⊗ HB) with
dimension 2 × 2 or 2 × 3 is separable iff its partial transpose is positive semidefinite.

Since all decomposable positive maps can be reduced to the transpose operator (Def. 2.1.6),
the PPT criterion is the strongest one among the criteria derived from decomposable PnCP maps.
However, the PPT criterion is not sufficient in bipartite systems with dimension larger than dA ×
dB = 6. There are PPT entangled states [17,18,20]5, which are not detectable by the PPT criterion.
In order to detect PPT entanglement, one needs separability criteria not weaker than the PPT
criterion. The sole candidates are the indecomposable PnCP maps.

The entanglement of a PPT entangled state can not be distilled from an infinite number of
copies to a single maximally entangled state via local operations and classical communication [80].
Such a type of entanglement is called bound entanglement . In [80], Horodecki proved that non-
positive partital transpose (NPT) is necessary for distillability. However, the existence of non-
positive partital transpose (NPT) bound entangled states is still an open question. As a result,
distillability, NPT and entanglement have the following relationship.

Distillability
⇒
?⇐

NPT
⇒

�

Entanglement (2.7)

In summary, the set of separable states is convex and enclosed by the hyperplanes characterized
by the tensor extension of PnCP maps �A ⊗ ΛPnCP (see Fig. 2.1.1). Each hyperplane leads to
a necessary separability criterion. These criteria are divided into two classes, which correspond
to decomposable and indecomposable PnCP maps, respectively. All the criteria derived from
decomposable PnCP maps (e.g. the red solid curve in Fig. 2.1.1) are weaker than the PPT

4ρΓ denotes either the partial transpose ρTA on A or ρTB on B. Here “Γ” is employed as the half part of the
transpose “T”.

5Entangled states with positive partial transpose.
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criterion, which is derived from the partial transpose operator A⊗TB . The PPT entangled states
are therefore not detectable by any of these criteria. On the contrary, the criteria derived from
indecomposable PnCP maps (e.g. the blue solid curve in Fig. 2.1.1) are able to detect certain
PPT entangled states. A PPT entangled state is not distillable, if such ‘bound entanglement’
exists for any NPT state is still an open question. As the complete positivity is a prerequisite for
quantum operations (Def. 1.1.3), all these PnCP criteria are not physically implementable, unless
one performs the full tomography [81] of a state to reveal its density matrix, which is a tough task.
To detect entanglement experimentally without full state tomography, one needs another method
using entanglement witnesses.

Figure 2.1: Summary of separability criteria: for the explanation please refer to the main text.

2.1.2 Entanglement witnesses

Full knowledge of the testing state is a prerequisite for entanglement detection via separability
criteria. This requires a large number of observables (measurements)6 in experiments, to imple-
ment full state tomography. A more efficient approach for entanglement detection is to certify
entanglement with a single observable W . Such an operator W is called entanglement witness and
defined as follows.

Definition 2.1.8 ( [21] Entanglement witness). A quantum observable W ∈ B(HA ⊗ HB) is an
A|B-bipartite entanglement witness, if it satisfies

trWρsep ≥ 0, (2.8)

for all A|B-separable ρsep and there exists an A|B-bipartite entangled state ρent such that

trWρent < 0. (2.9)

From a PnCP map ΛPnCP, one can derive an entanglement witness WΛ with the help of the
Jamio�lkowski-isomorphism [22, 82, 83]. The basic idea is as follows. Let ΛB : B(HB) → B(HA) be

6E.g. one need 9 observables for a 2-qubit quantum system
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a PnCP operator, where dHA
= n and dHB

= m, then

[�A ⊗ ΛB ] (ρ) =
nm∑
i=1

nm∑
j=1

rij [�A ⊗ ΛB ] (|i〉〈j|), (2.10)

where ρ =
∑
ij rij |i〉〈j| ∈ B(HA ⊗ HB). We choose a pure test state |ψ〉 ∈ HA ⊗ HB to check the

positivity of Λ(ρ) via the quantity 〈ψ|Λ(ρ)|ψ〉, which can be reformulated as

〈ψ|Λ(ρ)|ψ〉 =
n∑
i=1

m∑
j=1

rij〈ψ|[�A ⊗ ΛB ](|i〉〈j|)|ψ〉

= tr(ρWΛB ,ψ) (2.11)

with
W ji

ΛB ,ψ
:= tr ([�A ⊗ ΛB ](|i〉〈j|) |ψ〉 〈ψ|) . (2.12)

If tr(ρWΛB ,ψ) < 0, then �A⊗ΛB(ρ) is not positive, which implies that ρ is A|B-entangled (Theorem
2.1.3). On the other hand, for all A|B-separable states ρsep, the expectation value tr(WΛB ,ψρsep) ≥
0, since [�A ⊗ ΛB ](ρsep) ≥ 0.

We take the transposition ΛB = T as an example and consider a bipartite quantum system
B(HA ⊗ HB) with dimension dim(HA) × dim(HB) = 2 × 2. We choose the Bell state |φ+〉 (Eq.
1.12) as the test state. The witness derived from �A ⊗ T and |φ+〉 is

WT,|φ+〉 =
1

2

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

1 0 0 0

0 0 1 0

0 1 0 0

0 0 0 1

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

=
1

2
�− |ψ−〉 〈ψ−| , (2.13)

where |ψ−〉 is another Bell state orthogonal to |φ+〉. The state |φ+〉 is the eigenstate of � ⊗
T (|ψ−〉 〈ψ−|) with the negative eigenvalue −1/2. Vice versa, |ψ−〉 is the eigenstate of the witness
WT,|φ+〉 with the negative eigenvalue −1/2. The WT,|φ+〉 can be implemented by a Bell measure-
ment [81], in which the expectation value 〈ψ−| ρ |ψ−〉 can be determined. This quantity is equal to
the fidelity F (ρ, |ψ−〉). The witness WT,|φ+〉 can only detect the entanglement of the states which
have high fidelity with |ψ−〉. The entanglement of the other three Bell states |φ+〉, |φ−〉 and |ψ+〉,
which are orthogonal to |ψ−〉, is not detectable by WT,|φ+〉.

The relation between a PnCP map (e.g. transposition T ) and its entanglement witnesses is
shown in Fig. 2.2. An entanglement witness WΛB ,ρ is a hyperplane separating certain entangled
states from separable states. It is not stronger than the criterion derived from the map �A ⊗ ΛB
(Corollary 2.1.4). However, geometrically, the set of the entanglement witnesses {WΛB ,ρ : ρ ∈
B(H)} is the set of all the hyperplanes outside the cone of �A ⊗ ΛB . Therefore {WΛB ,ρ}ρ and
�A ⊗ ΛB are equivalent, and have the same entanglement detection strength.

A witness derived from a decomposable positive map is called decomposable witness. According
to the definition of decomposable positive maps (Def. 2.1.6), a decomposable witness can be
decomposed as follows.

Definition 2.1.9 ( [22] Decomposable positive witness). A witness Wdec is decomposable if it can
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Figure 2.2: The relation between a PnCP map and its entanglement witnesses.

be written as
Wdec = P +QΓ (2.14)

with P and Q being both positive and Γ being the partial transpose.

The set of all decomposable witnesses characterize the convex set of PPT states.
Continue with the example in Eq. (2.13). If the testing state |φ+〉 is mixed with white noise,

i.e.

ρp := (1 − p)
4

+ p |φ+〉 〈φ+| , (2.15)

the strength of the entanglement witness WT,ρp depends on the mixing fraction p. As the fraction
p of the Bell state decreases, the set of detectable entangled states of WT,ρp shrinks (see Fig. 2.3).
If p ≤ 1/3, the partial transpose of the state ρp is positive. Hence the operator WT,ρp is also
positive. Its expectation value on any quantum state is therefore positive and cannot be used as
an entanglement witness. In Fig. 2.3, one observes that the hyperplane of WT,ρp moves farther
from the convex cone of PPT states as the fraction p of the Bell state decreases. This implies that
the entanglement of quantum states is not just a question of “to be or not to be” entangled, but
also a question of “how much to be” entangled, i.e. “what is the amount of the entanglement in a
quantum system”. This will be the topic of the next section.

Note that the witness WT,|φ+〉 in Eq. (2.13) can be also derived from the following simple
approach.

Proposition 2.1.10. For any entangled state |ψ〉, one can construct an entanglement witness

Wψ := λ − |ψ〉 〈ψ| , (2.16)

where λ is the maximum of the square of the overlap between |ψ〉 and separable states |σ〉,

λ := max
|σ〉 sep.

| 〈ψ|σ〉 |2 (2.17)
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Figure 2.3: The relation between a PnCP map and its entanglement witnesses.

Proof. Let ρ =
∑
i pi |σi〉 〈σi| be separable as a mixture of separable |σi〉. Then tr(Wψρ) = λ −∑

i pi| 〈ψ|σi〉 |2 ≥ 0. On the other hand, tr(Wψ |ψ〉 〈ψ|) = λ − 1 < 0, since |ψ〉 is entangled,
λ < 1.

The inequality tr(Wψρ) ≥ 0 is maximally violated by |ψ〉. Therefore this witness is tailored for
detecting the entangled states “close”7 to |ψ〉.

2.2 Entanglement quantification

Separability criteria and entanglement witnesses can qualitatively determine the presence of en-
tanglement. However, a quantitative measure for comparing entanglement among different states
is still missing. Since entanglement can be detected by Bell inequalities, the amount of violation
of a Bell inequality was the first candidate for an entanglement measure. However, the CHSH-
inequality was found not to yield a measure of entanglement in Ref. [84], since its violation by
particular states was shown to increase under local operations. A proper entanglement measure
for pure states is the entropy of entanglement, which is the von-Neumann entropy of the reduced
quantum states of the subsystems. However, for mixed states, their entropy can be non-zero even
for separable system. In 1996, Bennett et. al. introduced two entanglement measures for mixed
states, namely distillable entanglement and the entanglement of formation, which do not increase
under LOCC [36,85]. They are derived from a pragmatical perspective, namely the entanglement
distillation and dilution.

Indeed there is no unique definition of entanglement measures up to date. In different con-
texts, different sets of postulates are adopted for entanglement measures [36–38]. Among these
different sets of postulates, one is necessary, which is the non-increasing behaviour under LOCC.
Accordingly, Vidal introduced the so-called entanglement monotones [36, 39] as follows.

7Here, two states are “close” to each other, if they have high fidelity.
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Definition 2.2.1 ( [39] (LOCC) Entanglement monotone). A scalar valued function of quantum
states is an entanglement monotone, if it does not increase (on average) under LOCC, i.e.

E (ρ) ≥ E (Λρ) (2.18)

for all LOCC operations Λ.

In [39], the necessary and sufficient conditions for a function being an entanglement monotone
are given. Besides the entanglement monotone an entanglement measure is necessarily vanishing
for all separable states. Together, there are therefore two necessary postulates for entanglement
measures.

Postulate 2.2.2 (Entanglement measure). A scalar valued function of a quantum state E (ρ) is
an entanglement measure, if it is

1. an entanglement monotone, i.e. E (Λ(ρ)) ≤ E (ρ), for all LOCC operation Λ,

2. vanishing for separable states, i.e. E (σ) = 0 for all separable states σ.

Note that in [36, 37], LU-invariance was also required for entanglement measures, i.e.

E (UA ⊗ UBρU
†
A ⊗ U†

B) = E (ρ). (2.19)

Since LUs are special local operations which are reversible, i.e.

ρ1
LU→ ρ2 ⇔ ρ2

LU→ ρ1, (2.20)

two LU equivalent states are therefore equivalent with respect to any entanglement monotone, i.e.
E (ρ1) = E (ρ2). Therefore LU-invariance is satisfied by all entanglement monotones.

Other additional properties, which are also considered as requirements for entanglement mea-
sures by different authors [36–38], are the following:

1. additivity [36], i.e. E (ρ1 ⊗ ρ2) = E (ρ1) + E (ρ2);

2. tightness on separable states, i.e. E (σ) = 0 only if σ is separable;

3. convexity, i.e. E (
∑
piρi) ≤

∑
piE (ρi).

The key notion in entanglement quantification is LOCC. However, still in the 90s, LOCC
were confused with separable Kraus operators, which were proved to be more general than LOCC
in [86]. Up to date, the description of LOCC is still very sophisticated. In order to understand the
quantification of entanglement, one first needs to understand LOCC. Therefore we start this section
with a review of quantum operations on composite systems (section 2.2.1). Then we will review
4 entanglement measures, namely distillable entanglement, entanglement of formation, negativity
and concurrence, which are all entanglement monotones satisfying different optional axioms. At
the end, a summary of these entanglement measures will be given in section 2.2.7.
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2.2.1 Quantum operations on composite systems

In this section, we take bipartite systems as an example of composite systems to review different
types of local quantum operations [87]. Quantum operations on multipartite systems can be
extended from bipartite systems straightforwardly.

As the discussion of Eq. (1.8) shows that quantum operations can be classified as deterministic
(D) and stochastic (S). In a composite system, the local implementability of a quantum operation
should be additionally taken in to account. Since classical correlations CC of local quantum opera-
tions can be implemented via classical communications, it is another pragmatic aspect of quantum
operation classification. Hence, three properties of quantum operations come into consideration:

(D/S) Do we need post-selections in measurements to implement this operation?

(LO/GO) Is it implementable with local quantum operations (LOs) on the subsystems, or is a
global operation (GO) needed?

CC Are the local operations classically correlated via classical communication (CC)?

The classes of quantum operations within the combinations of {D/S,LO/GO,CC} on a composite
system are listed in Table 2.1. Usually, the term “LOCC” refer to a deterministic “DLOCC”,
which also holds for the terms “LO” and “GO”.

���������������������local implementability

post-selection (PS) deterministic
(without PS)

stochastic
(with PS)

local operations without CC DLO SLO

local operations with CC DLOCC SLOCC

global (joint) operations DGO SGO

Table 2.1: Quantum operations in a composite system: CC stands for classical communication,
DLO for deterministic local operation, SLO for stochastic local operation, DLOCC for deterministic
local operation and classical communication, SLOCC for stochastic local operation and classical
communication, DGO for deterministic global operation and SGO for stochastic global operation,
respectively.

Local operation (LO) and stochastic local operation (SLO)

Definition 2.2.3 (LO and SLO). A local operation (LO) OLO is a set of Kraus operators {Li}i,
which can be decomposed into two independent {Aα}α and {Bβ}β , with Li = Aα ⊗ Bβ and
i = (α, β) being an index comprising α and β.

OLO(ρ) =
∑
α,β

Aα ⊗BβρA
†
α ⊗B†

β . (2.21)

The OLO is a stochastic local operation (SLO), if post-selections of measurements are necessary in
its implementation, that means it succeeds only with a certain probability.
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The operation OLO is deterministic, if and only if it preserves the trace of all ρ, i.e. tr(OLOρ) =

1, which is equivalent to
∑
α,β AαA

†
α ⊗BβB

†
β = �. Reversely, if OLO does not preserve the trace,

i.e. tr(OLOρ) < 1, which we denote as
∑
α,β AαA

†
α ⊗ BβB

†
β < �, then it is stochastic. Since

{Aα}α and {Bβ}β are totally independent, one can not generate any correlation (neither quantum
or classical) from a product state ρ = ρA ⊗ ρB with the local operation (LO), i.e.

OLO(ρA ⊗ ρB) =
∑
α,β

AαρAA
†
α ⊗BβρBB

†
β . (2.22)

Local operations and classical communication (LOCC)

Definition 2.2.4 (LOCC). A LOCC operation OLOCC is a local operation, in which the op-
erations on two subsystems are correlated classically via classical communication. If it can be
implemented deterministically without post-selection, then it is deterministic LOCC, while it is
stochastic (SLOCC), if post-selection is necessary.

The conceptual definition of LOCC can be clearly phrased. However, the mathematical charac-
terization of LOCCs is sophisticated. A LOCC operation can be generally formulated as a sequence
of local operations with dependence on measurement outcomes on each subsystem. Let Alice and
Bob first implement Aα1

and Bβ1
on their systems with the outcomes α1 and β1, respectively.

They share these results (α1, β1) via classical communications. Based on these results, they take
a decision to perform the subsequent operations Aα2|(α1,β1) and Bβ2|(α1,β1) in the second round.
The outcomes (α2, β2) in the second round will determine the subsequent operation in the next
round. Up to the n-th round, this operation is formulated as

Aαn|(α1,β1,...,αn−1,βn−1) · · ·Aα2|(α1,β1)Aα1
⊗Bβn|(α1,β1,...,αn−1,βn−1) · · ·Bβ2|(α1,β1)Bβ1

. (2.23)

The restriction of this operation is that in each round no outcomes are redundant (no post-
selections), that means each outcome either stimulates a subsequent operation or arrives at an
ultimate desired state, i.e.

� =
∑
αk

A†
αk|(α1,β1,...,αk−1,βk−1)

Aαk|(α1,β1,...,αk−1,βk−1)

=
∑
βk

B†
βk|(α1,β1,...,αk−1,βk−1)

Bβk|(α1,β1,...,αk−1,βk−1) (2.24)

for all k ≤ n. One can redefine the sequence of operations as a single operation indexed by i, i.e.

Ai := Aαn|(α1,β1,...,αn−1,βn−1) · · ·Aα2|(α1,β1)Aα1
,

Bi := Bβn|(α1,β1,...,αn−1,βn−1) · · ·Bβ2|(α1,β1)Bβ1
(2.25)

with i = (α1, β1, ..., αk−1, βk−1, αk, βk). The determinism of LOCC (Eq. 2.24) leads to
∑
A†
iAi =∑

B†
iBi = �. Hence this reformulation results in a so-called separable (Kraus) operator (SOP),

which is defined as follows.

Definition 2.2.5 (SOP). A separable (Kraus) operator (SOP) OSOP is expressed as

OSOP(ρ) =
∑
i

Ai ⊗BiρA
†
i ⊗B†

i (2.26)
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with {Ai}i and {Bi}i being two sets of linear operators and
∑
iAiA

†
i ⊗BiB

†
i = �.

In the 90s, separable (Kraus) operators (SOPs) were thought to be equivalent to LOCCs [37].
However, in 1999, Bennett et al. showed that a particular separable operator, which is used for
state discrimination of an unextendible product basis, can not be implemented locally without
post-selection [86]. That means there exists an unextendible product basis which can be perfectly
distinguished by a SOP, but not by any LOCC. Therefore the SOP are more general than LOCC,

LOCC � SOP. (2.27)

However, besides in the context of state discrimination, it is not obvious to see the difference
between SOP and LOCC in entanglement quantification, since both of them can create classical
correlations from product states and create entanglement from separable states. Despite the un-
clear roles of SOP and LOCC in entanglement, LOCC is conventionally adopted as the ordering
operation in entanglement quantification (see the definition of entanglement monotone in Def.
2.2.1). Meanwhile due to its mathematical simplicity, SOP is employed for verifying the mono-
tonicity of entanglement monotones. We call a monotonically non-increasing function with respect
to SOP a SOP entanglement monotone.

Definition 2.2.6 (SOP entanglement monotones). A SOP entanglement monotone is a scalar
function ESOP, which does not increase under SOPs, i.e.

ESOP(ρ) ≥ ESOP(O(ρ)). (2.28)

for all O being SOP.

Since LOCCs are special SOPs (Eq. (2.27)), SOP entanglement monotones are certainly LOCC
entanglement monotones.

SOP entanglement monotones ⊆ LOCC entanglement monotones . (2.29)

However, the reverse was not refuted until 2009, when Chitambar and Duan showed the existence
of a LOCC entanglement monotone, which can increase under SOP [88].

Stochastic local operation and classical communication (SLOCC) Stochastic local op-
erations and classical communication (SLOCC) are LOCC which need post-selection. SOP, that

are not LOCC, are SLOCC. If a set of Kraus operators {Ai ⊗Bi}i has
∑
iAiA

†
i ⊗BiB

†
i < � then

it is certainly SLOCC. The relation between LOCC, SOP and SLOCC is illustrated in Fig 2.4.

Global operation (GO) and Stochastic global operation (SGO) A global operation (GO)
is a set of Kraus operators {Ai}i, which can not be decomposed as LO or SOP. It can generate
classical correlations from product states and entanglement from separable states. A stochastic
global operation (SGO) is a global operation (GO) with post-selection, i.e.

∑
iAiA

†
i < �. The

relation between stochastic global operation (SGO) and GO is illustrated in Fig 2.4.

2.2.2 The unit of entanglement

In this section, we will compare the entanglement of pure states using a unit defined by the
“maximally” entangled states, e.g. the Bell states in a 2 × 2 dimensional Hilbert space. Such
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Figure 2.4: The summary of quantum in composite systems: for explanation, please refer to the
main text.

comparison is allowed, since in the asymptotic limit n → ∞, n copies of an entangled pure state
|ψ〉 can be created from mn copies of Bell states |Bell〉 via LOCC, and conversely one can create
mn copies of Bell states via LOCCs [89]. As a result, the entanglement of |ψ〉⊗n is equivalent to
that of |Bell〉⊗mn , i.e.

Eadd(|Bell〉⊗mn) ≤ Eadd(|ψ〉⊗n) ≤ Eadd(|Bell〉⊗mn) (2.30)

⇓
Eadd(|ψ〉⊗n) = Eadd(|Bell〉⊗mn). (2.31)

If Eadd is an entanglement measure which is additive for pure states, i.e. Eadd(|ψ〉⊗n) = nEadd(|ψ〉),
then

Eadd(|ψ〉) =
mn

n
Eadd(|Bell〉). (2.32)

For n → ∞, mn/n is equal to the entropy of subsystems Sent(|ψ〉), which is called entropy of
entanglement (for pure states).

Definition 2.2.7 ( [85] Entropy of entanglement). The entropy of entanglement of a pure state

|ψ〉 is defined as the entropy of the reduced state ρ
(A)
ψ := trB(|ψ〉 〈ψ|) or ρ

(B)
ψ := trA(|ψ〉 〈ψ|), i.e.,

Sent (|ψ〉) = S(ρ
(A)
ψ ) = S(ρ

(B)
ψ ). (2.33)

Consequently, the entanglement of |ψ〉 can be expressed as a fraction of the one of |Bell〉

Eadd(|ψ〉) = Sent(|ψ〉)Eadd(|Bell〉), (2.34)
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for an additive entanglement measure Eadd. Since Sent(|ψ〉) ≤ 1 for pure states, according to Eq.
(2.34), the entanglement of Bell states has the maximum value among pure states. Bell states are
therefore maximally entangled. As a result, one can quantify the entanglement of any pure state
|ψ〉 with the unit of entanglement called e-bit, which is defined as the value Eadd(|ψmax〉) with
|ψmax〉 (e.g. |Bell〉) being the maximally entangled states8. The process of transforming n copies
of |ψ〉 to mn copies of a maximally entangled state is called entanglement distillation, while the
reverse is called entanglement dilution.

For pure states, the entropy of entanglement is an entanglement measure, since it is a LOCC
monotone that vanished for all separable pure states. Additionally it is additive, i.e Sent (|ψ〉⊗n) =
nSent (|ψ〉), due to the additivity of von Neumann entropy for independent systems and the equality

trB

(
|ψ〉 〈ψ|⊗n

)
= trB (|ψ〉 〈ψ|)⊗n . (2.35)

Therefore the quantity Sent(|ψmax〉) can be used as the unit of entanglement e-bit.

In summary, the entropy of entanglement is a practical entanglement measure for pure states,
which indicates the operational potential of a state in entanglement distillation and the resource
demands for its entanglement dilution. However, for separable mixed states which are classically
correlated, e.g. ρ = 1/2 |00〉 〈00| + 1/2 |11〉 〈11|, the entropy of entanglement is non-zero. The
reason is that the entropy of entanglement implies mixedness of the subsystems. It does not only
quantify entanglement but also the degree of mixedness. Therefore the entropy of entanglement is
not a valid entanglement measure for mixed states.

2.2.3 Distillable entanglement and entanglement of formation

As shown in Eq. (2.30), in the asymptotic limit, the number m
(dist)
n of Bell states, which one

can distill from n copies of a pure state |ψ〉, is identical to the number m
(form)
n of Bell states,

which are required for the creation of n copies of |ψ〉. For pure states, in the asymptotic limit, the

number limn→∞m
(dist)
n and limn→∞m

(form)
n refer to distillable entanglement and entanglement of

formation, respectively. Different from pure states, the distillable entanglement and entanglement
of formation of a mixed state ρ do not coincide with each other. There are entangled states which
are not distillable (bound entanglement) [80], but can be created from maximally entangled states.
Distillable entanglement and entanglement of formation are introduced as entanglement measures
for mixed states in [36].

Distillable entanglement The distillable entanglement is an operational entanglement measure
stemming from quantum teleportation, in which subsystems of n copies of maximally entangled
states |ψmax〉 are transmitted through a noisy channel, e.g. depolarizing channel, from Alice to
Bob. At the end, Alice and Bob will share n copies of mixed states, i.e.

ρ⊗nψmax
,with ρψmax = f

1

dA × dB
� + (1 − p)|ψmax〉〈ψmax|, (2.36)

with dA and dB being the dimension of HA and HB , respectively. In order to achieve a faithful
quantum teleportation, one needs to distill (originally called ‘concentrate’ or ‘purify’9 ) n copies
of the mixed states ρ⊗nψmax

to mn copies of the pure maximally entangled state |ψmax〉 [85, 90].

8One of the maximally entangled states in dA×dB Hilbert space is |φmax〉 =
∑d

i=1 |iAiB〉 where d = min(dA, dB).
The other maximally entangled states can be obtained via local unitaries.

9One should not confuse the purification of noisy states in entanglement distillation with the purification of a
mixed state to a pure state in higher dimension.
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The maximum value of limn→∞(mn/n) over all possible LOCCs is defined as the distillable en-
tanglement. A mathematical definition of distillable entanglement is formulated using a distance
measure [91].

Definition 2.2.8 ( [91] Distillable entanglement). The distillable entanglement of a state is an
entanglement measure defined as

ED(ρ) = sup
r

[
r : lim

n→∞

(
inf

Λ∈LOCC

∥∥∥Λ (ρ) − |ψmax〉 〈ψmax|⊗rn
∥∥∥
1

)]
, (2.37)

where ‖·‖1 is the trace norm.

Entanglement of formation Diluting the entanglement from pure maximally entangled states
to a mixed entangled state is more straightforward than entanglement distillation. A mixed state
ρ can be always decomposed into a mixture of pure states |ψi〉, i.e. ρ =

∑
i pi |ψi〉 〈ψi|, with∑

i pi = 1. That means that a mixed state ρ can be generated from an ensemble of pure states
{pi, |ψi〉}i. Since each pure state |ψi〉 can be created with Sent(|ψ〉) maximally entangled states
in the asymptotic limit, ρ can be created from

∑
i piSent(|ψ〉) maximally entangled states. Note

that the decomposition {pi, |ψi〉}i is not unique, therefore the infimum over all possible decompo-
sitions is employed to express the minimum requirement on the maximally entangled resources in
entanglement dilution. This minimum requirement is called the entanglement of formation.

Definition 2.2.9 ( [36] Entanglement of formation). The entanglement of formation for mixed
states is

EF (ρ) := inf
{pi,|ψi〉}

{∑
i

piEF (|ψi〉) : ρ =
∑
i

pi |ψi〉 〈ψi|
}

(2.38)

where EF (|ψi〉) = Sent(|ψi〉).

Entanglement of formation is an entanglement measure due to its convexity, i.e.

EF (Λ(ρ)) ≤
∑
i

piEF (Λ(|ψi〉)) ≤
∑
i

piEF (|ψi〉) = EF (ρ) . (2.39)

This approach is called convex roof extension. It can be exploited in the extension of pure state
entanglement measures to mixed state.

Proposition 2.2.10 ( [36] Convex roof extension). Let Epure be an entanglement measure for pure
states, then the convex roof extension

Emix = inf
{pi|ψi〉}

{∑
i

piEpure(|ψi〉) : ρ =
∑
i

pi |ψ〉 〈ψ|
}

(2.40)

is a convex entanglement measure.

Every entanglement measure obtained via convex roof extension is convex. The problem of
convex roof extension is its compatibility. Since one needs to calculate the infimum over all possible
decompositions of the density matrix, which is infinite, it is in general impossible to obtain a global
infimum.
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According to the definition of distillable entanglement and entanglement of formation, one
can find a LOCC protocol, such that from nEF (ρ) copies of a maximally entangled state |ψmax〉,
n copies of ρ are created. Subsequently, from these n copies of ρ one can distill nED(ρ) copies
of |ψmax〉. Therefore the entanglement of formation EF (ρ) of a state ρ is a upper bound on its
distillable entanglement ED(ρ), i.e. ED ≤ EF . Otherwise, given a number of maximally entangled
states, one can then create maximally entangled states via LOCC, which is impossible.

2.2.4 Concurrence

In order to quantify the entanglement of formation, Hills and Wootters introduced the so-called
concurrence as a mathematical tool [92–94]. For a two-qubit pure state |ψ〉, the concurrence is
defined as the overlap of |ψ〉 and its spin-flipped state |ψ̃〉.
Definition 2.2.11 ( [92–94] Concurrence (two-qubit pure states)). Let |ψ〉 be a two-qubit pure
state, its concurrence is

Econ(|ψ〉) =
〈
ψ
∣∣∣ ψ̃〉 (2.41)

with |ψ̃〉 := σy ⊗ σy |ψ∗〉 and |ψ∗〉 being the complex conjugation of |ψ〉.

If |ψ〉 is separable, the operation σy⊗σy |ψ∗〉 flips the spin direction of |ψ〉 on the Bloch-sphere.
E.g. let |ψ〉 = |φA〉 ⊗ |φB〉 be a product state, then

|ψ〉 〈ψ| =
1

2
(� + 
vA · 
σ) ⊗ 1

2
(� + 
vB · 
σ)⏐⏐⏐⏐�|ψ̃〉 = σy ⊗ σy|ψ∗〉

|ψ̃〉 〈ψ̃| =
1

2
(�− 
vA · 
σ) ⊗ 1

2
(�− 
vB · 
σ) (2.42)

with 
vA and 
vB being the Bloch-vectors of |φA〉 and |φB〉, respectively, and 
σ = (σx, σy, σz).
Concurrence is a measure of the similarity of a state and its “spin-flipped” counterpart. If a
state is orthogonal to its “spin-flipped” state then it is separable. On the other hand, maximally
entangled states are invariant under the “spin-flipping” operator.

For mixed states, concurrence is extended by convex roof extension.

Proposition 2.2.12 ( [92–94] Concurrence (two-qubit mixed states)). Let ρ be a two-qubit state.
Its concurrence is

Econ(ρ) = inf
{pi,|ψi〉}

{∑
i

piEcon(|ψi〉) : ρ =
∑
i

pi |ψi〉 〈ψi|
}
. (2.43)

It is equivalent to

Econ(ρ) = max{0,
√
λ1 −

√
λ2 −

√
λ3 −

√
λ4} (2.44)

with {λi}i being the eigenvalues of the matrix ρρ̃, where ρ̃ = σy⊗σyρ∗σy⊗σy is the “spin-flipped”
state of ρ.

Since EF (ρ) is monotonically increasing with respect to the concurrence Econ(ρ), concurrence
Econ is an entanglement measure itself. In 2-qubit systems, the exact value of the entanglement of
formation is directly related to the concurrence [93].
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Proposition 2.2.13 ( [92–94] Concurrence and entanglement of formation). The entanglement of
formation of a two-qubit state ρ can be given by its concurrence, i.e.

EF (ρ) = h

(
1 +

√
1 − Econ(ρ)2

2

)
(2.45)

with
h(x) = −x log2 x− (1 − x) log2 (1 − x) (2.46)

being the binary Shannon entropy of the probability distribution of {p1 = x, p2 = 1 − x}.

In the general case, entanglement of formation is lower bounded by the expression of concurrence
on the right hand side of Eq. (2.45).

I-concurrence The concurrence can be extended from 2-qubit systems to more general states
with different approaches [95,96]. One of these approaches is called “universal state inversion” [96],
in which Rungta et al. extended the “spin-flipping” operator to the “universal state inversion”
superoperator I, i.e.

I(ρ) = �− ρ. (2.47)

Then they defined the I-concurrence for pure states as follows.

Definition 2.2.14 ( [96] I-concurrence). The I-concurrence of a pure state |ψ〉 is

EI(|ψ〉) =
√

tr(|ψ〉 〈ψ| [I ⊗ I](|ψ〉 〈ψ|))
=
√

2 (1 − trρ2A), (2.48)

where ρA = trB(|ψ〉 〈ψ|) is the reduced state of |ψ〉 on the subsystem A. For mixed states, I-
concurrence is defined by convex roof extension, i.e.

EI(ρ) = inf
{pi,|ψi〉}

{∑
i

piEI(|ψi〉) : ρ =
∑
i

pi |ψi〉 〈ψi|
}
. (2.49)

Note that in general, I-concurrence is not related to entanglement of formation.

2.2.5 Negativity

The Negativity [97] is an entanglement measure related to the PPT criterion 2.1.5. It is the sum
of the negative eigenvalues of the partial transpose of states, i.e.

N (ρ) = −
∑
λ−<0

λ− (2.50)

where λ− are the negative eigenvalues of ρΓ. Mathematically it is defined by the trace norm.

Definition 2.2.15 ( [97] Negativity). The negativity of a state ρ is

N (ρ) =

∥∥ρΓ∥∥
1
− 1

2
, (2.51)
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where ‖ρ‖1 = tr(
√
ρ†ρ) is the trace norm and ρΓ is the partial transpose of ρ.

The negativity is computable and convex. However, it is not additive, since ‖ρ1 ⊗ ρ2‖1 =
‖ρ1‖1 ‖ρ2‖1. It can be rescaled by logarithm, such that it admits additivity.

Definition 2.2.16 ( [97] Logarithmic negativity). The logarithmic negativity of a state ρ is

EN (ρ) = log2

∥∥ρΓ∥∥
1
. (2.52)

Although the logarithmic negativity is additive, it is not convex due to the concavity of loga-
rithms. Note that it is lower bounded by distillable entanglement, i.e. ED(ρ) ≤ EN (ρ). Neither
negativity nor logarithmic negativity is tight on separable states, as they both vanish for bound
entangled states.

2.2.6 Witnessed entanglement

It is clear that any quantity lower bounding an entanglement measure detects entanglement, if
it is positive. Conversely, one can construct an entanglement measure from a compact set of
entanglement witnesses W according to the theory in [98, 99]. Such an entanglement measure is
called witnessed entanglement, which is defined as follows.

Definition 2.2.17 ( [98, 99] Witnessed entanglement). Let W be a compact set of entanglement
witnesses. The following quantity is called the W-witnessed entanglement of ρ.

EW(ρ) = max{0,− min
W∈W

tr(Wρ)} (2.53)

It is shown that any W-witnessed entanglement EW is

• LOCC-monotonic,

• vanishing for separable states, and

• convex.

If Wall contains all the entanglement witnesses, then EWall
is also tight on separable states, i.e.

EWall
(ρ) = 0 if and only if ρ is separable. For example, negativity is witnessed by Wdecomp, which

is the set of decomposable witnesses, i.e.

EWdecomp
= N . (2.54)

2.2.7 Summary of entanglement measures

Here we summarize and give an overview of all the entanglement measures reviewed in this chapter.
Different from other scalar physical measures, e.g. length, temperature, energy, etc., the measures
of entanglement are not unique. Most of them are not even comparable with each other, i.e. they
have different orderings under LOCC. Moreover, although the LOCC transformation ρ2 = Λ(ρ1)
implies the ordering of the states with respect to an entanglement measure, i.e. E (ρ1) ≥ E (ρ2),
conversely, this entanglement measure ordering in general does not imply the existence of a LOCC
transformation from ρ1 to ρ2. E.g. let Ea and Eb be two entanglement measures, and ρ1 = Λ1(ρ)
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and ρ2 = Λ2(ρ) be two resulting states of ρ under the LOCCs Λ1 and Λ2, respectively. Assume
that Ea(ρ1) ≥ Ea(ρ2), then one has

Ea(ρ) ≥ Ea(ρ1) ≥ Ea(ρ2). (2.55)

Since it is possible that there exist no LOCC transformations from ρ1 to ρ2, ρ1 and ρ2 can admit
a different ordering with respect to the entanglement measure Eb, i.e.,

Eb(ρ) ≥ Eb(ρ2) ≥ Eb(ρ1).

Therefore there must be certain profound insights on the quantification of entanglement, that
might enhance a unique entanglement ordering, which are still not well understood.

Nevertheless, several relations between these measures have been shown. First, the distill-
able entanglement ED and the entanglement of formation EF are both identical to the entropy of
entanglement Sent for pure states, i.e.

ED(|ψ〉) = Sent(|ψ〉) = EF (|ψ〉). (2.56)

For mixed states, the distillable entanglement ED is upper bounded by the entanglement of forma-
tion EF and the logarithmic negativity EN , i.e.

ED(ρ) ≤ EF (ρ) and ED(ρ) ≤ EN (ρ). (2.57)

Second, the entanglement of formation can be expressed through the (I-)concurrence for two-qubit
states, i.e.

EF (ρ) = EI(ρ) for all ρ ∈ B(H2 ⊗H2). (2.58)

The entanglement measures reviewed in this chapter fulfill different axioms. We compare them
in Table 2.2.
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Entanglement
measure Tightness Additivity Convexity

Entropy of entanglement Sent × (*) × � concave

Negativity N � × × �

Logarithmic negativity EN � × � ×

Distillable entanglement ED � × (†) (†)

Concurrence Econ � — — �

Entanglement of formation EF � � (‡) �

Witnessed entanglement EW � (§) — �

Table 2.2: Comparison of different entanglement measures: The “tightness” of an entanglement
measure E indicates whether E (σ) = 0 only for separable states σ. (*) Entropy of entanglement
is only an entanglement measure for pure states. (†) Distillable entanglement is not additive or
convex, if there exist NPT bound entangled states [100], which is still an open question. (‡)
Entanglement of formation is additive for pure states, but for mixed states its additivity is still an
open question [94]. (§) EW is tight, if W contains all possible entanglement witnesses.
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3. Entanglement in multipartite
quantum systems

The study of multipartite entanglement started with the GHZ state, which was introduced by
Greenberger, Horne and Zeilinger in 1989 [41]. The original GHZ state was given as

|GHZ4〉 =
1√
2

(|0011〉 − |1100〉). (3.1)

It was proposed for constructing quantum systems for Bell tests. They showed that no LHV
model can reproduce the quantum predictions for this state in certain measurement settings. Later
in [101], Greenberger, Horne, Shimony and Zeilinger also proposed a gedankenexperiment for Bell’s
theorem in 3-qubit systems.

|GHZ3〉 =
1√
2

(|000〉 + |111〉). (3.2)

This GHZ state can be generalized to n-partite systems.

Definition 3.0.18 (GHZ states). An n-partite GHZ state |GHZn〉 is equivalent to the following
state up to local unitaries,

|GHZn〉 LU= 1√
2

(|01 · · · 0n〉 + |11 · · · 1n〉). (3.3)

Compared with bipartite entanglement, multipartite entanglement is richer in its structure for
various quantum information applications. For instance, GHZ states can be employed for quantum
secret sharing [42], W -states [43] for quantum memories [44], graph states [45] for measurement
based quantum computation (MBQC) [46], hypergraph states [102, 103] for Deutsch-Josza algo-
rithm [29], and so on. In this chapter, we will present a brief review of the characterization of
multipartite entanglement, including its classification, detection and quantification.

3.1 Classification of multipartite entanglement

Multipartite entanglement is richer than bipartite entanglement regarding its classification under
SLOCC. The simplest multipartite system is the tripartite system ρ ∈ B(HA×HB ×HC). A state
can be A|BC-separable, but B|C-entangled, e.g. |ψ〉 = |0A〉⊗(|0B0C〉+|1B1C〉)/

√
2. The state |ψ〉

is biseparable with respect to the subsystem split A|BC. Meanwhile it is also 2-particle entangled
in the subsystem BC. A state can be also A|B|C-separable |ψ〉, which is then a product state, e.g.
|ψ〉 = |0A〉 |0B〉 (|0C〉 + |1C〉)/

√
2. In this case, |ψ〉 is 3-separable containing no entanglement, and

hence fully separable.
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We adopt the notion of “biseparability” in [47]1. A tripartite state ρ is biseparable, if it can be
written as a convex combination of biseparable states, i.e.

ρ = c1ρA|BC + c2ρB|AC + c3ρC|AB , (3.4)

where ρA|BC , ρB|AC and ρC|AB are biseparable with respect to the bipartitions A|BC, B|AC and
C|AB, respectively. If a state is not biseparable then it is genuinely multipartite (GM) entangled
(see Fig. 3.1). Contrary to the case of bipartite states, where all entangled states can be either

Figure 3.1: Genuine multipartite entanglement in tripartite states

distilled via LOCC or transformed via SLOCC to Bell states, tripartite GM-entangled states fall
into two different classes under SLOCC [43]. The first class is the GHZ-class, which is the set
of tripartite GM-entangled states that can be transformed via SLOCC to the GHZ state (Def.
3.0.18). The second class is the W-class, which is the set of tripartite GM-entangled states that
can be transformed via SLOCC to the W -state, i.e.

|W3〉 =
1√
3

(|001〉 + |010〉 + |100〉). (3.5)

In general, an n-partite W -state is defined as

|Wn〉 =
1√
n

(|01 · · · 0n−11n〉 + · · · + |0 · · · 01i0 · · · 0〉 + · · · + |1102 · · · 0n〉). (3.6)

Entanglement of multipartite states can only be ordered within the same class under LOCC. The
maximally entangled GHZ-type state is |GHZ〉, while maximally entangled W-type state is |W 〉.
However there is no unified maximally tripartite GM-entangled state for the both GHZ-class and
W -class.

Since the theory of multipartite entanglement is still in development, many mathematical defi-

1Some authors adopt the notion of “biseparability” only with repect to a fixed split.
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nitions related to this notion do not agree among different authors. Here we adopt the definitions
of separability, producibility and entanglement in [47,104] to classify multipartite entanglement.

3.1.1 Multipartite separability and genuine multipartite entanglement

We first extend biseparability to P -separability, with P being a multi-partition of the particles in
a quantum system.

Definition 3.1.1 (P -separability). Let ρ ∈ B(H1⊗H2 · · ·⊗Hn) be a state in an n-particle system,
and P = (π1|...|πm) be a partition of these n-particles, with πi being disjoint and

⋃m
i=1 πi =

{1, ..., n}. The state ρ is P -separable if it can be written as

ρ =
∑
j

pj |ψj〉 〈ψj | , (3.7)

where |ψj〉 can be factorized into

|ψj〉 = |φ(π1)
j 〉 ⊗ · · · ⊗ |φ(πm)

j 〉 (3.8)

with |φ(πi)
j 〉 being a state on the Hilbert space H(πi) of the subsystem πi. If ρ is not P -separable,

then it is P -entangled.

The partition P can be decomposed into m bipartitions, i.e.

P = Π1 ∧ · · · ∧ Πm, (3.9)

with Πi := (πi|
⋃
j 
=i πj) being a bipartition. The wedge operation “∧” of two partitions is the

combination of two splits, e.g. (A|BC) ∧ (AB|C) = (A|B|C). Hence, P -entanglement can be de-
tected and quantified via the analysis of Πi-entanglement with the criteria, witnesses and measures
for bipartite entanglement given in section 2.1 and 2.2.

Let P(l)
n = {P (l)

i }i be the set of all l-partitions of an n particle system, e.g.

P(2)
4 = {(1|234), (2|134), (3|124), (4|123), (12|34), (13|24)}. (3.10)

The set of all P
(l)
i -separable states is not convex, since e.g. the convex combination

1

2
|0〉 〈0|{1} ⊗ |GHZ3〉 〈GHZ3|{2,3,4} +

1

2
|GHZ3〉 〈GHZ3|{1,2,3} ⊗ |0〉 〈0|{4} (3.11)

is neither (1|234)-separable nor (123|4)-separable. P (l)-separability is extended to so-called l-

(partite-)separability via including the convex hull of P
(l)
i -separable states, instead of considering

a fixed partition.

Definition 3.1.2 (L-partite separability and genuine l-partite entanglement). A state ρ ∈ B(H1⊗
H2 · · · ⊗Hn) is l-(partite-)separable (l < n), if there exists a set of partitions,

P(≥l) = {Pi : Pi is k-partition of {1, ..., n} with k ≥ l}i, (3.12)

whose elements contain at least l-parties, such that ρ can be decomposed into a convex combination
of the Pi-separable states ρPi

.

ρ =
∑
i

piρPi
. (3.13)
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If ρ is not l-partite separable, then it is genuinely l-partite entangled. A genuinely bipartite entangled
state is genuinely multipartite (GM) entangled.

Fig. 3.2 illustrates the relation between the different degrees of multipartite separability. An
n-partite separable state is fully separable. The set of l-separable states is definitionally convex
(Eq. (3.13)). Since an l-partition can be considered as an (l − 1)-partition, an l-separable state
is then certainly (l − 1)-separable. The maximum number of particles in a single party of an n-

particle l-separable state ρ
(l)
n is n− l+ 1. Therefore, the l-separability of ρ

(l)
n indicates that its can

be created in l number of independent parties (subsystems), which consists of n− l+ 1 particles.

Figure 3.2: L-partite separability and genuine l-partite entanglement: The length of the arrows
indicates the domain of l-separability (green arrows) and genuine l-partite entanglement (red ar-
rows), as well as the font-sizes of the texts(the area covered by the texts of a class is the domain
of this class).

3.1.2 Multi-particle producibility and multi-particle entanglement

Although l-partite separability determines the requirements on the number and dimension of in-
dependent parties for state creation, the degree of entanglement in each party is also an important
information, which is not directly involved in l-partite separability. Therefore Gühne et al. in-
troduced the multi-particle producibility to describe the requirements on the entangling capacity
of quantum apparatuses in multipartite entanglement creation [104]. The minimum entangling
capacity requirement of quantum apparata is given by the k-(particle-)entanglement2, which is
defined as follows.

Definition 3.1.3 ( [104] Multi-particle producibility and multi-particle entanglement). A pure
state |ψ〉 is producible with k-partite GM entangled states, shortly k-producible, if it can be written

2In order to distinguish from l-partite separability (Def. 3.1.2, we exploit the nomenclature “k-
(particle-)entanglement” instead of “k-(party-)entanglement”, which is used in [104])
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as the tensor product of states with maximally k particles, i.e.

|ψ〉 = |φ1〉 ⊗ · · · ⊗ |φm〉 , (3.14)

with |φi〉 ∈ H⊗ki and ki ≤ k for all i ∈ {1, ...,m}. A mixed state ρ is k-producible, if it can be
decomposed as a convex combination of k-producible pure states. A state is k-(particle-)entangled,
if it is not (k − 1)-producible.

Note that k-particle entanglement is a different concept from l-partite GM entanglement (Def.
3.1.2). If a state is k-producible, then it is (k + 1)-producible. The k-producibility of a state ρ
provides a sufficient requirement on the creation of rho, which indicates that the available quantum
entangling apparata should at least be able to generate k-particle GME. Conversely, if a state is k-
particle entangled, then it is (k− 1)-particle entangled. The k-particle entanglement of ρ indicates
that the creation of ρ requires necessarily the quantum entangling apparata to generate k-particle
GME. A 1-producible state is fully separable, while an n-particle entangled state is GM entangled.
The relation between multi-particle producibility and entanglement are shown in Fig. 3.3.

Figure 3.3: Multi-particle producibility and entanglement: The length of the arrows indicates the
domain of k-producibility (blue arrows) and k-particle entanglement (red arrows), as well as the
font-sizes of the texts (the area covered by the texts of a class is the domain of this class).

For 3-particle states, l-partite separability is identical to (4 − l)-producibility, while genuine k-
partite entanglement is identical to (5−k)-particle entanglement. In general, l-partite separability
and genuine l-partite entanglement are not directly related to k-producibility and k-particle entan-
glement. They have different classifications, except two extremum classes, namely full separability
and GME:

• n-partite separability is identical to 1-producibility, which is full separability;

• genuine bipartite entanglement is identical to n-particle entanglement, which is GME.
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3.2 Detection and quantification of genuine multipartite en-
tanglement

In this section, we will focus on the detection and quantification of genuine multipartite entan-
glement. Three approaches will be given, which are projector witnesses [47, 48], the PPT-mixer
(extension of negativity) [49, 98,99] and our result [50] on GM I-concurrence [105].

3.2.1 Projector witness

Starting from the range criterion [17], Lewenstein et al. proposed an approach to obtain an
optimal entanglement witness from the so-called “edge” states [22,106]. The “edge” states δK of
an entanglement class K (e.g. PPT-, W- and GHZ-class) lie on the boundary of the set of the
states in this class. The witness derived from this approach can be generally expressed in the
following canonical form,

P +QΓ − ε(δK)�, (3.15)

where ε(δK) ≥ 0 depends on the selected edge state δK . From this general approach, Acin, Bruß
and Sanpera derived witnesses for detecting GHZ-type and W-type entanglement of tripartite
states [47]. The witness for GHZ-entanglement is

WGHZ =
3

4
�− |GHZ〉 〈GHZ| , (3.16)

while for W-entanglement, we have

WW1 =
2

3
�− |W〉 〈W| (3.17)

and

WW2
=

1

2
�− |GHZ〉 〈GHZ| . (3.18)

Each of these three witnesses is an GME witness for 3-qubit systems. Let |ψGME〉 be a GM-
entangled state. In general, one can construct a GME witness for detecting the GM entangled
states close to |ψGME〉 via the extension of Proposition 2.1.10. Such witnesses are introduced
in [48] as follows

Proposition 3.2.1 ( [48] GME-projector witness). From a GM entangled state |ψGME〉, one can
construct a GME witness

WψGME
= c�− |ψGME〉 〈ψGME| (3.19)

where
c = max

|φ〉 bisep.
|〈φ |ψGME〉|2 . (3.20)

3.2.2 Fully decomposable witnesses and PPT-mixer measure

As an extension of decomposable witnesses (Def. 2.1.9), Jungnitsch, Moroder and Gühne intro-
duced the so-called fully decomposable witnesses, which are defined as follows.

Definition 3.2.2 ( [49] Fully decomposable witness). An entanglement witness operator W is
fully decomposable, if it can be decomposed into two positive operators Pγ ≥ 0 and Qγ ≥ 0 for all
bipartitions γ|γ̄, such that

W = Pγ +QΓγ
γ , (3.21)
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with tr(W ) = 1 and Γγ being the partial transpose regarding the bipartition γ|γ̄.

A biseparable state can be generally expressed as ρbi =
∑
γ pγ |ψγ〉 〈ψγ | (Def. 3.1.2), where |ψγ〉

is γ|γ̄-separable (Def. 3.1.1). Therefore the action of a fully decomposable witness on a biseparable
state is

Wρbi =
∑
γ

pγ
[(
Pγ +QΓγ

γ

) |ψγ〉 〈ψγ |] . (3.22)

Since 〈ψγ |Pγ +Q
Γγ
γ |ψγ〉 ≥ 0 for all γ, tr(Wρbi) ≥ 0 for all biseparable states ρbi. A violation of the

inequality tr(Wρ) ≥ 0 indicates therefore that ρ is GM-entangled. Hence, a fully decomposable
witness is a GME witness.

One can extend the notion of witnessed entanglement (Def. 2.2.17) to construct a GME mea-
sure via the set of fully decomposable witnesses. As with the example in Eq. (2.54), negativity
is identical to the Wdecomp-witnessed entanglement, where Wdecomp is the set of decomposable
witnesses. Analogously, since the set of all fully decomposable witnesses Wfully is compact, one
can construct a Wfully-witnessed entanglement measure as follows.

Definition 3.2.3 ( [49] PPT-mixer measure). The PPT-mixer measure is defined as the Wfully-
witnessed entanglement, i.e.

Epptmixer(ρ) = max

{
0,− min

W fully decomp.
tr(Wρ)

}
. (3.23)

The Epptmixer is a GME measure, which is numerically computable with semi-definite programs
by virtue of the decomposability of its constructing witnesses. Since decomposable witnesses char-
acterize the set of PPT states and detect the NPT entangled states, the set of fully decomposable
witnesses can only characterize the states that are mixtures of PPT states, which are called PPT-
mixture (see Fig. 3.4). Hence, the measure Epptmixer derived from fully decomposable witnesses is
only tight on the set of PPT-mixture, i.e. it is zero for PPT-entangled states.

3.2.3 (Result) Lower bounds on genuine multipartite I-concurrence

In this section, we will briefly summarize the result in [50], which is attached in Appendix A.
In [50], an incomputable GME measure [105] EGM

I , which is derived from the I-concurrence (Def.
2.2.14), is lower bounded by a quantity Q, which is determined by the off-diagonal elements of a
density matrix. This lower bound is computable and experimentally feasible. Note that a positive
value of Q indicates the presence of GME.

The I-concurrence (Def. 2.2.14) was extended for GME in [105]. There, a GME measure for
pure states is defined as

EGM
I (|ψ〉〈ψ|) := min

γ⊆{1,...,n}

√
SL (ργ) = min

γ⊆{1,...,n}

√
2
(
1 − tr(ρ2γ)

)
, (3.24)

where SL (ργ) is the linear entropy of the γ-reduced density matrix of ρ, i.e. ργ := trγ̄(|ψ〉〈ψ|). The
minimum is taken over all possible subsystems γ ⊆ {1, ..., n}, which corresponds to the bipartition
γ|γ̄ with γ̄ being the complement of γ in {1, ..., n}. A general GME measure for mixed states is
then obtained via convex roof extension (Proposition 2.2.10), i.e.

EGM
I (ρ) := inf

{pi,|ψi〉}

∑
i

piEGM
I (|ψi〉〈ψi|), (3.25)
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Figure 3.4: Fully decomposable witnesses and PPT-mixtures

where the infimum is taken over all possible decompositions of ρ =
∑
i pi |ψi〉 〈ψi|. This GME

measure is, however, not computable due to the infinite number of possible decompositions. To
address this, we derived a calculable lower bound, which is also experimentally feasible with small
numbers of local measurements, to estimate the GM I-concurrence.

For derivation of the lower bound, a γ-permutation operation on binary numbers is needed,

Pγ (i, j) =
(
i[j]γ , j

[i]
γ

)
, (3.26)

where i
[j]
γ is the number i with its digits corresponding to the indices in the party γ replaced by

the digits of j. E.g. 01213
[30121]
{1,3} = 31113 and 30121

[01213]
{1,3} = 00221,

P{1,3} (01213, 30121) = (31113, 00221) . (3.27)

The entry ρ(i,j) of a density matrix ρ ∈ B(Hnd ) can be indexed by the row-column index pair (i, j)
with i, j ∈ {0, 1}⊗n. Under the γ-permutation operation, the row-column index pairs of a matrix
are divided into different classes,

Jc := {Pγ (01 · · · 0n, c) : γ ⊆ {1, ..., n}} . (3.28)

E.g. in 3-qubit systems, J011 = {(000, 011) , (011, 000) , (001, 010) , (010, 001)} indexes the set of
off-diagonal entries, {ρ000,011, ρ011,000, ρ001,010, ρ010,001}. Now one can select a set of index pairs R
from different classes (maximally one pair for each class) to derive a lower bound on EGM

I via the
following theorem.
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Theorem 3.2.4 (Lower bound on genuine multipartite I-concurrence). Let ρ be an n-qudit state.
A set of matrix index pairs R is selected with (i, j) �= Pγ (i′, j′) for all (i, j) �= (i′, j′) ∈ R and all
γ ⊆ {1, ..., n}. The genuine multipartite entanglement measure EGM

I has the following lower bound
QR(ρ):

QR(ρ) := 2

√
1

|R| − Smin(R)

⎡
⎣ ∑
(i,j)∈R

⎛
⎝|ρij | −

∑
γ|γ̄∈Γ(i,j)

√
ρiγ iγρjγjγ

⎞
⎠−

(
1

2

∑
i∈IR

Simax(IR) |ρii|
)⎤⎦ ,

(3.29)
where ρij := 〈i|ρ|j〉, (iγ , jγ) := Pγ(i, j), Γ(i, j) := {γ|γ̄ : (iγ , jγ) and (iγ̄ , jγ̄) /∈ R} and IR :=
{i : ∃j that (j, i) or (i, j) ∈ R} is the set of indices i, which appear in R. Smin(R) is the minimal
value of |Sγ(R)| over all possible bipartitions γ|γ̄, where Sγ(R) ⊆ R is the Pγ-invariant subset of
R,

Smin(R) := min
γ⊂{1,...,n}

∣∣∣∣{(i, j) ∈ R : (i, j) = Pγ (i, j) or Pγ̄ (i, j)}︸ ︷︷ ︸
∣∣∣∣

=:Sγ(R)

. (3.30)

Simax(IR) is the maximal value of
∣∣Siγ(IR)

∣∣ over all possible bipartitions γ|γ̄, where Siγ(IR) is the
subset of Sγ(IR) whose element contains the index i, .

Simax(IR) := max
γ⊂{1,...,n}

∣∣∣∣{(j, j′) ∈ Sγ(R) : i = j or j′}︸ ︷︷ ︸
∣∣∣∣

=:Si
γ(IR)

. (3.31)

For instance, choose RW= {(001, 010) , (001, 100) , (010, 100)}, one can lower bound the EGM
I

by

QRW
(ρ) =

√
2(ρ001,010 −√

ρ000,000ρ011,011 + ρ001,100 −√
ρ000,000ρ101,101

+ ρ100,010 −√
ρ000,000ρ110,110) −

√
2

2
(ρ001,001 + ρ010,010 + ρ100,100) (3.32)

This quantity can detect the GME of the 3-qubit W-state |W 〉 = (|001〉 + |010〉 + |100〉) /√3,

EGM
I (|W 〉 〈W |) ≥ QRW

(|W 〉 〈W |) =

√
2

2
. (3.33)

In order to obtain an optimal lower bound, the choice of the index pairs should be tailored
for different states. In most of the cases, the anti-diagonal entries contribute more strongly to
the positive value of QR than the other entries. Principally, one chooses those off-diagonal entries
ρ(i,j), such that the Hamming weight of i⊕ j is large. In Fig. 3.5 , we highlight the good choices
for R in green (the darker the green is, the better the choice is), while the bad ones, which have
the Hamming weight i⊕ j ≤ 1 and should never be chosen, are highlighted in khaki and red.
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Figure 3.5: The selection of matrix index pairs: the row and column indices in index pairs of dark
green entries have the Hamming distance |i⊕ j| = 3, while the light green entries have |i⊕ j| = 2,
khaki entries have |i⊕ j| = 1, and red entries have |i⊕ j| = 0. The khaki and red entries are never
good choices for R in Theorem 3.2.4.
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4. Graph states: A type of
entangled multipartite systems

A type of multipartite (n-qubit) entangled states called linear cluster states, which are derived
from spin interactions in a 1D lattice, were introduced by Briegel and Raussendorf [45] in 2001.
Linear cluster states is a type of graph states, which can be general represented by a mathematical
1D grid graph in graph theory (the definition of graph states will be given later). They are
distinguished from the GHZ-states and W-states for multipartite systems with n ≥ 4 with respect
to two properties, which are called persistency and maximal connectedness. Explicitly, 4-qubit
linear cluster states up to local unitaries can be expressed as

|L4〉 =
1

2
(|0000〉 + |0011〉 + |1100〉 + |1111〉), (4.1)

with |0〉 and |1〉 being computational Z-basis states1. Compared with GHZ-state |GHZ4〉 and the
W-state |W4〉, i.e.

|GHZ4〉 =
1√
2
|0000〉 + |1111〉, (4.2)

|W4〉 =
1

2
(|0001〉 + |0010〉 + |0100〉 + |1000〉), (4.3)

one observes that the entanglement of |L4〉 and |W4〉 are “stronger” than the one of |GHZ4〉 against
local Z-measurements. The “strength” refers to the fact that the entanglement of |GHZ4〉 can be
totally destroyed with certainty via a Z-measurement on any single qubit, while under the same
measurement |L4〉 and |W4〉 can be still entangled with non-zero probability. This robustness is
quantified by the so-called persistency.

Definition 4.0.5 ( [45] Persistency). The persistency of a state is the minimum number of local
measurements, such that the state is totally disentangled with certainty after the measurements.

The persistencies of the examples |GHZ4〉, |L4〉 and |W4〉 are 1, 2 and 3, respectively.
On the other hand, the entanglement of |GHZ4〉 and |L4〉 can be localized to maximally entan-

gled Bell states by local measurements onto any bipartite subsystem (v1, v2) with 100% certainty,
while for |W4〉 it is not possible. This concept is referred to as the “entanglement localization” [61].
The localizability of the entanglement of a state for any pair of qubits is referred to as maximal
connectedness.

1A computational Z-basis state |iZ〉 is the eigenstate of σZ such that σZ |iZ〉 = (−1)i |i〉.
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Multipartite system Persistency Maximal connectedness

GHZ states |GHZn〉 1 �

W states |Wn〉 n− 1 ×

Cluster states (linear) |Ln〉 n/2 �

Table 4.1: The persistency and maximal connectedness of different multipartite systems.

Definition 4.0.6 ( [45] Maximal connectedness). A state is called maximally connected, if one can
project the state via local measurements into a Bell state on any pair of its qubits with certainty.

The differences between GHZ-states, W-states and cluster states regarding their persistency
and maximal connectedness are shown in Table 4.1. Since cluster states possess high persistency
and are maximally connected at the same time, they are the resources for measurement based
quantum computation (MBQC) [46], in which one employs local measurements to consume the
entanglement of the quantum system to implement universal quantum computations.

Actually, cluster states are a special type of graph state, which can be represented using math-
ematical graphs [52]. In this chapter, we will follow [51] to review the definition of graph states,
as well as their entanglement properties in section 4.1 and 4.2, respectively. Following this, we
will summarize our results, i.e. the entanglement in an error model of imperfect graph staph
preparation [54] and a useful representation of graph states in X-basis [60], in section 4.3 and 4.4,
respectively.

4.1 Definition

Graph theory A graph state is a quantum state, which can be represented by a mathematical
graph. A mathematical graph G = (V,E) consists of a set of n vertices V and a set of l edges
E [52]. The vertices, VG = {v1, ..., vn}, are depicted as nodes and represent individual objects like
locations, particles etc. The edges, EG = {e1, ..., el}, are depicted as lines and describe relations
between two vertices. A symmetric relation between two vertices v1 and v2, e.g. a two-way road
between two cities, can be represented by the vertex pair e = {v1, v2}; such an edge is undirected.
Let ξa, ξb ⊆ VG be two subsets of VG. The edges between ξa and ξb are the edges e = {va, vb},
which connect one vertex va ∈ ξa and one vertex vb ∈ ξb. We denote the set of these edges by
EG(ξa : ξb). A vertex v1 is a neighbor of v2, if they are connected by an edge. The neighborhood of
v is the set of all neighbors of v and denoted as Nv. A graph is connected, if for any pair of vertices
{v, v′}, there exists a set of edges (called path) P , such that from v one can reach v′ through a
sequence of edges in P = {{v, vi1}, {vi1 , vi2}, ..., {vim−1 , vim}, {vim , v′}}. In Table 4.2, we list the
relevant types of graphs that will be considered in this chapter.

A graph F is a subgraph of G, if its vertices and edges are subsets of the vertex set and the edge
set of G, respectively, i.e., VF ⊆ VG and EF ⊆ EG. If VF = VG, then F is a spanning subgraph of
G. Let ξ ⊆ VG be a vertex subset, then the ξ-induced subgraph of G is defined as

G[ξ] := (ξ, EG(ξ : ξ)), (4.4)

which consists of the vertex subset ξ and edges between vertices inside the set ξ.
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Type of graph Example Definition

Empty graph E∅
n Graphs which contain no edges.

Complete graph Kn Graphs which contain all possible edges.

Star graph Sn

Graphs for which the center vertex has n−1 neighbors
and all the others have the center vertex as their only
neighbor.

Cycle graph Cn
Connected graphs for which every vertex has degree 2.
They are closed paths.

Grid graph Lm×n

Graphs whose vertices lie on the points of a discrete
two-dimensional m×n lattice and only the nearest ver-
tices are connected by edges. They are the underlying
graphs of cluster states.

Table 4.2: The graphs considered in this chapter.

A useful graph operation is the graph symmetric difference. Let F and G be two graphs
with the same vertices V . Their symmetric difference is the graph FΔG = (VFΔG, EFΔG) with
VFΔG = VF = VG and EFΔG = (EF ∪ EG) \ (EF ∩ EG). The symmetric difference between the
graph G with n vertices and the complete graph Kn (the definition see Table 4.2) is called the
inversion of G, which is denoted by G−1 := KnΔG.

Definition according to entangling gates As a representation of quantum graph states, the
vertices of a graph correspond to the qubits comprising a state. Initially, an empty graph2 state
with n vertices is a product state |+〉⊗n, where |+〉 is the eigenstate of σX with eigenvalue +1.
The edges represent the operations of the entangling gates, which are originally derived from spin
Ising-interactions with strength φ [45], i.e.

e−iφH
{v1,v2}

= e−iφσ
(v1)

Z σ
(v2)

Z . (4.5)

By the choice of the strength φ = π, this operator turns into the two-qubit unitary CZ gate,

U
{v1,v2}
Z = |0v1〉 〈0v1 | v2 + |1v1〉 〈1v1 |σ(v2)

Z . (4.6)

2Definition of empty graph see Table 4.2
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With these entangling gates edges can be added to or removed from a graph state. On an empty

graph state, by applying U
{v1,v2}
Z one generates an edge between v1 and v2. Due to the Hermitian

unitarity (U
{v1,v2}
Z )2 = �, applying U

{v1,v2}
Z on a graph state, which contains already the edge

e = {v1, v2}, will remove the edge e. Since the operators UeZ and Ue
′
Z commute for all e, e′, no

matter in which order the edges are created, the product of these two operators generates two edges
e and e′. A graph state |G〉 is then defined as a state generated by a sequence of CZ-operations,
which correspond to the edges of G.

Definition 4.1.1 ( [45] Graph states (entangling gates)). The quantum state |G〉 represented by
a graph G is

|G〉 := (
∑
e∈EG

UeZ) |+〉⊗n . (4.7)

Stabilizer formalism Besides the definition according to its preparation with entangling gates,
a graph state can also be formulated as a state left invariant by a certain set of operators, the
so-called stabilizers.

Definition 4.1.2 ( [45] Graph state (stabilizer formalism)). A graph state with the vertices
{1, ..., n} is the state stabilized by a set of local pauli operators {gi}, i.e.

gi |G〉 = |G〉 , (4.8)

with gi = σ
(i)
X σ

(Ni)
Z , i.e. σX applied to the i-th vertex, and σZ to the vertices in Ni (the neighbor-

hood of the i-th vertex).

These stabilizers gi generate the whole stabilizer group (SG, ·) of the state |G〉 with multipli-
cation as the group operation, i.e.

SG = {s(ξ)G |ξ ⊆ VG} with s
(ξ)
G :=

∏
i∈ξ

gi. (4.9)

That means s
(ξ)
G |G〉 = |G〉 for all ξ ⊆ VG and s

(ξ1)
G · s(ξ2)G ∈ SG for all ξ1, ξ2 ⊆ VG. The stabilizer

s
(ξ)
G is called the ξ-induced stabilizer. Note that the sum of all stabilizers is the graph state itself,

|G〉 〈G| =
∑
ξ⊆VG

s
(ξ)
G . (4.10)

This is also equal to the product of the projectors, which correspond to +1-eigenstates of the
stabilizer generators

|G〉 〈G| =

n∏
i=1

� + gi
2

. (4.11)

4.2 Multipartite entanglement in graph states

4.2.1 Local unitary equivalence

The number of graph states with n vertices is equal to 2(n
2). Among these graph states, there

are some states which can be transformed into each other via the following local Clifford (LC)
unitaries [107].
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Proposition 4.2.1 ( [107] LC-rule). For a graph state |G〉, the local Clifford (LC) unitary

Ti(G) := e−i
π
4 σ

(i)
X

⊗
j∈Ni

ei
π
4 σ

(j)
Z ∝ √

gi (4.12)

can locally map |G〉 to another graph state

Ti(G)|G〉 = |τi(G)〉, (4.13)

where τi is a local inversion of G,
τi(G) = KNiΔG (4.14)

with KNi
ΔG being the graph symmetric difference between G and the complete graph KNi

on
Ni

3. A graph state |G′〉 is LU-equivalent or (LC-equivalent) to |G〉, if G′ can be transformed from
G with a sequence of local inversions, i.e.

G′ = (· · · ◦ τik ◦ · · · ◦ τi2 ◦ τi1) (G) (4.15)

with ik ∈ VG.

The set of graph states, which are LU-equivalent to each other, form a LC-class. The formation
of LC-classes of connected graph states up to 4 qubits is shown in Fig. 4.1.
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Figure 4.1: Formation of LC-classes of connected graph states: the red vertex in each graph
corresponds to the index of the LC-transformation Ti applied to the preceding graph state. For
the LC-classes of graph states with more than 4 vertices, please refer to [51, 107].

According to the definition of entanglement measures in Postulate 2.2.2, the entanglement

3KNi
ΔG inverts the Ni-induced subgraph G[Ni] to its complement (G[Ni])

−1.
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properties of two LU-equivalent graph states are identical. Therefore, the LC-classes are also the
entanglement classes of graph states. From Fig. 4.1, one observes that despite the large number
of connected graph states, they have only 4 entanglement classes for systems of up to 4-qubits.

4.2.2 Multipartite entanglement detection of graph states

In [58,59], Toth and Gühne proposed a GME witness for the stabilizer states |ψS〉, whose stabilizers
Sk are products of Pauli operators. The general form of this type of witnesses is

Ws = c0 −
∑
k

ckSk. (4.16)

These witnesses are called stabilizer witnesses. Since graph states are a special type of stabilizer
state, a witness for graph states is derived based on stabilizer witnesses with the coefficient c0 = 1/2
and ck = 1 [108]. Since the sum of stabilizers of a graph state |G〉 is the state itself (see Eq. (4.10)),
the simplest witness for detecting GME of the states close to the graph state |G〉 is given by

WG =
1

2
− |G〉 〈G| . (4.17)

Note that the underlying graph of the graph state |G〉 employed in this witness must be connected.

4.3 (Result) Randomized graph states: the imperfect prepa-
ration of graph states

Although graph states are rich in their entanglement structures and allow many applications, there
is an obstacle to their generation. A graph state is generated with the initialization of the product
state |+〉⊗n, which is then subsequently entangled via a series of CZ operations UZ to create the
edges (Def. 4.1.1). Since the current experimental realizations of UZ are not perfect, it is difficult
to generate a noiseless graph state [53]. In Ref. [54], we modeled the noisy preparation of graph
states using the so-called RUS gates [55–57]. A RUS gate creates the desired edge between two
qubits with probability p, while with probability 1 − p it fails and recovers the original state, and
thus, is equivalent to the identity operator. The operation of RUS on a 2-qubit empty graph state
is mathematically expressed as follows.

Definition 4.3.1 (RUS operations). A RUS (CZ) operation with success probability p is defined
as

Λp(| + +〉〈+ + |) = p| 〉〈 | + (1 − p)| + +〉〈+ + | (4.18)

with | + +〉 representing the two-qubit empty graph state, and | 〉 denoting the two-qubit
connected graph state.

Note that RUS operations Λp commute with each other and therefore the order of their application
does not change the resulting states.

Instead of perfect CZ gates, we employ these probabilistic RUS gates to create the edges in a
graph state, which leads to a randomized graph (RG) state.
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Definition 4.3.2 (Randomized graph (RG) states). Let |G〉 be a graph state. A randomization
operator Rp is defined via

Rp(|G〉) :=
∑

F spans G

p|EF | (1 − p)
|EG\EF | |F 〉〈F |, (4.19)

where F is spanning subgraphs of G, and EF , EG are the edge sets of F and G, respectively. The
probability p is the randomness parameter corresponding to the success probability of the RUS
gates in Eq. (4.18). The resulting state ρpG := Rp(|G〉) is called the p-randomization of |G〉.

As an example, the randomization of the 3-vertex complete graph state | 〉 is expressed as

follows.

Rp(| 〉) = p3 | 〉 〈 |

+ p2(1 − p) | 〉 〈 | + p2(1 − p) | 〉 〈 | + +p2(1 − p) | 〉 〈 |

+ p(1 − p)2 | 〉 〈 | + p(1 − p)2 | 〉 〈 | + p(1 − p)2 | 〉 〈 |

+ (1 − p)3 | 〉 〈 | . (4.20)

Note that such randomized complete graph states are quantum states corresponding to the classical
Erdős-Rényi random graphs introduced in Ref. [109].

A RG state ρpG is a mixture of all the subgraph states |F 〉 with F ⊆ G. Due to this mixedness,
its entanglement properties are different from that of pure graph state |G〉 with respect to LU
equivalence and GME detection.

4.3.1 Unitary equivalence

Pure graph states can be classified via a particular set of local unitaries, {Ti(G) ∝ √
gi}i (Propo-

sition 4.2.1). Two graph states in the same LU class possess the same entanglement properties.
However, randomized graph states do not fit into the same classification as pure graph states. We
showed this statement via the existence of two LU-equivalent graph states, whose randomization
cannot be transformed to each other via global unitaries.

These two graph states are the complete graph state |Kn〉 and the star graph state |Sn〉.
According to the LC-rule (Proposition 4.2.1), |Kn〉 and |Sn〉 are LU-equivalent. However, the rank
of the density matrix of the randomized complete graph state is

rank(ρpKn
) = 2n − n, (4.21)

while the rank of the randomized star graph state is upper bounded by

rank(ρpSn
) ≤ 2n − n−

(
n− 1

2

)
. (4.22)

Since there exist no global unitaries which can change the rank of a state, the RG states ρpKn
and

ρpSn
are not even global unitary equivalent.
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4.3.2 Entanglement of RG states

According to Def. 4.3.2, the fraction of entangled subgraph states |F 〉 in a RG state ρpG increases

with respect to the randomness parameter p. For a connected graph G, if p = 0, the state ρp=0
G

is fully separable, while for p = 1, ρp=1
G = |G〉 is GM-entangled. The amount of entanglement

depends solely on the randomness parameter p. We plot the negativity (Def. 2.2.15) and the
PPT-mixer GME measure (Def. 3.2.3) with respect to the randomness parameter p in Fig. 4.2.
One observes monotonically increasing behaviour of bipartite and GM entanglement with respect
to p. If this monotonicity holds for all states and entanglement measures, one can conclude the
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Figure 4.2: Bipartite and GM entanglement in RG states with respect to p: (a) The negativity of
all randomized complete graph states ρKn with up to n = 4 qubits with respect to the randomness
parameter p. (b) The PPT-mixer GME measure of randomized complete graph states with up to
5 qubits with respect to the randomness parameter p.

existence of a critical randomness parameter pc above which entanglement occurs. Although it
is an open question if this monotonicity holds for all states and all entanglement measures, we
can still verify the critical randomness pc for bipartite entanglement with the PPT criterion and
determine an upper bound on the pc for GME with the projector GME witness in Eq. 4.17.

From Fig. 4.2a, one observes that the critical randomness parameter pc for bipartite entangle-
ment is equal to zero. This result can be shown via the PPT criterion (Theorem 2.1.5).

Proposition 4.3.3 (Bipartite entanglement of RG states). Given a graph G, let A and B be a
bipartition of the RG state ρpG. ρpG is entangled regarding A|B, if there exists at least one edge in
G between A and B , and the randomness parameter p > 0.

For GME, one observes non-zero critical randomness parameters pc in Fig. 4.2b. Due to the
complexity of computing GME measures for mixed states4, we estimated the value of pc via its
upper bound found by the projector witness in Eq. (4.17), i.e.

WG =
1

2
− |G〉 〈G| . (4.23)

4E.g. the GM I-concurrence in Eq. (3.25) is incomputable, while the PPT-mixer measure in Def. 3.2.3 is only
numerically computable.
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Figure 4.3: (a)The relation between a measure of GME and the expectation value of the projector
witness W (Eq. (4.24)). The dashed line depicts the expectation value of the l-level approximated
GME witness (Eq. (4.25)). In contrast with the non-approximated one, it is monotonically de-
creasing for level l ≤ |EG|/2 and randomness parameter 1/2 ≤ p ≤ 1. The expectation value of the
non-approximated GME witness tr(WGρ

p
G) is always smaller than or equal to the l-approximated

one IF(≤l)(ρ
p
G). (b)The upper bounds pF(≤2) and pw on the critical randomness parameter pc of

the randomized cycle graph states with up to 12 qubits are plotted.

The relation between the critical randomness parameter pc and the expectation value of the pro-
jector witness tr(WGρ) is illustrated in Fig. 4.3a. The critical randomness parameter pc is upper
bounded by pw. Notice that only with monotonically decreasing tr(WGρ

p
G), one can obtain a

definite upper bound pw, beyond which the expectation value is certainly negative. However, the
monotonic behaviour of the expectation value tr(WGρ

p
G) is not guaranteed.

Moreover this expectation value is difficult to compute, since it depends on the sum of the
overlaps of all subgraph states |F 〉 with |G〉, i.e.

tr(WGρ
p
G) =

1

2
−

∑
F spans G

p|EF |(1 − p)|EG\EF | |〈F |G〉|2 . (4.24)

The first difficulty of this calculation is the graph state overlap 〈F |G〉, which will be studied in
section 4.4. The second difficulty is the large number of summands, which is equal to the number
of subgraphs of G, i.e. 2|EG|. Therefore, we introduce the l-level-approximation of tr(WGρ

p
G) by

dropping the subgraphs F (>l), which differ from G by more than l edges, i.e.

IF(≤l)(ρ
p
G) =

1

2
−

∑
F⊆G and |EFΔG|≤l

p|EF |(1 − p)|EG\EF | |〈F |G〉|2 . (4.25)

This approximated witness is monotonically decreasing with respect to the randomness parameter
p ≥ 1/2 for all l ≤ |EG|/2. For the approximation level l = 2, one obtains the following GME
witness.

Theorem 4.3.4 (Approximated GME witness). Let G be a graph and dv be the degree of a vertex
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v. The expectation value tr(WGρ
p
G) is upper bounded by IF(≤2)(ρ

p
G), which is equal to

tr(WGρ
p
G) ≤ IF(≤2)(ρ

p
G) =

1

2
− p|EG| − 1

4
(1 − p) p|EG|−1 |EG|

− 1

24
(1 − p)

2
p|EG|−2

[(|EG|
2

)
+ 3

∑
v∈VG

(
dv
2

)]
. (4.26)

This quantity can be regarded as a GME witness for ρpG. If IF(≤2) (ρpG) < 0, it is then guaranteed
that the RG state ρpG is genuinely multipartite entangled.

Since IF(≤2)(ρ
p
G) is greater or equal to tr(WGρ

p
G) and monotonic with respect to p, the point

where it equals zero yields an upper bound pF(≤2) on pc. A randomness parameter p > pF(≤2)

guarantees that ρpG is GM-entangled. In Fig 4.3b, we plot the explicit values of pF(≤2) of the
randomized cycle graph states with up to 12 qubits.

4.4 (Result) The representation of graph states revealed by
X-chains

Graph states can be defined both via entangling gates and the stabilizer formalism (Def. 4.1.1 and
4.1.2), respectively. The explicit form of a graph state |G〉 in the Z-basis is the superposition of
all Z-basis states with non-zero amplitudes πG(ξ) [60, 110], which are called stabilizer parity and
defined later in Eq. (4.30), i.e.

|G〉 =
1

2n/2

∑
ξ⊆VG

πG (ξ) |i(ξ)Z 〉. (4.27)

with i
(ξ)
Z being the binary number corresponding to the vertex subset ξ5. In the entangling gates

representation (Def. 4.1.1), a graph state |G〉 needs |EG| CZ gates, while in the stabilizer formalism,
it needs |VG| stabilizer generators. Yet, the number of Z-basis states in the superposition in Eq.
(4.27) grows exponentially (2|VG|) with respect to the number of vertices |VG|. This complicates
the calculation of the graph state overlaps in the GME witness in Eq. (4.24). Therefore we need
a simpler representation of graph states in the computational basis.

In order to represent graph states explicitly and efficiently, we introduced the so-called X-chains
in Ref. [60], from which an efficient representation approach was derived. As a result the overlap of
two graph states, which could not be determined efficiently up to now, can be calculated efficiently
by X-chain groups. Besides, our approach can also determine the Schmidt decomposition of a graph
state with respect to a bipartition. It is also useful in entanglement localization [61] for finding
repetition codes robust against local measurement errors. The difficulty of the above mentioned
tasks decreases as the number of X-chains increases.

4.4.1 X-chains

A graph state with n vertices is associated with n stabilizer generators (see Def. 4.1.2), which
generate the whole stabilizer group of the graph state. Each vertex subset ξ ⊆ VG is associated
with the so-called ξ-induced stabilizer (Eq. (4.9)). The explicit form of a ξ-induced stabilizer is
given as follows.

5For instance, in the system of a 4-vertex graph state, i{1,3} = 1010.
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Proposition 4.4.1 (Form of induced stabilizer). Let ξ = {v1, ..., vk} be a vertex subset of G. The
ξ-induced stabilizer of a graph state |G〉 is given by

s
(ξ)
G = πG (ξ)σ(ξ)

x σ
(cξ)
z , (4.28)

where cξ is the correlation index of ξ and πG (ξ) is the stabilizer parity of ξ. The correlation index
of ξ is defined as the symmetric difference6 of the neighbourhoods within ξ,

cξ := Nv1ΔNv2 · · ·ΔNvk , (4.29)

where Nvi is the neighbourhood of vi. The stabilizer parity of ξ is the parity of the edge number∣∣EG[ξ]

∣∣ of the ξ-induced subgraph G[ξ],

πG (ξ) := (−1)|EG[ξ]|. (4.30)

Proof. See [60].

There is a class of special vertex subsets, for which the induced stabilizers contain only σX
operators, which means that the correlation index cξ = ∅. We call such vertex subsets X-chains.

Definition 4.4.2 (X-chains). Let |G〉 be a graph state. A vertex subset ξ ⊆ VG with empty
correlation index, i.e. cξ = ∅, is called an X-chain of |G〉. Its induced stabilizer is called X-chain
stabilizer.

Consider the 4-vertex star graph state |S4〉 in Table 4.3. The {1, 2}-induced stabilizer is given by

−σ{1,2}
X σ

{1,2,3,4}
Z , while the {2, 3}-induced stabilizer is σ

{2,3}
X , meaning that {2, 3} is an X-chain.

Table 4.3 shows the 4 X-chains of |S4〉. The set of X-chains of a given graph state forms a group
with the symmetric difference Δ as its group operation. The X-chain group of a graph state |G〉
is denoted by 〈ΓG〉, where ΓG is the set of group generators.

In Ref. [60], we employed X-chain groups 〈ΓG〉 to derive the representation of graph states in
the X-basis, which is simpler7 than the Z-basis representation [110] (Eq. (4.27)). The algorithm is
called X-chain factorization, in which the group of vertex subsets (P(VG),Δ) is factorized to the
direct product of the X-chain group 〈ΓG〉 and the so-called correlation group 〈KG〉.

(P(VG),Δ) ∼ (〈ΓG〉 ,Δ) × (〈KG〉 ,Δ). (4.31)

Here P(VG) := {ξ : ξ ⊆ VG} is the powerset of VG, and 〈KG〉 is the quotient subgroup of P(VG)
factorized by the X-chain group 〈ΓG〉, i.e.

〈KG〉 = P(VG)/ 〈ΓG〉 . (4.32)

4.4.2 X-chain factorization

Via the ξ-induction map in Eq.(4.28), the X-chain group ΓG of a graph state |G〉 induces the
X-chain stabilizer subgroup SΓG

, which projects the Hilbert space of |G〉 into a subspace spanned

6The symmetric difference of two vertex subsets ξ1 and ξ2 is ξ1Δξ2 = (ξ1 ∪ ξ2) \ (ξ1 ∩ ξ2).
7A simpler representation means the number of terms in the superposition is smaller.
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Graph G X-chains 〈ΓG〉 X-chain generators ΓG

1
2

3

4

S4

ξ1 = ∅ ξ2 = {2, 3}

ξ3 = {2, 4} ξ4 = {3, 4}
{{2, 3}, {2, 4}}

Table 4.3: The X-chain group of the 4-vertex star graph state: The directed graphs shown under
the X-chains illustrate the criterion of X-chains. Once a vertex is selected for the vertex subset ξ
then one draws arrows from it to its neighbors. A vertex subset ξ is an X-chain if and only if an
even number of arrows arrives at each vertex of the graph. The X-chain groups 〈ΓG〉 are generated
by their generating sets ΓG via the symmetric difference.

by the set of X-basis states Ψ∅
KG

, i.e.

ΓG : X-chain group (4.33)⏐⏐⏐⏐�ξ-induced stabilizers

SΓG
=
{
sξG : ξ ∈ 〈ΓG〉

}
⊆ SG (4.34)⏐⏐⏐⏐�the kernel of SΓG

span(Ψ∅
KG

) with Ψ∅
KG

:= {|ψ∅(ξ)〉 : ξ ∈ 〈KG〉} . (4.35)

Here, the states |ψ∅(ξ)〉 are stabilized by all X-chain stabilizers and called X-chain states, which
are defined as follows.

Definition 4.4.3 (X-chain states and correlation states). Let |G〉 be a graph state with the X-
chain group 〈ΓG〉 and the correlation group 〈KG〉, and 〈K〉 ⊆ 〈KG〉 be a correlation subgroup. The
K-correlation state of the graph state |G〉, |ψK (ξ)〉, is defined as

|ψK (ξ)〉 =
1

2|K|/2
∑
ξ′∈〈K〉

|ψ∅ (ξ′Δξ)〉 (4.36)

with the X-chain states
|ψ∅(ξ)〉 = πG (ξ) |iΓ ⊕ i(cξ)〉, (4.37)

where |iΓ〉 is the X-basis state stabilized by {s(γ)G }γ∈〈ΓG〉 and {σ(κ)
X }κ∈〈KG〉, and |i(cξ)〉 is the X-basis
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state corresponding to the binary notation8 of the correlation index cξ = Δj∈ξNj .

The X-chain states and correlation states defined in this way satisfy the following proposition.

Proposition 4.4.4 (KG-correlation states as stabilized states). K-correlation states are stabilized

by the graph state stabilizers {s(κ)G : κ ∈ 〈ΓG〉 × 〈K〉}, i.e.

s
(κ)
G |ψK (ξ)〉 = |ψK (ξ)〉. (4.38)

for all κ ∈ 〈ΓG〉 × 〈K〉
Proof. See Ref. [111].

With this proposition one arrives at the representation theorem of graph states in the X-basis.

Theorem 4.4.5 (Representation of graph states in the X-basis). A graph state |G〉 is the KG-
correlation state, which is the superposition of the X-chain states |ψ∅ (ξ)〉, i.e.

|G〉 = |ψKG
〉 =

1

2|KG|/2
∑

ξ∈〈KG〉
|ψ∅ (ξ)〉. (4.39)

Proof. See Ref. [111].

This theorem can be summarized in the so-called X-chain factorization diagram in Fig. 4.4.
This diagram is obtained from Eq. (4.33)-(4.35) by adding the correlation group 〈KG〉 via the
direct product operation into Eq. (4.33), and subsequently projecting the subspace span(Ψ∅

KG
) via

〈KG〉 into the KG-correlation state. Since the KG-correlation state is stabilized by all the graph
state stabilizer of |G〉 (Proposition 4.4.4), it is identical to the graph state |G〉.

(P(VG),Δ)

|G〉

=

=

〈ΓG〉 × 〈KG〉

Ψ
(∅)
KG

= {|ψ∅(ξ)〉 : ξ ∈ 〈KG〉} with

|ψ∅(ξ)〉 = πG(ξ) |i(cξ) ⊕ i(xΓ)〉

|ψKG
(∅)〉 =

1

2|KG|/2
∑

ξ∈〈KG〉
|ψ∅(ξ)〉

Figure 4.4: X-chain factorization diagram of graph states: A graphical summary of Def. 4.4.3,
Proposition 4.4.4 and Theorem 4.4.5. This diagram illustrates the algorithm for representing a
graph state in the X-basis.

8The binary notation of a vertex subset ξ is defined as i(ξ) := i1i2 · · · in with ij = 1 if j ∈ ξ, otherwise ij = 0.

E.g. for n = 3, i({1,3}) = 1010.
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3

(a)

(P(VG),Δ)

|K¬1
4 〉

=

=

〈{{1, 2, 3}, {2, 4}}〉× 〈{{2}, {3}}〉

Ψ
(∅)
KG

= {|ψ∅(ξ)〉 : ξ ∈ 〈{{2}, {3}}〉} with

|ψ∅(ξ)〉 = πG(ξ) |i(cξ) ⊕ 1000〉

|ψKG
(∅)〉 =

1

22/2

∑
ξ∈〈{{2},{3}}〉

|ψ∅(ξ)〉

(b)

Figure 4.5: X-chain factorization of |K¬1
4 〉): (a) The graph state |K¬1

4 〉. (b) The factorization
diagram of |K¬1

4 〉: this state has the X-chain generators {{1, 2, 3}, {2, 4}}, which leads to the
X-chain states Ψ∅

KG
= {|1000〉 , |0010〉 , |0101〉 ,− |1111〉}.

In Eq. (4.39), one observes that the number of terms in the superposition of a graph state |G〉
depends on the number of the correlation group generators |KG|, which is equal to n− |ΓG|. This
indicates that the more X-chains a graph state possesses, the simpler is its representation in the
X-basis.

As an example, the X-chain factorization for the graph state |K¬1
4 〉, whose underlying graph

K¬1
4 is the 4-vertex complete graph with one edge missing, is shown in Fig. 4.5. It has the X-chain

generators {{1, 2, 3}, {2, 4}} and generators of the correlation group {{2}, {3}}. As a result of
X-chain factorization, the 4 X-chain states are:

|ψKG
(∅)〉 = |1000〉 , |ψKG

({2})〉 = |0010〉 ,
|ψKG

({3})〉 = |0101〉 , |ψKG
({2, 3})〉 = − |1111〉 . (4.40)

Hence the graph states |K¬1
4 〉 is represented in the X-basis as follows.

|K¬1
4 〉 =

1

2
(|1000〉 + |0010〉 + |0101〉 − |1111〉). (4.41)

Note that this result can be extended for determining the Schmidt decomposition of a graph

state |G〉 via adding a proper intermediate correlation group KA�B
G in the factorization procedure,

such that the correlation states |ψKA�B
G

(ξ)〉 form the A|B-separable Schmidt basis of |G〉. As a

result, the Schmidt decomposition of |G〉 is given by

|G〉 =
1

2
|KG|−

∣∣∣KA�B
G

∣∣∣

∑
ξ∈〈KG〉/〈KA�B

G 〉
|ψKA�B

G

(ξ)〉 . (4.42)

For more details please refer to Ref. [111]. A Mathematica package is provided in Ref. [112].
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4.4.3 Graph state overlaps

Knowing the X-chain group of a graph state |G〉, one can directly determine the amplitude of the
X-basis state9 |0X〉⊗n in the superposition of |G〉 via Theorem 4.4.5. We call the amplitude 〈0⊗nX |G〉
the Z-bias degree of |G〉, since it is equal to the difference of positive and negative amplitudes in
the Z-basis, and denote it by β(|G〉). Z-bias degree is related to the overlap of two graph states
|G〉 and |H〉, since according to the entangling gate definition of graph states (Def. 4.1.1), 〈G|H〉
can be reformulated to

〈G|H〉 = 〈0⊗nX |GΔH〉 = β(|GΔH〉). (4.43)

Here, GΔH is the graph symmetric difference of G and H. As a result of Theorem 4.4.5, graph
state overlaps can be determined via the following corollary.

Corollary 4.4.6 (Graph state overlaps and Z-bias degrees). The overlap of two graph states |G〉
and |H〉 is equal to the Z-bias degree of the graph state |GΔH〉, i.e.

〈G|H〉 = β(|GΔH〉). (4.44)

The Z-bias degree of a graph state |G〉 is equal to

|β(|G〉)| =
1

2(n−|ΓG|)/2
∏
γ∈ΓG

δ1πG(γ), (4.45)

where ΓG is a generating set of the X-chain group of |G〉, δ is the Kronecker-delta and πG(γ) is
the stabilizer-parity of the X-chain generator γ.

Proof. See Ref. [60].

Since the X-chain group of a graph state can be determined efficiently, graph state overlaps
can be then calculated efficiently with this corollary. Eq. (4.45) implies that two graph states are
orthogonal, i.e 〈G|H〉 = 0, if there exists an X-chain γ− of the graph state |GΔH〉 with negative
stabilizer parity, i.e. πGΔH(γ−) = −1. For instance, the graph state |K¬1

4 〉 (Fig. 4.5) has an
X-chain {1, 2, 3} with stabilizer parity −1. Then the graph states |G〉 and |H〉 are orthogonal, if
GΔH = K¬1

4 . In Fig. 4.6, we list three example pairs of orthogonal graph states, whose graph
symmetric difference is equal to the graph K¬1

4 .

Figure 4.6: Orthogonal graph states derived from the graph state |K¬1
4 〉: The graph states in each

cell are orthogonal. The graph symmetric difference of each pair GΔH is identical to the cycle
graph K¬1

4 . The |K¬1
4 〉 has an X-chain {1, 2, 3}, whose stabilizer parity is −1.

9The X-basis state |0X〉⊗n is the eigenstate of the Pauli operator σ⊗n
X with the eigenvalue (11, ..., 1n).
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5. Conclusion and outlook

Multipartite quantum systems were studied with respect to multipartite entanglement detection.
A special class of multipartite entanglement systems called graph states were investigated. The
theories of their generation with noisy models, and their representation using X-chains are derived.

We first derived a lower bound QR on the GM I-concurrence EGM
I in Theorem 3.2.4 (originally

in Ref. [50]). For n-partite systems, via selecting a proper set of off-diagonal indices of an n × n
matrix, one can obtain a quantity QR(ρ) expressed as a function of particular entries of the
density matrix ρ. The quantity −QR(ρ) can be employed as a GME witness, which detects GME
for −QR(ρ) < 0. The required local measurement settings for these witnesses are experimentally
feasible. In bipartite cases, this lower bound is related to the PPT criterion.

We then investigated the generation of graph states, which are a class of multipartite entangled
systems and can be represented in terms of mathematical graphs, in Ref. [54]. For an n ≥ 4
partite system, graph states are not GHZ-type or W-type entangled states. A graph state |G〉
can be created from a product state via applying the (control-Z (CZ)) gates on pairs of qubits
e = {v1, v2} corresponding to the edges e of the graph G [45]. In Ref. [54], instead of perfect
CZ gates, we considered a type of noisy entangling gates called repeat-until-success (RUS) gates,
which can be modeled by a type of probabilistic operation with success probability p. The RUS
gates lead to a mixed state ρpG, which is the mixture of all subgraph states |F 〉 (F ⊆ G). We
called these end products randomized graph (RG) states and the success probability p of gates the
randomness parameter.

The properties of RG states were studied with respect to both bipartite and multipartite en-
tanglement. We found that LU-equivalence of pure graph states does not imply LU-equivalence
of their randomized version. The amount of bipartite and GM entanglement of a RG state is
shown to increase monotonically with respect to the randomness p in the systems up to 4 qubits.
For general cases, we can only detect the presence of entanglement. A randomized edge between
the two parties A|B guarantees the A|B bipartite entanglement, if the randomness parameter is
non-zero. Meanwhile, the GME can be guaranteed for the randomness parameter p greater than a
critical value pc. This critical value is upper bounded by the value pF detected by an approximated
GME witness IF (ρ) (Theorem 4.3.4). For p > pF , the state ρpG is GM entangled with certainty.
The explicit values of pF for certain states are given in Ref. [54], where the critical randomness
parameter pLHV , beyond which a LHV description is not possible for ρpG, is also determined.

To derive the non-approximated GME witness for RG state in Eq. (4.24), the calculation of
graph state overlaps is necessary. To this end, we derived an alternative representation of graph
states in the X-basis in Ref. [60] , which is simpler than the known expression of graph states in
the Z-basis [110]. We found that a special type of graph state stabilizers, which contains only σX -
Pauli operators, determine the terms in the superposition of graph states in the X-basis. We called
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the vertex subsets associated with these stabilizers X-chains (Def. 4.4.2). The set of X-chains
of a graph state forms a group and reveals structures of graph states. The group structure of
X-chains allows the so-called X-chain factorization (Eq. (4.31)) for deriving the representation of
graph states in the X-basis, which is the superposition of all X-chain states (Theorem 4.4.5). This
algorithm was illustrated in the so-called X-chain factorization diagram (Fig. 4.4). We showed
that the larger the X-chain group is, the simpler is the representation of the graph state in the
X-basis.

Via this representation, we showed that the overlap of two graph states can be efficiently
determined via the X-chain group of the state corresponding to their graph symmetric difference
(Corollary 4.4.6), for which no efficient algorithm was known before.

Another application of X-chain factorization is to determine the Schmidt decomposition of
graph states, which is the superposition of appropriately selected correlation states (Eq. 4.42).
A further application of the Schmidt decomposition in the X-basis is the error correction in en-
tanglement localization of graph states in bipartite systems, which could be useful for quantum
repeaters [62].

X-chain factorization can be extended to more general graph states, e.g. weighted graph states
[113, 114] and hypergraph states [102, 103, 115]. Another prospective use for these results is to
represent graph states in a hybrid basis, i.e. a mix of the X-basis and Z-basis. The graph states
in such a hybrid basis can even have a smaller number of terms in their superposition than that
obtained in Theorem 4.4.5. A simplification of graph state generation can also be derived with
the help of X-chains. Besides, we expect that the approach of X-chain factorization may also be
useful in the quantification of multipartite entanglement of graph states, which were studied in
Ref. [51,107,116,117]. Further, all the above applications can be extended to the states stabilized
by a set of particular operators, which are products of certain noncommutative operators.
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I. INTRODUCTION

Quantum entanglement is central to the field of quantum-
information theory. Due to its numerous applications in
upcoming quantum technology much research has been
devoted to its understanding (for a recent overview consider
Ref. [1]). Especially in systems comprised of many particles,
entanglement provides numerous challenges and of course
potential applications, such as building quantum computers
(see Ref. [2]), performing quantum algorithms (the connection
to multipartite entanglement is demonstrated in Ref. [3]), and
multiparty cryptography (see, e.g., Ref. [4]). Furthermore, the
understanding of the behavior of complex systems seems to be
closely linked to the understanding of multipartite entangle-
ment manifestations, demonstrated by the connection to phase
transitions and ionization in condensed-matter systems (e.g.,
[5]), the properties of ground states in relation to entanglement
(as shown, e.g., in Refs. [6,7]), or potentially even biological
systems (such as, e.g., bird navigation [8]). In order to judge
the relevance of entanglement in such systems it is crucial
to not only detect its presence but also quantify the amount.
The structure of entangled states, especially in multipartite
systems [9], is very complex and the question whether a given
state is entangled is even NP-hard [10]. Thus, in general,
it will not be possible to derive a computable measure of
entanglement that reveals all entangled states to be entangled
and discriminates between different entanglement classes.
Furthermore, full information about the state of the system
requires a number of measurements that grows exponentially
in the size of the system. For the detection of entanglement
in multipartite systems most researchers have therefore made
it a primary goal to develop entanglement witnesses, which
via a limited amount of local measurements can detect the
presence of entanglement, even in complex systems (for an
overview of multipartite entanglement witnesses, consider
Ref. [11]). The expectation value of witness operators are
usually expressed in terms of inequalities, which if violated
show the presence of entanglement. Nonlinear witnesses
(first introduced in Ref. [12]; see also early discussions in,
e.g., Ref. [13]) provide a generalization that is no longer a

linear function of density matrix elements, but a nonlinear
one. Thus one cannot reformulate the criteria in terms of
an expectation value of a Hermitian operator (unless one
considers coherent measurements on multiple copies of the
state, which out of experimental infeasibility we do not discuss
in our manuscript). We will henceforth refer to inequalities
that involve nonlinear functions of density matrix elements as
nonlinear entanglement witnesses.
Recently some authors pointed out a connection between

the possible amount of violation of these nonlinear inequalities
and quantification of entanglement in multipartite systems (in
Refs. [14,15]). The aims of this paper are twofold. First to
systematically show the connection of numerous witnesses to
a meaningful measure of genuine multipartite entanglement
and second to use this established relation for the development
of novel witnesses, which by construction give lower bounds
on that measure. To that end we follow and generalize the
approach from Ref. [15]. It turns out that only a small number
of density matrix elements enters into our lower bounds,
making the construction experimentally feasible even in larger
systems of high dimensionality.

II. A MEASURE OF MULTIPARTITE ENTANGLEMENT
AND ITS LOWER BOUNDS

A. A measure of genuine multipartite entanglement (GME)

The entropy of subsystems has often been used in order
to quantify entanglement contained in multipartite pure states
(e.g., see [1,16–19]). In this paper we will follow the definition
first presented in Ref. [16] and define a measure of GME for
multipartite pure states as

Em(|ψ〉〈ψ |) := min
γ

√
SL(ργ ) = min

γ

√
2
[
1− Tr(ρ2γ )] ,

(1)

where SL(ργ ) is the linear entropy of the reduced density
matrix of subsystem γ , i.e., ργ := Trγ̄ (|ψ〉〈ψ |). Theminimum
is taken over all possible reductions γ (where the complement
is denoted as γ̄ ), which corresponds to a bipartite split into
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γ |γ̄ . As any proper measure of multipartite entanglement for
pure states can be generalized to mixed states via a convex
roof, i.e.,

Em(ρ) := inf
{pi ,|ψi 〉}

∑
i

piEm(|ψi〉〈ψi |) .

Due to its construction this measure fulfills almost all desirable
properties one would expect from measures of GME (see
Ref. [15] for details). Because computing all possible pure
state decompositions of a density matrix is computationally
impossible even if one is given the complete density matrix,
we require lower bounds to be calculable for this expression.
Also note that a lower bound on the linear entropy directly

leads to a lower bound on the Rényi 2-entropy S
(2)
R (ργ ) via

the relation S
(2)
R (ργ ) = − log2( 2−SL(ργ )

2 ), which also provides
one of the physical interpretations of this measure. The Rényi
2-entropy in itself is a lower bound to the vonNeumann entropy
S(ργ ) and the mutual information can be expressed as Iγ γ̄ :=
S(ργ )+ S(ργ̄ )− S(ρ) = 2S(ργ ). Thus by our lower boundwe
gain a lower bound on the averageminimalmutual information
across all bipartitions of the pure states in the decomposition,
minimized over all decompositions.

B. Linear entropy and its convex roof

The state vector of an n-partite qudit state can be expanded
in terms of the computational basis

|ψ〉 =
d−1∑

i1,i2,···,in=0
ci1,i2,...,in |i1,i2, . . . ,in〉 =:

∑
η∈N⊗n

d

cη|η〉 ,

where a basis vector is denoted by η = (i1,i2, . . . ,in) ∈ N⊗n
d .

This vector notation will facilitate the upcoming derivations.
A crucial element of the notation in this paper will be the
permutation operator acting upon two vectors, exchanging

vector components corresponding to the set of indices. For
example, the permutation operator P{1,3}(η1,η2) will exchange
the first and third component of the vector η1 with the
corresponding component of the vector η2, i.e.,

P{1,3}(01213,30121) = (31113,00221).

Using this notation one can write down a very simple
expression for the linear entropy of a reduced state ργ (see
Appendix A for the derivation)

SL(ργ ) =
∑
η1 �=η2

∣∣cη1cη2 − cη
γ

1
cη

γ

2

∣∣2, (2)

where (ηγ

1 ,η
γ

2 ) = Pγ (η1,η2). For pure states we can of course
find lower bounds onEm(|ψ〉〈ψ |) by lower bounding the linear
entropy for all possible bipartitions. For mixed states we can
then provide a lower bound for the convex roofEm(ρ).We now
illustrate our method in one exemplary case and then continue
to articulate the main theorem.
Note that the linear entropy of subsystems has been widely

used for lower bounding measures of entanglement due to
the well-known and simple structure of Eq. (2). None of
the previous methods, however, work for lower bounding the
inherently multipartite measure Em(ρ), due to the additional

minimization over all bipartitions in each decomposition
element of the convex roof.

C. W states

In order to demonstrate how our framework works let
us start by deriving the explicit lower bound detecting the
three-qubit W state |W 〉 = 1√

3
(|001〉 + |010〉 + |100〉). For

three-qubit states there are three bipartitions (1|23,2|13,3|12)
and thus we have three linear entropies to look at in order to
calculate Em(|ψ〉〈ψ |),

√
SL(ρ1) = 2

√
|c001c100 − c101c000|2 + |c010c100 − c110c000|2 + (· · ·) , (3)√

SL(ρ2) = 2
√

|c010c100 − c110c000|2 + |c010c001 − c011c000|2 + (· · ·) , (4)√
SL(ρ3) = 2

√
|c001c100 − c101c000|2 + |c010c001 − c011c000|2 + (· · ·) . (5)

Now using
√

a2 + b2 � 1√
2
(a + b) [which is a specific case of

the inequality (A5) in Appendix A] and |a − b| � |a| − |b|, it
is obvious that√

SL(ρ1) �
2(|c001c100| − |c101c000| + |c010c100| − |c110c000|)√

2
,

(6)

√
SL(ρ2) �

2(|c010c100| − |c110c000| + |c010c001| − |c011c000|)√
2

,

(7)

√
Sl(ρ3) �

2(|c001c100| − |c101c000| + |c010c001| − |c011c000|)√
2

.

(8)

Then using |ab| − 1
2 (a

2 + b2) � 0 we can add one negative
term for each entropy and it will still be a lower bound, i.e., we
add |c010c001| − 1

2 (|c010|2 + |c001|2) in the first lower bound,
|c100c001| − 1

2 (|c100|2 + |c001|2) in the second, and |c010c100| −
1
2 (|c010|2 + |c100)|2 in the third. Then we can use that min[P −
N1,P − N2,P − N3] � P − N1 − N2 − N3 and end up
with

Em(|ψ〉〈ψ |) �
√
2(|c001c100| + |c001c010| + |c100c010|)

−
√
2

2
(|c010|2 + |c100|2 + |c001|2)

−
√
2(|c101c000| + |c110c000| + |c011c000|) .

(9)
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Finally we can bound the convex roof using the following two
relations:

inf
{pi ,|ψi 〉}

∑
i

pi

∣∣ci
η1

ci
η2

∣∣ � |〈η1|ρ|η2〉| , (10)

inf
{pi ,|ψi 〉}

∑
i

pi

∣∣ci
η1

ci
η2

∣∣ � √〈η1|ρ|η1〉〈η2|ρ|η2〉 , (11)

and end up with a lower bound for mixed states as

Em(ρ) �
√
2(|〈001|ρ|100〉|+|〈001|ρ|010〉|+|〈100|ρ|010〉|)

−
√
2

2
(〈010|ρ|010〉 + 〈100|ρ|100〉 + 〈001|ρ|001〉)

−
√
2
√

〈101|ρ|101〉〈000|ρ|000〉
−

√
2
√

〈110|ρ|110〉〈000|ρ|000〉
−

√
2
√

〈011|ρ|011〉〈000|ρ|000〉 . (12)

Surprisingly this leads directly to the nonlinear entanglement
witness inequality presented in Refs. [20,21] up to a factor of√
2. Using only simple algebraic relations, we have thus shown

how to lower bound the convex roof construction. The first
apparent strength of this lower bound is the limited number of
density matrix elements needed to compute it. For example, in
our exemplary three-qubit case only 10 out of possibly 64 ele-

ments need to be measured. Obviously we can extend the anal-
ysis using the same techniques to systems beyond three qubits.

III. A GENERAL CONSTRUCTION OF LOWER BOUNDS
ON THE GME MEASURE Em

Now we can generalize the connection of the three-qubit
W-state witness and themeasureEm. Just as for three qubits we
can always get lower bounds by summing the coefficient pairs
cη1cη2 that belong to a certain target pure state and appear
in some or all reduced linear entropies. The construction of
such general lower bounds also starts by selecting a subset
of coefficient pairs that will be translated into off-diagonal
elements ρη1,η2 , where (η1,η2) is the vector basis pair denoting
the row and column of the element in density matrix ρ. We
denote the selected vector basis pairs as R := {(η1,η2)}. Then
we can repeat the steps analogously to Eqs. (6)–(11) and arrive
at a general lower bound on the measure as the following
theorem:

Theorem 1. A general lower bound on the GME measure.
For a set of row-column pairs R = {(η1,η2)}, the genuine
multipartite entanglement measureEm has the following lower
bound:

Em � 2

√
1

|R| − NR

⎡
⎣ ∑
(η1,η2)∈R

⎛
⎝∣∣ρη1η2

∣∣− ∑
γ∈�(η1,η2)

√
ρη

γ

1 η
γ

1
ρη

γ

2 η
γ

2

⎞
⎠−

⎛
⎝1
2

∑
η∈I (R)

Nη|ρηη|
⎞
⎠
⎤
⎦ . (13)

The right-hand side of Eq. (13) defines a GME
witness WR(ρ), where ρη1,η2 := 〈η1|ρ|η2〉, (ηγ

1 ,η
γ

2 ) :=
Pγ (η1,η2), �(η1,η2) := {γ : (ηγ

1 ,η
γ

2 ) /∈ R}, and I (R) := {η :
∃η′ that (η′,η) or (η,η′) ∈ R} is the set of basis vectors η,
which appear in the set R.

NR is the maximal (or minimal) value of |Rγ | over all
possible bipartitions γ |γ̄ , where Rγ is the set of coefficient
pairs (cη1 ,cη2 ) ∈ R, which do not contribute to the γ -subsystem
entropy.

Nη are normalization constants given by the maximal
value of n

γ
η over all possible bipartitions γ |γ̄ , where n

γ
η is

the number of coefficients cη from some pairs in R, which
are not counted in the γ -subsystem entropy (and how many
are counted depends onwhether one choosesNR to bemaximal
or minimal). See Appendix B for the proof.
It is evident that not every choice of coefficient pairs will

yield a useful lower bound, because one really needs to select
those that are actually contributing to multipartite entangle-
ment. There is, however, always an obvious choice. The set of
coefficient pairsRmust be chosen such that in every subsystem
at least one of the elements ofR contribute to the linear entropy
of the reduced state. For example, in the case of GHZ states
given in a specific basis |{GHZ〉 = 1√

2
(|0〉⊗n + |1〉⊗n), one

would choose the pair (00 . . . 0,11 . . . 1), which contributes to
all reduced entropies. In the general case, however, there is
still some freedom of choice left to get a valid lower bound.
For some sets R it can happen that the coefficients do not
contribute to every subsystem entropy equally (which we show

in an exemplary case in Sec. IVA). Then one can choose NR

in different ways, but in all considered cases we found that
choosing it maximal or minimal will produce the best bounds
(where choosing it maximal usually yields the tightest bounds
close to pure states, whereas choosing it minimal improves the
noise resistance). Since these coefficients are in general basis
dependent, so is also our witness construction. The prefactor√

1
|R|−NR

suggests that the optimal basis for constructing such a
lower bound is given by theminimal tensor rank representation
of the pure state.

IV. APPLICATIONS AND EXAMPLES

A. Four-qubit singlet state

Let us illustrate how to apply Theorem 1 with an explicit
example. In an experimental setting where one expects to
produce a four-qubit singlet state (whichwas, e.g., discussed in
the context of solving the liar detection problem in Ref. [22]),
i.e.,

|S4〉 = 1

2
√
3
(2|0011〉 + 2|1100〉 − |0110〉

− |1001〉 − |1010〉 − |0101〉) , (14)

one is confronted with the following expected coefficients:
c0011,c1100,c0101,c1010,c0110,c1001. Following the recipe of
Theorem 1 we now select some coefficient pairs. We
could choose, e.g., R1 = (0011,0101), R2 = (0011,1010),
R3 = (0011,0110), and R4 = (0011,1001), such that
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R = {R1,R2,R3,R4}. For this selection we use Theorem 1 to
bound the GME measure. We see that in every subsystem
at least two of these pairs appear naturally. Although there
are more coefficient pairs, we now choose to only take into
account two per subsystem entropy and thus choose NR to be
the minimal number of coefficient pairs in every subsystem,
which gives NR = 2. Thus we need to add negative terms
that compensate for the missing terms just as we did in the
three-qubit case, but now we need to do it two times in every
subsystem. This results in the following individual prefactors
Nη for the diagonal elements: N0011 = 2 (because this co-
efficient appears in two missing pairs in every subsystem),
N0101 = 1, N1001 = 1, N1010 = 1, and N0110 = 1 (since those
appear maximally once per subsystem entropy). Inserting this
in Theorem 1 we end up with the lower bound as

Em(ρ) �
2√
2
[|ρR1 | + |ρR2 | + |ρR3 | + |ρR4 |

−√
ρ0111,0111ρ0001,0001 − √

ρ0111,0111ρ0010,0010

−√
ρ1011,1011ρ0001,0001 − √

ρ1011,1011ρ0010,0010

− 1

2
(ρ0101,0101 + ρ1001,1001 + ρ1010,1010 + ρ0110,0110)

− ρ0011,0011] . (15)

We have thus created a nonlinear witness function that lower
bounds our measure. From an experimental point of view this
is very favorable, because few local measurement settings
suffice to ascertain the needed 13 density matrix elements
(especially since the nine diagonal elements can be constructed
from a single measurement setting). Of course we could also
exploit the connection of our lower bound to the Dicke state
witness Q

(2)
2 (which is discussed in Sec. IVC), which also

detects GME in this state (although at the cost of more
required measurements). In this case even the resistance to
white noise is more favorable with our construction method,
since for a state ρ = p|S4〉〈S4| + 1−p

16 1 this exemplary lower
bound detects GME until p = 21

29 ≈ 0.72, whereas the old
witness construction yields a worse resistance up to p = 27

35 ≈
0.77. This shows the versatility of our general approach. By
choosing certain coefficients one can tailor these lower bounds
to specific experimental situations. If one is confronted with
a low noise system it is always beneficial to choose as few
coefficients as possible, such that very few local measurements
suffice (even a number that is linear in the size of the system
is often sufficient). Every additional measurement can then be
included in the lower bound and improves the bound and its
noise resistance if necessary.

B. Bipartite witnesses and lower bounds on the measure

Although we have presented our theorem and measures in
the general case of n qudits, we can always apply the lower
bounds also for n = 2, because our theorem holds for any
n and d. Suppose we are given a bipartite qutrit system and
want to lower bound the concurrence with only a few local
measurements. If the expected state is, e.g., |ψ〉 = 1√

3
(|00〉 +

|11〉 + |22〉) we can use the lower bounding procedure outlined

above, yielding

Em(ρ) �
2√
3
(Re[ 〈00|ρ|11〉 ]−

√
〈01|ρ|01〉 〈|10ρ|10〉

+Re[ 〈00|ρ|22〉 ]−
√

〈02|ρ|02〉 〈20|ρ|20〉
+Re[ 〈11|ρ|22〉 ]−

√
〈12|ρ|12〉 〈21|ρ|21〉 ) .

(16)

To determine the lower bound we have to measure nine
different densitymatrix elements. Of course any densitymatrix
element can always be obtained via local measurements. How
these measurements can be performed in a basis consisting
of a tensor product of the generalized Gell-Mann matrices we
show explicitly in Appendix C.
It turns out that these nine different density matrix elements

can be obtained via ten local measurement settings. Let us
study the lower bound in the presence of noise. Suppose we
have white noise in the system, i.e., ρ = p|ψ〉〈ψ | + 1−p

d
1.

Calculating the lower bound results in Em(ρ) � 2(4p−1)√
27
,

which is equivalent to the analytical expression of Wootter’s
concurrence for these systems (as proven in Refs. [23,24]).
In this case we have a necessary and sufficient entanglement
criterion and a tight lower bound on the concurrence from ten
local measurements for a special class of states. Indeed if one
generalizes this example to arbitrary dimension d, we find that
the bound is always tight for bipartite isotropic states.

C. Dicke states

Wewill now continue to show how this construction relates
to an entanglementwitness for theDicke states, which involves
multidimensional generalizations of theW states (which were
first introduced in the context of laser emission in Ref. [25]).
In the original article [15], where this approach was first

introduced, the authors connected the violation of a witness
suitable for GHZ states (first introduced in Ref. [20] and later
presented in a more general framework in Ref. [21]) with
a lower bound on the measure Em. We want to follow this
approach and establish a general connection between a set of
witnesses suitable for all generalized Dicke states introduced
in Ref. [26] and generalized in Ref. [27]. To that end let us
first introduce a concise notation for those states. Let α be a
set containing specific subsystems of a multipartite state. We
then define the state |αl〉 as a tensor product of states |l〉 for all
subsystems not contained in α and excited states |l + 1〉 in the
subsystems contained in α. For example, for the four-partite
state |{1,3}2〉 we have |3232〉. Using this abbreviated notation
we can define a generalized set of Dicke states, consisting of
n d-dimensional subsystems, as

∣∣Dd
m

〉 = 1√(
n

m

)
(d − 1)

d−2∑
l=0

∑
α:|α|=m

|αl〉 , (17)

where the parameterm denotes the number of excitations, with
0 < m < n.
Since the explicit form of the nonlinear witness from

Ref. [27] will be used in the following considerations we will
repeat it in Appendix D. For all biseparable states this witness
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Q(d)
m is strictly smaller than or equal to zero, i.e.,

Q(ρ) � 0 ⇐ ρ is biseparable

Q(ρ) > 0 ⇒ ρ is multipartite entangled .

Furthermore, the witness can also detect the “dimension-
ality” of GME, by which we mean the maximal number of
degrees of freedom fρ(fρ � d) that occurs in the pure states
of an ensemble constituting ρ, minimized over all ensembles
(this is the natural generalization of the concept of Schmidt
number [28] to multipartite systems, further explored, e.g., in
Ref. [27]). That is, the dimensionality is defined as

fρ := inf
{pi ,|ψi 〉}

max
i

{min
γ
[rank(ργ )]}. (18)

Since

Q(d)
m (ρ) � fρ − 1, ∀ ρ ,

we can directly infer that

Q(d)
m (ρ) > f − 2 ⇒ fρ � f.

In Fig. 1 we show how Q(d)
m detects the GME dimensionality.

The maximal violation of these inequalities is always achieved
for m-excitation Dicke states, i.e.,Q(d)

m (|Dd
m〉〈Dd

m|) = d − 1.
If we can find a properR, as a result of Theorem 1 that uses

the Dicke state coefficients, we can connect a lower bound
of the measure Em with the GME witness Q(d)

m (ρ). Indeed
choosing the ordered subset Rσ of the set of coefficients σ

used in Eq. (D1), i.e.,

Rσ = {(αa,βb) ∈ σ : a � b} ,

we immediately arrive at a lower bound on Em as

Em(ρ) � m

√
1

|Rσ | − NRσ

Q(d)
m (ρ) � m

√
1

|Rσ |Q
(d)
m (ρ),

(19)
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FIG. 1. (Color online) The witnessQ(d)
m can quantify the genuine

multipartite entanglement with the GME dimensionality fρ , where
fρ � d . A state is biseparable if and only iffρ = 1, andGMentangled
if and only if fρ � 2. For Dicke states it holds thatQ(d)

m (|Df
m〉〈Df

m|) =
fρ − 1.

where |Rσ | = 1
2 (d − 1)2( n

m
)m(n−m). In this case Nη �

m (n − m − 1)+ 
 (d − 3) (n − m), where 
 is a Heaviside
step function.

D. PPT witness and our witness

Using the result on entanglement across bipartitions from
the previous section we can explore the relation of our
lower bounds to other bipartite entanglement witnesses. In
our witness construction, the permutation operator Pγ acting
on a pure state is a γ |γ̄ -partial transpose operator, i.e.,
Pγ |ψ〉〈ψ | = (|ψ〉〈ψ |)Tγ |γ̄ (in the sense that our permutation
operator now acts upon the index pairs of the coefficients
of the pure state). It is thus intuitive to believe that there
is certain connection between our witness and a PPT wit-
ness [29]. Indeed our witnesses are related to a standard
PPT-witness construction [where the witnesses separate the
convex set of states that are positive under partial transpose
(PPT) from its complement]. For example, for diagonal GHZ
states we can use the standard PPT-witness construction
which goes as follows. For |GHZη1,η2〉 := 1√

2
(|η1〉 + |η2〉)

with η1 + η2 = (d − 1, . . . ,d − 1), we can use the eigenvector
belonging to the negative eigenvalue of the γ |γ̄ -partial trans-
posed |GHZη1,η2〉〈GHZη1,η2 |Tγ which we denote as |λ−

η1,η2
〉 =

1√
2
(|ηγ

1 〉 − |ηγ

2 〉). One can then construct the PPT witness and
write its expectation value as

�
γ |γ̄
PPT

(
ρ,
∣∣λ−

η1,η2

〉) = Tr
(∣∣λ−

η1,η2

〉〈
λ−

η1,η2

∣∣Tγ |γ̄
ρ
)
, (20)

For instance in the three-qubit case,

|λ−
001,110〉〈λ−

001,110|T1|23

= 1

2

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 0 · · · · · · 0 0

0 −1
1 0

... 0 0
...

... 0 0
...

0 1

−1 0

0 · · · · · · 0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

. (21)

With the PPT-witness construction in Eq. (20) we end up with
the following PPT-witness expectation value:

�
γ |γ̄
PPT(ρ,|λ−

GHZ〉) = 1
2

(
ρη

γ

1 η
γ

1
+ ρη

γ

2 η
γ

2

)− Re(ρη1η2

)
. (22)

Under the fixed bipartition γ |γ̄ , we construct our witness by
choosing R = (η1,η2) as

−W
γ

(η1,η2)
(ρ) = √

ρη
γ

1 η
γ

1
ρη

γ

2 η
γ

2
− ∣∣ρη1η2

∣∣ . (23)

It is obvious that −W
γ

(η1,η2)
(ρ) � �

γ |γ̄
PPT(ρ,|λGHZ〉). Hence we

say that the witness WR(ρ) is stronger than the PPT witness
�

γ |γ̄
PPT(ρ,|λ−

η1,η2
〉).

The relation between our witness, the PPT witness, and the
PPT-convex set is illustrated in Fig. 2. For clearness we just
draw twoPPTwitnesses in the figure. For then-qudit case there
are 1

2d
n such eigenvectors |λ−

η1,η2
〉, corresponding to negative
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ppt states 

 - undetectable states 
  

FIG. 2. (Color online) PPTwitness compared to our lower bounds
[given in terms of the nonlinear witness WR(ρ)]. The set of WR(ρ)
undetectable states denotes the set that is not detected by one specific
WR(ρ) and is strictly larger than the set of PPT states. However, the
set of states detected byWR(ρ) is strictly larger than the set detected
by any standard PPT witness.

eigenvalues. Every witness �
γ |γ̄
PPT(ρ,|λ−

η1,η2
〉) is tangent to the

set of PPT states (i.e., there exists one PPT state for which
the witness yields zero). However, also our witness WR(ρ) is
zero for all these PPT states; i.e., our new witness detects more
states than the traditional PPT witness.

V. CONCLUSIONS

In conclusion we have presented a method to derive lower
bounds on a measure of genuine multipartite entanglement.
We show that in experimentally plausible scenarios (i.e.,
one knows which state one aims to produce) we can derive
such lower bounds simply based on coefficients of the
corresponding pure states. We also connected the lower bound
construction to a framework of nonlinear entanglement wit-
nesses developed in Refs. [20,21,25–27]. These witnesses are
experimentally feasible in terms of required localmeasurement
settings. We provide further evidence in the bipartite case,
where we also show that for certain families of mixed states
our lower bounds are tight.
Some open questions remain, such as whether this general

construction method will work for all kinds of states and
how it can be generalized beyond just multi- and bipartite
entanglement, but anything in between. We want to point out
that recently also other authors have used a similar approach
to bound this measure in the bipartite case [23] and for
multipartiteW states [30].
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APPENDIX A: PROOFS OF THE FORMULAS USED IN
THE PAPER

1. Reduced linear entropy of pure states

Let |ψ〉 = ∑
η∈N⊗n

d
cη|η〉 be ann-qudit pure state. The linear

entropy of |ψ〉 can be written as

SL(ργ ) =
∑

η1 �=η2,∈Ndn

∣∣cη1cη2 − cη
γ

1
cη

γ

2

∣∣2, (A1)

where (ηγ

1 ,η
γ

2 ) = Pγ (η1,η2).
Proof. The linear entropy regarding a specific partition

γ |γ̄ is defined as SL(ργ ) = 2[1− tr(ρ2γ )], where ργ is
the γ -reduced matrix of ρ. The trace of ργ is tr(ρ2γ ) =∑

α1,α2∈Hγ
(ργ )α1α2 (ργ )α2α1 , where Hγ is the subspace of the

reduction γ . We separate the summation into diagonal and off-
diagonal parts. For the diagonal part we use the normalization
condition to evaluate its value:

tr
(
ρ2γ
) =

∑
α1=α2

(ργ )
2
α1α1

+
∑

α1 �=α2

(ργ )α1α2 (ργ )α2α1

=
(∑

α

(ργ )αα

)2
−
∑

α1 �=α2

(ργ )α1α1 (ργ )α2α2

+
∑

α1 �=α2

(ργ )α1α2 (ργ )α2α1

= 1−
∑

α1 �= α2 ∈ Hγ

β1,β2 ∈ Hγ̄

∣∣cα1⊗β1

∣∣2∣∣cα2⊗β2

∣∣2

+
∑

α1 �= α2 ∈ Hγ

β1,β2 ∈ Hγ̄

cα1⊗β1c
∗
α2⊗β1

cα2⊗β2c
∗
α1⊗β2

. (A2)

By exchanging the indices α1 and α2 one has

tr
(
ρ2γ
) = 1− 1

2

∑
α1 �= α2 ∈ Hγ

β1,β2 ∈ Hγ̄

∣∣cα1⊗β1cα2⊗β2 − cα1⊗β2cα2⊗β1

∣∣2

= 1− 1

2

∑
η1,η2∈Ndn

∣∣cη1cη2 − cη
γ

1
cη

γ

2

∣∣2, (A3)

where η = α ⊗ β and (ηγ

1 ,η
γ

2 ) = Pγ (η1,η2). The linear en-
tropy is then calculated to

SL(ργ ) =
∑

η1 �=η2,∈Ndn

∣∣cη1cη2 − cη
γ

1
cη

γ

2

∣∣2. (A4)

�

2. An important inequality

The following is an inequality, which is crucial for the
derivation of the prefactor

√
1

|R|−NR
in Theorem 1:

|I |
∑
i∈I

|ai |2 �
∣∣∣∣∣∑

i∈I

ai

∣∣∣∣∣
2

. (A5)
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Proof.We prove this inequality by constructing two vectors
as follows (using |I | = n):

�x =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

a1

...

a1

⎫⎪⎪⎬
⎪⎪⎭ n times

...
an

...

an

⎫⎪⎪⎬
⎪⎪⎭ n times

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

, �y =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

a∗
1

...

a∗
n

...

a∗
1

...

a∗
n

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

. (A6)

The right-hand side of Eq. (A5) can be written as the scalar
product of �x and �y:∣∣∣∣∣∑

i∈I

ai

∣∣∣∣∣
2

=
∑
i,j∈I

aia
∗
j = |�x · �y|. (A7)

According to theCauchy-Schwarz inequality, one can derive

|I |
∑

a2i = |�x| · |�y| � |�x · �y| =
∣∣∣∣∣∑

i∈I

ai

∣∣∣∣∣
2

. (A8)

�

APPENDIX B: PROOF OF THEOREM 1 AND APPROACH
OF CONSTRUCTION OF A GME WITNESS

First, one can estimate the lower bound on SL(ργ ) by
summing its elements over a selected region R, and dropping
the other non-negative summands (i.e., lower bounding them
with 0),

SL

(
ρi

γ

)
� 4

∑
(η1,η2)∈R

∣∣ci
η1

ci
η2

− ci
η

γ

1
ci
η

γ

2

∣∣2
= 4

∑
(η1,η2)∈R\Rγ

∣∣ci
η1

ci
η2

− ci
η

γ

1
ci
η

γ

2

∣∣2. (B1)

Here we add a prefactor 4 in Eq. (B1), since the symmetric
factor of all (η1,η2) equals 4. That means for every (η1,η2)
there are three other (η̃1,η̃2) having the same value of |cη̃1cη̃2 −
cη̃

γ

1
cη̃

γ

2
| as (η1,η2). Here we choose a nondegenerate vector

basis set R, and therefore need a prefactor 4 in the lower
bound. The set Rγ is the subset of R, whose elements do
not contribute to the linear entropy, i.e., Rγ := {(η1,η2) ∈ R :
(ηγ

1 ,η
γ

2 ) = (η1,η2) or (η2,η1)}. Nowwe use the inequality (A5)
to bound the square root of SL(ρi

γ ):

SL

(
ρi

γ

)
� 4

|R\Rγ |

⎛
⎝ ∑

η1,η2∈R

∣∣ci
η1

ci
η2

− Pγ ci
η1

ci
η

∣∣
⎞
⎠2 , (B2)

⇓√
SL

(
ρi

γ

)
� 2

√
1

|R| − |Rγ |
∑

(η1,η2)∈R

∣∣ci
η1

ci
η2

− ci
η

γ

1
ci
η

γ

2

∣∣. (B3)

According to Eq. (IIA) together with Eq. (B3), the lower bound
reads

Em � 2 inf
{pi ,|ψi 〉}

∑
i

pi

×
⎡
⎣√ 1

|R| − |Rγi |
∑

η1,η2∈R

(∣∣ci
η1

ci
η2

∣∣−∣∣ci

η
γi
1
ci

η
γi
2

∣∣)
⎤
⎦ , (B4)

where γi is the partition in which the linear entropy
SL(|ψi〉〈ψi |γ ) of |ψi〉〈ψi | has its minimum. By defining the
normalization factor NR := minγ |Rγ |, which is the minimal
value of |Rγ | over all possible bipartitions {γ |γ̄ }, we can
extract the prefactor from the convex roof summation.

Em � 2

√
1

|R| − NR

inf
{pi ,|ψi 〉}

∑
i

pi

×
⎡
⎣ ∑

η1,η2∈R

(∣∣ci
η1

ci
η2

∣∣− ∣∣ci

η
γi
1
ci

η
γi
2

∣∣)
⎤
⎦ . (B5)

The most difficult part of detecting entanglement of mixed
states is a result of themixing of the decomposition coefficients
ci
η1

ci
η2
. In the laboratory we have only the information about

themixed densitymatrix element ρη1η2 but not c
i
η1

ci
η2
, therefore

we must exchange the two summations in Eq. (B5), and mix
the coefficients ci

η1
ci
η2
into density matrix elements. Therefore

we estimate the summands with a bound, which is independent
of the specific partition γi |γ̄i , by adding a summation of
nonpositive terms

∑
Rγi [|ci

η1
ci
η2

| − 1
2 (|ci

η1
|2 + |ci

η2
|2)] into the

summands:∑
(η1,η2)∈R\Rγi

(∣∣ci
η1

ci
η2

∣∣− ∣∣ci

η
γi
1
ci

η
γi
2

∣∣)

�
∑

(η1,η2)∈R

⎛
⎝∣∣ci

η1
ci
η2

∣∣− ∑
γ∈�(η1,η2)

∣∣ci
η

γ

1
ci
η

γ

2

∣∣
⎞
⎠

− 1

2

∑
Rγi

(∣∣ci
η1

∣∣2 + ∣∣ci
η2

∣∣2)

�
∑

(η1,η2)∈R

⎛
⎝∣∣ci

η1
ci
η2

∣∣− ∑
γ∈�(η1,η2)

∣∣ci
η

γ

1
ci
η

γ

2

∣∣
⎞
⎠

− 1

2

∑
η∈I (R)

nγi

η

∣∣ci
η

∣∣2, (B6)

where I (R) := {η ∈ N⊗n
d : ∃(η,η′) or (η′,η) ∈ R} is the set of

indices contained in the set R, �(η1,η2) = {γ |P (η1,η2) �∈ R},
and n

γi
η is the number of vector pairs in Rγi containing index

η. To eliminate the dependence of the partition γ i , we define
the maximal value of n

γ
η over all possible partitions {γ |γ̄ }

as Nη := maxγ n
γ
η . Then one can estimate the GME measure

with Eqs. (B5) and (B6) as

Em(ρ) � 2

√
1

|R| − NR

∑
η1,η2∈R

[
inf

{pi ,ψi }

∑
i

pi

×
⎛
⎝∣∣ci

η1
ci
η2

∣∣− ∑
γ∈�(η1,η2)

∣∣ci
η

γ

1
ci
η

γ

2

∣∣
⎞
⎠−1

2

∑
η∈I (R)

Nη

∣∣ci
η

∣∣2].

(B7)

Now one can safely exchange the summation in Eq. (B7)
and lower bound it with the triangle inequality (i.e.,∑

pi
pi |ci

η1
ci
η2

| � |ρη1η2 |) and the Cauchy-Schwarz inequality
(i.e.,

∑
pi

pi |ci
η

γ

1
ci
η

γ

2
| � √

ρη
γ

1 η
γ

1
ρη

γ

2 η
γ

2
). Finally we arrive at the
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result

Em(ρ) � 2

√
1

|R| − NR

[ ∑
η1,η2∈R˜

(∣∣ρη1η2

∣∣
−

∑
γ∈�(η1,η2)

√
ρη

γ

1 η
γ

1
ρη

γ

2 η
γ

2

)
− 1

2

∑
η∈I (R)

Nηρηη

]
,

(B8)

where ρη1η2 := 〈η1|ρ|η2〉.
Above is the proof of Theorem 1 in the case of NR :=

minγ |Rγ |. For the choice ofNR := maxγ |Rγ |, one just needs
to calculate maxγ |Rγ | at the first step, i.e., Eq. (B1), then pick
up |R| −maxγ |Rγ | elements from R\Rγ as the summation
region in the second line and then repeat the whole proof
above. At the end we will attain the same expression for the
lower bound on Em as Eq. (B8), but with different Nη from
the ones before NR = minγ |Rγ |. Nη in this maximum choice

is greater or equal to the one derived in the minimal case. In
the four-qubit singlet example in Sec. IVA, the value of Nη

is exactly the same for both choices. Therefore we choose the
maximum, i.e., NR = 2, to get a tighter lower bound on Em.

APPENDIX C: EXPLICIT DECOMPOSITION OF THE
BIPARTITE WITNESS INTO LOCAL OBSERVABLES

The measurements needed to ascertain the relevant density
matrix elements in the bipartite scenario can be performed
in a basis consisting of a tensor product of the generalized
Gell-Mann matrices. We continue to provide for each of
the density matrix elements above their respective coeffi-
cients. The density matrix elements are either off-diagonal
elements or diagonal elements. The off-diagonal elements
can be obtained by expectation values of the symmetric and
antisymmetric generalized Gell-Mann matrices:

12
s =

⎛
⎝ 0 1 0
1 0 0
0 0 0

⎞
⎠ , 13

s =
⎛
⎝ 0 0 1
0 0 0
1 0 0

⎞
⎠ , 23

s =
⎛
⎝ 0 0 0
0 0 1
0 1 0

⎞
⎠ , (C1)

12
a =

⎛
⎝0 −i 0

i 0 0
0 0 0

⎞
⎠ , 13

a =
⎛
⎝ 0 0 −i

0 0 0
i 0 0

⎞
⎠ , 23

a =
⎛
⎝ 0 0 0
0 0 −i

0 −i 0

⎞
⎠ . (C2)

They can be written as follows:

Re [〈00|ρ|11〉] = 1
2

〈
12

s ⊗ 12
s − 12

a ⊗ 12
a

〉
, (C3)

Re [〈00|ρ|22〉] = 1
2

〈
13

s ⊗ 13
s − 13

a ⊗ 13
a

〉
, (C4)

Re [〈11|ρ|22〉] = 1
2

〈
23

s ⊗ 23
s − 23

a ⊗ 23
a

〉
. (C5)

We now consider the terms obtained via the diagonal generalized Gell-Mann matrices. 0
d = (

1 0 0
0 1 0
0 0 1

), 1
d = (

1 0 0
0 −1 0
0 0 0

), 2
d =

1√
3
(
1 0 0
0 1 0
0 0 −2

). We will expand the sought-after terms into coefficients, utilizing the following basis:

b =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

0
d ⊗ 0

d

0
d ⊗ 1

d

0
d ⊗ 2

d

1
d ⊗ 0

d

1
d ⊗ 1

d

1
d ⊗ 2

d

2
d ⊗ 0

d

2
d ⊗ 1

d

2
d ⊗ 2

d

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

. (C6)

For further reference the coefficients are given as

〈01|ρ|01〉 =
〈
b ∗

(
1

9
,
1

6
,
1

6
√
3
, − 1

6
, − 1

4
, − 1

8
√
3
,
1

6
√
3
,
1

4
√
3
,
1

12

)〉
,

〈10|ρ|10〉 =
〈
b ∗

(
1

9
, − 1

6
,
1

6
√
3
,
1

6
, − 1

4
,
1

8
√
3
,
1

6
√
3
, − 1

4
√
3
,
1

12

)〉
,
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〈02|ρ|02〉 =
〈
b ∗

(
1

9
,
1

6
,
1

6
√
3
,0,0,0, − 1

3
√
3
, − 1

2
√
3
, − 1

6

)〉
,

〈20|ρ|20〉 =
〈
b ∗

(
1

9
,0, − 1

3
√
3
,
1

6
,0, − 1

4
√
3
,
1

6
√
3
,0, − 1

6

)〉
,

〈12|ρ|12〉 =
〈
b ∗

(
1

9
, − 1

6
,
1

6
√
3
,0,0,0, − 1

3
√
3
,
1

2
√
3
, − 1

6

)〉
,

〈21|ρ|21〉 =
〈
b ∗

(
1

9
,0, − 3

3
√
3
, − 1

6
,0,

1

4
√
3
,
1

6
√
3
,0, − 1

6

)〉
.

APPENDIX D: EXPLICIT FORM OF THE GME WITNESS Q(d)
m

Here we recall the explicit form of the nonlinear witness from Ref. [27]. Using the notation for Dicke states introduced
in Sec. IVC we arrive at the following lower bound:

Q(d)
m = 1

m

[
d−2∑

l,l′=0

∑
σ

(
|〈αl|ρ|βl′ 〉| −

∑
δ∈�

√
〈αl| ⊗ 〈βl′ |P †

δ ρ⊗2Pδ|αl〉 ⊗ |βl′ 〉
)

− ND

d−2∑
l=0

∑
α

〈αl|ρ|αl〉
]

, (D1)

with

m ∈ {1, . . . , �n/2�} , ND = (d − 1)m (n − m − 1) , σ := {(α,β) : |α ∩ β| = m − 1} , � :=

⎧⎪⎨
⎪⎩

α, l′ = l

{δ|δ ⊂ α\β}, l′ < l

{δ|δ ⊂ β\α}, l′ > l

.

(D2)

The properties of this witness are discussed in the main text.
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We introduce a class of mixed multiqubit states, that corresponds to a randomized version of graph states.
Such states arise when a graph state is prepared with noisy or imperfect controlled-Z gates. We study the
entanglement features of these states by investigating both bipartite and genuine multipartite entanglement.
Bipartite entanglement is studied via the concepts of connectedness and persistency, which are related to
measurement based quantum computation. The presence of multipartite entanglement is instead revealed by
the use of witness operators which are subsequently adapted to study nonlocal properties through the violation
of suitable Bell inequalities. We also present results on the entanglement detection of particular randomized
graph states, by deriving explicit thresholds for entanglement and nonlocality in terms of the noise parameter
that characterizes the controlled-Z gates exploited for their generation. Finally, we propose a method to further
improve the detection of genuine multipartite entanglement in this class of states.

DOI: 10.1103/PhysRevA.89.052335 PACS number(s): 03.67.Bg, 03.67.Mn, 03.65.Ud

I. INTRODUCTION

Graph states and especially cluster states are at the heart of
measurement based quantum computation (MBQC) [1]. Given
a cluster state, this prominent model of quantum computation
provides a way to perform universal computing with only local
gates and measurements, by avoiding the use of two-qubit
entangling gates. Under this light, the entanglement content of
cluster states can then be regarded as a quantum resource that
is consumed throughout the process. However, despite the fact
that all the operations involved in MBQC can nowadays be
easily implemented in various hardware, the hardest task from
an experimental point of view is represented by the preparation
of the initial cluster state.
The preparation of general graph states always starts from a

product state of qubits corresponding to the vertices of a graph
with no edges, which is then subsequently processed via an
Ising-like interaction [2]. This interaction is tuned in such a
way that its action can be regarded as a series of controlled-Z
(CZ) gates, connecting the vertices according to the target
graph. InRef. [3] a preparationmethod involving only one- and
two-qubit gates for graph states up to 12 qubits is proposed.
As a matter of fact, the current experimental realization of a CZ
gate is far from being perfect, and in practice it is very difficult
to create a noiseless graph state [3].
A possible way to model a noisy CZ gate is to assume

that, with probability p it creates the desired edge between
its qubits, while with probability 1− p it fails. For heralded
entanglement [4], if the gate fails, one could recover the
original state, i.e., |++〉. This has the same effect as an identity
operator. A physical realization of this probabilistic CZ gate
was suggested in [4–6].
In this paper, we aim at studying the randomized graph

state (for short, RG state), that is, states that arise whenever a
probabilistic CZ gate is applied for every edge in a graph. Given
a graph state, its randomized version is thus a mixture of all

the states corresponding to its subgraphs. These are weighted
according to a single parameter p, which we call randomness
parameter, physically related to the success probability of the
CZ gate.
Besides addressing the issue of the unitary equivalence

of general RG states, we will mainly focus on the amount
of entanglement in RG states, both in the bipartite and the
multipartite case [7]. Regarding the former, we will especially
discuss the concepts of persistency and connectedness, which
have a clear application in terms of the usefulness of RG states
forMBQC [2]. For the quantification of the latter, we will use a
genuine multipartite entanglement witness [8–10]. We will be
able in this way to define a critical value pc for the randomness
parameter, above which the state shows genuine multipartite
entanglement properties. Finally, nonlocal realistic features of
RG states will be discussed with the help of suitable Bell
inequalities developed for graph states.
Notice that not only are RG states interesting and highly

nontrivial per se, but they are a useful tool to investigate and
understand the presence of noise in MBQC. Furthermore,
complete RG states are a plausible quantum counterpart to
the classical Erdős-Rényi random graphs introduced in [11]
(Ref. [12] is a detailed survey on the topic), and recently
studied in the context of complex systems [13,14].
The present paper is organized as follows. In Sec. II we

review some basic definitions about mathematical graphs,
random graphs, and quantum graph states. We define ran-
domized graph states in Sec. III. We then study the rank
of RG states to answer the question of unitary equivalence
and bipartite and multipartite entanglement in Secs. IV–VI,
respectively. In Sec. VI, an approximation to a witness for
multipartite entanglement is introduced, which allows us
to determine a threshold probability. A further analysis on
nonlocal realism is carried out in Sec. VII. We conclude in
Sec. VIII with a summary of the achieved results and future
perspectives.
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II. PRELIMINARIES

In this section, we briefly review the definition of graphs as
used in the paper and themathematical concept of Erdős-Rényi
random graphs. We then remind the reader of the well-known
class of quantum graph states and introduce the notation that
will be used throughout the paper.

A. Graphs

A graph G = (V,E) is defined as a pair consisting of a set
VG = {v1, . . . ,vn}, whose elements are called vertices, and a
set EG = {e1, . . . ,el}, whose elements are called edges and
consist of unordered pairs of different vertices [15]. A graph
F with VF ⊆ VG and EF ⊆ EG is called a subgraph of G. If
VF = VG then F is said to be a spanning subgraph of G; in
such a case, we say thatF spans G. Two vertices are neighbors
if they are connected by an edge. The degree of a vertex vi ,
dvi
, is the number of its neighbors. A graph is empty if it has

no edges. The empty graph on n vertices is denoted by G∅
n.

On the other hand, the complete (or fully connected) graph on
n vertices, Kn, contains all possible

(
n

2

)
edges. Other relevant

types of graphs that will be considered along the paper are the
following ones:
(1) (i) Star graphs, Sn: graphs where one vertex has degree

n − 1 and all others have degree 1.
(2) (ii) Cluster graphs, Lm×n: graphs whose vertices

correspond to the points of a discrete two-dimensional lattice
with m times n. When m = 1, we simply write Ln. This is
a linear cluster, or, equivalently, a path on n vertices. Notice
that in the graph-theoretic literature Lm×n is usually called a
grid graph or a lattice graph. We use a different terminology
given the link with MBQC.
(3) (iii) Cycle graphs, Cn: graphs where all vertices have

degree 2. These are closed linear clusters.
A very useful concept in the remainder of the paper is

the symmetric difference. Letting F and G be two graphs
on the same set of vertices V , their symmetric difference is
the graph F�G, such that VF�G = VF = VG and EF�G =
EF ∪ EG \ EF ∩ EG.

B. Erdős-Rényi random graphs

Random graphs are a well-developed mathematical subject
touching both graph theory and probability theory [12]. In the
Erdős-Rényi (ER) random graph on n vertices, each edge is
included with probability p independently of any other edge.
Notice that, as p is uniform for all edges, then the probability
of a subgraphG ⊆ Kn with a number of edges |EG| is given by
P (G) = p|EG|(1− p)(

n

2)−|EG|. As an illustration, Fig. 1 shows
all possible subgraphs of the complete graph K3.

C. Graph states

We will briefly review here the well-known concept of a
graph state of n qubits and its connection to graphs [16,17].
Given a graph G = (V,E) on n vertices, the corresponding
graph state is denoted by |G〉 and defined as follows. First,
assign to each vertex a qubit and initialize it as the state
|+〉 = 1√

2
(|0〉 + |1〉), so that the initial n-qubit state is given

by |+〉⊗n. Then, perform a CZ operation between any two

1

2

3

1

2

3

(a)

1

2

3

1

2

3

1

2

3

(b)

1

2

3

1

2

3

1

2

3

(c)

FIG. 1. (Color online) All possible subgraphs on three vertices,
and the related probabilities, as instances of the ER random graph.
(a) The empty G∅

3 and the complete K3 subgraphs with probability
(1− p)3 andp3, respectively. (b) The subgraphs composed of a single
edge with probability p(1− p)2. (c) The subgraphs composed of two
edges with probability p2(1− p).

qubits associated to vertices that are connected by an edge.
This operation is defined as CZ = diag(1,1,1,−1), in the
computational basis {|0〉,|1〉} for each qubit. By performing
the CZ operation on any two connected qubits i1 and i2, we get
the corresponding graph state

|G〉 :=
∏

{i1,i2}∈E

(CZ)i1i2 |+〉⊗n. (1)

Notice that the number of distinct graph states of n qubits is
equal to 2(

n

2), which is the number of labeled graphs with n

vertices.

III. RANDOMIZED GRAPH STATES

In this section, we will introduce the class of randomized
graph (RG) states. The main idea is to start from a graph G

and to apply probabilistic gates p to the state |+〉⊗n instead
of the perfect CZ gates. p is defined as

p(|++〉〈+ + |) = p| 〉〈 〉 + (1− p)|++〉〈++|, (2)

with |++〉 representing the two-qubit empty graph state, and
| 〉 denoting the two-qubit connected graph state. In other
words, we consider a noisy implementation of the gate CZ,
where one realizes the desired CZ gate with probability p,
but one fails and does nothing with probability 1− p [4–6].
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Notice that all gates p acting on any pair of qubits commute
and thereforewe do not have to specify the order of application.
As an illustration, suppose we want to generate the

GHZ state | 〉 by employing the aforementioned procedure,
namely by applying the probabilistic gatesp to create edges.
It is easy to see that the resulting state is a mixture of subgraph
states of | 〉, namely

Rp(| 〉) = {1,2}
p ◦ {2,3}

p (|+++〉〈+ + +|)
= p2| 〉〈 | + p(1− p)| 〉〈 |

+p(1− p)| 〉〈 | + (1− p)2| 〉〈 |. (3)

The above state is then said to be the RG state associated to
the graph . The above example shows that the RG state ρ

p

G

associated to a graph G, or equivalently to a pure graph state
|G〉, can be derived by applying the randomization operation
Rp in agreement with the following definition.

Definition III.1 (Randomized graph state). Let |G〉 be a
graph state. A randomization operator Rp is defined via

Rp(|G〉) :=
∑

F spansG

p|EF |(1− p)|EG\EF ||F 〉〈F |, (4)

where F are spanning subgraphs of G, EF and EG are the
sets of edges of F and G, and p is the randomness parameter
corresponding to the success probability of the CZ gate in
Eq. (2). The resulting state ρ

p

G := Rp(|G〉) is the randomized
version of |G〉 with randomness parameter p, or, shortly, a
p randomization of |G〉.
This randomization operator corresponds to the preparation

of graph states showed in the probabilistic gate model of
Eq. (2). It maps a pure graph state |G〉 into a mixture of
all its spanning subgraph states. Since the two extreme cases
p = 0,1 correspond to the empty graph and the pure graph
state, respectively, the parameter p plays a fundamental role
to determine the entanglement features of RG states.
In addition, it is useful to remark a difference between

mathematical ER random graphs and RG states: in ER random
graphs all possible edges among the vertices are considered; in
RG states the randomization is restricted to the edges of a given
graph. In other words, ER random graphs are always related to
the fully connected graph, while RG states can be generated by
the randomization process on any graph. From this viewpoint,
we can say thatRG states aremore general than randomgraphs,
since only in the case of G = Kn does the corresponding
RG state ρ

p

Kn
have the same combinatorial properties as the

ER random graph of n vertices. It is then evident that our
model is in close analogy with bond percolation. Of course,
the questions that we ask are not directly related to the main
question in percolation theory,which is traditionally concerned
with the global behavior of infinite graphs as a function of the
randomness parameter (see [18]).
In this paper we will denote the p randomization of the

important graph states |Kn〉, |Sn〉, |Ln〉, and |Cn〉 by ρ
p

Kn
, ρp

Sn
,

ρ
p

Ln
, and ρ

p

Cn
, respectively.

Notice that a different definition of random graph states
is also given in [19]. In that model, a vertex with degree
d is represented by a d-qubit system and two vertices a

and b are said to be connected by an edge if one qubit in

a is maximally entangled with one qubit in b. A random
unitary matrix describes the coupling between subsystems
of a vertex. The random graph states considered in [19] are
then an ensemble of pure states. In contrast, in our definition
each vertex is a single-qubit system, and a randomized graph
state is always a mixed state for any value of the randomness
parameter 0 < p < 1. Notice that other ways to define mixed
quantum states from graphs have been studied in the literature
(see, e.g., Ref. [20]).

IV. RANK OF RANDOMIZED GRAPH STATES
AND UNITARY EQUIVALENCE

In this section, we investigate the question of local unitary
(LU) equivalence of RG states. Two n-qubit quantum states ρ

and σ are LU equivalent if and only if there exist local uni-
taries U (1), . . . ,U (n) such that ρ = U (1) ⊗ · · · ⊗ U (n)σU (1)† ⊗
· · · ⊗ U (n)†. LU equivalent states have identical entanglement
properties.
The LU equivalence classes of graph states have been

intensively studied in Ref. [16]. Pure graph states up to six
qubits can be classified in 19 different LU classes. Graph
states in the same class can be transformed into each other
via local unitaries, and hence share the same entanglement
properties. However, in most cases the RG states derived from
two LU equivalent graph states, say |G1〉 and |G2〉, are not LU
equivalent and, in general, not even equivalent under global
unitaries (GUs).
In order to see this, consider for instance the graph

states |G1〉 = | 〉 and |G2〉 = | 〉, that are known to be
LU equivalent. The corresponding RG states are given by
ρ

p

G1
= Rp(| 〉), see Eq. (3), and

ρ
p

G2
= p3| 〉〈 | + p2(1− p)| 〉〈 | + · · ·

+p(1− p)2| 〉〈 | + · · ·
+(1− p)3| 〉〈 |. (5)

For any value of p �= 0,1 the above two states can be shown by
direct calculation to have different ranks, namely rank(ρp

G1
) =

4, and rank(ρp

G2
) = 5. Therefore, the RG states ρ

p

G1
and ρ

p

G2
,

defined starting from LU equivalent graph states, cannot even
be transformed into each other by a GU operation. In other
words, these are not unitary equivalent and, in particular,
not LU equivalent. This reasoning can be generalized to
an arbitrary number of qubits by introducing the following
concepts:

Definition IV.1 (G-subgraphs state space). Let G be a
graph and F a spanning subgraph ofG. The space spanned by
the states |F 〉 is calledG-subgraphs state space and is denoted
as

�G := span({|F 〉}F⊆G,VF =VG
). (6)

This definition prompts to two observations concerned with
the complete graph. The respective proofs are in Appendix A.

Theorem IV.2 (Dimension of �Kn
). TheKn-subgraphs state

space �Kn
has dimension 2n − n.

Theorem IV.3 (Rank of randomized graph states). The rank
of the randomized graph state ρ

p

Kn
is 2n − n, for all 0 < p < 1.
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A direct consequence of Theorem IV.3 is that the rank
of ρ

p

Kn
is maximum over all RG states of n qubits, as long

as p �= 0,1. An interesting question is whether there exists
any other randomized graph state ρGn

with maximum rank.
The answer is in the negative. This can be explained by the
following argument. Suppose we have a graph Gn given by
the complete graph Kn where, without loss of generality, we
delete a single edge between vertices 1 and 2. It can be easily
seen that the state |1100 . . . 00〉 appears with a plus sign in
the graph state |Gn〉 and all the corresponding subgraph states.
Therefore, the state |0000 . . . 00〉 − |1100 . . . 00〉 cannot be
obtained as a superposition of the subgraphs of Gn (see the
proof of Theorem IV.2 in Appendix A for an explanation).
Thus, the rank of ρGn

is always strictly smaller than 2n − n.
The above argument also holds for the case of states that

correspond to graphs G¬m
n with m edges missing with respect

to the complete graph, i.e., with
(
n

2

)− m edges. The rank of
the corresponding RG states is then bounded as

rank
(
ρG¬m

n

)
� 2n − n − m. (7)

To prove this, the above argument about the state |1100 . . . 00〉
corresponding to 1’s for the qubits that are not connected by
an edge can be repeated for all the other m pairs of qubits
where the edges are missing, and the above upper bound
then follows. From the above reasoning we can thus infer that
the randomized graph state ρG¬m

n
can never be GU equivalent

to ρKn
.

An interesting example in this sense is provided by the
two graph states |Kn〉 and |Sn〉, which are known to be LU
equivalent. As we have observed, rank(Kn) = 2n − n, while,
since the star graphSn can be obtained from the complete graph
Kn by deleting

(
n−1
2

)
edges, the rank of ρSn

can be bounded as

rank
(
ρSn

)
� 2n − n −

(
n − 1
2

)
. (8)

This proves that, although the star graph state |Sn〉 and the com-
plete graph state |Kn〉 are LU equivalent, their corresponding
RG states ρSn

and ρKn
are not even GU equivalent.

V. BIPARTITE ENTANGLEMENT

In this section, we analyze the bipartite entanglement
properties of RG states. We show that RG states exhibit some
properties which are analogous to bipartite entanglement of
pure graph states, while others are different. A pure graph
state is entangled regarding a bipartition if there exists at least
one edge across the partition. The following proposition shows
that the same result holds for RG states.

Proposition V.1. Given a graph G, let A and B be disjoint
subsets such that A ∪ B = VG. A RG state ρ

p

G is entangled
regarding the bipartition A|B, if there exists at least one
randomized edge between A and B with randomness p > 0.

Proof. Let us first consider the graph state composed of two
qubits, namely the Bell state |Bell〉 = | 〉. The RG state ρ

p

Bell

associated to it is thus given by

ρ
p

Bell =
1

4

⎛
⎜⎜⎜⎝

1 1 1 1− 2p
1 1 1 1− 2p
1 1 1 1− 2p

1− 2p 1− 2p 1− 2p 1

⎞
⎟⎟⎟⎠ . (9)

Since the partial transpose of ρp

Bell has one negative eigenvalue
for p > 0, ρ

p

Bell is entangled whenever p > 0 [21]. Let us
now move to the general case and show that there is always
a nonzero probability to project a given RG state ρ

p

G onto a
randomized Bell state of vertices a ∈ A and b ∈ B, by using
local σz measurements. Notice that this is never possible if
ρ

p

G is separable across the bipartition A|B. Recall that a σz

measurement on the vertex vi of |G〉 results in the graph state
|G − vi〉 ⊗ |+〉vi

, where all the edges touching the vertex vi

have been deleted, whenever the outcome +1 occurs [16].
Therefore, if we now measure all the vertices except a and b,
i.e., V \{a,b}, there is a nonvanishing probability that all the
outcomes are +1, and thus a nonzero probability to delete all
the randomized edges of ρ

p

G except the one between a ∈ A

and b ∈ B. As a result, there is a nonzero probability to obtain
a randomized Bell state ρ

p

Bell between the vertices a and b,
which finally shows that the state ρ

p

G is entangled with respect
to A|B for any p > 0. �
This shows that, for p > 0, RG states show entanglement

across any bipartition connected by at least one randomized
edge, thus even the action of an imperfect probabilistic CZ gate
creates entanglement between the two connected parties.
We now consider two different bipartite entanglement

properties, namely maximal connectedness and persistency,
specifically introduced in [2] for cluster states, and of particular
interest with regard to MBQC. A state is said to be maximally
connected if we can project any pair of vertices onto a Bell
state with certainty, by using only local measurements. The
following proposition shows that RG states never enjoy this
property.

Proposition V.2. A randomized graph state is never maxi-
mally connected for p < 1.

Proof. Since for any pair of vertices {i,j} there is a nonzero
probability that either vertex i or j is isolated, the state cannot
be projected onto a Bell state |Bell〉i,j with certainty. �
The persistency P of a state is instead the minimal number

of local measurements needed to completely disentangle the
state. In Ref. [2], it was shown that, while every cluster
state is maximally connected, the persistency depends on its
specific structure. Results are known for one-dimensional (1D)
cluster states |Ln〉, where the persistencyP equals the Schmidt
rank n/2, and for two- or three-dimensional cluster states
where P approaches n/2 only asymptotically. The following
proposition shows that the RG state ρ

p

G is less robust than the
graph state |G〉.

Proposition V.3. The persistency of a randomized graph
state P(ρp

G) is always smaller or equal than P(|G〉):
P(ρp

G

)
� P(|G〉). (10)

Proof. Let P(|G〉) = m, and {M1, . . . ,Mm} be the mea-
surements that totally disentangle |G〉. Then the same set of
measurements {M1, . . . ,Mm} totally disentangles ρ

p

G too, as it
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disentangles each spanning subgraph state of |G〉. Therefore
the inequality P(ρp

G) � m follows. �
The two propositions above show that the bipartite entan-

glement of a given RG state is never as robust as the one of the
corresponding pure graph state. This observation is expected,
due to the method of construction, and is of particular interest
with regard to MBQC.
We finally quantify the amount of bipartite entanglement

by considering the negativity, evaluated with respect to all
possible bipartitions of the qubits. The negativity of a bipartite
state ρAB is defined [22] as

N (ρAB) =
∥∥ρ�A

AB

∥∥− 1
2

, (11)

where �A represents the partial transposition with respect to
the subsystem A, and ‖X‖ = Tr[

√
X†X] is the trace norm.

Notice that this is one of the few computable measures of
entanglement when mixed states are concerned.
We have evaluated the negativity numerically for some RG

states composed of a small number of qubits. The results for
the negativity of states corresponding to the complete graphKn

and the star graph Sn up to n = 4 vertices are reported in Fig. 2.
As can be seen, in the studied cases the negativity exhibits a
monotonic behavior in terms of the randomness parameter p.
This suggests that the entanglement content might increase
monotonically in p with respect to any bipartition. Actually,
since for the extreme cases p = 0 and p = 1 we have a fully
separable state and an entangled state, respectively, one might
expect that, as the weight of entangled subgraph states in
ρ

p

G increases with increasing p, a corresponding growth of
the entanglement content of the RG state ρ

p

G. However, even
though this conjecture is supported by numerical evidence, it
is an open question whether the monotonic behavior of the
negativity in terms of the randomness p is a common feature
to all RG states.

VI. GENUINE MULTIPARTITE ENTANGLEMENT

In this section, we consider genuine multipartite entangle-
ment (GME) properties of RG states. We remind the reader
that a state which cannot be written as a convex combination
of biseparable states is called genuinely multipartite entangled
(GME) [7]. For example, in the case of three qubits, a state ρ

is genuinely multipartite entangled, if it cannot be expanded
in the following decomposition:

ρ = c1ρ1|23 + c2ρ2|13 + c3ρ3|12, (12)

where ρi|jk is a biseparable state regarding the bipartition
{i}|{jk}, and ∑3

i=1 ci = 1, with ci � 0. The condition of
being genuine multipartite entangled is thus stronger than
showing bipartite entanglement. As a direct consequence, the
recognition and evaluation of GME becomes much harder,
especially for mixed states. Nonetheless some investigations
can be still made for RG states.
As was the case for bipartite entanglement in Fig. 2, we

expect the randomness parameterp to tune the amount ofGME
of a connected RG state from zero to its maximum value. Since
the two extreme cases p = 0,1 correspond to a fully separable
and a genuine multipartite entangled state, respectively, we
wonder whether the GME content of a general RG state ρ

p

G
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12

3

1 2 12

(a)

0.2 0.4 0.6 0.8 1.0
p

0.1

0.2

0.3

0.4

0.5
N ρG

p

2 1,3 1
2

3

1 2,3 1
2

3

(b)

0.2 0.4 0.6 0.8 1.0
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FIG. 2. (Color online) Negativity of some special RG states
composed of few qubits. “{a1, . . . }|{b1, . . . }” indicates the bipartition
with respect towhich the negativity has been calculated. (a)Negativity
of all RG states ρKn

states up to n = 4 qubits. (b) Negativity of RG
states ρSn

composed of n = 3 qubits. (c) Negativity of RG states ρSn

composed of n = 4 qubits.

might still follow amonotonically increasing behavior in terms
of p.
In order to support this intuition, we have followed the

PPT mixer approach developed in Ref. [23]. In this approach
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one uses a semidefinite program to make an optimization over
all fully decomposable witnesses. An entanglement witness
is a Hermitian operatorW such that there exists a ρ with
Tr[Wρ] < 0 and Tr[Wρsep]� 0 for all separable states ρsep.
A fully decomposable witness W is a witness operator that
can be decomposed into two positive semidefinite operators
Pγ andQγ for all bipartitions γ , such that

W = Pγ + Q
�γ

γ , (13)

with Tr(W ) = 1, Pγ � 0, Qγ � 0 and �γ being the partial
transpose regarding bipartition γ . Such a witness is a GME
witness, if there exists a GME state ρ with Tr[Wρ] < 0, and
Tr[Wρ ′] � 0 for all non-GME states ρ ′. With a semidefinite
program one can minimize the expectation value Tr(Wρ)
over all fully decomposable witnesses, such that one can
numerically calculate the quantity

Epptmixer(ρ) =
∣∣∣min (0, min

W fully decomp.
Tr(Wρ)

)∣∣∣. (14)

Since Epptmixer is an entanglement monotone, it cannot solely
detect the presence ofGMEbut also bound the amount ofGME
[23]. Moreover it turns out to be necessary and sufficient for
entanglement detection in permutationally invariant states up
to three qubits [24], thus leading to a well defined measure of
GME. Notice that, for graph states and their randomization,
only the ones which are generated by complete graphs are
permutationally invariant. Hence we can solely use this PPT
mixer approach as GME measure for the three-qubit RG state
ρ

p

K3
, while as a GME monotone for the other RG states. With

the help of the online program [25], we obtain the numerical
results for RG states with three, four, and five qubits. These
are shown in Fig. 3. The behavior of the monotone of GME
derived from the PPT mixer is monotonic in p, supporting our
intuition. Whether the multipartite entanglement of RG states
is generally increasing with p remains an open question.
If the quantity Tr[Wρ

p

G] is monotonically decreasing with
respect to p, then it allows us to find a critical value of the
randomness parameter, pw, such that whenever p > pw the
state is guaranteed to show GME. A depiction of what could
happen is illustrated in Fig. 4. There, the expectation value of
a GME witness on the RG state ρ

p

G is plotted as a function
of p, and compared with the expected behavior of a general
measure of GME. By assuming the existence of a threshold
pc above which the state shows GME (according to the GME
measure), it is clear that pw is an upper bound for pc, i.e.,
pc � pw. Note that the presence of a threshold pc is supported
by results shown in Fig. 3, and that any negative expectation
value for a witness leads to a lower bound for a corresponding
entanglement measure [26].
A suitable witness to detect GME in a RG state ρ

p

G turns
out to be the projector-based witness [7–10],

WG = 1
21 − |G〉〈G|. (15)

Notice that the operator above involves only the projector onto
the pure graph state |G〉 that generates ρ

p

G, disregarding all its
subgraphs. In order to see whether WG of Eq. (15) provides a
negative expectation value for the state ρ

p

G, one has to compute
the overlap Tr[|G〉〈G|ρp

G]. Therefore we introduce the next
definition:

0.2 0.4 0.6 0.8 1.0
p

0.1

0.2

0.3

0.4

0.5
Epptmixer

ρK5
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ρK4
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ρK3
p :

0.2 0.4 0.6 0.8 1.0
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ρS4
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ρS3
p ρL3

p :

0.2 0.4 0.6 0.8 1.0
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0.4

0.5
Epptmixer

ρG
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ρG
p :

ρC4
p :

FIG. 3. (Color online) Multipartite entanglement monotone de-
rived from the PPT mixer as a function of the randomness p for RG
states up to five qubits; see Eq. (14).

Definition VI.1 (Randomization overlap). The overlap of a
graph state |G〉 and its randomization ρ

p

G is the randomization
overlap of ρp

G, i.e.,

L
(
ρ

p

G

)
:=Tr[|G〉〈G|ρp

G

]
=

∑
F spansG

p|EF |(1− p)|EG\EF |Tr[|G〉〈G|F 〉〈F |]. (16)

Due to the linearity of the trace, the calculation of the
randomization overlap L(ρp

G) of Eq. (16) thus reduces to the
calculation of the scalar product of the graph state |G〉with all
its possible subgraph states |F 〉. Furthermore, exploiting the
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Approximated I l ρG
p

FIG. 4. (Color online) Relation between a measure of GME and
the expectation value of the witness W . The critical probability
pc is upper bounded by pw , i.e., the value of p where the
expectation value becomes negative. Notice that the existence of
pc and the monotonically increasing behavior of the GME measure
are not guaranteed. The same considerations apply to the monotonic
decreasing behavior of the expectation value. The dashed line depicts
an l-level approximated GME witness introduced in Sec. VI B.
In contrast with the nonapproximated witness, it is monotonically
decreasing for level l � |EG|/2 and randomness 1/2 � p � 1. The
value of the nonapproximated GME witness Tr(WGρ

p

G) is always
smaller than or equal to the l-approximated GME witness IF (�l) (ρp

G).

symmetric difference defined in Sec. II A and the definition of
a graph state in Eq. (1), each contribution Tr[|G〉〈G|F 〉〈F |]
can be rewritten as

Tr[|G〉〈G|F 〉〈F |] = Tr[|G∅〉〈G∅|G�F 〉〈G�F |], (17)

where |G∅〉 is associated with the empty graph. Therefore, the
overlap of any two graph states can be recast as the overlap of
the graph defined by the symmetric difference and the empty
one. However, even in this form the scalar product remains
highly nontrivial to compute. By the help of a specifically
developed algorithm [27], some special cases can be computed
efficiently and even an analytical formula can be given
(see Table I), especially when a small number of edges
is concerned. However, in the general case the overlap
can be given only via some iterative formula [28], which
unfortunately scales exponentially in the number of vertices.

TABLE I. Scalar product of some special graph states with |G∅〉.
The cluster graphs Ln in the table are one-dimensional. The results
are attained by using the formulas derived in Ref. [27].

Graph |G〉 Overlap |〈G∅|G〉|2

L2n 1/22n

L2n+1 1/22n

C2n 1/22n−2

C2n+1 0
Sn 1/4

Besides the difficulty to compute each single overlap,
another problem that inevitably affects the computation of
the randomization overlap L(ρp

G) consists of the large number
of contributions we have to account for. As a matter of fact,
since a RG state contains 2(

|EG |
2 ) possible subgraphs, that is

exponentially increasing in the number of edges, the number
of overlaps contributing to L(ρp

G) increases exponentially
fast as well. Nonetheless there exist some special cases that
can be treated explicitly and where an analytical solution
can be found. These cases will be treated in the following,
before moving to a possible efficient approximation of the
randomization overlap L(ρp

G).

A. Calculation of the witness for special RG states

In Appendix B, we derive the randomization overlap of
both the RG state ρ

p

Sn
, corresponding to the star graph Sn, and

the randomized 1D cluster ρ
p

Ln
. The expectation value of the

witnessWSn
on the state ρ

p

Sn
takes the form

Tr
[
WSn

ρ
p

Sn

] = 1
4 − 3

4p
n−1, (18)

which ismonotonically decreasingwith respect top. Therefore
the threshold probability turns out to be pw = 3−1/(n−1), and
upper bounds the critical randomness pc.
For the randomized 1D cluster state ρ

p

Ln
the witness gives

instead the following expectation value:

Tr
[
WLn

ρ
p

Ln

] = 1

2
− 1√

λp

(
1− p

2
+
√

λp

2

)(
p

2
+
√

λp

2

)n

+ 1√
λp

(
1+ p

2
+
√

λp

2

)(
p

2
−
√

λp

2

)n

,

(19)

where λp = 1− p + p2 (see Appendix B for details). Notice
that this function is alsomonotonically decreasingwith respect
top. Solving the above polynomial inp thus provides an upper
bound pw on pc for the RG state ρ

p

Ln
. Both the expectation

values above are plotted in Fig. 5.
The nonapproximated values pw of the RG cycle state

ρ
p

Cn
can also be computed numerically by the use of the

algorithm developed in Ref. [27], which will be compared
with approximated values in Fig. 6 in the next section.

5 10 15 20 25
n

0.4
0.5
0.6
0.7
0.8
0.9

pw

ρSn
p

ρLn
p

FIG. 5. (Color online) Probability pw for the randomized star
graph state ρ

p

Sn
and the randomized 1D cluster state ρ

p

Ln
.
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FIG. 6. (Color online) Accuracy of the approximated GME wit-
ness LF (�2) (ρ

p

Cn
) for the cycle RG graph ρ

p

Cn
. The parameter for

comparison is the threshold probability pw , calculated according to
the algorithm explained in Ref. [27].

It is worth mentioning that, as expected, pw increases
rapidly as the number of vertices increases. From an exper-
imental point of view, this means that the more edges one
creates, the higher gate quality is required to guarantee the
presence of GME in the final state.
In the followingwewill follow a different approach, namely

we will approximate the witness neglecting all contributions
of subgraphs too “different” from the generating one. This
approximation holds whenever the randomness parameter p is
high enough.

B. Approximated witness

Due to the structure of a general RG state, the computation
of the scalar product of the pure graph state with all spanning
subgraph states turns out to be too complex. Therefore, we
introduce an approximation of the randomization overlap
L(ρp

G), that defines the expectation valueWG. Here we define
the l-level approximation of a randomization overlap by
dropping its subgraph components F (>l) which differ from
G by more than l edges, i.e.,

LF (�l)

(
ρ

p

G

)
:= Tr(|G〉〈G|ρF (�l) ), (20)

where ρF (�l) is defined as

ρF (�l) =
∑

F s.t. |EF�G|�l

p|EF |(1− p)|EG\EF ||F 〉〈F |. (21)

The l-level approximated witness then reads

IF (�l)

(
ρ

p

G

)
:= 1

2 − LF (�l)

(
ρ

p

G

)
. (22)

The proof of the next statement is in Appendix C.

Proposition VI.2. The l-level approximated randomization
overlap LF (�l) (ρp

G) is monotonically increasing with respect to
the randomness p � 1/2 for all l � |EG|/2.
A good approximation, when p is close enough to 1,

consists in neglecting the subgraphs F (>2) that differ from
G by more than two edges. This corresponds to a reduced
RG state of |G〉 where only the most relevant subgraphs
appear. The following theorem states that instead of using
the full randomization overlap L(ρp

G) in the GME witness, we
can focus just on LF (�2) (ρp

G) with the advantage to make the
calculation easier.

Theorem VI.3 (Approximated GME witness). Let G be a
graph and dv be the degree of a vertex v. The quantity
LF (�2) (ρp

G) is a lower bound for the randomization overlap
L(ρp

G), namely

L
(
ρ

p

G

)
� LF (�2)

(
ρ

p

G

) = p|EG| + 1

4
(1− p)p|EG|−1|EG|

+ 1

24
(1− p)2p|EG|−2

⎡
⎣(|EG|

2

)
+ 3

∑
v∈VG

(
dv

2

)⎤⎦ .

(23)

Forp � 1/2,L(ρp

G) � LF (�2) (ρp

G). The following quantity can
be regarded as a GME witness for ρp

G:

IF (�2)
(
ρ

p

G

)
:= 1

2 − LF (�2)
(
ρ

p

G

)
. (24)

If IF (�2) (ρp

G) < 0, it is then guaranteed that the RG state ρ
p

G is
genuinely multipartite entangled.
See Appendix C for a proof. Notice that the value of the

randomness parameter pF that makes IF (�2) (ρp

G) vanishing is
still an upper bound of the critical randomness pc for the
RG state ρ

p

G. Notice that by construction the following chain
of inequalities holds: pc � pw � pF . Furthermore, according
to Proposition VI.2, the witness IF (�2) (ρp

G) is monotonically
decreasing as a function of p. Hence whenever p > pF the
RG state ρ

p

G shows GME.
By employing this theorem one can detect GME even for a

graph with relatively many edges, however a study about how
well the approximated witness performs is now needed. In
order to check the accuracy of our approximation, we consider
as an example the cycle RG graph ρ

p

Cn
and plot the relative

difference between pF and pw. As we can see in Fig. 6,
for n = 3 the value of pF equals pw, while for higher n

the approximation becomes more and more accurate as the
number of vertices increases. Note that the equality for n = 3
results from the fact that the single neglected contribution
Tr[|G∅〉〈G∅|C3〉〈C3|] in LF (�2) (ρp

C3
) is equal to zero.

In order to show the quality of our approximation we
consider here other relevant RG states, that is randomized 2D
and 3D cluster states. For these states we plot the approximated
pF in Figs. 7 and 8, as a function of the number of vertices
along each direction of the cluster. As we can see in Fig. 7, pF
for the two-dimensional RG state ρ

p

Lm×n
increases as the sum

m + n grows, wherem and n are the number of vertices along
the x and y axes, respectively. It also turns out that the values
of pF for two RG cluster states ρ

p

Lm1×n1
and ρ

p

Lm2×n2
are very

close to each other whenever m1 + n1 = m2 + n2. The same
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FIG. 7. Threshold probability pF for randomized 2D cluster
states ρL

p
n×m

= Rp(|Ln×m〉). Here, m and n represent the number of
vertices along the x and y axes of the 2D cluster, respectively. The
quantity pF is depicted as a map in a (m,n) grid.

arguments hold also for the three-dimensional randomized
cluster state (see Fig. 8).
Notice that the approximated witness given in Eq. (24) can

be exploited to obtain a value of the randomness parameter
p above which the RG state shows GME. Vice versa, if we
have at disposal only CZ gates with a fixed parameter p, we
can then use the estimates given by the witness to find out
possible multipartite entangled RG states one could create
(see Figs. 5 and 6).

0.6

0.7

0.8

0.9

1.0

p

FIG. 8. Threshold probability pF for randomized 3D cluster
states ρ

p

Li×j×k
= Rp(|Li×j×k〉). The indices i, j , and k represent the

number of vertices along the x, y, and z axes of the 3D cluster,
respectively. The quantity pF is depicted in grayscale in a (i,j,k)
grid.

VII. BELL INEQUALITIES

In this section, we investigate when RG states cannot be
described in terms of local hidden variable (LHV) models
[29–31]. Any LHV model has to fulfill the constraints of
realism and locality. These two facts result in bounds on
the strength of correlations, which can be formally captured
in terms of Bell inequalities [29]. A violation of such an
inequality excludes the description of the correlations in terms
of an LHVmodel [30,31]. We will show that RG states violate
Bell inequalities developed for pure graph states, whenever the
randomization parameter p is high enough. In order to do so
we review the stabilizer description of graph states [17].
Given a graph G, we can associate to each vertex i a

stabilizing operator gi as follows:

gi = X(i)
⊗

j∈N(i)

Z(j ), (25)

where N (i) is the neighborhood of the vertex i, i.e., the set of
vertices connected to i. Here, X(i),Y (i),Z(i) denote the Pauli
matrices σx,σy,σz, acting on the ith qubit. The graph state
|G〉 associated with the graph G is the unique n-qubit state
fulfilling

gi |G〉 = |G〉, for i = 1, . . . ,n. (26)

The n operators gi turn out to be the generators of a group,
called stabilizer and denoted by S(G). The group S(G) can be
shown to be Abelian and is composed of 2n elements sj . By
this definition it straightforwardly follows that 〈G|sj |G〉 = 1
for any j = 1, . . . ,2n. As any sj can be expressed as a product
of n dichotomic local observables, we can thus define the
following Bell operator [32]:

B(G) = 1

2n

2n∑
j=1

sj . (27)

Furthermore since a graph state is a product of projectors of
its stabilizer generators, i.e., |G〉〈G| = ∏

i(1 + gi)/2 = B(G),
the expectation value of 〈B(G)〉 reaches its maximum value 1
only for the state |G〉. By defining the quantity

D(G) = max
LHV

|〈B(G)〉|, (28)

where the maximum is taken over all LHV models, equiv-
alently taken over all possible expectation values of local
observables 〈X(i)〉, 〈Y (i)〉, 〈Z(i)〉within {−1,+1}, we then have
the following Bell inequality [32]:

〈B(G)〉 � D(G). (29)

As a straightforward consequence, given the graph state |G〉,
we are guaranteed that it cannot be described by a LHVmodel
whenever D(G) < 1.
For our purpose it is more convenient to rephrase the Bell

inequality (29) in terms of a detection operator. Keeping in
mind that the Bell operator B(G) is exactly the projector
|G〉〈G|, the following witness operator can be found [32,33]:

WLHV = D(G)1 − |G〉〈G|. (30)

Hence, whenever Tr[WLHVρ] < 0, i.e., the expectation value
ofWLHV on the quantum state ρ is negative, the state ρ violates
local realism, and thus cannot be described by LHV models.
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FIG. 9. (Color online) The probability thresholds p(l�2)LHV for some
important RG states. These thresholds are the zero crossings of
Eq. (31). Due to the complexity of the calculation of the classical
bounds D(G), only the thresholds for the states up to ten qubits are
analyzed. The behavior of p(l�2)LHV is explained at the end of Sec. VII.

Note that thewitnessWLHV is similar to thewitness forGMEof
Eq. (15). They indeed differ only in the value of the coefficient
of the identity operator. Notice furthermore that the approxi-
mation techniques developed so far apply here too, allowing
us to proceed as in Eq. (22) in the previous section, i.e.,

I
(�l)
LHV

(
ρ

p

G

)
:= D(G)− LF (�l)

(
ρ

p

G

)
. (31)

In [32], the quantityD(G) has been calculated for different
graphs with number of qubits n up to 10. Our analysis consists
of calculating the approximated threshold p

l�2
LHV for a given

graph state |G〉, such that I
(�2)
LHV(ρ

pLHV
G ) = 0. Since I

(�2)
LHV(ρ

p

G)
is monotonically decreasing with respect to p for p > 1/2
(see Proposition VI.2), any randomness parameter p > p

(l�2)
LHV

will then lead to a RG state that cannot be described in terms
of a LHV model.
In Fig. 9, we show the achieved result for several important

RG states. In this figure one can see that the classical bounds
D(G) are crucial for the behavior of pLHV. For a given type
of graph, since the classical bound D(G) is decreasing with
respect to the number of vertices n, the threshold pLHV is not
monotonically increasing with respect to n. The ordering of
pLHV among different types of graphs can be explained via
the ordering of D(G). For n � 5, D(Cn) = D(Ln) = D(Sn)
holds. Therefore pLHV(Cn) > pLHV(Ln) > pLHV(Sn) has the
same ordering as the threshold pGME for GME; see Figs. 5
and 6. For n > 5, the ordering of the threshold values
pLHV(Sn) > pLHV(Ln) > pLHV(Cn) reflects the ordering of
the classical bounds for the different types of graphs, i.e.,
D(Sn) > D(Ln) > D(Cn). For larger n, we observe that the
nonlocality of the randomized star graph states is fragile with
respect to our noise model. This is analogous to the noise
resistance of GME for star graph states. The fragility of GME
states for other noise models has been investigated in [34].
Similar to the previous section, we can use the results

provided by ILHV of Eq. (31) in order to generate nonlocal
multiqubit states by using only CZ gates with a given success
probability p. For instance, if we have CZ gates with success
probability p = 0.84, we can then create a nonlocal six-qubit

system via generating a six-qubit randomized cycle graph state
by subsequently connecting the six qubits using solely the CZ
gates at disposal.

VIII. CONCLUSIONS

In this paper, we introduced a class of n-qubit mixed states
that we called randomized graph (RG) states because they can
be derived from pure graph states by applying a randomization
procedure. They represent a quantumanalog of randomgraphs.
These states can also be regarded as the resulting states in an
imperfect graph state generation procedure [4–6]. We studied
in particular the entanglement properties of such states and
it turned out that their entanglement classification is quite
different from the one for graph states.We investigatedwhether
local unitary (LU) equivalence of pure graph states implies
LU equivalence of their randomized version, and answered
this question in a negative way. Although the presence of a
randomized edge guarantees bipartite entanglement between
the two parties that are linked by the edge, the bipartite
entanglement of RG states is more fragile under the action
of local measurements with respect to the one of their
corresponding graph states. We investigated this aspect by
evaluating the connectedness and persistency of RG states. We
then studied the multipartite entanglement properties of RG
states. Due to the fact that these multiqubit states are mixed,
we could evaluate the multipartite entanglement content only
in some particular cases, namely for states up to four qubits.
In such cases we could show that multipartite entanglement
exhibits a monotonic behavior as a function of the randomness
parameter p, while it is still an open problem whether the
entanglement of a general RG state grows monotonically with
p. In the general case we could define a critical value pc

for the randomness parameter above which the RG states are
guaranteed to be multipartite entangled by employing suitable
multipartite entanglement witnesses. The threshold pc also
provides an estimate of how much noise the CZ gates can be in
order to guarantee GME in the generated state. Furthermore,
the same approach was exploited to study the possibility to
describe such RG states in terms of local hidden variable
(LHV)models.Again,we could find a critical probabilitypLHV
abovewhich the quantum state surely violates aBell inequality.
The threshold pLHV also gives a hint regarding which kind
of nonlocal multiqubit states can be created by using solely
controlled-Z gates with a given success probability.
We point out that RG states have possible applications

in measurement based quantum computation, quantum key
distribution, quantum networks, etc. Since RG states are
derived by the use of imperfect controlled-Z gates, which is
unavoidable in a laboratory, it is more natural to consider these
states instead of pure graph states in the quantum information
processing task one wants to pursue.
As an outlook, the emergence of giant components of RG

states and the properties of RG states in the asymptotic limit
n → ∞ are interesting theoretical topics that deserve further
investigation. Other interesting questions that still need to
be addressed are for example the possibility of identifying
a Hamiltonian which has a RG state as eigenstate, or the
possibility of designing a protocol to herald the components
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of a RG state, such that one can perform a preselection of the
RG state to extract certain subgraph states from it.
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APPENDIX A: PROOFS OF THEOREMS IV.2 AND IV.3

The proofs of Theorems IV.2 and IV.3 are given below.
Notice that for Theorem IV.2 two proofs are provided, the
former being more intuitive, the latter being more formal.

Proof of Theorem IV.2. Let us denote the n-qubit state with
a single qubit in state 1 at position i as |1i〉. Then, from the
definition of graph states in terms of CZ operations [Eq. (1)]
it follows that the n linearly independent (but not mutually
orthogonal) states given by

|00 . . . 0〉 − |1i〉 for every i = 1, . . . ,n (A1)

are orthogonal to any subgraph state |Gi〉 ofKn. Thus it follows
that dim(�Kn

) � 2n − n, where �Kn
is the subspace spanned

by all possible subgraph states of Kn, i.e., all possible graph
states with n vertices. To prove that the equality holds, we
have to show that the state |Dn〉 = |00 . . . 0〉 +∑n

i=1 |1i〉 and
any state with a number of qubits in state 1 (excitations) larger
than 2, denoted by |excn � 2〉, can be expressed as a linear
combination of graph states. This is clearly true in the simplest
case of two qubits, as |D2〉 ∝ |++〉 + | 〉 and |11〉 ∝
|++〉 − | 〉. In order to show that it holds for generic n

we proceed by induction. Suppose that for n qubits it is always
possible to express both |Dn〉 and the states |excn � 2〉 as∑

i αi |Gi〉. Then, it can be easily proved that one can achieve
both |Dn+1〉 and |excn+1 � 2〉 as follows.
Start from the state |excn � 2〉|+〉, that by hypothesis can

be written as
∑

i αi |Gi〉|+〉. Apply then a CZ on the qubit
n + 1 and on one of the qubits that correspond to state 1
in |excn � 2〉 so that the resulting state is CZ|excn � 2〉|+〉.
Then, take the following linear combination of the two states:
|excn � 2〉|+〉 andCZ|excn � 2〉|+〉 such that |excn+1 � 2〉 ∝
|excn � 2〉|+〉 ± CZ|excn � 2〉|+〉. It can be easily seen that
in this way almost all states of n + 1 qubits with more than
two excitations |excn+1 � 2〉 can be created (apart from some
with two excitations that will be discussed in the following).
Actually 2(2n − n − 1) states of the computational basis can
be derived from the procedure above. In order to generate
the n + 1 missing states [to achieve all the 2n+1 − (n + 1)
desired states] it is sufficient to start from the state |Dn〉|+〉 =∑

i αi |Gi〉|+〉 (instead of |excn � 2〉|+〉) and apply again the
same reasoning. If we now apply all possible CZ gates between
the qubit n + 1 and the rest we can derive the state |Dn+1〉. If
we apply a single CZ we can achieve the n missing states with
two excitations (one in the qubit n + 1 and the other in each
of the n qubits).
Therefore we have proved in this way that dim(�Kn

) �
2n − n and thus the equality dim(�Kn

) = 2n − n follows. �
We now introduce the following lemma that is needed for

proving Theorem IV.3.

Lemma A.1 (Rank of a general ρ). Suppose that ρ = ∑D
i=1

pi |vi〉〈vi | with pi > 0 and
∑D

i=1 pi = 1, where the states
{|vi〉}i=1,...,D span the space V of dimension d � D (thus
the set {|vi〉}i=1,...,D generally includes linearly dependent
vectors). Then the rank of ρ is

rank(ρ) = d. (A2)

Proof. It is straightforward to see that rank(ρ) � d. In
order to prove that the rank is exactly d, let us reason by
contradiction. Suppose that there exists |l〉 belonging to a
basis {|j 〉}j=1,...,d of V such that ρ|l〉 = 0. By rewriting |vi〉 =∑d

j=1 ci
j |j 〉, it follows that

ρ|l〉 =
D∑

i=1
pi

d∑
j=1

ci
j c

i∗
l |j 〉 =

d∑
j=1

αjl|j 〉 = 0, (A3)

with αjl = ∑D
i=1 pic

i
j c

i∗
l . This implies that for every j ,

αjl = 0. In particular, for j = l we have

αll =
D∑

i=1
pi

∣∣ci
l

∣∣2 = 0. (A4)

The equation above, as pi > 0, implies that ci
l = 0 for

every i, contradicting the hypothesis that the space V has
dimension d. �

Proof of Theorem IV.3. It is sufficient to apply the above
lemma and Theorem IV.2 to ρKn

. �
In the following we provide an alternative proof of

Theorem IV.2, via the following lemma concerning a useful
way to expand a pure state in�G in terms of single qubit states.

Lemma A.2 (Expansion of states in �G). Let |ψ〉 =∑
F spansG cF |F 〉 be a state in theG-subgraphs state space�G.

Then |ψ〉 can be decomposed with respect to the bipartition
involving the single vertex v as

|ψ〉 = 1√
2
(|0〉v|φ0〉 + |1〉v|φ1〉), (A5)

with

|φ0〉 =
∑

F spansG

cF |fF 〉,
(A6)

|φ1〉 =
∑

F spansG

σ⊗Nv (F )
z cF |fF 〉.

Here fF = F − v is the graph achieved by removing the vertex
v from F (and deleting all edges connected with v), andNv(F )
is the neighborhood of the vertex v.
The state |φ0〉 is state in the (G − v)-subgraphs state space

�(G−v).
Proof. Obviously, any spanning subgraph state |F 〉 can

be generated by adding edges incident to the vertex v to a
suitable subgraph state |+〉v|F − v〉. In formulas, this fact can
be expressed as

|F 〉 =
∏

vi∈Nv (F )

(CZ)v,vi
|+〉v|F − v〉. (A7)

Therefore, any spanning subgraph |F 〉 can be rewritten as

|F 〉 = 1√
2

(|0〉v ⊗ |fF 〉 + |1〉v ⊗ σ⊗Nv (F )
z |fF 〉), (A8)
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with |fF 〉 = |F − v〉. Now applying what was just found in the
general decomposition of |ψ〉 = ∑

F spansG cF |F 〉, Eq. (A5)
follows. Since fF are subgraphs of (G − v), the state |φ0〉
belongs to the space �(G−v). �

Alternative proof of Theorem IV.2. Let us first prove that
dim(�Kn

) � 2n − n by showing that thenmutually orthogonal
states σvi

z |G∅
n〉 (i = 1, . . . ,n) are not in the space�Kn

. In order
to prove this we reason by induction. For n = 2, it is trivial
that there never exist coefficients c∅ and cS2 such that

σvi

z

∣∣G∅
2

〉 = c∅
∣∣G∅

2

〉+ cS2 |S2〉. (A9)

There σvi
z |G∅

2〉 /∈ �K2 .
We then assume that σvi

z |G∅
n〉 is not in �Kn

, and want to
prove that this is the case for n + 1 vertices too. Suppose
now by contradiction that σvi

z |G∅
n+1〉 ∈ �Kn+1 , by employing

Lemma A.2 and without loss of generality, we can then find
for the first vertex v1 that

σv1
z

∣∣G∅
n+1
〉 = 1√

2

(|φ0〉|0〉vn+1 + |φ1〉|1〉vn+1
)
, (A10)

with |φ0〉 ∈ �Kn
. On the other hand, the left-hand side of the

above equation is

σv1
z

∣∣G∅
n+1
〉 = 1√

2

(
σv1

z

∣∣G∅
n

〉|0〉vn+1 + σv1
z

∣∣G∅
n

〉|1〉vn+1
)
, (A11)

which leads to

σv1
z

∣∣G∅
n

〉 = |φ0〉 ∈ �Kn
. (A12)

This contradicts the assumption that no solution exists for n

vertices.
In order to prove that dim(�Kn

) � 2n − n we show that the
space spanned by �Kn

and {σvi
z |G∅

n〉}i=1,...n is the full Hilbert
space composed of n qubits. To this end we prove that

σVG

z

∣∣G∅
n

〉= n∑
i=1

[
(−1)i2∣∣Svi+1

VG\Vi

〉∣∣G∅
Vi

〉− (−1)i(σvi+1
z + 1)∣∣G∅

n

〉]
,

(A13)

where Vi = {v1, . . . ,vi} is a set of i vertices and |Svi+1
VG\Vi

〉 is
a star graph state on vertices VG\Vi and vi+1 as the central
vertex. According to Lemma A.2 we can write∣∣Sv1

n

〉 = 1√
2

(|0〉v1 ⊗ ∣∣G∅
n−1
〉+ |1〉v1 ⊗ σVG\v1

z

∣∣G∅
n−1
〉)
, (A14)

and, since |0〉v1 |G∅
n−1〉 = 1√

2
(σv1

z |G∅
n〉 + |G∅

n〉), we can write

|1〉v1 ⊗ σVG\v1
z

∣∣G∅
n−1
〉 = √

2
∣∣Sv1

n

〉− 1√
2

(
σv1

z

∣∣G∅
n

〉+ ∣∣G∅
n

〉)
.

(A15)
It is also easy to see that

σVG

z

∣∣G∅
n

〉= |+〉v1 ⊗ σVG\v1
z

∣∣G∅
n−1
〉− √

2|1〉v1 ⊗ σVG\v1
z

∣∣G∅
n−1
〉
,

(A16)

and, by employing Eq. (A15), we finally arrive at the following
expression:

σVG

z

∣∣G∅
n

〉 = −2∣∣Sv1
n

〉+ (
σv1

z + 1)∣∣G∅
n

〉− σVG\v1
z

∣∣G∅
n

〉
. (A17)

Hence, by using Eq. (A17) recursively we can achieve
Eq. (A13). Therefore, for any subset of vertices V ⊆ VG, we

have that the state σV
z |G∅

n〉 can be expressed as a superposition
of vectors in the subspaces�Kn

and {σvi
z |G∅

n〉}i=1,...n. As the set
of all vectors σV

z |G∅
n〉 forms the Hadamard basis, this finally

proves that

dim
(
�Kn

)
� 2n − n. (A18)

�

APPENDIX B: RANDOMIZATION OVERLAP
OF SOME SPECIAL RG STATES

In this appendix we derive an explicit analytical result
for the randomization overlap of random star states ρ

p

Sn
and

random 1D cluster states ρ
p

Ln
.

Solution B.1. Let Sn be an n-vertex star graph; its random-
ization overlap is then

L
(
ρ

p

Sn

) = 1
4 + 3

4p
n−1. (B1)

Proof. The scalar product of |Sn〉 and any of its spanning
subgraph states |F 〉 always equals 14 (apart from the case when|F 〉 = |Sn〉). therefore

L
(
ρ

p

Sn

) = 1

4

n−1∑
k=1

(
n − 1

k

)
pn−1−k(1− p)k + pn−1

= 1

4
+ 3

4
pn−1. (B2)

�
Solution B.2. LetLn be a linear cluster graph on n vertices,

its randomization overlap then reads

L
(
ρ

p

Ln

) = 1√
λp

(
1− p

2
+
√

λp

2

)(
p

2
+
√

λp

2

)n

− 1√
λp

(
1+ p

2
+
√

λp

2

)(
p

2
−
√

λp

2

)n

, (B3)

with λp = 1− p + p2.
Proof. Let us define F (n)

even (F (n)
odd) as the set of spanning

subgraphs of the cluster Ln that have paths with even (odd)
number of edges connected to the last vertex vn (see Fig. 10 for
a pictorial explanation). The randomization overlap can thus
be rewritten as

L
(
ρ

p

Ln

) = f (n)even(p)+ f
(n)
odd(p), (B4)

where f (n)even(p) := Tr[|Ln〉〈Ln|
∑

F∈F (n)
even

pF |F 〉〈F |], and
f
(n)
odd(p) := Tr[Ln〉〈Ln|

∑
F∈F (n)

odd
pF |F 〉〈F |]. From the results

in Table I, it is then not difficult to notice that the following
recursive relations hold:

f
(n+1)
odd (p) = 1− p

4
f (n)even(p), (B5)

f (n+1)
even (p) = f

(n)
odd(p)+ pf (n)even(p). (B6)

Imposing the initial conditions f (2)even = p and f
(2)
odd = (1− p)/4,

the above relations can be solved, leading to the randomization
overlap (B3). �

052335-12



RANDOMIZED GRAPH STATES AND THEIR . . . PHYSICAL REVIEW A 89, 052335 (2014)

1 n 3 n 2 n 1 n

1 n 4 n 3 n 2 n 1 n

1 n 5 n 4 n 3 n 2 n 1 n

(a)

1 n 3 n 2 n 1 n

1 n 4 n 3 n 2 n 1 n

1 n 5 n 4 n 3 n 2 n 1 n

(b)

FIG. 10. (Color online) Examples of Feven(n) and Fodd(n). (a)
Examples of linear clusters inFeven(n). (b) Examples of linear clusters
in Fodd(n).

APPENDIX C: APPROXIMATION OF GME WITNESS

Before proving Theorem VI.3, it is convenient to first
make the following observation. The randomization overlap
can be easily rewritten in terms of the symmetric difference
F̃ := F�G as

1

p|EG| L
(
ρ

p

G

)
(C1)

=
∑

F spansG

(
1− p

p

)|EF�G|
Tr[|G∅〉〈G∅|F�G〉〈F�G|],

=
∑

F̃ spansG

(
1− p

p

)|EF̃ |
Tr[|G∅〉〈G∅|F̃ 〉〈F̃ |]︸ ︷︷ ︸
=:cp

G(F̃ )

. (C2)

Equation (C2) makes it clear that the randomization overlap
can be recast as a sum of terms where any contribution c

p

G(F̃ )
depends on both the number of edges |EF̃ | and the scalar
product of |〈G∅|F̃ 〉|. It is clear that two isomorphic graphs
F̃1,F̃2, i.e., graphs that can be mapped into each other by just
relabeling the vertices, have the same contribution. Therefore,
it is convenient to divide the whole set of subgraphs F̃ into
different graph-isomorphic classes (as an example, Fig. 11
reports the isomorphic classes of subgraphs of the four-vertex
star graph). For values of the randomness parameter p � 1/2,
the isomorphic classes with fewer edges contribute the most

f0 :

(a)

f1 :

(b)

f2 :

(c)

f3 :

(d)

FIG. 11. (Color online) Four different isomorphic classes of star
graphs on four vertices. (a) The single graph isomorphic to the empty
graph. (b) Graphs isomorphic to the two-vertex graph S2. (c) Graphs
isomorphic to the star graph S3 with three vertices. (d) The graph
isomorphic to the four-vertex star graph S4.

to the randomization overlap. Therefore, whenever p � 1/2
holds, it makes sense to approximate the randomization
overlap as

L
(
ρ

p

G

)
� p|EG| ∑

f̃ ∈F (�2)

|f̃ |cp

G(f̃ ), (C3)

where we have defined F (�2) := {f̃ : |Ef̃ | � 2}, i.e., any f̃

represents an isomorphic class of graphs with a number of
edges smaller than 2. Notice that, since any F̃ ∈ f̃ contributes
equally, cp

G(f̃ ) can be regarded as c
p

G(F̃ ) in Eq. (C2), where F̃

represents any element of the class f̃ .
We are now ready to prove Proposition VI.2, which states

that the l-level approximated randomization overlapLF (�l) (ρp

G)
is monotonically increasing for any l � |EG/2|, whenever
p � 1/2.

Proof of Proposition VI.2. Let

λk := 1(|EG|
k

) ∑
F s.t. |EF |=k

Tr(|F 〉〈F |G〉〈G|) (C4)

be the average overlap Tr(|F 〉〈F |G〉〈G|) of all subgraphs
F with a fixed number of edges k. Since the overlap
Tr(|F 〉〈F |G〉〈G|) � 1, we have λk � 1, and thus the l-level
approximated randomization overlap becomes

L F (�l)

(
ρ

p

G

) =
l∑

k=1
λk

(|EG|
k

)
pk(1− p)|EG|−k. (C5)

Now we order the indices k’s as follows. First we group
together the indices k’s that lead to the same value of the
coefficients λk , then we order all these sets for increasing
values of the coefficients λk . In the end we get the following
partition: {k(1)1 , . . . ,k

(1)
i1

},{k(2)1 , . . . ,k
(2)
i2

}, . . . ,{k(j )1 , . . . ,k
(j )
ij

},
where λ

k
(1)
1

= · · · = λ
k
(1)
i1

> λ
k
(2)
1

= · · · = λ
k
(2)
i2

> λ
k
(j )
1

= · · · =
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, , ,

FIG. 12. (Color online) All the isomorphic classes F (�2) with a
number of edges smaller than or equal to 2.

λ
k
(j )
j
. For the sake of simplicity we define λ(j ) := λ

k
(j )
1
and

κ (j ) := {k(j )1 , . . . ,k
(j )
ij

}.
Furthermore, we need the help of the following function:

f (κ) =
∑

F s.t. |EF�G|�∈κ |EF�G|�l

pF , (C6)

which represents the probability of finding a subgraph F

having k edges different from G, where k � l and it is
not contained in κ . The above formula can be conveniently
rewritten as

f (κ) =
l∑

k=1

(|EG|
k

)
pk(1− p)|EG|−k

−
∑
k∈κ

(|EG|
k

)
pj (1− p)|EG|−k (C7)

= 1−
∑
k �∈κ

(|EG|
k

)
pk(1− p)|EG|−k

−
|EG|∑

k=l+1

(|EG|
k

)
pk(1− p)|EG|−k. (C8)

This function turns out to be monotonically increasing for ran-
domness p � 1/2 and l � |EG|/2. The l-level approximated
randomization overlap can be expressed in terms of functions
f (κ) as

LF (�l)

(
ρ

p

G

) = λ(1)f (∅)+ (λ(2) − λ(1))f (κ (1))

+ (λ(3) − λ(2))f (κ (1) ∪ κ (2))

+ · · · + (λ(j ) − λ(j−1))f (κ (1) ∪ · · · ∪ κ (j−1))

+ (1− λ(j ))f (κ (1) ∪ · · · ∪ κ (j )). (C9)

Since (λ(i+1) − λ(i)) > 0 and every f (κ (1) ∪ · · · ∪ κ (i)) is
monotonically increasing for randomness p � 1/2 and
l � |EG|/2, the l-level approximated overlap LF (�l) (ρp

G)
is monotonically increasing whenever p � 1/2 and l �
|EG|/2. �
Finally we prove Theorem VI.3 concerning a possible

approximation of the GME witness.
Proof of Theorem VI.3. The main idea of the approximation

is to neglect the subgraphs of G that contain more than
two edges and thus to calculate only the contribution of
the isomorphic classes of subgraphs with at most two edges

TABLE II. The cardinalities of isomorphic classes and their single
element contributions: dv is the vertex degree of vertex v in G, and
EG is the set of edges of G.

f̃ ∅
Bell2, S2 S2 S2 ⊗ S2

c
p

G(f̃ ) 1 1
4

( 1−p

p

)
1
4

( 1−p

p

)2 1
16

( 1−p

p

)2
|f̃ | 1 |EG| = 1

2

∑
v∈V dv

∑
v∈V

(
dv

2

) (
EG

2

)−∑
v∈V

(
dv

2

)

(see Fig. 12). The approximated randomization overlap can
thus be expressed as in Eq. (C3) and, with the help of the
results listed in Table II, can be explicitly rewritten as

LF (�2)
(
ρ

p

G

) = p|EG| + 1

4
(1− p)p|EG|−1|EG|

+ 1

24
(1− p)2p|EG|−2

⎡
⎣(|EG|

2

)
+ 3

∑
v∈VG

(
dv

2

)⎤⎦,

(C10)

where dv is the degree of any vertex v. Since the contribution
of subgraphs with number of edges greater than 2 is always
non-negative, it follows that L(ρp

G) � LF (�2) (ρp

G). Therefore,
we have that

IF (�2)
(
ρ

p

G

)
:= 1/2− LF (�2)

(
ρ

p

G

)
(C11)

is also a GME witness, in the sense that a negative value
indicates the presence of GME. Notice furthermore that
IF (�2) (ρp

G) � Iw(ρ
p

G), i.e., the approximated witness is obvi-
ously weaker than the complete one defined as Iw(ρ

p

G) =
Tr[WGρ

p

G] whereWG is defined in Eq. (15).
The last point of the theorem says that pF � pw, where

pF (pw) represents the threshold probability for IF (�2) (ρp

G)
[Iw(ρ

p

G)], and thus it is an upper bound for the critical
probability pc also. In order to see this, let us consider the
following inequality:

IF (�2)
(
ρ

pw

G

) = Iw

(
ρ

pw

G

)+ LF (>2)

(
ρ

pw

G

)
= LF (>2)

(
ρ

pw

G

)
� 0 = IF (�2)

(
ρ

pF
G

)
, (C12)

where LF (>2) (ρpw

G ) represents the scalar product of |G〉with all
its subgraphs with a number of edges greater than 2.
Together with the fact that IF (�2) (ρp

G) is a
monotonically decreasing function of p for p � 1/2
(Proposition VI.2), it follows that pF is always an
upper bound for pw, whenever p � 1/2. As a last note,
notice that the following chain of inequalities thus holds:
pF � pw � pc. �
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[10] G. Tóth and O. Gühne, Phys. Rev. Lett. 94, 060501 (2005).
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X-chains reveal substructures of graph states
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Abstract
A special configuration of graph state stabilizers, which contains only Pauli σX operators, is studied. The vertex sets ξ

associated with such configurations are defined as the X-chains of graph states. The X-chains of a general graph state can be
determined efficiently. With the help of X-chains, one obtains the explicit representation of graph states in the X-basis via
the so-called X-chain factorization diagram. We show that graph states with different X-chains can have different probability
distributions of X-measurement outcomes, which allows to distinguish certain graph states with X-measurements. We provide
an approach to find the Schmidt decomposition of graph states in the X-basis. The existence of X-chains in a subsystem
facilitates error correction in the entanglement localization of graph states. In all these applications, the difficulty of the task
decreases with increasing number of X-chains. Furthermore, we show that the overlap of two graph states can be efficiently
determined via X-chains, while its computational complexity with other known methods increases exponentially.

I. INTRODUCTION

Graph states [1–7] represent specific multipartite en-
tangled quantum systems. They are an important re-
source for measurement-based quantum computation:
there, the multipartite entanglement of cluster states
(a special class of graph states) is consumed by local
measurements on subsystems. Depending on the mea-
surement outcomes, local unitary transformations of the
remaining systems are performed. In this way, certain
quantum operations can be implemented.

Graph states can be represented in the stabilizer for-
malism as eigenstates of certain tensor products of Pauli
σX - and σZ-operators (the graph state stabilizers). The
explicit structure of the stabilizer operators depends on
the structure of the underlying graph. The stabilizers
form a group (under multiplication), which is generated
from n generators, where n is the number of vertices of
the graph.

In this paper we will introduce the concept of X-chains.
X-chains are subsets of vertices of a given graph which
correspond to graph state stabilizers that consist only of
Pauli σX -operators. We will show that these X-chains
form a group. Not every graph contains an X-chain.
However, it will be shown that if a graph does contain
X-chains, this fact can be used as an efficient tool to de-
termine essential properties of the corresponding graph
state, such as its overlap with other graph states, its en-
tanglement characteristics, and the existence of error cor-
recting code words in subsystems of graph states. Note
that the overlap of two graph states cannot be deter-
mined efficiently up to date. The X-chains provide an
efficient method to solve this problem.

While usually graph states are given in the Z-basis, the
concepts and methods developed in this paper show that
it is often favorable to represent graph states in the X-
basis, in particular when one wants to study overlaps of
graph states or determine their entanglement properties.
The reason for this fact is that for all graph states origi-
nating from the same number of vertices, the probability
distribution of outcomes of local Z-measurements are uni-
form, while they are non-uniform for outcomes of local

X-measurements. Different X-measurement outcomes of
two graph states reflect their difference in the X-chain
groups, as the existence of an X-chain in a graph state
implies vanishing probability of certain X-measurement
outcomes. Reversely, X-chain groups of graph states de-
termine their representation in the X-basis.

In the present paper we will focus on introducing the
concept of X-chains, illustrating it with examples, and
presenting some applications. The X-chain group of
a given graph state can be efficiently determined, the
search of X-chains in a given graph state will be stud-
ied in detail elsewhere [8] and a Mathematica package is
available in [9].

This paper is organized as follows. In section I A,
we review the essential concepts of graph theory and
graph states. In section II, we review the representation
of graph states in the Z-basis and point out its disad-
vantage in distinguishing graph states. Then we intro-
duce X-chains and study their properties in section III.
The representation of graph states in the X-basis is de-
rived via the so-called X-chain factorization in section
IV, where we show how X-chain groups feature the X-
measurement outcomes on graph states. In section V,
we discuss several applications of X-chains, namely the
calculation of the overlap of two graphs states (section
V A), the Schmidt decomposition of graph states in the
X-basis (section V B) and the entanglement localization
[10] of graph states against errors (section V B 1). The
proofs are presented in Appendix A, and a list of nota-
tions and symbols is given in Appendix B.

A. Basic concepts

Here we review the concepts of graphs [11] and graph
states [6, 7], and introduce the notation used in the main
text.

a. Graph theory [11]: A graph G = (V,E)
consists of n vertices V and l edges E. The vertices,
denoted by VG = {v1, ..., vn}, are depicted as dots and
represent locations, particles etc. The edges, denoted by
EG = {e1, ..., el}, describe a relation network between
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Name of
graph

Graph Definition

Star graph
Sn

Graphs, for which the center ver-
tex has n − 1 neighbors and all
the others have the center vertex
as their only neighbor.

Cycle graph
Cn

Graphs, for which every vertex
has degree 2. They are closed
paths.

TABLE I: The graphs considered in this paper.

vertices. A symmetric relation between two vertices v1
and v2, e.g. a two-way bridge between two islands, can
be represented by the vertex set e = {v1, v2}, which is
called undirected edge. Let ξa, ξb ⊆ VG be two subsets
of VG, then the edges between ξa and ξb are the edges
e = {va, vb}, which have one vertex va ∈ ξa and the
other vertex vb ∈ ξb. The set of these edges is denoted
by EG(ξa : ξb). A vertex v1 is a neighbor of v2, if they
are connected by an edge. The set of all neighbors of v,
called the neighborhood of v, is denoted as Nv. In Table
I we list two of the relevant types of graphs, which will
be considered in the main text.

A graph F is a subgraph of G, if its vertices and edges
are subsets of the vertex set and the edge set of G, re-
spectively, i.e., VF ⊆ VG and EF ⊆ EG. A subgraph
induced by a vertex set ξ ⊆ VG is defined as the graph

G[ξ] := (ξ, EG(ξ : ξ)), (1)

which has the edge set EG(ξ : ξ) consisting of edges be-
tween vertices inside the set ξ.
b. Binary notation: In this paper, we use binary

numbers to denote a subset of vertices of graphs. Let G
be a graph with vertices VG = {1, ..., n} and ξ ⊆ VG be
a vertex subset. We denote the binary number of ξ as

i(ξ) := i1 · · · in, (2)

with

ij =

⎧⎪⎨
⎪⎩

0 , j �∈ ξ

1 , j ∈ ξ

.

E.g. in a 4-vertex graph, 0110 = i{2,3}. The tensor prod-
uct of Pauli-operators σα with α ∈ {x, y, z} is denoted
as

σ(ξ)
α := σi1(ξ)α ⊗ · · · ⊗ σin(ξ)α , (3)

with σ0
α = , σ1

α = σα. E.g. for n = 4, σ
{2,3}
α := ⊗σα⊗

σα ⊗ .

II. REPRESENTATION OF GRAPH STATES

We review the representation of graph states [6, 7]. A
given graph with n vertices has a corresponding quantum
state by associating each vertex vi with a graph state
stabilizer generator gi,

gi = σ
(i)
X σ

(Ni)
Z . (4)

Here, Ni is the neighborhood of the vertex vi. A graph
state |G〉 is the n-qubit state stabilized by all gi, i.e.,

gi|G〉 = |G〉, for all i = 1, ..., n. (5)

The n graph state stabilizer generators, gi, generate the
whole stabilizer group (SG, ·) of |G〉 with multiplication
as its group operation. The group SG is Abelian and con-
tains 2n elements. These 2n stabilizers uniquely represent
a graph state on n vertices. Let us define the“induced
stabilizer”, which is uniquely associated to a given vertex
subset.

Definition 1 (Induced stabilizer).
Let G be a graph on vertices VG = {v1, v2, · · · , vn}. Let
ξ = {ξ1, · · · , ξm} be a subset of VG. We call the product
of all gi with i ∈ ξ, i.e.

s
(ξ)
G :=

∏
i∈ξ

gi, (6)

the ξ-induced stabilizer of the graph state |G〉. Here, gi
is the graph state stabilizer generator of |G〉 associated
with i-th vertex.

Since this ξ-induction map is bijective, it maps the
group (P (VG) ,Δ) into another stabilizer group (SG, ·),
where P (VG) := {ξ ⊆ VG} is the power set (the set of all
subsets) of VG and Δ is the symmetric difference opera-
tion acting on two sets as ξ1Δξ2 = (ξ1 \ ξ2) ∪ (ξ2 \ ξ1).

Proposition 2 (Isomorphism of ξ-induction).
Let (SG, ·) be the stabilizer group of a graph state |G〉,
P(VG) be the power set of the vertex set of G. The vertex-

induction operation s
(ξ)
G is a group isomorphism between

(P(VG),Δ) and (SG, ·), i.e.

(P(VG),Δ)
s
(ξ)
G∼ (SG, ·) , (7)

where Δ is the symmetric difference operation.

Proof. See Appendix A.

The summation operation maps the stabilizer group
SG to its stabilized space, i.e. the density matrix of the
graph state |G〉 [7],

SG Σ−→ |G〉〈G| =
1

2n

∑
s∈SG

s. (8)
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Hence there exists also an operation mapping the group
P(VG) to graph states

P(VG)
Σ◦s(ξ)G−→ |G〉〈G| =

1

2n

∑
ξ⊆VG

s
(ξ)
G =

n∏
i=1

1 + gi
2

. (9)

This is a well-known representation of graph states [7].
The representation of a graph state in the computational
Z-basis |iZ〉 [12] is given by

P(VG)
Σ◦s(ξ)G in |iZ〉−→ |G〉 =

1

2n/2

∑
i∈{0,1}⊗n

(−1)
〈i,i〉AG |iZ〉.

(10)

Here σ⊗n
z |iZ〉 = (−1)

|i| |iZ〉, where |i| is the Hamming
weight of i. AG is the adjacency matrix of the graph
G, and 〈i, i〉AG

= (i1, ..., in)AG(i1, ..., in)T. For all graph
states with n vertices, the probability amplitudes of Z-
basis states 〈iZ |G〉 are homogenously distributed for all
|iZ〉 up to a phase −1, i.e. | 〈iZ |G〉 | = 1/2n/2. Therefore
graph states with the same vertex set all have equiv-
alent probability distribution of local σZ-measurement
outcomes. This means that the Z-basis representation
conceals the inner structure of graph states.

Different from the Z-basis, the representation of graph
states in the computational X-basis |iX〉 ( i.e. σ⊗n

X |iX〉 =

(−1)
|i| |iX〉) reveals the structure of graph states to a cer-

tain degree. One aim in this paper is to find an efficient
algorithm, i.e. a mapping from P(VG) to |G〉, to repre-
sent graph states in the computational X-basis:

P(VG)
?−→ |G〉 in |iX〉. (11)

In the rest of the paper, we denote the X-basis |iX〉 as

|i〉. I.e. |0〉 = |+Z〉 = (|0Z〉+ |1Z〉)/
√

2 and |1〉 = |−Z〉 =

(|0Z〉 − |1Z〉)/
√

2.

III. X-CHAINS AND THEIR PROPERTIES

The commutativity of the measurement setting with
graph state stabilizers determines whether one can obtain
information about a graph state in the laboratory. Graph
state stabilizers that commute with σX -measurements
are the stabilizers consisting of solely σX operators. They
are the key ingredient in the representation of graph
states in the X-basis. We will call the vertex sets ξ in-
ducing such configurations X-chains of graph states. In
this section, the concept of X-chains will be introduced
and their properties will be investigated.

The number of σZ-operators in the graph state stabi-

lizer s
(ξ)
G depends on the neighborhoods within the ver-

tex set ξ. If a vertex v has an even number of neighbors

within ξ, then the Pauli operator σ
(v)
Z appears an even

number of times in s
(ξ)
G , such that the product becomes

the identity. Therefore to find the X-chain configurations
of graph states, one needs to study the symmetric differ-
ence of neighborhoods within the vertex set ξ, which we
define as the correlation index of ξ as follows.

Definition 3 (Correlation index).
Let ξ be a vertex subset of a graph G. Its correlation
index is defined as the symmetric difference of neighbour-
hoods within ξ,

cξ := Nv1ΔNv2 · · ·ΔNvk , (12)

where Nvi is the neighbourhood of vi and ξ = {v1, ..., vk}.

The name “correlation index” will become clearer in The-
orem 13 and refers to the fact that for vanishing correla-
tion index the corresponding stabilized state is factorized.
(These states are called X-chain states in Def.9.) Note
that the set cξ occurs as an “index” for the σZ operator

of the induced stabilizer s
(ξ)
G (see Proposition 5).

Besides the correlation index, due to the anticommu-
tativity of σX and σZ , the graph state stabilizers depend
also on the so-called stabilizer parity of ξ.

Definition 4 (Stabilizer parity).
Let ξ be a vertex subset of a graph G. Its stabilizer parity
in |G〉 is defined as the parity of the edge number

∣∣EG[ξ]

∣∣
of the ξ-induced subgraph G[ξ]

πG (ξ) := (−1)|EG[ξ]|. (13)

The stabilizer parity of ξ, πG (ξ) is positive if the edge
number E(G[ξ]) is even, otherwise negative. The explicit
form of the induced stabilizers is given in the following
proposition.

Proposition 5 (Form of the induced stabilizer).
Let ξ be a vertex subset of a graph G. The ξ-induced
stabilizer (see Def. 1) of a graph state |G〉 is given by

s
(ξ)
G = πG (ξ)σ

(ξ)
X σ

(cξ)
Z , (14)

where cξ is the correlation index of ξ and πG (ξ) is the
stabilizer parity of ξ.

Proof. See Appendix A.

Let us illustrate these concepts with an example: the
star graph state |S3〉 is shown in Fig. 1a. Its stabilizers
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2

3

(a)

�G
�2,3�

�G
�1,2,3�

�G
�1�

�
�2, 3� �2� �3� �1�

�1, 2, 3� �1, 2� �1, 3�

1 2 3

���G
���

�2, 3� �2, 3�� �2, 3�� �2, 3�

VG

Ξ

(b)

ξ ∅ and {2, 3} {2} and {3} {1} and {1, 2, 3} {1, 2} and {1, 3}

cξ ∈ CG ∅ {1} {2, 3} {1, 2, 3}

|EG[ξ]| 0 0 0 and 2 1

πG (ξ) 1 1 1 −1

s
(ξ)
G , σ

{2,3}
X σ

{2}
X σ

{1}
Z , σ

{3}
X σ

{1}
Z σ

(1)
X σ

{2,3}
Z , σ

{1,2,3}
X σ

{2,3}
Z −σ{1,2}

x σ
{1,2,3}
Z , −σ{1,3}

X σ
{1,2,3}
Z

ξ ∈ 〈KG〉 ∅ {2} {1} {1, 2}

ΓG = {{2, 3}}, KG = {{1}, {2}}

(c)

FIG. 1: (Color online) Correlation indices and X-resources: (a) 3-vertex star graph. (b) The mapping from X-resources to
correlation indices is illustrated in the incidence structure [13] of the graph S3. The upper line is the correlation index, while
the lower line are the vertex subsets (including the empty set). The arrows go from lower vertex subsets ξ to the upper vertices
corresponding to the nonzero entries of their correlation index cξ. E.g. the vertex set {1, 2, 3} points to the vertices {2, 3},
indicating that the correlation index of {1, 2, 3} is c{1,2,3} = {2, 3}. Especially, the vertex set ∅ and {2, 3} are X-chains (see Def.

7), since their correlation index is 0. The resources in the sets X (∅)
G = {∅, {2, 3}}, X {1}

G = {{2}, {3}}, X {2,3}
G = {{1}, {1, 2, 3}}

and X {1,2,3}
G = {{1, 2}, {1, 3}} are all “connected” by {2, 3} via the symmetric difference operation Δ. (c) Grouping of vertex

subsets according to the correlation index. ΓG and KG are the X-chain group generators and correlation group generators,
respectively.

can be represented in the following binary matrix⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 0 0 0 0 0

1 0 0 0 1 1

0 1 0 1 0 0

0 0 1 1 0 0

1 1 0 1 1 1

1 0 1 1 1 1

0 1 1 0 0 0

1 1 1 0 1 1

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

in which each row represents a stabilizer: the bit strings
on the left hand side of the divider are the possible vertex
sets ξ occuring as a superscript for the Pauli σX operators
in Eq. A2, while the right hand side are their correlation
indices cξ occurring as superscript for the Pauli σZ opera-
tors. This is the so-called binary representation of graph
states [14–16]. We interpret this binary representation
as an incidence structure [13] in Fig. 1b, in which the
vertex sets ξ are depicted as the nodes in the lower row,
while the upper row interprets the correlation indices cξ .
In the example of |S3〉, one observes that the correlation
indices cξ do not cover all possible 3-bit binary numbers.
The vertex subsets are regrouped according to their cor-
relation indices in Fig. 1c. The concept of regrouping is
introduced via the definition of the so-called X-resources
as follows.
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Definition 6 (X-resources of correlation indices).
We denote the set of correlation indices of a graph G as

CG := {cG(ξ) : ξ ⊆ VG} .
If a vertex set ξ has correlation index c, i.e. cG(ξ) = c,
then we call ξ an (X-)resource of c-correlation in G. The
(X-)resource set of c-correlation is written as

X (c)
G := {ξ ⊆ VG : cG(ξ) = c} . (15)

Since in the example of |S3〉 the correlation index of {2, 3}
is ∅, each correlation index c ∈ CS3

has two X-resources
ξ(c1) and ξ(c2) with ξ(c1) = ξ(c2)Δ{2, 3}. The number of
X-resources of |S3〉 is 23. Therefore the graph state |S3〉
generates 4 correlation indices corresponding to 4 binary
numbers. The other 4 correlation indices are excluded
due to the existence of the non-trivial ∅-correlation re-
source {2, 3}. This non-trivial ∅-correlation resource de-
creases the correlations of the graph state in the X-basis.
Explicitly a non-trivial ∅-correlation resource induces a
stabilizer consisting of solely σX operators as follows.

s
(ξ)
G = πG (ξ)σ

(ξ)
X , for all ξ ∈ X (∅)

G .

We will call such vertex sets X-chains.

Definition 7 (X-chains).
Let |G〉 be a graph state. An X-resource of ∅-correlation
in G is called an X-chain of G. The set of all X-chains

is denoted as X (∅)
G .

The X-chains of the graph states |S3〉, |S4〉 and |C3〉 are
given as examples in Table II. The X-chains for certain
types of graph states (i.e. linear graph states |Ln〉, cycle
graph states |Cn〉, complete graph states |Kn〉 and star
graph states |Sn〉) are studied in [8]. A Mathematica
package is provided for finding X-chains in general graph
states [9].

We point out that the X-chains form a group with the
symmetric difference operation.

Lemma 8 (X-chain groups and correlation groups).
Let |G〉 be a graph state. The set of X-chains to-

gether with the symmetric difference (X (∅)
G ,Δ), is a

normal subgroup of (P (VG) ,Δ). The quotient group

(P (VG) /X (∅)
G ,Δ) is identical to the set of all resource

sets

P (VG) /X (∅)
G =

{
X (c)
G : c ∈ CG

}
, (16)

which we call call the correlation group of |G〉. Let

ΓG and KG denote the generating sets of (X (∅)
G ,Δ)

and (P(VG)/X (∅)
G ,Δ), respectively. The stabilizer group

(SG, ·) is isomorphic to the direct product of the X-chain
group and the correlation group,

(SG, ·) ∼ (〈ΓG〉 ,Δ) × (〈KG〉 ,Δ) , (17)

Graph G X-chains 〈ΓG〉 X-chain generators ΓG

1

2

3

S3

ξ1 = ∅ ξ2 = {2, 3}
{{2,3}}

1

23

C3

ξ1 = ∅ ξ2 =
{1, 2, 3}

{{1, 2, 3}}

1
2

3

4

S4

ξ1 = ∅ ξ2 = {2, 3}

ξ3 = {2, 4} ξ4 = {3, 4}
{{2, 3}, {2, 4}}

TABLE II: X-chain groups of simple graphs: The directed
graphs shown under the X-chains illustrate the criterion of
X-chains. Once a vertex is selected in a vertex subset ξ then
one draws arrows from it to its neighbors. A vertex subset
ξ is an X-chain if and only if all vertices of the graph are
incident by even number of arrows. The X-chain groups 〈ΓG〉
are generated by their generating sets ΓG.

As a result, the graph state |G〉 is the product of the X-
chain group and correlation group inducing stabilizers,
i.e.

|G〉〈G| =
∏
κ∈KG

1 + s
(κ)
G

2

∏
γ∈ΓG

1 + s
(γ)
G

2
. (18)

Proof. See Appendix A.

Note that the brackets 〈ΓG〉 and 〈KG〉 denote the group
generated by ΓG and KG, respectively The correlation
group represents the partition of the powerset of ver-
tex set P(VG) regarding the correlation index of the ver-
tex subsets ξ ∈ P(VG). The members in the correlation
group ξ ∈ 〈KG〉 possess distinct correlation indices. All
the members in the c-correlation resource set ξ ∈ X (c) are

connected by X-chains. Let ξ
(c)
1 ∈ X (c) and ξ

(c)
2 ∈ X (c)

be two X-resources for the same correlation index c, then
there must exist an X-chain γ ∈ ΓG, such that

ξ
(c)
2 = ξ

(c)
1 Δγ. (19)

For instance, in the example of |S3〉 (Fig. 1b), the re-
sources of correlation i(c) = 111 (i.e. c = {1, 2, 3})

5



are connected by the X-chain {2, 3}, i.e. {1, 3} =
{1, 2}Δ{2, 3}. Therefore one can choose one member in
X (c) to represent the whole resource set X (c). Hence
after the X-chain factorization the group (P (VG) ,Δ)
for S3 becomes 〈KG〉 = {∅, {1} , {2} , {1, 2}} with KG =
{{1} , {2}}

In Eq. (A8) the Hilbert space HG of the graph state
|G〉 is first projected onto the subspace stabilized by

the stabilizers s
(γ)
G with γ ∈ ΓG. It is the subspace,

span (Ψ∅), spanned by the stabilized states |ψ∅〉 with

Ψ∅ :=
{
|ψ∅〉 : s

(γ)
G |ψ∅〉 = |ψ∅〉, for all γ ∈ ΓG

}
. (20)

In this projection, |ψ∅〉 are all product states, since every

X-chain stabilizer s
(γ)
G commutes with the σ×n

X opera-
tor. After the first projection, the graph state is then
obtained via projecting the subspace span (Ψ∅) into the

state that is stabilized by the stabilizers s
(κ)
G induced by

the correlation group. I.e.

HG
ΓG−→ Ψ∅

KG−→ |G〉. (21)

This approach will be employed in the next section to
derive the representation of graph states in the X-basis.

IV. X-CHAIN FACTORIZATION OF GRAPH
STATES

We express |G〉 in the X-basis as |G〉 =
∑2n

i=1 αi|iX〉,
with

∑
i |αi|2 = 1. Since the X-chain stabilizers s

(γ)
G

stabilize |G〉, it holds∑
αi|iX〉 =

∑
αis

(γ)
G |iX〉. (22)

Since s
(γ)
G solely contains σX -operators, s

(γ)
G |iX〉 =

±|iX〉. In order to fulfill Eq. (22), however, it follows
that only the plus sign is possible, i.e.

s
(γ)
G |iX〉 = |iX〉 for all αi �= 0. (23)

That means that the possible X-measurement outcomes
are solely those X-basis states |iG〉, which are stabilized

by all X-chain stabilizers s
(γ)
G . A graph state |G〉 is hence

a superposition of such particular X-basis states.
E.g. the star graph state |S3〉 in Fig. 1 is stabilized

by the X-chain stabilizer s
{2,3}
S3

= σ
{2,3}
X . Therefore |S3〉

belongs to the space spanned by the states stabilized by

s
{2,3}
S3

. From the table in Fig. 1, one observes that the

X-basis |i(c)〉, with c ∈ CS3
(see Def. 6) corresponding

to the correlation indices of |S3〉, are stabilized by s
{2,3}
S3

,

i.e. σ
({2,3})
X |i(c)〉 = |i(c)〉 for all c ∈ CS3

. That means
|S3〉 belongs to the subspace, span(Ψ), spanned by Ψ ={|i(c)〉, c ∈ CS3

}
= {|000〉, |100〉, |011〉, |111〉}. Thus |S3〉

can be represented in solely 4 X-basis states instead of 8
Z-basis states.

In this section, we will derive a general mapping from
the X-chain group and correlation group to graph states
in the X-basis. This is the question we raised in section
II. We first introduce X-chain states and K-correlation
states (Definition 9), which span the subspace stabilized
by X-chain stabilizers and K-correlation stabilizers, re-
spectively. Given the explicit form of the X-chain states
and correlation states in the X-basis (Proposition 10 and
11), one arrives at the X-chain factorization representa-
tion of graph states in Theorem 13.

Definition 9 (X-chain states and correlation states).
Let |G〉 be a graph state with the X-chain group 〈ΓG〉
and the correlation group 〈KG〉. We define the X-basis

state |i(xΓG
)〉 (shortly |i(xΓ)〉) as the state stabilized by the

Pauli σX operators such that

1. πG (γ)σ
(γ)
X |i(xΓ)〉 = |i(xΓ)〉, for all γ ∈ ΓG,

2. σ
(κ)
X |i(xΓ)〉 = |i(xΓ)〉, for all κ ∈ KG.

The local unitary transformed states

|ψ∅(ξ)〉 = s
(ξ)
G

∣∣∣i(xΓ)
〉
, ξ ∈ 〈KG〉 (24)

are called X-chain states. Let 〈K〉 ⊆ 〈KG〉 be a correla-
tion subgroup, then a K-correlation state of graph state
|G〉, |ψK (ξ)〉, is defined as

|ψK (ξ)〉 = s
(ξ)
G

∏
κ∈K

1 + s
(κ)
G√

2
|i(xΓ)〉 (25)

with ξ ∈ 〈KG〉 / 〈K〉. Let 〈K〉⊆ 〈K′〉⊆ 〈KG〉, a set of K-
correlation states are denoted as

Ψ
(K)
K′ = {|ψK (ξ)〉 : ξ ∈ 〈K′〉 / 〈K〉} (26)

In this notation, the set of X-chain states is then writ-

ten as Ψ
(∅)
KG

, shortly as Ψ(∅), while the set of all K-

correlation states is denoted by Ψ
(K)
KG

, shortly by Ψ(K).

Note that |ψ∅ (∅)〉 = |i(xΓ)〉, and X-chain states |ψ∅ (ξ)〉
are ∅-correlation states. The X-basis |i(xΓ)〉 is the funda-
mental state from which the non-vanishing X-basis com-
ponents in graph states can be derived. According to its
definition, |i(xΓ)〉 depends on the generating set of the X-
chain group and the correlation group of a given graph
state. One can employ the following approach to obtain
the fundamental X-chain state |i(xΓ)〉.
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Proposition 10 (X-chain states in X-basis).
Let |G〉 be a graph state with the X-chain group 〈ΓG〉
and the correlation group 〈KG〉. Let ΓG = {γ1, γ2, ...},
and γi = {vi1 , vi2 , · · · }. The generating set ΓG and KG
can be chosen as

1. ΓG = {γ1, ..., γk} such that γi �⊆ γj for all γi, γj ∈
ΓG,

2. KG =
{
{v} : v ∈ VG\

⋃k
i=1 {vi1}

}
.

Here, the first element of γi = {vi1 , vi2 , ...} is selected
in the way such that vi1 �= vj1 for all i �= j. Then the

X-chain state |ψ∅(∅)〉 of |G〉 is an X-basis state, |i(xΓ)〉,
with

xΓ = {vi1 : πG (γi) = −1} . (27)

Proof. See Appendix A.

The vertices vi1 are the key for the determination of |xΓ〉.
First of all, we choose the X-chain generators ΓG, such
that γi �⊆ γj , for all γi, γj ∈ ΓG. That means each
X-chain generator possesses at least a vertex vi1 as its
own vertex exclusively, i.e. vi1 ∈ γi\ (∪j 
=iγj). In other
words, the vertex vi1 represents the X-chain generator
γi uniquely. The correlation group generators are then
chosen as the single vertex VG \⋃i {vi1}. At the end, the
corresponding vertex set xΓ of the fundamental X-chain
state |i(xΓ)〉 is the set of vi1 , whose X-chain generator
γi possesses a negative stabilizer-parity. Note that in
general the choice of the X-chain generators ΓG is not
unique, therefore the fundamental X-chain states |i(xΓ)〉
are neither. However, the above mentioned approach still
arrives to the same set Ψ(∅) of X-chain states, since the
X-chain group is unique.

Let us illustrate these concepts by an example, the
graph state |K¬1

4 〉 (Fig. 2a), which corresponds to the
graph with one edge missing from the complete graph K4.
Its X-chain generators can be chosen as ΓG = {γ1, γ2} =
{{1, 2, 3} , {2, 4}} (see Fig. 2c). The exclusive vertex v1
for γ1 can be chosen as 1, while v2 for γ2 is 4. Since
only γ1 has negative parity, therefore xΓ = {1} and the
fundamental X-chain state is |i(xΓ)〉 = |1000〉.

From the fundamental X-chain state |i(xΓ)〉 one can
derive all the X-chain states and correlation states with
the following proposition.

Proposition 11 (Form of X-chain states, K-correlation
states).
Let ξ ∈ 〈KG〉 be an X-resource and 〈K〉 ⊆ 〈KG〉. An
X-chain state is given as

|ψ∅ (ξ)〉 = πG (ξ)
∣∣∣i(xΓ) ⊕ i(cξ)

〉
, (28)

where πG (ξ) is the stabilizer parity of ξ (see Eq. (13)),
and cξ is the correlation index of ξ.

A K-correlation state is the superposition of X-chain
states,

|ψK (ξ)〉 =
1

2|K|/2
∑
ξ′∈〈K〉

|ψ∅ (ξΔξ′)〉. (29)

Proof. See Appendix A.

According to this proposition, the X-chain states of |K¬1
4 〉

derived from |i(xγ)〉 = |1000〉 are given in the table in Fig.
2c. Alternatively, one can also choose the X-chain gener-
ators ΓG = {γ1, γ2} = {{2, 1, 3} , {4, 1, 3}} (see Fig. 2d).
In this case v1 = 2 and v2 = 4. The parities of γ1 and γ2
are both negative, hence |i(xΓ)〉 = |0101〉. However, the
sets of obtained X-chain states Ψ(∅) are identical in both
cases.

The correlation states |ψK (ξ)〉 are then the superpo-
sition of their corresponding X-chain states. E.g. in
Fig. 2c the correlation state |ψ{{2,3}} (∅)〉 = (|1000〉 −
|1111〉)/√2. The correlation states have the following
properties.

Corollary 12 (Properties of K-correlation states).
Let 〈K〉 ⊆ 〈KG〉 be a correlation index subgroup, then

1. |ψK (ξ)〉 is stabilized by all stabilizers s
(κ)
G with κ ∈

〈ΓG〉 × 〈K〉

s
(κ)
G |ψK (ξ)〉 = |ψK (ξ)〉. (30)

Therefore also the space span(Ψ(K)), see Eq. (26),

is stabilized by s
(κ)
G with κ ∈ 〈ΓG〉 × 〈K〉.

2. For ξ1 ∈ 〈KG〉 and ξ1 �∈ 〈K〉, it holds

s
(ξ1)
G |ψK (ξ2)〉 = |ψK (ξ1Δξ2)〉. (31)

3. For κ ∈ KG and κ �∈ K, the K ∪ {κ}-correlation
state can be obtained by

|ψK∪{κ} (ξ)〉 =
1 + s

(κ)
G√

2
|ψK (ξ)〉. (32)

Proof. See Appendix A.

With these properties one can derive the representa-
tion of graph states in the X-basis.

Theorem 13 (X-chain state representation of graph
states).
Let |G〉 be a graph state. Then |G〉 is a KG-correlation
state, which is a superposition of X-chain states |ψ∅ (ξ)〉,
i.e.

|G〉 = |ψKG
〉 =

1

2|KG|/2
∑

ξ∈〈KG〉
|ψ∅ (ξ)〉. (33)
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1

2

3

44

3

(a)

(P(VG),Δ)

|K¬1
4 〉

=

=

〈{{1, 2, 3}, {2, 4}}〉 × 〈{{2}, {3}}〉

Ψ
(∅)
KG

= {|ψ∅(ξ)〉 : ξ ∈ 〈{{2}, {3}}〉} with

|ψ∅(ξ)〉 = πG(ξ) |i(cξ) ⊕ 1000〉

|ψKG(∅)〉 = 1

22/2

∑
ξ∈〈{{2},{3}}〉

|ψ∅(ξ)〉

(b)

�1, 2, 3� �2, 4� �2� �3�

1 2 3 4
γ ∈ ΓG {1, 2, 3} {2, 4} KG {{2} , {3}}

vi1 1 2 ξ ∈ 〈KG〉 ∅ {2} {3} {2, 3}

πG (γ) −1 1 πG (ξ) 1 1 1 −1

xΓ {1} i(cξ) 0 1010 1101 0111

|i(xΓ)〉 |1000〉 |ψ∅ (ξ)〉 |1000〉 |0010〉 |0101〉 −|1111〉

(c)

�1, 2, 3� �1, 3, 4� �1� �3�

1 2 3 4 γ ∈ ΓG {2, 1, 3} {4, 1, 3} KG {{1} , {3}}

vi1 2 4 ξ ∈ 〈KG〉 ∅ {1} {3} {1, 3}

πG (γ) −1 −1 πG (ξ) 1 1 1 −1

xΓ {2, 4} i(cξ) 0 0111 1101 1010

|i(xΓ)〉 |0101〉 |ψ∅ (ξ)〉 |0101〉 |0010〉 |1000〉 −|1111〉

(d)

FIG. 2: (Color online) Example for determination of X-chain states (see main text in section IV for details): (a) The graph
state |K¬1

4 〉. (b) The factorization diagram of |K¬1
4 〉 (for an explanation, see Algorithm 14). (c),(d) The incidence structure of

the X-chain generators and correlation group generators of |K¬1
4 〉. The choices of these generators are not unique, and lead to

different fundamental X-chain states |i(xΓ)〉. However, they arrive at the identical set of X-chain states {|ψ∅(ξ)〉 , ξ ∈ 〈KG〉}.

Proof. According to property 1 in Corollary 12, one can
infer that |ψKG

〉 is stabilized by all graph state stabilizers

s
(ξ)
G with ξ ∈ 〈ΓG〉 × 〈KG〉. As a result of Lemma 8,
|ψKG

〉 is stabilized by the whole graph state stabilizer
group SG. According to the definition of graph states in
the stabilizer formalism, one can infer that |G〉 = |ψKG

〉.
The explicit form of |ψKG

〉 in Eq. (33) is obtained by
Proposition 11.

Note that the graph state obtained by this theorem
may differ from the real one by a global phase −1, i.e.

|G〉 = − |ψKG
〉 [31]. We summarize the approach of X-

chain factorization of a graph state representation in a
so-called factorization diagram.

Algorithm 14 (Factorization diagram).
The X-chain factorization of graph states can be described
in the factorization diagram shown in Fig. 3.

1. One decomposes the group P(VG) into the direct
product of the X-chain group 〈ΓG〉 and the correla-
tion group 〈KG〉 (Lemma 8).

2. From the X-chain group 〈ΓG〉, one obtains the set
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of X-chain states Ψ∅
KG

(Proposition 10).

3. From the correlation group 〈KG〉, one obtains graph
states via the superposition of the X-chain states in
Ψ∅

KG
(Theorem 13).

(P(VG),Δ)

|G〉

=

=

〈ΓG〉 × 〈KG〉

Ψ
(∅)
KG

= {|ψ∅(ξ)〉 : ξ ∈ 〈KG〉} with

|ψ∅(ξ)〉 = πG(ξ) |i(cξ) ⊕ i(xΓ)〉

|ψKG(∅)〉 = 1

2|KG|/2
∑

ξ∈〈KG〉
|ψ∅(ξ)〉

FIG. 3: (Color online) X-chain factorization diagram of graph
states: A graphical summary of Proposition 10, 11 and Theo-
rem 13. This diagram illustrates the algorithm for represent-
ing a graph state in the X-basis.

The arrows in the factorization diagram can be inter-
preted as a mapping from the sets of X-resources to their
corresponding stabilized Hilbert subspaces. As we al-
ready discussed at the end of the section II, a graph
state is mapped from the powerset of vertices by sta-
bilizer induction, which is depicted in the left hand side
of the equality in the diagram. The equation in the first
row is the X-chain factorization of the group (P(VG),Δ)
(Lemma 8). The arrow from the X-chain group ΓG to
the X-chain states Ψ(∅) interprets the mapping from the
X-chain group to the stabilized subspace spanned by
Ψ(∅) (Definition 9 and Proposition 10). The arrow from
the correlation group 〈KG〉 through the X-chain states
Ψ(∅) to the KG-correlation state is a mapping from the
subspace span(Ψ(∅)) to the KG-correlation state |ψKG

〉,
which is stabilized by the KG-stabilizers. This arrow-
represented mapping is the summation (superposition)
of the X-chain states over the correlation group 〈KG〉
(Proposition 11). Since the graph state |G〉 is the only
stabilized state of the stabilizers induced by the group
〈ΓG〉 × 〈KG〉, it is identical to the KG-correlation state
|ψKG

〉 (Theorem 13), which is represented by the equal-
ity of the last line in the factorization diagram. With the
help of the factorization diagram in Fig. 2b, the graph
state |K¬1

4 〉 is given by

|K¬1
4 〉 =

1

2
(|1000〉 + |0010〉 + |0101〉 − |1111〉) . (34)

Since the edge number |EG[ξ]| is identical to the prod-

uct 〈i(ξ)Z , i
(ξ)
Z 〉AG

in Eq. (10), according to the definition

of the stabilizer-parity (Def. 4),

πG (ξ) = (−1)〈i
(ξ)
Z ,i

(ξ)
Z 〉AG . (35)

Hence the representation of graph states in the Z-basis
in Eq. (10) can be reformulated as

|G〉 =
1

2n/2

∑
ξ⊆VG

πG (ξ) |i(ξ)Z 〉. (36)

Comparing this Z-representation with the representation
of a graph state in the X-basis given in Eq. (33), the
number of terms in the representation is reduced from
2|VG| to 2|KG|. The correlation group 〈KG〉 can be directly
obtained if one knows the X-chain group. The X-chain
group can be searched by a criterion that the cardinality
of the intersection of the vertex neighborhood with the
X-chain |Nv ∩ ξ| should be even for all v ∈ VG [8]. The
search of the X-chains of a graph state |G〉 is equivalent
to finding the 2-modulus-kernel of the adjacency matrix
of the graph G. As this is efficient, the representation
of graph states in the X-basis is feasible. The larger the
X-chain group that a graph state possesses, the smaller
is its correlation group and hence the more efficient is its
X-chain factorization.

Note that not every graph state has non-trivial X-
chains (non-trivial means not the empty set). For graph
states without non-trivial X-chains, their X-chain factor-
ization contains all X-basis states, and thus has the same
difficulty as their Z-representation.

Besides, the X-chain factorization of graph states in
Theorem 13 implies that the possible outcomes of X-
measurements are only the X-chain states, |ψ∅ (ξ)〉. Con-
sequently two graph states with different X-chains can
have different X-chain states, and hence are distinguish-
able via the X-measurement outcomes. In Table III,
we list the X-chain generators and X-chain states of
graph states with 3 vertices. Since the X-chain states
of these graph states are different from each other, one
can therefore distinguish these 8 graph states via local
X-measurements with non-zero probability of success.

V. APPLICATION OF THE X-CHAIN FACTOR-
IZATION

The representation of graph states in the X-chain fac-
torization reveals certain substructures of graph states.
In this section, we discuss its usefulness for the calcula-
tion of graph state overlaps, the Schmidt decomposition
and unilateral projections in bipartite systems.

A. Graph state overlaps

In [17], the overlaps of graph states are the basis for
genuine multipartite entanglement detection of random-
ized graph states with projector-based witnesses WG =

9



|G〉 ΓG Ψ
(∅)
KG

= {|ψ∅(ξ)〉 : ξ ∈ 〈KG〉}

1 2

3

{{1}, {2}, {3}} {|000〉}

1 2

3

{{3}} {|000〉 , |010〉 , |100〉 ,− |110〉}

1 2

3

{{2}} {|000〉 , |001〉 , |100〉 ,− |101〉}

1 2

3

{{1}} {|000〉 , |001〉 , |010〉 ,− |011〉}

1 2

3

{{2, 3}} {|000〉 , |100〉 , |011〉 ,− |111〉}

1 2

3

{{1, 3}} {|000〉 , |100〉 , |101〉 ,− |111〉}

1 2

3

{{1, 2}} {|000〉 , |001〉 , |110〉 ,− |111〉}

1 2

3

{{1, 2, 3}} {|100〉 , |010〉 , |001〉 ,− |111〉}

TABLE III: X-chain states of 3-vertex graph states

�/2−|G〉 〈G|, see [18, 19], where G is a connected graph.
An expectation value tr(|H〉〈H|G〉〈G|) > 1/2 indicates
the presence of genuine multipartite entanglement of the
graph state |H〉.

In general, a graph state |G〉 =
∏
e∈EG

U
(e)
Z |0X〉 is cre-

ated by control-Z operators U
(e)
Z , where

U
{va,vb}
Z := |0〉 〈0|(a) ⊗ �

(b) + |1〉 〈1|(a) ⊗ σ
(b)
Z . (37)

Since the operators U
(e)
Z commute for different edges e

and are unitary, the overlap 〈G|H〉 is calculated by

〈G|H〉 = 〈0⊗nX |
∏

e∈EGΔEH

U
(e)
Z |0⊗nX 〉 = 〈0⊗nX |GΔH〉.

(38)

According to Eq. (10),

〈G|H〉 =
1

2n/2

2n−1∑
i=0

(−1)
〈iZ ,iZ〉AGΔH , (39)

where GΔH is the symmetric difference of the graphs
G and H. GΔH is the graph (VGΔH , EGΔH), whose
vertices and edges are VGΔH = VG = VH and EGΔH =
EG∪EH\EG∩EH , respectively. However, the complexity
of this calculation increases exponentially with the size
of the system.

The quantity obtained from Eq. (10),

〈
0⊗nX |G〉 =

1

2n/2

2n−1∑
i=0

(−1)
〈iZ ,iZ〉A , (40)

corresponds to the difference of the positive and nega-
tive amplitudes of |G〉 in the Z-basis. We can define for
each graph state |G〉 a Boolean function fG := 〈iZ , iZ〉A
(mod 2) with A being the adjacency matrix. The func-
tion fG is balanced, if and only if 〈0⊗nX |G〉 = 0, otherwise
it is biased. We introduce the bias degree of a graph state
and define its Z-balance as follows.

Definition 15 (Bias degree and Z-balanced graph
states).
The (Z-)bias degree β of a graph state |G〉 with n vertices
is defined as the overlap

β(|G〉) := 〈0⊗nX |G〉, (41)

where |0X〉 = (|0Z〉 + |1Z〉) /
√

2. A graph state with zero
bias degree is called Z-balanced.

The bias degree is related to the weight of a graph
state, ω− (G) := |{iZ : 〈iZ |G〉/ |〈iZ |G〉| = −1}|, which is
equal to the number of minus amplitudes in |G〉 in the
Z-basis [20]. The probability of finding a negative ampli-
tude in the Z-basis is 1/2 − β(|G〉)/2, which is equal to
ω− (G) /2n. Note that as a result of Eq. (36), the bias
degree of a graph state is equal to the sum of its stabilizer
parities.

β(|G〉) =
∑
ξ⊆VG

πG(ξ). (42)

As a result of Theorem 13, the bias degree 〈0x |G〉,
depends only on the number of X-chain generators and
the parity of their corresponding X-resources.
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Corollary 16 (Graph state overlaps and bias degrees).
The overlap of two graph states |G〉 and |H〉 is equal to
the bias degree of the graph state |GΔH〉, i.e.

〈G|H〉 = β(|GΔH〉). (43)

The bias degree of a graph state |G〉 is equal to

|β(|G〉)| =
1

2(n−|ΓG|)/2
∏
γ∈ΓG

δ1πG(γ), (44)

where ΓG is the X-chain generating set of |G〉, δ is the
Kronecker-delta and πG(γ) is the stabilizer-parity of X-
chain generators γ.

Proof. First we prove that there does not exist ξ such that

cξ = xΓ. Assume cξ = xΓ, then |cξ ∩ γ| mod 2
= |ξ ∩ cγ | = 0.

However, according to the definition of xΓ (Def. 10),
|cξ ∩ γ| = |xΓ ∩ γ| = 1 which contradicts |cξ ∩ γ| =
0 mod 2. Then the only possible zero X-chain state is
|ix(Γ)〉. Therefore Theorem 13 leads to

|β(|G〉)| =
1

2(n−|ΓG|)/2 〈0X |i(xΓ)〉. (45)

According to the definition of the X-chain basis, xΓ = ∅ if
and only if πG (γ) = 1 for all X-chain generators γ ∈ ΓG,
that means

〈
0X |i(xΓ)

〉
=
∏
γ∈ΓG

δ1πG(γ).

In [20], the authors relate the weight ω− (G) to the binary
rank of the adjacency matrix of graphs. Our Corollary 16
is a similar result showing that the bias degree depends
on the binary rank of the adjacency matrix, which is
equal to n− |ΓG|.

Here, we focus on the bias degree and Z-balance of
graph states. Since the X-chain group of a graph state
can be efficiently determined, instead of Eq. (39), Corol-
lary 16 provides an efficient method to calculate the
graph state overlap. As a result of Corollary 16, we arrive
at the following corollary.

Corollary 17 (Z-balanced graph states).
A graph state is Z-balanced, if and only if it has at least
one X-chain generator γ− with negative stabilizer-parity,
i.e. |E (G [γ−])| is odd. Two graph states are orthogonal,
if and only if |GΔH〉 is Z-balanced.

Knowing all the Z-balanced graph states with vertex
number n allows to identify all pairs of orthogonal graph
states with n vertices. Note that relabeling a graph state
(graph isomorphism) does not change its bias degree,
since the structure of the X-chain group does not change
under graph isomorphism.

In Fig. 4, the Z-balanced graph states up to five ver-
tices are listed. Every graph in the figure represents an
isomorphic class. From these balanced graph states one
can obtain orthogonal graph states via the graph sym-
metric difference. Examples of orthogonal graph states

derived from the Z-balanced graph states |C3〉 and |C5〉
are shown in Fig. 5 and 6 , respectively, (C3 and C5 are
the first and fifth graph in Fig. 4 ).

B. Schmidt decomposition

In this section, we discuss the Schmidt decomposition
of graph states represented in the X-basis, which is de-
rived via the X-chain factorization. The Schmidt decom-
position of a graph state for an A|B-bipartition reads

|G〉 =
1

2rS/2

rS∑
i=1

|φ(A)
i 〉 |ψ(B)

i 〉 , (46)

where 〈φ(A)
i |φ(A)

j 〉 = δij and 〈ψ(B)
i |ψ(B)

j 〉 = δij . Here rS
is the Schmidt rank of the graph state |G〉 with respect
to the partition A versus B. Its value

rS = |SA| :=
∣∣∣{s(ξ)G ∈ SG : supp(s

(ξ)
G ) ⊆ A

}∣∣∣ (47)

is studied in the section III.B of [6] via the Schmidt
decomposition of graph states in the Z-basis, where

supp(s
(ξ)
G ) is the support of the stabilizer s

(ξ)
G . The

supp(s
(ξ)
G ) is equal to the projection on the Hilbert space

spanned by qubits corresponding to the vertices ξ ∪ cξ,
which is the set of vertices on which the stabilizer s

(ξ)
G

acts non-trivially (i.e. not equal to the identity).

We derive the Schmidt decomposition of graph states
in the X-basis in the following steps. First, we generalize
the X-chain factorization of graph states (Theorem 13) to
the X-chain factorization of arbitrary correlation states
(Theorem 18). Second, we introduce three correlation
subgroups, whose correlation states are A|B-biseparable
(Lemma 20). Third, we prove the orthonormality of these
correlation states (Lemma 21). At the end, we arrive at
the Schmidt decomposition in Theorem 22.

The X-chain factorization of graph states in Theorem
13 can be generalized to correlation states (introduced in
Eq. (25) and (A15)) as follows.

Theorem 18 (X-chain factorization of K-correlation
states).
Let 〈K1〉 , 〈K2〉 ⊆ 〈KG〉 be two disjoint correlation sub-
groups of a graph state |G〉, and K = K1 ∪K2. Then the
K-correlation state is a superposition of K1-correlation
states,

|ψK (ξ)〉 =
1

2|K2|/2
∑

ξ′∈〈K2〉
|ψK1

(ξΔξ′)〉 (48)

with ξ ∈ 〈KG〉 / 〈K〉 being an element in their quotient
group. Theorem 13 is a special case of this theorem re-
lated by 〈K〉 = 〈K1〉 × 〈K2〉 = ∅ × 〈KG〉.
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FIG. 4: (Color online) Z-balanced graph states (see Def. 15) up to 5 vertices: Each graph represents a graph isomorphic class.
Each balanced graph state has at least one X-chain γ− with negative parity. In each graph, the γ−-induced subgraph G[γ−] is
highlighted in red with bold edges. Every highlighted γ−-induced subgraph has an odd edge number.

FIG. 5: Orthogonal graph states derived from the Z-balanced graph state |C3〉: The graph states in each cell are orthogonal to
each other. Their symmetric difference is identical to the cycle graph C3, where C3 is the first graph in Fig. 4.

Proof. According to the definition in Eq. (25) it holds

|ψK1∪K2
(ξ)〉 = s

(ξ)
G

∏
κ∈K2

1 + s
(κ)
G√

2

∏
κ∈K1

1 + s
(κ)
G√

2

∣∣∣i(xΓ)
〉
.

(49)
Due to the commutativity of the graph state stabilizers
it follows

|ψK (ξ)〉 = |ψK1∪K2
(ξ)〉 =

∏
κ∈K2

1 + s
(κ)
G√

2
|ψK1

(ξ)〉. (50)

According to Proposition 2, s
(κ1Δκ2)
G = s

(κ1)
G s

(κ2)
G , the

product of (1+s
(κ)
G ) with κ ∈ K2 becomes the sum of the

stabilizers s
(ξ′)
G with ξ′ ∈ 〈K2〉.

|ψK (ξ)〉 =
1

2|K2|/2
∑

ξ′∈〈K2〉
s
(ξ′)
G |ψK1

(ξ)〉

=
1

2|K2|/2
∑

ξ′∈〈K2〉
|ψK1

(ξΔξ′)〉, (51)

where the second equality is a result of property 2 in
Corollary 12.

Algorithm 19 (Factorization diagram of correlation
states).
Theorem 18 can be interpreted by the factorization dia-
gram in Fig. 7.

1. One decomposes the group P(VG) into the direct
product of the X-chain group 〈ΓG〉 and the correla-
tion group 〈KG〉.

2. From the X-chain group 〈ΓG〉, one obtains the set

of X-chain states Ψ∅
KG

.

3. From the correlation group 〈K1〉, one obtains graph
states via the superposition of the X-chain states in
Ψ∅

KG
within 〈K1〉.

4. At the end the correlation state |ψK1∪K2
(ξ)〉

is the superposition of the K1-correlation states

|ψK1
(ξΔξ′)〉 ∈ Ψ

(K1)
KG

inside the correlation group
ξ′ ∈ 〈K2〉 (Theorem 18).

The subspace of X-chain states span(Ψ
(∅)
KG

) are pro-
jected via 〈K1〉-stabilizers to the space spanned by the
K1-correlation states |ψK1 (ξ)〉. Further, the subspace

span(Ψ
(K1)
KG

) are then projected via 〈K2〉-stabilizers to
the K1 ∪ K2-correlation states |ψK1∪K2

(ξ)〉. With this
theorem, one can obtain the Schmidt decomposition of
graph states, by appropriate selection of the correlation
subgroup K1, such that its corresponding K1-correlation
states are A|B-separable and mutually orthonormal.

Let |G〉 be a graph state with the correlation group

12



FIG. 6: Orthogonal graph states derived from the Z-balanced graph state |C5〉: The graph states in each cell are orthogonal.
Their symmetric difference is identical to the cycle graph C5, where C5 is the fifth graph in Fig. 4.

〈ΓG〉 × 〈K1〉 × 〈K2〉

Ψ
(∅)
KG

= {|ψ∅(ξ)〉 : ξ ∈ 〈KG〉}

Ψ
(K1)
KG

= {|ψK1(ξ)〉 : ξ ∈ 〈KG〉 / 〈K1〉}

|ψK1∪K2(ξ)〉 =
1

2|K2|/2
∑

ξ′∈〈K2〉
|ψK1(ξΔξ

′)〉

FIG. 7: (Color online) The X-chain factorization diagram of
correlation states: A graphical summary of Theorem 18. The
ξ in |ψK1∪K2 (ξ)〉 are elements in the quotient group, ξ ∈
〈KG〉 / 〈K1 ∪ K2〉.

〈KG〉 and A|B be a bipartition of its vertices. In order
to find the Schmidt decomposition, we select 〈K1〉 as the
disjoint union of three correlation subgroups specified as
follows.

1. The correlation subgroup, whose elements possess
a correlation index only in B:

〈K(B)〉 := {ξ ∈ 〈KG〉 : cξ ⊆ B} . (52)

2. The correlation subgroup, whose elements possess
a correlation index only in A and only consists of
vertices in A:

〈K(A)
A 〉 := {ξ ∈ 〈KG〉 : cξ ⊆ A, ξ ⊆ A} . (53)

3. The correlation subgroup, whose elements possess
a correlation index only in A, consists of vertices

in B and has even number of edges between all
β ∈ 〈K(B)

〉
:

〈K(A)
∼B〉 := {ξ ∈ 〈KG〉 : cξ ⊆ A, ξ �⊆ A} ∩ {ξ ∈ 〈KG〉 :

|EG (ξ : β)| mod 2
= 0, for all β ∈

〈
K(B)

〉
}. (54)

These three groups form a special group

〈KA�B〉 := 〈K(A)
A ∪ K(A)

∼B〉 × 〈K(B)〉 (55)

called A�B-correlation group. (The notation “A�B”
is used, as the group is not symmetric with respect to
exchanging A and B.) We will show in Lemma 20 that
all A�B-correlation states |ψKA�B (ξ)〉 with ξ ∈ 〈KA⇀B〉,
shortly |ψA�B(ξ)〉, are A|B-separable. The corresponding
quotient group is denoted as

〈KA⇀B〉 := 〈KG〉 /〈KA�B〉 (56)

and called (A ⇀ B)-correlation group. (The notation
A ⇀ B is introduced, as there is again no symmetry
under exchange of A and B, as the correlation index cξ
of ξ ∈ 〈KA⇀B〉 is always inside A.) We will show in
Theorem 22 that the Schmidt rank of |G〉 is equal to
the cardinality | 〈KA⇀B〉 |. That means that the corre-
lation subgroup KA⇀B generates the A|B correlation in
the graph state |G〉. Note that we investigated many

graphs and found their correlation subgroups 〈K(A)
∼B〉 all

to be empty. That means the group 〈K(A)
∼B〉 may not ex-

ist for any graph state. However, this is still an open
question.

In this A�B-factorization, the correlation group KG
is divided into four subgroups. Let us take the graph
of “St. Nicholas’s house” in Fig. 8a as an example.
This “house” state |GHouse〉 is divided into the bipar-
tition A = {1, 2, 3} versus B = {4, 5}. The correlation
group factorization is shown in Fig. 8b. The X-chain
group of |GHouse〉 is {{1, 2, 3}}. The X-resources are fac-
torized by the X-chain group, P(VG) = 〈ΓG〉 × 〈KG〉,

13



1

2 3

4 5

2

4

A

B

(a)

1 1 1 0 0 0 0 0 0 0
0 1 1 0 0 0 1 1 0 0
0 1 0 0 0 1 0 1 1 1
0 0 0 1 1 0 0 0 1 1
0 1 1 1 0 0 0 0 0 1

1 1 1 0 0 0 0 0 0 0
0 1 0 0 0 1 0 1 1 1
0 0 1 0 0 1 1 0 1 1
0 0 0 1 0 0 1 1 0 1
0 0 0 0 1 0 1 1 1 0

�1, 2, 3� �2� �3� �4� �5�

1 2 3 4 5

�G�G

�G �A
A �

B
�
A�B

A B
A	B-factorization

�1, 2, 3� �2, 3� �2� �4, 5� �2, 3, 4�

1 2 3 4 5

(b)

P(VG)

|G〉

=

=

〈{{1, 2, 3}}〉 × 〈{{2, 3}}〉 × 〈{{4, 5}, {2, 3, 4}}〉× 〈{{2}}〉

Ψ(∅) = {|ψ∅(ξ)〉 : ξ ∈ 〈KG〉} with |ψ∅(ξ)〉 = πG(ξ) |i(cξ) ⊕ 10000〉

Ψ(KA�B) =
{
πG(ξ) |φ(A)

A	B(ξ)〉 |φ(B)

A	B(ξ)〉 : ξ ∈ 〈{{2}}〉
}

Ψ(KA�B) =
{
πG(ξ)|φ(A)

A	B(ξ)〉|φ(B)

A	B(ξ)〉 : ξ ∈ 〈{{2}}〉
}

|ψKG〉 = 1

21/2

∑
ξ∈〈KA⇀B〉

πG(ξ)|φ(A)

A	B(ξ)〉|φ(B)

A	B(ξ)〉

(c)

FIG. 8: (Color online) A�B-factorization of graph states: (a) The graph state |GHouse〉 corresponding to a “St. Nicholas’s
house” is divided in two subsystems A = {1, 2, 3} and B = {4, 5}. (b) The binary representation of the X-chain factorization
(the upper row) and A�B-factorization (the lower row). (c) The A�B-factorization diagram (see Algorithm 23) of the “St.
Nicholas’s house” graph state |GHouse〉.

see the upper row in Fig. 8b. The array is the binary
representation of the stabilizers induced by the X-chain
generators Γ = {{1, 2, 3}} and correlation group genera-
tors KG = {{2}, {3}, {4}, {5}}, it corresponds to the inci-
dence structure on its right hand side. In the second row
of Fig. 8b, the X-resources, whose correlation indices lie
in the system B, are first grouped together into 〈K(B)〉 =
〈{{4, 5}, {2, 3, 4}}〉. Second, the X-resources ξ, whose
correlation indices cξ and itself ξ are both contained

by VA, are grouped into 〈K(A)
A 〉 = 〈{{2, 3}}〉. Third,

the group K(A)
∼B is empty. At the end, the (A ⇀ B)-

correlation group is then 〈KA⇀B〉 = 〈{{2}}〉.

These three special correlation subgroups, 〈K(A)
A 〉 ,

〈K(A)
∼B〉 and 〈K(B)〉, project the space spanned by the X-

chain states into a subspace spanned by their correlation
states |ψA�B(ξ)〉. These states are A|B-separable states,
which is stated in the following lemma.
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Lemma 20 (A|B-Separability of A�B-correlation
states).
For ξ ∈ 〈KA⇀B

G 〉, the (A ⇀ B)-correlation states

|ψA�B(ξ)〉 = πG (ξ) |φ(A)
A�B(ξ)〉|φ(B)

A�B(ξ)〉 (57)

are A|B-separable with |φ(A)
A�B(ξ)〉 := |ψ(A)

K(A)
A ∪K(A)

∼B

(ξ)〉 and
|φ(A)
A�B(ξ)〉 := |ψ(B)

K(B)(ξ)〉 being the (K(A)
A ∪ K(A)

∼B)- and

K(B)-correlation states projected into the subspaces of A
and B, respectively.

Proof. See Appendix A.

Note that |ψA�B(ξ)〉 will be shown to be the Schmidt
basis in Theorem 22. There, one will also see that the
global phase πG(ξ) ensures positive Schmidt coefficients.

Let us continue to consider the “St. Nicholas’s house”
state as an example. According to Proposition 10, the
fundamental X-chain state of |GHouse〉 is |ixΓ〉 = |10000〉.
Then from the K(A)

A -correlation states,

|ψK(A)
A

(∅)〉 = |φ(A)
A�B(∅)〉 ⊗ |00〉 and (58)

|ψK(A)
A

({2})〉 = |φ(A)
A�B ({2})〉 ⊗ |00〉 , (59)

one can read off

|φ(A)
A�B(∅)〉 =

|100〉 − |111〉√
2

and (60)

|φ(A)
A�B ({2})〉 =

|001〉 + |010〉√
2

. (61)

From the K(B)-correlation states,

|ψK(B) (∅)〉 = |100〉 ⊗ |φ(B)
A�B(∅)〉 and (62)

|ψK(B) ({2})〉 = |100〉 ⊗ |φ(B)
A�B ({2})〉, (63)

one can read off

|φ(B)
A�B(∅)〉 =

|00〉 − |01〉 − |10〉 − |11〉
2

and (64)

|φ(B)
A�B ({2})〉 =

−|00〉 − |01〉 − |10〉 + |11〉
2

. (65)

According to Lemma 20, A�B-correlation states are

|ψA�B(∅)〉

=

( |100〉 − |111〉√
2

)( |00〉 − |01〉 − |10〉 − |11〉
2

)
(66)

and since πG({2}) = 1

|ψA�B({2})〉

=

( |001〉 + |010〉√
2

)(−|00〉 − |01〉 − |10〉 + |11〉
2

)
.

(67)

Orthonormality of the states within the subspaces still
needs to be verified. This holds for the explicit example
|GHouse〉 in Eq. (66) and (67). In the general case, the
orthonormality is shown in the following lemma.

Lemma 21 (Orthonormality of (A ⇀ B)-correlation
states).
The components of A�B-correlation states on subspace A

and B, |φ(A)
A�B(ξ)〉 and |φ(B)

A�B(ξ)〉, are orthonormal with

respect to ξ ∈ 〈KA←B〉 within the subspaces A and B,
respectively, i.e.

〈φ(A)
A�B(ξ1)|φ(A)

A�B(ξ2)〉 = 0 (68)

and

〈φ(B)
A�B(ξ1)|φ(B)

A�B(ξ2)〉 = 0

for all ξ1, ξ2 ∈ 〈KA⇀B〉 and ξ1 �= ξ2.

Proof. See Appendix A.

We can now construct the Schmidt decomposition of
graph states with A�B-correlation states as follows.

Theorem 22 (Schmidt decomposition in
A�B-correlation states).
The Schmidt decomposition of a graph state |G〉 is the
superposition of its A�B-correlation states,

|G〉 =
1

2|KA⇀B |/2
∑

ξ∈〈KA⇀B〉
πG (ξ) |φ(A)

A�B(ξ)〉|φ(B)
A�B(ξ)〉.

(69)
The Schmidt rank rS and geometric measure of the A|B-
bipartite entanglement [21, 22] can be expressed by

log2(rS) = EA|B
g =

∣∣KA⇀B
∣∣ (70)

with E(A|B)
g (|G〉) := −2 log2 (minψ |〈ψAψB |G〉|).

Proof. Employing Theorem 13 and 18 together with
Lemma 20 one can prove that the graph state |G〉 is equal
to the superposition of all biseparable A�B-correlation

states |ψA�B(ξ)〉 = πG(ξ)|φ(A)
A�B(ξ)〉|φ(B)

A�B(ξ)〉. As a re-

sult of the orthonormality of |φ(A)
A�B(ξ)〉 and |φ(B)

A�B(ξ)〉
(Lemma 21), Eq. (69) is a Schmidt decomposition. The
bipartite geometric measure of entanglement is equal to
the maximum singular value smax of the matrix Mij :=

{〈iAjB |G〉}i,j with i = 0, ..., 2|VA|−1 and i = 0, ..., 2|VB |−
1 [21]. For the bipartite case the singular value decompo-
sition is equivalent to the Schmidt decomposition. Since

the Schmidt coefficients are all 2−|KA⇀B|/2, if follows that
the geometric measure of bipartite entanglement of a
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graph state, EA|B
g := −2 log2 (smax), is equal to log of

the Schmidt rank, i.e. log2(rS) =
∣∣KA⇀B

∣∣. As a result,

the A�B-correlation states πG(ξ)|φ(A)
A�B(ξ)〉|φ(B)

A�B(ξ)〉 are

the A|B-separable states, which are closest to |G〉.

According to [7], the Schmidt rank is given by
log2 |{σ ∈ SG : supp (σ) ⊆ VA}| with |VA| ≤ |VB |, which

is |VA| −
∣∣∣K(A)

A

∣∣∣ − |ΓG ∩ P (VA)| in the language of the

X-chain factorization. The Schmidt rank is also equal to
the cardinality of the matching [32] between A and B
[23]. The matching is the set of edges between A and
B, which do not mutually share any common vertex [11].
Hence the cardinality

∣∣KA⇀B
∣∣ should be equal to the

matching. However the proof of this equality is still an
open question.

The result of this section can be summarized in an
A�B-factorization diagram.

Algorithm 23 (Factorization diagram: Schmidt decom-
position of graph states).
The Schmidt decomposition of graph states in Theorem
22 can be summarized in the factorization diagram of Fig.
9.

1. The group P(VG) is decomposed into the direct

product of 〈ΓG〉, 〈KA�B〉 = 〈K(A)
A ∪ K(A)

∼B〉 × 〈K(B)〉
and 〈KA⇀B〉.

2. Via the X-chain group 〈ΓG〉, one obtains the set of
X-chain states Ψ∅.

3. The Schmidt basis states |φ(A)
A�B(ξ〉) are constructed

from the superposition of states in Ψ∅ inside the

correlation group 〈K(A)
A ∪ K(A)

∼B〉 (Lemma 20).

4. Similar to the previous step, one obtains the states

|φ(B)
A�B(ξ)〉 via the correlation group 〈K(B)〉 (Lemma

20).

5. Together with the stabilizer-parities πG(ξ), the set
of A�B-correlation states Ψ(A�B) (Lemma 20) are
constructed.

6. Via the (A ⇀ B)-correlation group 〈KA⇀B〉, one
obtains the Schmidt decomposition from the super-
position of states in span(Ψ(A�B)) (Lemma 21 and
Theorem 22).

The A�B-factorization diagram of |GHouse〉 is shown
in Fig. 8c. As a result of this theorem, the Schmidt
decomposition of this state is

|GHouse〉 =
1√
2

(|ψA�B(∅)〉 + |ψA�B({2})〉) (71)

with |ψA�B(∅)〉 and |ψA�B({2})〉 being given in Eq. (66)
and (67). The house state has Schmidt rank rS = 2

and the geometric measure of bipartite entanglement

E
(A|B)
g = −2 log2 (minψ |〈ψAψB |GHouse〉|) = 1.

1. Entanglement localization of graph states protected
against errors

In this section, we consider the localization of entan-
glement [10] on graph states shared between Alice and
Bob (A|B-bipartition), see Fig. 10a. Alice measures the
graph state with Pauli-measurements on her system, then
tells Bob her measurement results via a classical channel.
At the end, Bob should possess a bipartite maximally en-
tangled state which he knows. A connected graph state
is maximally “connected” with respect to entanglement
localization, if every pair of vertices can be projected
onto a Bell pair with local measurements [7]. The most
simple approach to localize the entanglement of |G〉 in
the subsystem {B1, B2} is finding a path between B1

and B2, then removing vertices outside the path with
Z-measurements and at the end measuring each vertex
on the path between {B1, B2} in the X-direction. How-
ever, the resulting state depends on the measurement
outcomes. If errors occur in Alice’s measurements, it will
leads to a wrong state of Bob. Therefore error correction
would be a nice feature in the entanglement localization
of graph states.

Graph states are stabilizer states. These states can
be exploited as quantum stabilizer codes [7, 14, 15, 24],
which are linear codes and protect against errors. In the
Schmidt decomposition, the measurement outcomes on
the system A imply which states are projected in the sys-
tem B. The existence of X-chains on Alice’s side can pro-
vide simple repetition codes as the Schmidt basis in the
Schmidt decomposition in X-basis. Therefore, instead of
removing the vertices outside a selected path between B1

and B2, we will make X-measurements on them to take
the benefit of X-chains for the error correction.

The graph state |G〉 in Fig. 10a is taken as an
example. This state has the X-chain generating set
ΓG = {{1, 2}, {1, 3}, {4, 5}}. The generating set of the
three correlation groups (Eq. (52), (53) and (54)) for

the Schmidt decomposition are K(A)
A = K(A)

∼B = ∅ and

K(B) = {{1}}, while the generating set of the (A ⇀ B)-
correlation group is K(A⇀B) = {{4}}. According to The-
orem 22 and with the help of Algorithm 23, one has

|ψA�B(∅)〉 = |000〉 |00〉 + |11〉√
2

(72)

and

|ψA�B({4})〉 = |111〉 |00〉 − |11〉√
2

. (73)

As a result, the Schmidt decomposition of the graph state
is

|G〉 =
1√
2

(
|000〉 |00〉 + |11〉√

2
+ |111〉 |00〉 − |11〉√

2

)
.

(74)
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P(VG)

|G〉

=

=

〈ΓG〉 × 〈K(A)
A ∪ K(A)

∼B〉 × 〈K(B)〉 × 〈KA⇀B〉

Ψ(∅) = {|ψ∅(ξ)〉 : ξ ∈ 〈KG〉} with |ψ∅(ξ)〉 = πG(ξ) |i(cξ) ⊕ i(xΓ)〉

Ψ(KA�B) =
{
πG(ξ) |φ(A)

A	B(ξ)〉 |φ(B)

A	B(ξ)〉 : ξ ∈ 〈KA⇀B〉
}

Ψ(KA�B) =
{
πG(ξ)|φ(A)

A	B(ξ)〉|φ(B)

A	B(ξ)〉 : ξ ∈ 〈KA⇀B〉
}

|ψKG〉 = 1

2|KA⇀B |/2
∑

ξ∈〈KA⇀B〉
πG(ξ)|φ(A)

A	B(ξ)〉|φ(B)

A	B(ξ)〉

FIG. 9: (Color online) X-chain factorization diagram for the Schmidt decomposition of graph states in X-basis: A graphical
summary of Lemma 20, 21 and Theorem 22.

(a)

1 1 0 0 0 0 0 0 0 0
1 0 1 0 0 0 0 0 0 0
0 0 0 1 1 0 0 0 0 0
0 0 0 1 0 1 1 1 0 0
1 0 0 0 0 0 0 0 1 1

�1, 2� �1, 3� �4, 5� �4� �1�

1 2 3 4 5

A B

�G �
B

�
A�B

(b)

FIG. 10: (Color online) An example of entanglement localization of graph states protected against errors: a) Local X-

measurements on subsystem A project the graph state |G〉 onto the maximally entangled state |φ(B)

A	B(ξ)〉 for subsystem B.

Under the assumption of a single qubit error, the outcome |m(A)
X 〉 = |110〉 indicates a Z-error on vertex 3. Alice sends Bod the

corrected outcome (111), such that Bob knows from the Schmidt decomposition that he possesses the state |φ(B)

A	B({4})〉. b)

Binary representation and incidence structure after A�B-factorization.

In this example, one observes that there are 2 X-chain
generators {1, 2} and {1, 3} on Alice’s 3-qubit system.
This encodes the following [3, 1, 3] repetition code [14,
15, 24] in the Schmidt vectors on Alice’s system:

|φ(A)
A�B(0)〉 = |000〉 and |φ(A)

A�B({4})〉 = |111〉. (75)

These codes have the Hamming distance 3. Thus, a sin-
gle Z-error can be corrected. After a measurement in
the X-basis, Alice can therefore correct her result before
sending it to Bob. In this approach, Bob will gain the cor-
rect acknowledgement of his maximally entangled state
after Alice’s measurement with confidence. Although the

17



repetition code cannot correct phase errors (the X-errors
in X-measurements), it is already sufficient for our task,
since a phase error on Alice’s side does not change the
measurement outcomes.

This application may be useful for quantum repeaters
[25]. The parties B1 and B2 can be at a large distance,
such that they are not able to create directly an entangled
state between them. In this case, they need the help from
Alice as a repeater station to project the entanglement
onto B1 and B2.

VI. CONCLUSIONS

In this paper, we discussed properties of the repre-
sentation of graph states in the computational X-basis.
We introduced the framework of X-resources and corre-
lation indices and linked them to the binary representa-
tion of graph states. A special type of X-resources was
defined as X-chains: an X-chain is a subset of vertices
for a given graph, such that the product of the stabi-
lizer generators associated with these vertices contains
only σX -Pauli operators. The set of X-chains of a graph
state is a group, which can be calculated efficiently [8].
The X-chain groups revealed structures of graph states
and showed how to distinguish them by local σX mea-
surements. We introduced X-chain factorization (Lemma
8, 13) for deriving the representation of graph states in
the X-basis, and it was shown that a graph state can be
represented as superposition of all X-chain states (The-
orem 13). This approach was illustrated in the so-called
factorization diagram (Algorithm 14). The larger the X-
chain group is, the fewer X-chain states are needed for
representing the graph state.

We demonstrated various applications of the X-chain
factorization. An important application is its useful-
ness for efficiently determining the overlap of two graph
states (Corollary 16), for which no efficient algorithm was
known before.

Further, we generalized the X-chain factorization ap-
proach such that it allows to find the Schmidt decompo-
sition of graph states, which is the superposition of ap-
propriately selected correlation states (Theorem 22, Al-
gorithm 23 and Mathematica package in [9]).

Further benefits of the X-chain factorization are er-
ror correction procedures in entanglement localization of
graph states in bipartite systems. This could be useful
for quantum repeaters [25].

The results of this paper can be extended to general
multipartite graph states, e.g. weighted graph states
[26, 27] and hypergraph states [28–30]. Another possible
extension of these results is to consider the representa-
tion of graph states in a hybrid basis, i.e. for a subset
of the qubits one adopts the X-basis, while for the other
parties one uses the Z-basis. The graph state in such
a hybrid basis can even have a simpler representation
(i.e. a smaller number of terms in the superposition)
than the one obtained by X-chain factorization. Besides,

in [6, 7, 20, 23], various multipartite entanglement mea-
sures for graph states were studied. We expect that the
approach of X-chain factorization may also be useful in
these cases.
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Appendix A: Proofs

Proposition 2 shows the isomorphism between the sta-
bilizer group and power set of graph vertex set. It is
proved as follows.

Proposition 2 (Isomorphism of vertex-induction oper-
ations).
Let (SG, ·) be the stabilizer group of a graph state |G〉,
P(VG) be the power set of the vertex set of G. The vertex-

induction operation s
(ξ)
G is a group isomorphism between

(P(VG),Δ) and (SG, ·), i.e.

(P(VG),Δ)
s
(ξ)
G∼ (SG, ·) , (A1)

where Δ is the symmetric difference operation.

Proof of Proposition 2. Let ξ1, ξ2 ⊆ VG be two
vertex subsets. Since the stabilizer group SG is

Abelian, one can resort the product as s
(ξ1)
G s

(ξ2)
G =∏

i∈ξ1Δξ2 gi
∏
i′∈ξ1∩ξ2(gi′)

2. The property (gi)
2 = � leads

to s
(ξ1)
G s

(ξ2)
G = s

(ξ1Δξ2)
G . Therefore s

(ξ)
G is a group homo-

morphism (P(VG),Δ)
s
(ξ)
G→ (SGk

, ·). The kernel of s
(ξ)
G is

∅, therefore (P(VG),Δ)
s
(ξ)
G∼ (SG, ·).

Proposition 5 provides us a mathematical expression of
J-induce graph state stabilizer. It is proven by counting
of the exchanging times of Paul-X and Z operators.

Proposition 5 (Induced stabilizer).
Let ξ be a vertex subset of a graph G. The ξ-induced
stabilizer (see Def. 1) of a graph state |G〉 is given by

s
(ξ)
G = πG (ξ)σ

(ξ)
X σ

(cξ)
Z , (A2)

where cξ is the correlation index of ξ and πG (ξ) is the
stabilizer parity of ξ.

Proof of Proposition 5. Let ξ = {j1, ..., jm}. Once we
write down the ξ-induced stabilizers explicitly, we have

s
(ξ)
G = σ(j1)

x σ
(Nj1

)
z · · ·σ(jm)

x σ
(Njm )
z (A3)
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with Nj being the neighborhood of j. Now we shift σx
operators to re-sort the expression such that all the σx
are on the left side of σz. First, let us consider the

last X-operator, σ
(jm)
x . The number of σ

(jm)
z on the left

hand side of σ
(jm)
x indicates how many times one needs

to exchange σ
(jm)
x and σ

(jm)
z . It is equal to the number

of neighbors of jm in the ξ-induced graph G[ξ], namely
djm(G[ξ]). Due to the anti-commutativity of σx and σz,

the shifting brings us a prefactor (−1)djm (G[ξ]). Recur-

sively, shifting σ
(jm−1)
x to the left side of σ

(jm−1)
z brings

us a prefactor (−1)djk−1
(G[ξ]−jm) and so on. In total the

times that one needs to exchange σx and σz is

djk(G [ξ])+djk−1
(G [ξ]−jm)+· · ·+d2(G [{j1, j2}]), (A4)

which is equal to the edge number |E(G[ξ])|. Hence, after
the shifting, we obtain a product of re-sorted σx and σz
operators with a prefactor (−1)|E(G[ξ])|, i.e.

s
(ξ)
G = (−1)|E(G[ξ])|σ(j)

x σ(nG(j1))
z · · ·σ(nG(jm))

z , (A5)

while σ
(N(j1))
z · · ·σ(N(jm))

z = σ
cG(ξ)
z .

Lemma 8 regroups the power set of vertices with fac-
torization regarding the X-chain group into the correla-
tion group. Accordingly, one can regroup the graph state
projector by stabilizers induced by the correlation group.
It is a result of Proposition 2.

Lemma 8 (X-chain groups and correlation groups).
Let |G〉 be a graph state. The set of X-chains to-

gether with the symmetric difference (X (∅)
G ,Δ), is a

normal subgroup of (P (VG) ,Δ). The quotient group

(P (VG) /X (∅)
G ,Δ) is identical to the set of all resource

sets

P (VG) /X (∅)
G =

{
X (c)
G : c ∈ CG

}
, (A6)

which we call call the correlation group of |G〉. Let

ΓG and KG denote the generating sets of (X (∅)
G ,Δ)

and (P(VG)/X (∅)
G ,Δ), respectively. The stabilizer group

(SG, ·) is isomorphic to the direct product of the X-chain
group and the correlation group,

(SG, ·) ∼ (〈ΓG〉 ,Δ) × (〈KG〉 ,Δ) , (A7)

As a result, the graph state |G〉 is the product of the X-
chain group and correlation group inducing stabilizers,
i.e.

|G〉〈G| =
∏
κ∈KG

1 + s
(κ)
G

2

∏
γ∈ΓG

1 + s
(γ)
G

2
. (A8)

Proof of Lemma 8. Let ξ1 and ξ2 be two elements of

X (c)
G . The correlation index mapping, cG : (P(VG),Δ) →

(CG,Δ), is a group homomorphism, since cG (ξ1Δξ2) =
cG (ξ1) ΔcG (ξ2). Due to the definition of X-chains that

cG(ξ) = 0, (X (∅)
G ,Δ) is the kernel of the mapping cG.

Since (P (VG) ,Δ) is Abelian, the kernel (X (∅)
G ,Δ) and

the correlation group P (VG) /X (∅)
G are both normal sub-

groups. The correlation group 〈KG〉 is obtained via

〈KG〉 = P (VG) /X (∅)
G

=
{
ξΔX (∅)

G : ξ ∈ P (VG)
}

=
{
X (c)
G : c ∈ CG

}
. (A9)

As a result of group theory,

(P(VG),Δ) = (〈ΓG〉 ,Δ) × (〈KG〉 ,Δ) . (A10)

According to Proposition 2, one obtains the isomorphism

(SGk
, ·)

s
(ξ)
Gk∼ (〈ΓG〉 ,Δ) × (〈KG〉 ,Δ) . (A11)

The projector of graph state |G〉〈G| is the sum of all ξ-

induced stabilizers, s
(ξ)
G , with ξ ∈ 〈ΓG〉 × 〈KG〉. As a

result,

|G〉〈G| =
∑

ξ∈P(VG)

s
(ξ)
G

=
∏
κ∈KG

1 + s
(κ)
G

2

∏
γ∈−G

1 + s
(γ)
G

2
. (A12)

Proposition 10 (X-chain states in X-basis).
Let |G〉 be a graph state with the X-chain group 〈ΓG〉
and the correlation group 〈KG〉. Let ΓG = {γ1, γ2, ...},
and γi = {vi1 , vi2 , · · · }. The generating set ΓG and KG
can be chosen as

1. ΓG = {γ1, ..., γk} such that γi �⊆ γj for all γi, γj ∈
ΓG,

2. KG =
{
{v} : v ∈ VG\

⋃k
i=1 {vi1}

}
.

Here, the first element of γi = {vi1 , vi2 , ...} is selected
in the way such that vi1 �= vj1 for all i �= j. Then the

X-chain state |ψ∅(∅)〉 of |G〉 is an X-basis state, |i(xΓ)〉,
with

xΓ = {vi1 : πG (γi) = −1} . (A13)

Proof of Proposition 10. Let γ−i be an X-chain genera-
tor with negative parity πG

(
γ−i
)

= −1, then vi1 ∈ xΓ.
Since vi1 ∈ γi and vi1 �∈ γj for all j �= i, the inter-

section γ−i ∩ xΓ = {vi1}, hence πG
(
γ−i
)
σ
(γi)
x |i(xΓ)〉 =

|i(xΓ)〉. For an X-chain generator γ+j with positive par-

ity πG
(
γ+i
)

= 1, the intersection γ+i ∩ xΓ = ∅, therefore
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πG
(
γ+i
)
σ
(γi)
x |i(xΓ)〉 = |i(xΓ)〉. Hence the condition 1 in

Definition 9 is fulfilled.
Let {v} ∈ KG be a generator of correlation group,

then σ
({v})
x |i(xΓ)〉 = (−1)

|xΓ∩{v}| |i(xΓ)〉 = |i(xΓ)〉, since
|xΓ ∩ {v}| = 0 according to the choice of KG. Hence, the
condition 2 in Definition 9 is fulfilled.

The Proposition 11 derives the correlation states as
the summation of X-chain states. It follows directly from
their definition.

Proposition 11 (X-chain states, K-correlation states).
Let ξ ∈ 〈KG〉 be an X-resource and 〈K〉 ⊆ 〈KG〉. An
X-chain state is given as

|ψ∅ (ξ)〉 = πG (ξ)
∣∣∣i(xΓ) ⊕ i(cξ)

〉
, (A14)

where πG (ξ) is the stabilizer parity of ξ (see Eq. (13)),
and cξ is the correlation index of ξ.
A K-correlation state is the superposition of X-chain

states,

|ψK (ξ)〉 =
1

2|K|/2
∑
ξ′∈〈K〉

|ψ∅ (ξΔξ′)〉. (A15)

Proof of Proposition 11. According to Proposition 2,

s
(ξ)
G Δs

(ξ′)
G = s

(ξΔξ′)
G , the product of the operators in Eq.

(25) can be reformulated to the sum of

|ψK (ξ)〉 =
1

2|K|/2
∑
ξ′∈〈K〉

s
(ξΔξ′)
G

∣∣∣i(xΓ)
〉
. (A16)

With the formulas in Proposition 5,

|ψK (ξ)〉 =
1

2|K|/2
∑
ξ′∈〈K〉

πG (ξΔξ′)σ
(cξΔξ′ )
z σ(ξΔξ′)

x

∣∣∣i(xΓ)
〉
.

(A17)

Since σ
(κ)
x

∣∣i(xΓ)
〉

=
∣∣i(xΓ)

〉
for all κ ∈ 〈K〉, one obtains

|ψK (ξ)〉 =
1

2|K|/2
∑
ξ′∈〈K〉

πG (ξΔξ′)
∣∣∣i(xΓ) ⊕ i(cξΔξ′ )

〉
.

(A18)

The following calculation is the proof of Corollary 12,
which is employed in the proof of Theorem 13.

Proof of Corollary 12. The properties 2 and 3 are direct
results of Proposition 11. The property 1 follows from
the commutativity of graph state stabilizers. Let κ =
γΔκ0 ∈ 〈ΓG〉 × 〈K〉 with γ ∈ 〈ΓG〉 and κ0 ∈ 〈K〉, then

s
(κ)
G φK (ξ) = s

(γ)
G s

(κ0)
G s

(ξ)
G

∏
κ′∈K

1 + s
(κ′)
G√
2

|xΓ〉

= s
(ξ)
G

1

2|K|/2 s
(κ0)
G

∑
κ′∈〈K〉

s
(κ′)
G s

(γ)
G |xΓ〉.

Due to the definition of |xΓ〉, it holds s
(γ)
G |xΓ〉 = |xΓ〉.

Since κ0 ∈ 〈K〉, the operator s
(κ0)
G

∑
κ′∈〈K〉 s

(κ′)
G =∑

κ′∈〈K〉 s
(κ′)
G is not changed by s

(κ0)
G , hence

s
(κ)
G φK (ξ) = s

(ξ)
G

1

2|K|/2
∑

κ′∈〈K〉
s
(κ′)
G |xΓ〉 = φK (ξ) . (A19)

Lemma 20 shows us the A|B-separability of the corre-

lation state
∣∣∣(0,K(A)

A � K(B))
〉

. Its a result of the prop-

erty of multiplication G-parities.

Lemma 24 (Multiplication of G-parity).
Let G be a graph, then the multiplication of two the par-
ities of two vertex subset πG (ξ1) and πG (ξ2) is equal to

πG (ξ1)πG (ξ2) = (−1)
|EG(ξ1:ξ2)| πG (ξ1Δξ2) . (A20)

Proof. Since (P (V ),Δ) is isomorphic to the stabilizer
group (SG, ·), it holds then

s
(ξ1)
G s

(ξ2)
G = s

(ξ1Δξ2)
Gk

.

Reorder the σx and σz in both sides, such that σx are on
the left side of σz, one obtains

πG (ξ1)πG (ξ2) = (−1)
|EG(ξ1:ξ2)| πG (ξ1Δξ2) . (A21)

With this lemma one can prove Lemma 20 as follows.

Lemma 20 (A|B-Separability of A�B-correlation
states).
For ξ ∈ 〈KA⇀B

G 〉, the (A ⇀ B)-correlation states

|ψA�B(ξ)〉 = πG (ξ) |φ(A)
A�B(ξ)〉|φ(B)

A�B(ξ)〉 (A22)

are A|B-separable with |φ(A)
A�B(ξ)〉 := |ψ(A)

K(A)
A ∪K(A)

∼B

(ξ)〉 and
|φ(A)
A�B(ξ)〉 := |ψ(B)

K(B)(ξ)〉 being the (K(A)
A ∪ K(A)

∼B)- and

K(B)-correlation states projected into the subspaces of A
and B, respectively.
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Proof of Lemma 20. According to Proposition 11,

|ψA�B(ξ)〉 =
∑

ξ′∈
〈
K(A)

A ∪K(A)
∼B∪K(B)

〉
πG (ξ′Δξ) |xΓ ⊕ cξ′ ⊕ cξ〉. (A23)

Each X-resource ξ′ ∈
〈
K(A)
A ∪ K(A)

∼B ∪ K(B)
〉

can be decomposed as ξ′ = αΔβ = αAΔαBΔβ with αA ∈
〈
K(A)
A

〉
and

αB ∈
〈
K(A)

∼B
〉

and β ∈ 〈K(B)
〉
. Due to Lemma 24

πG (ξ′Δξ) = (−1)
|EG(ξ:αΔβ)|

πG (αΔβ)πG (ξ) and πG (αΔβ) = (−1)
|EG(α:β)|

πG (α)πG (β) (A24)

Since αA ⊆ A and cβ ⊆ B, it holds |EG(αA : β)| mod 2
= |αA ∩ cβ | mod 2

= 0, while αB ∈
〈
K(A)

∼B
〉

is defined by

|EG(αB : β)| mod 2
= 0. Therefore the edge number is |EG(α : β)| = |EG(αAΔαB : β)| mod 2

= 0. Besides since

|EG(ξ : αΔβ)| mod 2
= |EG(ξ : α)| + |EG(ξ : β)|, therefore

πG (ξ′Δξ) = (−1)
|EG(ξ:α)|

(−1)
|EG(ξ:β)|

πG (α)πG (β)πG (ξ)

According to Eq. (13) in Proposition 5, the following equation holds

πG (ξ) (−1)
|EG(ξ:β)|

πG (β) = (−1)
|E(G[β])|+|EG(ξ:β)|+|E(G[ξ])|

= (−1)
|E(G[βΔξ])|

= πG (ξΔβ) . (A25)

This equality also holds for α, therefore

πG (ξ′Δξ) = πG (αΔξ)πG (βΔξ)πG (ξ) . (A26)

Insert this equality into Eq. (33) one obtains

|ψA�B(ξ)〉 = πG (ξ)
∑

α∈
〈
K(A)

A

〉

∑
β∈〈K(B)〉

πG (αΔξ)πG (βΔξ) |i(xΓ) ⊕ i(cα) ⊕ i(cβ) ⊕ i(cξ)〉 = πG (ξ) |φ(A)
A�B(ξ)〉|φ(B)

A�B(ξ)〉

(A27)
with

|φ(A)
A�B(ξ)〉 = |ψ(A)

K(A)
A ∪K(A)

∼B

(ξ)〉 =
∑

α∈
〈
K(A)

A ∪K(A)
∼B

〉
πG (αΔξ) |i(x(A)

Γ ) ⊕ i(cα) ⊕ i(c
(A)
ξ )〉, (A28)

and

|φ(B)
A�B(ξ)〉 = |ψ(B)

K(B)(ξ)〉 =
∑

β∈〈K(B)〉
πG (βΔξ) |i(x(B)

Γ ) ⊕ i(cβ) ⊕ i(c
(B)
ξ )〉. (A29)

Lemma 21 is the key to derive Theorem 22. Its proof is as follows.

Lemma 21 (Orthonormality of (A ⇀ B)-correlation states).

The into A and B projected A�B-correlation states, |φ(A)
A�B(ξ)〉 and |φ(B)

A�B(ξ)〉, are orthonormal with respect to ξ ∈
〈KA⇀B〉 within the subspaces A and B, respectively, i.e.

〈φ(A)
A�B(ξ1)|φ(A)

A�B(ξ2)〉 = 0 (A30)

and

〈φ(B)
A�B(ξ1)|φ(B)

A�B(ξ2)〉 = 0

for all ξ1, ξ2 ∈ 〈KA⇀B〉 and ξ1 �= ξ2.
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Proof of Lemma 21. According to the definition of correlation states (Def. 9) and the unitarity of stabilizer s
(ξ1)
G and

s
(ξ2)
G , it holds

〈φK(ξ1)|φK(ξ2)〉 = 〈φK(0)|φK(ξ1Δξ2)〉. (A31)

One just needs to consider the overlap 〈φ(A)
A�B(0)|φ(A)

A�B(ξ)〉 and 〈φ(B)
A�B(0)|φ(B)

A�B(ξ)〉 with ξ ∈ 〈KA⇀B
G 〉. That means for

all α ∈ 〈K(A)
A ∪ K(A)

∼B〉 and β ∈ 〈K(B)〉, it holds

cα ⊕ cβ �= cξ. (A32)

For |φ(A)
A�B(ξ)〉, due to the commutativity of graph state stabilizers, it holds

〈φ(A)
A�B(0)|φ(A)

A�B(ξ)〉 =
1

2

∣∣∣K(A)
A ∪K(A)

∼B

∣∣∣

∑
α,α′∈

〈
K(A)

A ∪K(A)
∼B

〉
πG (α′)πG (αΔξ) 〈i(x(A)

Γ ) ⊕ i(cα′)|i(x(A)
Γ ) ⊕ i(cα) ⊕ i(c

(A)
ξ )〉

(A33)

=
1

2

∣∣∣K(A)
A ∪K(A)

∼B

∣∣∣

∑
α,α′∈

〈
K(A)

A ∪K(A)
∼B

〉
:cαΔα′=c(A)

ξ

πG (α′)πG (αΔξ) . (A34)

If there exists λ ∈
〈
K(A)
A ∪ K(A)

∼B
〉

such that cλ = c
(A)
ξ , then ξΔλ ∈ K(B) (since cξΔλ ⊆ B). This means ξ ∈〈

K(A)
A ∪ K(A)

∼B
〉
× 〈K(B)

〉
, which is in contradiction to the definition of ξ ∈ 〈KA⇀B〉. Hence there are no pairs

α, α′ ∈ K(A)
A such that cαΔα′ = c

(A)
ξ , therefore

〈φ(A)
A�B(0)|φ(A)

A�B(ξ)〉 = 0. (A35)

Analogously for |φ(B)
A�B(ξ)〉, it holds

〈φ(B)
A�B(0)|φ(B)

A�B(ξ)〉 =
1

2|K(B)|
∑

β,β′∈〈K(B)〉:cβΔβ′=c(B)
ξ

πG (β′)πG (βΔξ) . (A36)

If there exists no λ ∈ K(B) such that cλ = c
(B)
ξ , then 〈φ(B)

A�B(0)|φ(B)
A�B(ξ)〉 = 0. If there exist such λ ∈ K(B) then we

substitute ξ by ξ′ := ξΔλ, then ξ′ ∈ 〈KA⇀B
〉

still holds and c
(B)
ξ′ = 0. Hence the overlap becomes

〈φ(B)
A�B(0)|φ(B)

A�B(ξ)〉 =
1

2|K(B)|
∑

β∈〈K(B)〉
πG (β)πG (βΔξ′) =

1

2|K(B)|
∑

β∈〈K(B)〉
(−1)|EG(β:ξ′)|

=
1

2|K(B)|
∏

β∈K(B)

(
1 + (−1)|EG(β:ξ′)|) . (A37)

Since ξ′ ∈ 〈KA⇀B
〉

and c̃ξ′ ⊆ A implies that ξ′ �⊆ A, under the assumption that |EG (β : ξ′)| mod 2
= 0 for all β ∈ K(B),

one can infer (according to the definition in Eq. (54) ) that ξ′ ∈ 〈K(A)
∼B〉. This is in contradiction to the condition that

ξ′ ∈ 〈KA⇀B
〉
. Therefore there must be at least one β0, which has odd number of edges to ξ′, i.e. |EG (β : ξ′)| mod 2

= 1.
Hence

〈φ(B)
A�B(0)|φ(B)

A�B(ξ)〉 = 0. (A38)

Appendix B: The list of notations

Here we present a list of symbols together with the
page number where they occur for the first time.

AG The adjacency matrix of the graph G. 3
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β(|G〉) The Z-bias degree of the graph state |G〉. 10

〈K〉 A general correlation subgroup of 〈KG〉. 5

〈KA�B〉 The correlation subgroup, whose corresponding
correlation state are the A|B-separable Schmidt ba-
sis. 13

〈KA↼B〉 The correlation subgroup obtained by the quo-
tient group KG/KA�B . 13

〈K(A)
A 〉 The correlation subgroup, whose elements and

their corresponding correlation index are both in
the subsystem A. 13

〈KG〉 The correlation group of G generated by its gener-
ating set KG. 5

〈K(A)
∼B〉 A special correlation subgroup. 13

〈K(B)〉 The correlation subgroup, whose elements possess
correlation index only in the subsystem B. 13

cξ The correlation index of the vertex subset ξ. 3

CG The set all correlation indices in G. 5

|ψK(ξ)〉 A K-correlation state. 6

|ψA�B(ξ)〉 A K(A�B)-correlation state. 13

|φ(A)
A�B(ξ)〉 The state projected from the A�B-correlation

state |ψA�B(ξ)〉 onto the subsystem A. 15

|φ(B)
A�B(ξ)〉 The state projected from the A�B-correlation

state |ψA�B(ξ)〉 onto the subsystem B. 15

Ψ
(K)
K′ The set K-correlation states |ψK(ξ)〉 with ξ ∈

〈K′〉 / 〈K〉. 6

EA|B
g A|B-bipartite geometric measure of entanglement.

15

G A graph. 1

gi The graph state stabilizer generator associated to ith
vertex. 2

s
(ξ)
G The graph state stabilizer induced by the vertex sub-

set ξ. 2

SG The graph state stabilizer group of G. 2

EG The edge set of G. 1

G[ξ] The subgraph of G induced by vertices ξ. 1

Nv The neighborhood of v. 1

VG The vertex set of G. 1

|i(ι)α 〉 The α-basis state with binary number correspond-
ing to the index set ι, α ∈ {X,Y, Z}. 2

P(VG) The power set of the vertex set VG. 2

rS The Schmidt rank. 11

πG(ξ) The stabilizer parity of ξ in G. 3

X (∅)
G The set of X-chains. 5

〈ΓG〉 The X-chain group generated by its generating set
ΓG. 5

|i(xΓ)〉 The basic X-chain state. 6

|ψ∅(ξ)〉 An X-chain state. 6

X (c)
G The set of all X-resources of c-correlation. 5
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[23] M. Hajdušek and M. Murao. Direct evaluation of pure
graph state entanglement. New Journal of Physics,
15(1):013039, 2013.

[24] M. A. Nielsen and I. L. Chuang. Quantum Computation
and Quantum Information (Cambridge Series on Infor-
mation and the Natural Sciences). Cambridge University
Press, 1 edition, 2004.

[25] H.-J. Briegel, W. Dür, J. I. Cirac, and P. Zoller. Quan-
tum repeaters: The role of imperfect local operations
in quantum communication. Phys. Rev. Lett., 81:5932–
5935, 1998.

[26] W. Dür, L. Hartmann, M. Hein, M. Lewenstein, and
H.-J. Briegel. Entanglement in spin chains and lattices
with long-range ising-type interactions. Phys. Rev. Lett.,
94:097203, 2005.

[27] L. Hartmann, J. Calsamiglia, W. Dür, and H. J. Briegel.
Weighted graph states and applications to spin chains,
lattices and gases. Journal of Physics B: Atomic, Molec-
ular and Optical Physics, 40(9):S1, 2007.

[28] M. Rossi, M. Huber, D. Bruß, and C. Macchiavello.
Quantum hypergraph states. New Journal of Physics,
15(11):113022, 2013.

[29] R. Qu, J. Wang, Z.-S. Li, and Y.-R. Bao. Encoding hy-
pergraphs into quantum states. Phys. Rev. A, 87:022311,
2013.

[30] O. Gühne, M. Cuquet, F. E. S. Steinhoff, T. Moroder,
M. Rossi, D. Bruß, B. Kraus, and C. Macchiavello. En-
tanglement and nonclassical properties of hypergraph
states. Journal of Physics A: Mathematical and Theo-
retical, 47(33):335303, 2014.

[31] This global phase can be corrected by the sign of the sum
of the parities of all X-resources in the correlation group
〈KG〉, α = Sign(

∑
ξ∈〈KG〉(πG(ξ))), i.e. |G〉 = α |ψKG〉.

[32] Note that the matching between two parties is not
unique, but its cardinality is fix.

24



I



Acronyms

CC classical communication.
CP completely positive.
CPTP completely positive trace-preserving.
CZ control-Z.

Decomp decomposition.
DGO deterministic global operation.
DLO deterministic local operation.
DLOCC deterministic local operation and clas-

sical communication.

Ent entanglement.

Geo geometric, geometry.
GM genuinely multipartite.
GME genuine multipartite entanglement.
GO global operation.

LC local Clifford.
LHV local hidden variable.
LO local operation.
LOCC local operations and classical communi-

cation.

LU local unitary.

MBQC measurement based quantum computa-
tion.

NPT non-positive partital transpose.

PnCP positive and not completely positive.
POVM positive operator-valued measure.
PPT positive partial transpose.

RG randomized graph.
RUS repeat-until-success.

Schm Schmidt.
SGO stochastic global operation.
SLO stochastic local operation.
SLOCC stochastic local operation and classical

communication.
SOP separable (Kraus) operator.

UPB unextendible product bases.

II



Notations

γ,Γ Bipartition, γ|γ̄.

E(A)
I The I-concurrence regarding the biparti-

tion A|Ā.

E(A)
con The concurrence regarding the bipartition

A|Ā.

E(A)
F The entanglement of formation regarding

the bipartition A|Ā.

E(A)
D The distillable entanglement regarding the

bipartition A|Ā.
EPT Measure of P -partition entanglement of the

type T .
ST Entropy of the type T .
SL Linear entropy.
SV Von Neumann entropy.

S
(A|B)
ent The entropy of entanglement with repect

to the A|B bipartition.

F⊗n
d Digit space with dimension d and length n.

〈KA�B
G 〉 The correlation subgroup, whose corre-

sponding correlation states |ψKA�B
G

(ξ)〉
are the A|B-separable Schmidt basis of
|G〉.

ΨK
KG

The set of K-correlation states |ψK(ξ)〉
with ξ ∈ 〈KG〉 / 〈K〉.

KG The correlation group generators of the
graph state |G〉.

ΓG The X-chain generators of the graph state
|G〉.

G[ξ] The subgraph of G induced by vertices ξ.

s
(ξ)
G The graph state stabilizer induced by the

vertex subset ξ.
VG The vertex set of the graph G.
dv Vertex degree of v.
Nv The neighborhood of v.
Sn The star graph with n vertices.
|G〉 Graph states.

EG The edges of a graph G.
β(|G〉) The Z-bias degree of |G〉.
|ψK(ξ)〉 The K-correlation state of the graph

state |G〉 with the argument ξ.
|ψ∅(ξ)〉 The X-chain state of the graph state |G〉

with the argument ξ.
ρpG Randomized graph state ρpG corresponding

to the graph G with the randomness
parameter p.

SG The stabilizer group of the graph state |G〉.

H Hilbert space.
B The set of linear bounded operators on the

Hilbert space H: B(H).

i
[j]
γ Permutation of i and j on the digits of the

subsystem γ.

|i(ι)X 〉 The X-basis state with the binary number
corresponding to the index set ι.

M Measurement.
Mπ Projector-valued measure.
M+ Positive operator-valueed measure.
Mπ,⊥ von-Neumann measurement.

N (A) The negativity regarding the bipartition
A|Ā.

E(A)
N The logarithmic negativity regarding the

bipartition A|Ā.

Q A quantum observable.

P(A) The power set of A.
p Probability.

O Quantum operation.

Rp Randomization operator Rp(|G〉) = ρpG.
rank(ρ) The rank of ρ.

III



ρ(γ) The reduced state of ρ on the subsystem γ
after tracing out the compliment sub-
system γ̄.

ρ Mixed states.
|ψ〉, |φ〉 Pure states.

tr(ρ) The trace of ρ.

ξ A vertex subset of a graph ξ ⊆ VG..

γ,Γ X-chain generator γ, X-chain group Γ.

IV



Index

Global operation, 19
stochastic, 19

Randomized graph state, 43
Stochastic local operation and classical

communication, 19
Separable (Kraus) operator, 18
PPT entangled states, 11
RUS operations, 43

Bell inequality, 6
Bell states, 6
Bound entanglement, 11

CH74 inequality, 6
CHSH inequality, 6
Concurrence, 23

I-concurrence, 24
two-qubit, mixed, 23
two-qubit, pure, 23

Convex roof extension, 22
Correlation group, 48
Correlation index, 48
Correlation states, 49

Decomposable witness, 13
Distillable entanglement, 21, 22

Entanglement, 7
bipartite, mixed state, 7
bipartite, pure state, 7
genuine l-partite entanglement, 30
multi-particle entanglement, 31

Entanglement monotones, 15
SOP, 19

Entanglement of formation, 22
Entropy of entanglement, 15, 20

Genuine multipartite entanglement
Lower bound on GM I-concurrence, 36

GHZ states, 28

GME witness
for graph states, 43

Graph, 39
Graph state overlaps, 52

Hahn-Banach theorem
for entanglement, 9
for separability, 10

Kraus operator, 4

Local hidden variable, 6

Maximal connectedness, 38

Negativity, 24
logarithmic, 25

Observables, 4
Operator sum representation, 4

Persistency, 38

Quantum measurements
POVM, 4
von Neumann measurements, 4

Quantum operation
stochastic, 5

Quantum operations, 3
LOCC, 18
local, 17
local, stochastic, 17

Separability
multipartite, 30

Separability criterion
PnCP map, 10
bipartite, PPT criterion, 11
bipartite, PPT criterion, 9
Horodecki (necessary and sufficient)

criterion, 10
Stabilizer parity, 48
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Stabilizer witness, 43
Stinespring factorization theorem, 4

Werner statet, 8
Witnessed entanglement, 25

X-chain factorization, 48
X-chain states, 49
X-chains, 48
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