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ZUSAMMENFASSUNG 

Die Vorhersage von allosterischer Regulation in Biomolekülen ist von besonderem 

Interesse in der modernen Wirkstoffentwicklung, z. B. besitzen allosterische Effektoren einen 

Selektivitätsvorteil gegenüber „konventionellen“ kompetitiven Liganden. Allerdings stellen 

die verschiedenen Mechanismen der allosterischen Regulation eine große Herausforderung 

für die Identifikation neuer allosterischer Bindestellen dar. Die klassische Sichtweise der 

allosterischen Regulation beinhaltet das Auftreten einer Konformationsänderung wohingegen 

in der neuen Sichtweise die Änderung der Proteindynamik hinzugefügt wurde. Insbesondere, 

der letztgenannte Fall ist aufgrund fehlender Konformationsänderungen herausfordernd und 

anhand statischer Kristallstrukturen schwer zu identifizieren. Bis zum heutigen Zeitpunkt 

existiert kein Methode für die routinemäßige Untersuchung solcher Dynamik-gesteuerter 

Allostery hinsichtlich Vorhersage von Freien Energien für die Kooperativität und 

Beschreibung der Signalweiterleitung zwischen entfernten Stellen. 

In dieser Arbeit habe ich einen Ensemble-basierten Störungsansatz entwickelt, um Freien 

Energien für die Kooperativität und allosterische Signalweiterleitung in Biomolekülen 

vorherzusagen. Der Kern dieses Ansatzes ist eine Graphen-basierter Methode für die 

effiziente Identifikation von flexiblen und rigiden Regionen in Biomolekülen. Für eine 

sinnvolle Verknüpfung von solchen Stabilitätsanalysen mit biologisch relevanten 

Informationen, habe ich zunächst Richtlinien für die Anwendung und Interpretation von 

bekannten und neuen Index-Definitionen ausgearbeitet (Publikation I). Ein Nachteil von 

Graphen-basierten Stabilitätsanalysen ist ihre hohe Empfindlichkeit hinsichtlich der 

verwendeten Eingabestruktur. Um die Empfindlichkeit zu reduzieren, wurden bisher 

Strukturensembles aus rechenintensiven MD Simulationen verwendet. Als eine Alternative 

habe ich eine effiziente Methode entwickelt, die die thermische Fluktuationen in 

Biomolekülen simuliert (Publikation II). Dies führte zu einer Weiterentwicklung des 

Constraint Network Analysis (CNA) Verfahrens hinsichtlich einer effizienteren Ensemble-

basierten Stabilitätsanalyse. Zusätzlich beinhaltet die Weiterentwicklung eine automatisierte 

Berechnung von globalen und lokalen Indices sowie eine robuste Prozedur für die korrekte 

Netzwerkdarstellung von Ligand-Molekülen. Diese Arbeiten führten schließlich zu der 

Entwicklung des benutzerfreundlichen Programmes CNA (Publikation III). 

Das Programm CNA wurde für die Untersuchung von Stabilitätsänderungen durch 

Einfügen von in silico Störungen in Interaktionsnetzwerken verwendet (Publikation IV). Die 

Validierungsstudie an Eglin c zeigte eine sehr gute Korrelation bezüglich vorhergesagten und 
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experimentellen freien Energien mutationsbedingter Stabilitätsänderungen sowie eine hohe 

Übereinstimmung der Pfadvorhersage mit Dynamikänderungen von Resten in einer NMR 

Studie. Anschließend wurde der Störungsansatz auf Protein Tyrosin Phosphatase 1B (PTP1B) 

und Leukozyten Funktionsassoziierte Antigen-1 (LFA-1) angewendet. Für beide Systeme 

wurden anhand von in silico Störungen in der allosterischen Bindestelle langreichweitige 

Stabilitätsänderungen gefunden, die allosterische und orthosterische Stelle verbinden. Die 

Berechnung der Freien Energie für die Kooperativität in LFA-1 zeigte, dass eine nicht-

additive Stabilisierung durch das Binden des allosterischen Effektors und des natürlichen 

Substrats vorliegt. Diese nicht-additive Stabilisierung entspricht der zugrundeliegenden 

negativen Kooperativität, die experimentell für LFA-1 gefunden wurde. 

Für zukünftige Projekte bietet dieser Störungsansatz eine ausgezeichnete Möglichkeit für 

die effiziente Untersuchung von Systemen mit unbekanntem allosterischen Mechanismus. 

Zunächst werden Biomoleküle mittels PocketAnalyzer (Publikation V) nach neuen 

Bindestellen untersucht. Die Eignung von PocketAnalyzer wurde in einer Studie für die 

Identifikation von transienten Bindetaschen in der Protein-Protein Interaktionsfläche von 

Interleukin-2 gezeigt (Publikation VI). Anschließend werden identifizierte Bindetaschen 

hinsichtlich ihrer allosterischen Funktion überprüft, z. B. durch gezieltes Einfügen von 

Störungen im Interaktionsnetzwerk der Bindetaschen. Die Änderung der thermischen 

Fluktuation kann anschließend mittels einer modifizierten Variante des Ansatzes aus 

Publikation II untersucht werden. Die Informationen über die chemischen Eigenschaften 

potentieller allostersicher Bindestaschen kann abschließend in einem Virtual Screening 

Ansatz verwendet werden, um Leitstrukturen für neuartige allosterische Effektoren zu 

identifizieren.
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ABSTRACT 

Understanding allosteric regulation in biomacromolecules is of great interest of current 

drug design efforts as they provide many opportunities to overcome, e.g. selectivity problems 

of conventional orthosteric site ligands. However, different mechanisms for allosteric 

regulation, i.e. conformational change versus changes in dynamics, complicate the 

identification of novel allosteric sites. In particular, the latter mechanism does not require a 

conformational change, and hence, is difficult to deduce from static X-ray structures alone. 

Until now, no computational method is available to analyze this type of dynamically 

dominated allostery in terms of free energies of cooperativity and how information is 

transmitted between allosteric and orthosteric site. 

In this thesis, I developed a novel ensemble-based perturbation approach for analyzing free 

energies of cooperativity and allosteric signaling. The core of the approach is a graph-theory 

based network representation that efficiently identifies flexible and rigid regions in 

biomacromolecules. To obtain the maximal advantage of such a rigidity analysis, I presented 

guidelines for the usage of available and new indices and how to link them with biological 

relevant information (publication I). Because, rigidity analyses are very sensitive to the 

structural input, which has so far been overcome by analyzing ensembles from 

computationally costly MD simulations, I developed an efficient method for simulating the 

thermal dynamics of biomacromolecules (publication II). Hence, I improved the efficiency 

of an ensemble-based variant of the Constraint Network Analysis (CNA) approach, leading to 

the CNA software package (publication III). This improvement also includes an automated 

calculation of global and local indices and a robust procedure for the network construction of 

ligand molecules. 

Next, I used the CNA software to analyze changes in stability upon in silico perturbations 

on ensembles of network topologies (publication IV). The validation study of mutational 

perturbations in eglin c showed a good correlation between predicted free energies and free 

energies for stability changes from experiments. In addition, the perturbation approach almost 

perfectly reproduces a continuous pathway of dynamically coupled residues as found in NMR 

experiments. The approach was then applied on protein tyrosine phosphatase 1B (PTP1B) and 

lymphocyte function-associated antigen 1 (LFA-1). Upon in silico perturbation, altered 

rigidity characteristics revealed long-range effects in both systems. Remarkably, condensed 

clusters of residues has been identified that form continuous pathways connecting allosteric 

and orthosteric sites in both systems. Finally, the predicted free energy of cooperativity 
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between allosteric and orthosteric site of LFA-1 revealed a non-additive stabilization in 

agreement with the underlying mechanism of negative cooperativity in LFA-1. 

The perturbation approach provides an excellent tool for studying systems with yet 

unknown allosteric mechanism in a routine way. First, biomacromolecules under investigation 

would be analyzed by the PocketAnalyzer program (publication V) to identify novel binding 

pockets. The performance of PocketAnalyzer was validated by studying transient pockets in 

the protein-protein interface of interleukin-2 (publication VI). Next, detected pockets would 

be probed for an allosteric function by perturbing the constraint network, i.e. by adding extra 

constraints at the identified pockets, and analyzing the altered rigidity of the 

biomacromolecule by a modified variant of the method introduced in publication II. Finally, 

the molecular features of the potential allosteric pockets could be used for subsequent virtual 

screening experiments in order to identify leads for novel allosteric effectors. 
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1 INTRODUCTION 

Complex networks of biomacromolecular interactions regulate many cellular processes 

such as enzymatic catalysis and biosynthesis, metabolism through feedback regulation, 

molecular recognition, signaling, and energy transduction (1, 2). Understanding these 

regulatory mechanisms is not only interesting from a scientific point of view but also valuable 

in rational drug design. There are two ways to affect regulatory mechanisms by ligand 

binding: first, ‘conventional ligands’ can bind to the active site of proteins (further referred to 

as orthosteric site) and hence compete with the natural substrate. Second, ‘effector ligands’ 

can bind to a regulatory site that is distant from the orthosteric site, and is referred to as 

allosteric site. 

Accordingly, allosteric regulation is the coupling between separated sites in 

biomacromolecules such that an action at one site changes the function at a distant site. This 

action can affect enzymatic activity by altering the turnover rate (V-type effect) and/or by 

altering the affinity for its substrate (K-type effect) (3). The function-altering of 

biomacromolecules is caused by a change of the structure and/or dynamics (4). Allosteric 

effects can be triggered (I) by binding processes ranging from small molecules (5) to very 

large systems such as peptides (6) or proteins (7), (II) by changes in the environment such as 

pH, temperature or ionic strength/concentration (8-10), and (III) due to covalent modifications 

such as tethering, glycosylation, phosphorylation and ubiquitination (11-14). 

Typical examples of allosteric regulation are feedback loops to control metabolic 

pathways. Here, an effector acts as inhibitor in negative regulation or as activator in positive 

regulation. In negative regulation, a product of the metabolic pathway functions as an 

inhibitor for one of the earlier synthesis steps, whereas in positive regulation, binding of an 

allosteric activator switches on one of the crucial enzymes of the pathway. One example that 

involves both negative and positive regulation is phosphofructokinase 1 (PFK-1) (15). PFK-1 

is of central importance in the mammalian glycolytic pathway by catalyzing the irreversible 

conversion of fructose 6-phosphate to fructose 1,6-biphosphate. Highly concentrated ATP and 

phosphoenolpyruvate (PEP), which is a product of a later step on the glycolytic pathway, are 

inhibitors of PFK-1 that bind to an allosteric site and trap PFK-1 in the inactive state. In 

contrast, a high level of AMP acts as allosteric activator of PFK-1 by introducing a structural 

change toward the active state. 
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The history of our understanding of allosteric regulation in biomacromolecules is 

illustrated in Figure 1. The idea of cooperative binding events arose long before the first 

structural information of a biomacromolecule was available. In 1904, Christian Bohr studied 

the binding of oxygen to hemoglobin under different conditions (17). He analyzed the relation 

of oxygen saturation as well as CO2 concentration and pH for the binding of oxygen to 

hemoglobin, which is called the Bohr effect. The first mathematical description of the 

cooperative binding of oxygen to hemoglobin was developed by Hill in 1910 (18). In 1958, 

John C. Kendrew elucidated the first 3-dimensional structure of myoglobin by X-ray 

crystallography (19). Two years later, the first structural information of hemoglobin followed, 

by Max Perutz (20). This study generated insights in the structural arrangement of the heme 

groups in hemoglobin, which revealed the distant positions from each other. At the same time, 

Jean-Pierre Changeux analyzed the negative feedback mechanism of L-threonine deaminase, 

which is inhibited by the end-product L-isoleucine in the isoleucine biosynthesis (21). There, 

 
Figure 1: Historical timeline of allosteric regulation. In 1904, Christian Bohr studied the cooperative binding 
of oxygen to hemoglobin, which was mathematically described by Hill in 1910. After the first 3-dimensional 
structure was elucidated in 1958, the two main concepts of allosteric regulation emerged, termed the MWC or 
‘concerted’ model and the KNF or ‘sequential’ model. Improvements in experiments gave insights into aspects 
of dynamics in biomacromolecules and, hence, inspired the model of dynamically-driven allostery. Accordingly, 
allosteric information is transmitted via networks of interactions and in the absence of conformational changes. 
The figure has been adapted from ref. (16). 
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Changeux proposed the existence of two topographically distant sites, which form the active 

and inhibitory site. Binding of L-isoleucine at the inhibitory site then influences the active 

site. The term allostery, which originates from the two Greek words allos (other) and stereos 

(solid) (22), occurred the first time in 1961. This led, in combination with the structural 

information about hemoglobin, to the two classical concepts of allosteric regulation proposed 

by Monod, Wyman, and Changeux (MWC model) (3) and Koshland, Némethy, and Filmer 

(KNF model) (23) (section 2.2). In both models, it was assumed that allosteric regulation is a 

general property of multimers and involves a conformational change. Two decades later, this 

view was extended by a model that suggests allosteric regulation by changes in dynamics as 

carrier for allosteric signaling (24). This view implies that allosteric regulation can take place 

in the absence of conformational changes. However, experimental evidence of this model was 

missing because X-ray crystallography only provides limited information about dynamics. 

Improved experimental techniques such as nuclear magnetic resonance (NMR) allow the 

exploration of dynamics in biomacromolecules (25). In 2006, Popovych et al. provided the 

first example of a system where allosteric regulation was mediated exclusively by changes in 

dynamics (26).  

Overall, these studies revealed critical insights into the basis of allosteric regulation. 

However, predicting if biomacromolecules can be modulated by allosteric effects, and how, is 

still not possible in a routine way. This provides the motivation for this thesis. 
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2 BACKGROUND 

First, I will review the current status of allosteric regulation, then I will provide an 

overview about commonly used experimental and computational techniques to study 

allosteric effects, and finally, I will provide a detailed introduction to rigidity theory, which 

forms the basis of my thesis. 

2.1 Cooperativity in allosteric regulation 

Historically, allosteric regulation has been associated with cooperativity between subunits 

in multimers. Christian Bohr was the first to study the cooperative binding of oxygen to 

hemoglobin under different conditions (17). If oxygen binds to hemoglobin, it stabilizes the 

oxy-(R state) hemoglobin and favors the binding of further oxygens. The behavior of 

saturation with oxygen in hemoglobin reveals a sigmoidal shape and not a hyperbolic shape as 

observed for the similar myoglobin (Figure 2 A). This effect allows hemoglobin to function as 

an oxygen transporter because binding and release of oxygen depends on the environment. 

For instance, binding of oxygen is favored at higher partial pressure of oxygen (pO2) such as 

in the lungs, while it releases oxygen in tissues with lower pO2. The monomeric myoglobin is 

lacking this property because oxygen can bind with high affinity even at reduced pO2 and 

hence, the oxygen saturation is almost insensitive for small changes in pO2.  

Beside transportation of oxygen to the tissues, hemoglobin transports carbon dioxide (CO2) 

back from the tissue to the lungs. This process is mainly influenced by the pH value and 

partial pressure of CO2 in the tissue. For instance, metabolically active tissues have an 

increased level of CO2. The CO2 dissolves in water and exists in equilibrium with bicarbonate 

and protons (H+). However, under physiological conditions this reaction is relatively slow and 

hence, is catalyzed by carbon anhydrase. The increased level on H+ causes a pH drop and a 

protonation of hemoglobin. This protonation shift the conformation to the deoxy-(T state) 

hemoglobin, which favors the release of further oxygens. While the majority of CO2 is carried 

as bicarbonate through the blood serum to the lungs, a small fraction of CO2 (~10%) 

reversibly bind to the T state of hemoglobin. Binding of CO2 at the amino-terminals further 

stabilizes the T state because the resulting negatively charged carbamates support the salt 

bridge formations. In the lungs, the oxygen affinity of hemoglobin increases because of the 

higher pO2 level. Together with a higher pH, this causes the deprotonation of hemoglobin and 

the dissociation of bound CO2. The dissolved bicarbonate in the blood serum reacts with the 

released H+ to carbonic acids, which then dissociates to water and CO2.  
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In 1910, Archibald Hill provided the first formulation to quantify the cooperative binding 

process of oxygen to hemoglobin (18). In the case of a biomacromolecule ܲ with n binding 

sites the equilibrium upon ligand ܮ binding is described as 

 ܲ  ݊ ∙ ܮ ⇌ . (2.1)	ܮܲ

In a hypothetical case where biomacromolecules with infinite cooperativity, i.e. 

biomacromolecules are either fully saturated or fully unbound, it follows that the dissociation 

constant ܭௗ is 

ௗܭ  ൌ
ሾܲሿ ∙ ሾܮሿ

ሾܲܮሿ
		. (2.2)

The fraction of the saturation of binding sites θ can be written as 

ߠ  ൌ
݊ሾܲܮሿ

݊ሺሾܲሿ  ሾܲܮሿሻ
		. (2.3)

Combining equation (2.2) and (2.3) results in  

 
Figure 2: Cooperative binding of oxygen to hemoglobin. (A) Saturation with oxygen in hemoglobin (blue) 
reveals a sigmoidal curve and not a hyperbolic shape as in myoglobin (red). The sigmoidal curve indicates that 
the saturation in hemoglobin depends on the partial pressure of oxygen (pO2) in lungs and tissues. The rapid 
saturation in myoglobin indicates that oxygen efficiently binds at low pO2 and hence, is almost insensitive for 
changes in pO2. (B) The graph shows the Hill plot for oxygen binding to hemoglobin (blue) and myoglobin (red). 
θ is the fraction of saturated binding sites with oxygen. A Hill coefficient n = 1 indicates non-cooperativity as in 
myoglobin. In hemoglobin the maximum cooperativity between the low and high affinity state is (n = 3). The 
figure is adopted from ref. (27). 
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ߠ  ൌ
݊ሾܲሿሾܮሿܭௗ

ିଵ

݊ሾܲሿሺ1  ሾܮሿܭௗ
ିଵሻ

		. (2.4)

Subsequent reordering results in the Hill equation 

ߠ  ൌ
ሾܮሿ

ሾܮሿ  ௗܭ
		. (2.5)

The Hill coefficient n and dissociation constant Kd can be graphically determined by further 

reordering and taking the logarithm  

 log ൬
ߠ

1 െ ߠ
൰ ൌ ݊ logሾܮሿ െ logܭௗ . (2.6)

The maximum slope of the Hill plot gives the Hill coefficient n (Figure 2 B). If the Hill 

plot is a straight line and n equals one, then binding occurs in a non-cooperative manner. If n 

< 1, binding of a first molecule decreases the affinity for further binding processes and, hence, 

is negatively cooperative. Otherwise, if n > 1, the affinity for further binding processes is 

increased and hence, the binding is positively cooperative. However, it is not seen in reality 

that the Hill coefficient equals the number of actual binding sites, e.g. the Hill coefficient for 

hemoglobin never exceeds 2.8-3.0. 

While the above mentioned cooperativity relates to conformational changes of the 

quaternary structure, Cooper and Dryden stress the aspect of dynamics as a carrier for 

allosteric signaling (24). Consequently, this mechanism allows allosteric regulation in the 

absence of conformational changes. The binding of a ligand causes a stiffening of the 

biomacromolecular structure, which then affects further binding processes. A quantity of 

allosteric cooperativity is the allosteric free energy 

ܩ∆∆  ൌ ሺܩଶ െ ଵሻܩ െ ሺܩଵ െ ሻ ,  (2.7)ܩ

where ܩ is the free energy of the unbound biomacromolecule, ܩଵ of the single bound and ܩଶ 

of the double bound state. Accordingly, a non-zero allosteric free energy indicates 

cooperativity in the system. For instance, if the allosteric free energy is positive (∆∆ܩ  0) 

then binding of the first ligand increases the burden for binding of the second ligand and, 

hence, binding is negatively cooperative. Otherwise, if the allosteric free energy is negative 

ܩ∆∆) ൏ 0) then ligand binding reduces the burden for subsequent ligand binding and, hence, 
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binding is positively cooperative. The allosteric cooperativity in a system where identical 

ligands bind to distant sites is given by  

ܩ∆∆  ൌ െ݇ܶ ∙ ln ቆ
ܳଵ
ଶ

ܳܳଶ
ቇ		 , (2.8)

where ܳ is the canonical partition function of the system, either of the unbound 

biomacromolecule (ܳ), in the single bound (ܳଵ) or in the double bound (ܳଶ) state. kT is the 

product of the Boltzmann constant k and temperature T. The canonical partition function Q is 

the sum of statistical weights for each state in an ensemble. Q is defined as  

 ܳ ൌ݁ି
ಶ
ೖ



	, (2.9)

and combines information about mechanics, i.e. the energies Ei among all possible states i of 

the system, and thermodynamics through the temperature T.  

From this, Cooper and Dryden assume two main sources that contribute to the 

cooperativity between two sites in biomacromolecules. The first source relates to changes in 

the vibrational spectrum and the second source to conformational changes, which leads to 

ܩ∆∆  ൌ െ݇ܶ ∙ ൝݈݊ ቆ
ଵݍ
ଶ

ଶݍݍ
ቇ


 ݈݊ ቆ
ଵݍ
ଶ

ଶݍݍ
ቇ


ൡ			, (2.10)

where q is either the vibrational (qvib) or the conformational partition function (qconf).  

Source 1 – changes in the vibrational spectrum: The spectrum of vibrations of a system is 

composed of the frequency of atomic motions. Although the individual contributions for the 

allosteric free energy of each dynamic mode upon shifting the frequency is relatively small 

(about െ0.01	݇ܶ per mode as guessed by the authors), the total number of low-frequency 

modes in biomacromolecules can achieve cooperative free energies of a few kcal mol-1. 

Source 2 – changes in the conformational dynamics due to ligand binding: At the native state, 

biomacromolecules are composed of a multitude of possible conformational states. Upon 

ligand binding a certain conformation is stabilized over other states in the native state 

ensemble. This results into a shift of the mean probability distribution of conformational 

states. Accordingly, the authors assume that if ligand binding at distant sites affects the same 

atom in the biomacromolecule, then this atom is contributing to the cooperativity. To this end, 
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the authors approximated atomic motions by Gaussian fluctuations about the mean positions 

of each atom. Even small conformational changes, i.e. barely observable with current 

experimental techniques, can result in total allosteric free energies of several kcal mol-1. This 

stresses the aspect of allosteric communication in the absence of gross conformational 

changes. 

Overall, Cooper and Dryden suggested a mechanism of allosteric regulation in the absence 

of conformational changes. By separating the interaction free energies into entropy and 

enthalpy contributions, they concluded that cooperativity effects could be primarily entropic 

(24). It follows that positively cooperative binding of the first ligand results in the major loss 

of entropy, and thereby lowers the entropic burden for subsequent binding processes. In 

contrast, if binding of the first ligand does not quench the entire dynamics of the 

biomacromolecule, the major loss of entropy can occur during the second binding process; 

such an effect is called negative cooperativity (28).  

2.2 Classical view of allosteric regulation involves conformational changes 

In 1965, the MWC model for allosteric regulation was proposed by Monod et al. (3). 

There, the authors assumed that allostery is a property of symmetric multimers that 

predominantly adopt two conformations (T and R state) (Figure 3). In the absence of a ligand, 

the ratio of the inactive T and the active R state is determined by an allosteric equilibrium 

where the R state is of higher energy, and thus less populated (Figure 4 A). The ligand can 

only bind if the biomacromolecule is temporarily in the R state, and then binding pulls down 

the minimum of the energy landscape at the R state. Accordingly, the active R state of the 

biomacromolecule is now higher populated. Consequently, one can explain this mechanism as 

a conformational selection, in which the ligand preferable binds to one conformation and 

locks this state. In this case, all subunits change their conformation in a concerted manner to 

preserve the symmetry of the entire multimer. The MWC model proposes an all-or-nothing 

view on allostery because the multimer is either in the inactive (OFF) or active (ON) state. 

One year after the MWC model, the KNF, or sequential, model was introduced by 

Koshland et al., which explains the mechanism of allosteric regulation by changing the 

conformation of one subunit at a time (Figure 3) (23). As in the MWC model, allosteric 

regulation occurs in multimers by triggering a conformational change. However, the KNF 

model does not assume a pre-existing ensemble of the T and R state, but rather that the R state 

is not visited in the absence of the ligand (Figure 4 B). Here, ligand binding only causes a 

conformational change from T to R state in the subunits where the ligand actually binds. The 



 Background  

9 

binding of a ligand then thermodynamically favors the binding in one of the adjacent subunits 

until all subunits are in the R state. Upon ligand binding, the energy landscape of the 

biomacromolecule reveals a minimum that is not present in the T state and relates to the R 

state, which then becomes the predominant state. Consequently, the KNF model can be 

understood as a type of induced fit mechanism. The KNF model also covers the case of 

negative cooperativity where binding of the first molecule hampers the binding of further 

molecules (29, 30). The MWC model does not capture this alternative in cooperativity. 

Despite fundamental differences, both models share some common characteristics: (I) 

allosteric regulation occurs in multimers, (II) they involve a conformational change, (III) each 

subunit in an multimer can adopt two predominant states, which switch in a concerted (MWC) 

or sequential (KNF) manner. Both models are supported by experiments (31, 32) but are not 

mutually exclusive, as shown by a mechanism proposed by Perutz (33, 34). 

Note that different mechanisms are likely to happen in different biomacromolecules, which 

means that the KNF and the MWC model are valuable models to explain allosteric regulation 

in biomacromolecules. For this thesis, I want to explain dynamically dominated allostery, 

hence I developed a computational approach (publication IV) that is based on aspects of 

flexibility and rigidity, i.e. static properties that denote the possibility of motions (section 2.8). 

Accordingly, biomacromolecules that are regulated by one of the two “classical views” are 

not addressed in the present thesis. 

 
Figure 3: Classical models for allosteric regulation. Upon ligand binding, e.g. oxygen, each subunit can 
undergo a conformational change from the inactive (□) to the active (○) state. The vertical reddish boxes 
represent the concerted MWC model and the diagonal greenish box represents the sequential KNF model. 
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2.3 Allosteric regulation in the absence of conformational changes 

In the last decade, the “classical view” of allosteric regulation was extended by the “new 

view” (28, 35, 36). In the “new view”, it is suggested that the native state of a 

biomacromolecule is represented by a conformational ensemble, due to intrinsic flexibility 

and internal motions (37). Binding of an allosteric effector shifts the energy landscape of the 

population and stabilizes a certain state. However, Cui and Karplus questioned the newness of 

this view. Actually, the shift in the population is the basis of the original MWC model (38) as 

well as in an expanded MWC/Weber model (39). Nevertheless, three important aspects 

emerged from this “new view” of allosteric regulation: (I) allosteric regulation is not limited 

to multimers but is also a property of monomers (13), (II) allosteric regulation can exist in 

almost all biomacromolecules (35), (III) the absence of a conformational change does not 

exclude the possibility of allosteric regulation (4). 

In particular, the last point emphasizes the question of how allosteric regulation works. In 

this context, Cooper and Dryden stress the aspects of dynamics rather than conformational 

changes as a key feature in allosteric regulation (24). The authors proposed an allosteric 

mechanism in the absence of conformational changes by changing the thermal fluctuation 

 
Figure 4: Illustration of the energy landscape in allosteric regulation. The energy landscape of 
biomacromolecules are composed of two minima (A, B) representing the inactive T and active R state. (A) In the 
MWC model, both states exist in an equilibrium, with a preference for the T state (depicted by horizontal lines) 
in the absence of a ligand. Ligand binding shifts the equilibrium to the R state. (B) In the KNF model, an 
induced fit mechanism shifts the energy landscape from the T to the R state, which is not sampled in the absence 
of a ligand. The figure exemplarily shows the first binding process in a multimeric system. The energy landscape 
of allosteric regulation without conformational changes is illustrated in (C) and (D). (C) The energy landscape is 
either narrowed (blue) or broadened (red) upon ligand binding. This way the vibrational dynamics are either 
decreased or increased. (D) In the case of changes in the conformational dynamics due to ligand binding, the 
biomacromolecule at the global minima exists in an equilibrium of states (black). The landscape is then 
narrowed to a single state upon ligand binding (blue). 
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amplitudes (Figure 4 C) or by “stiffening” a single state, out of multiple possible states around 

the native state (Figure 4 D). They showed that already small changes of fast-motions (ps-ns 

timescale) upon ligand binding could cause a change of the free energy by a few kcal mol-1
 

(section 2.1). Because of the absence of conformational changes and, accordingly, a missing 

enthalpy term for breaking and re-(forming) of interactions, the entropy term must be the 

predominant effect of the allosteric regulation; in other words, the allosteric regulation is 

entropy-driven. Kern and Zuiderweg reviewed the role of dynamics in allosteric regulation 

already in 2003 (28). This view of allosteric regulation has been confirmed over the last two 

decades in several studies (4, 16, 38, 40-44). These studies indicate that no structural 

differences can exist between active and inactive states and, therefore, underpin the existence 

of allosteric regulation purely by changes in dynamics. Accordingly, allosteric regulation can 

be also understood as a thermodynamic phenomenon (45) and classified in entropy- (changes 

in dynamics without or with only subtle conformational changes), entropy and enthalpy- 

(change in dynamics accompanied by minor conformational changes) or enthalpy- (large 

conformational changes, e.g. domain motions) driven allostery (Figure 5) (4). 

 
Figure 5: Classification of conformational effects in allosteric regulation. Illustration depicts the 
superpositioned structures of the open (green) and closed (blue) states for three allosterically regulated systems. 
Effector molecules are shown as spheres. The type I allosteric regulation happens in the absence of a 
conformational change and is mainly entropy-driven as shown for the chemotaxis protein CheY. The type II 
allosteric regulation involves small conformational changes such as loop movements and hence, is entropy and 
enthalpy-driven as shown for mitogen-activated protein kinase. Finally, in type III allosteric regulation, 
interactions must break and (re-)form to achieve a large conformational change such as the domain movement in 
adenylate kinase. 
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In 2006, Popovych et al. provided the first experimental evidence that allosteric signaling 

through changes in biomacromolecular dynamics exists in the catabolite activator protein 

(CAP) (26). A second example for long-range alteration of dynamics is the protease inhibitor 

eglin C (46, 47). Though itself non-allosteric, NMR studies of eglin C reveal dynamically 

coupled residues that have been identified by mutational perturbation experiments. Here the 

authors observed a type of dynamic response upon single-point mutations in which residues 

form a continuous pathway of dynamically coupled residues while the overall conformation 

does not change (Figure 6). 

2.4 Allosteric signaling via pathways 

Allosteric signaling between distant sites requires a physically connected pathway of 

residues to transmit information. However, this raises the question of how allosteric signaling 

works if no obvious conformational changes are visible between the inactive and the active 

state. While in the “classical view”, binding of an allosteric effector alters the conformation in 

a biomacromolecular assembly, in the “new view” the alteration occurs by changes in the 

dynamics. Williams et al. showed that binding of monoclonal antibodies to the hen egg white 

lysozyme (HEWL) leads to changes in the dynamics in a coordinated manner (48). Here, 

perturbations at the epitope are propagated to distant regions. Freire expanded this view in a 

theoretical study in which the transmission of cooperative interactions involves only a subset 

of residues within the biomacromolecule (49). The idea of a network of physically 

interconnected and/or thermodynamically linked residues for allosteric signaling is intuitively 

very appealing, and there are several computational and experimental studies that provide 

evidence for this concept (5, 40, 50-57). One example for a pathway of dynamically coupled 

residues is shown in Figure 6. Mutating residue 34 in eglin c to an alanine results in a 

dynamical change of several residues (indicated by NMR spin relaxation properties) (46, 47). 

Remarkably, those changes are not dispersed over the entire structure but rather form a 

continuous pathway that connects the mutation site with sites up to 11 Å apart (46, 47). 

Beside experimental techniques, several computational approaches have been introduced for 

analyzing allosteric signaling. One example is a sequence-based statistical method in which 

thermodynamics are estimated by characterizing the pattern of evolutionary constraints on and 

between amino acid positions within protein families (58) (section 2.7.3). The idea of 

allosteric signaling via pathways inspires the network representation of biomacromolecules 

(section 2.7.4). From this, graph-theoretical methods, e.g. shortest path analysis or analysis of 
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graph centrality, can be applied on the network representation to identify pathways of 

allosteric signaling.  

Finally, the question arises as to whether allosteric regulations are an exclusively single 

pathway phenomenon or if they are composed by multiple pathways. The group of Nussinov 

has stressed the aspect of multiple pathways (59, 60). Because allosteric regulation has also 

been conceptually understood as a purely thermodynamic phenomenon (45), it does not 

require the existence of a specific pathway for allosteric signaling, but rather can be composed 

of multiple pathways. This view is supported by the existence of multiple conformational and 

dynamic states, which indicate multiple pathways for allosteric signaling in 

biomacromolecules (61-72). 

2.5 Allosteric targets in drug discovery 

Targeting the function of pharmaceutically interesting biomacromolecules by allosteric 

effectors is a promising strategy in drug discovery (Figure 7)(73). Allosteric effectors have 

several advantages over conventional orthosteric site ligands. Orthosteric site ligands must 

compete with the natural substrate for binding. Accordingly, causing a pharmacological effect 

requires a sufficiently high affinity and persistency of the competitive ligand to stay in 

complex with the biomacromolecule. The existence of well-defined binding pockets, such as 

enzyme pockets, facilitates rational design of competitive ligands. However, those ligands and 

 
Figure 6: Altered dynamics in eglin c. Continuous pathway identified in NMR experiments of the mutant 
V34A (red) (46). The residues shown in white do not respond on the V34A mutation but are considered pathway 
residues as reported in ref. (46). 
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natural substrates are somehow chemically similar because both mimic similar interactions at 

the orthosteric site. In particular, across protein families such as kinases, orthosteric sites are 

relatively conserved, and hence, share similar chemical features (74, 75). Unfortunately, this 

reduces the selectivity of competitive ligands for the actual target and can cause severe side 

effects by also inhibiting “off-targets”. 

It has been shown that these problems can be overcome by targeting allosteric sites. 

Allosteric sites are under less evolutionary pressure to maintain the function of the 

biomacromolecule. Ideally, this allows the design of allosteric effectors that have no chemical 

equivalent in the world of small-molecules. Targeting allosteric sites is particularly useful in 

the case of highly conserved orthosteric sites across receptor subtypes such as G protein-

coupled receptors (GPCR) (76, 77), kinases (78), and phosphatases (79). For example, the 

protein-tyrosine phosphatase 1B (PTP1B) is an attractive target because it is a negative 

regulator of the insulin receptor phosphorylation (80). Several orthosteric site ligands have 

been identified that compete with the phosphorylated substrate (79, 81). Unfortunately, 

among the protein-tyrosine phosphatase (PTP) superfamily, several members reveal high 

sequence similarities. T-cell protein tyrosine phosphatase (TCPTP) is the closest one, with an 

overall (active site) sequence identify of 72% (94%) (82). The cross reactivity was confirmed 

by PTP1B and TCPTP knock-out experiments of mice where the double knock-out turned out 

to be lethal. Alternatively, an allosteric site has been identified and targeted by a compound 

with micromolar affinity for PTP1B and improved selectivity over TCPTP (80). 

 
Figure 7: Number of published allosteric modulators. Histogram shows number of yearly (red) and total 
(gray) number of entries of allosteric modulators in ChEMBL-14. The dataset was taken from ref. (73), and 
publication years were retrieved from PubMed ids. 
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Another pharmacological advantage of allosteric effectors is the saturation effect. This is 

also known as the “ceiling” effect because the allosteric effector has only a pharmacological 

effect until it occupies all allosteric sites. Hence, overdoses do not affect the allosteric effect 

any further but increase the duration of the effect. Accordingly, allosteric effectors, although 

of low affinity, can cause pharmacological effects by administration of higher doses. This has 

the advantage of providing a long duration of a constant effect in saturated concentration. 

A third advantage exclusively relates to allosteric activators due to their ability to address 

tissue responses selectively. Accordingly, allosteric activators only amplify an effect in the 

presence of endogenous ligands. The GABAA receptor is an example where allosteric sites 

have been suggested to amplify the effect by GABA binding to the receptor (83, 84). One 

class of allosteric activators for GABAA receptors are benzodiazepines, which are among the 

most commonly prescribed psychotropic drugs (83, 85). If GABA neurotransmitters are 

released, the effect of the allosteric effector is maximal, while the effect is minimal in the 

absence of GABA. 

Finally, protein-protein interactions are generally difficult targets for drug design (86-88). 

The lack of distinct binding pockets as well as the overall large interface size hampers the 

rational design of competitive ligands (89, 90). If protein-protein interactions are under 

allosteric control, targeting allosteric sites with small molecules can affect the ability of 

protein-protein complex formation. Furthermore, the presence of already distinct pockets for 

allosteric regulation facilitates the design of potential effectors. The LFA-1 domain is part of 

β2-integrin and binds to intercellular adhesion molecules (ICAM). The LFA-1/ICAM complex 

formation can be interrupted by either competitive, small molecules (91, 92) or alternatively 

by several allosteric effectors that bind to a distant allosteric site in LFA-1 (93-95). 

Nussinov et al. stress the complexity of allosteric regulation in cells and their 

consequences for drug design (96). Instead of just understanding the intra-biomacromolecular 

signaling, they point out the importance of allosteric networks, i.e. information flows by a 

series of interactions through cellular assemblies. These networks are composed of many 

interconnected pathways of interactions, and changes in these interactions may affect the 

interconnectivity. As a result, drugs can block a specific pathway. This view is supported by 

the identification of many different allosteric sites in GPCRs, which allows tuning the 

pharmacological response (97, 98). Accordingly, with a range of allosteric effectors it should 

be possible to stabilize receptors in specific biologically active states, which allows the 

chemical adjustment of receptor activity in more sophisticated ways than with orthosteric 

ligands. However, understanding the mechanism and complexity of cellular allosteric 
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regulation first requires a precise knowledge of how each step in this network is controlled in 

an allosteric manner. One interesting starting point for such an analysis is provided by the 

AlloSteric Database which contains in total 1,316 allosteric target entries and 22,356 

allosteric modulator entries with 17,246 entries reported as allosteric drug-like (99). However, 

assuming that allosteric regulation is a general phenomenon in almost all biomacromolecules, 

there is a large number of systems with hitherto undiscovered allosteric mechanisms. 

2.6 Allosteric regulation deduced from experiments 

Much of the knowledge about allosteric regulation has been deduced from analyzing 

experimentally determined structures of the inactive and active state. Over the last decades, 

techniques were continuously improved and expanded to incorporate aspects of dynamics 

instead of just static structural information. In the following, I will briefly review some of the 

most common experimental techniques to deduce structural information that can be used to 

analyze allosteric regulation. 

2.6.1 X-ray crystallography 

X-ray crystallography provides detailed information about the location of atoms in 

biomacromolecules and is one of most widely used techniques to study allostery in 

biomacromolecules. The classical view of allostery involves a conformational transition 

between the inactive and the active state (section 2.2). However, X-ray crystallography 

provides only static structural information from the two states and, therefore, cannot directly 

monitor the transition. Accordingly, dynamical aspects have to be provided by other 

techniques such as NMR or molecular dynamics simulations (see section 2.6.2 and 2.7.1). The 

α-isopropylmalate synthase (IPMS) is a regulatory protein of the leucine biosynthetic pathway 

in Mycobacterium tuberculosis and a potential target for the design of new anti-tuberculosis 

drugs. X-ray crystallography reveals a lysine-binding site that is located in the regulatory 

domain of IPMS (100). Binding of lysine at the regulatory domain affects the enzymatic 

function in the catalytic domain. Several examples of enzymes that belong to an end-product 

regulation undergo large conformational changes upon binding of the end-product (101-103). 

In the case of IPMS, the conformation of the leucine bound and the unbound state do not 

show significant differences. A link between regulatory and catalytic domains has been 

suggested by hydrogen-deuterium exchange (H/D exchange) experiments (104). Here the 

authors identified a network of residues connecting the allosteric site in the regulatory domain 

with the active site in the catalytic domain based on changes in their dynamics.  
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The B-factor of structures determined by X-ray provides information about thermal 

vibrations of each atom. Hence, B-factors are an important indicator of biomacromolecular 

flexibility and dynamics. Wool et al. used information from B-factors to analyze altered 

function in mammalian pyruvate kinase (PK) by mutational perturbation (105). Upon 

mutation, the PK shows changes in dynamics not only at the mutation site but also at distant 

sites, which suggests a mechanism of long-range communication (106). In a different study, 

B-factors were used to analyze the allosteric inhibition by monostrol in kinesin spindel protein 

(KSP) (107). Here the authors could show that binding of monostrol at the allosteric site 

partially rigidifies the system. However, B-factors and X-ray experiments in general have 

some limitations: (I) biomacromolecules must be crystalized with very high quality, which is 

often the limiting step in crystallography, (II) the sample of the biomacromolecule is turned 

out of the natural solvent, (III) crystal packing effects can falsely suggest reduced mobility 

shown by lower B-factors. 

2.6.2 NMR experiments 

Solution nuclear magnetic resonance (NMR) spectroscopy allows investigating structural 

and dynamic changes in atomistic resolution and at room temperature. The large variety of 

NMR techniques provide meaningful insights in different timescales of biomacromolecular 

functions that range from ps-ns timescales (thermodynamic quantities including entropy) up 

to seconds scale (protein folding) (108). This makes NMR experiments a very useful 

technique to analyze allosteric regulation in the range from purely enthalpy-driven allostery, 

involving large conformational changes, to purely entropy-driven allostery by monitoring 

altered dynamics. 

Residual dipolar coupling (RDC) analysis monitors molecular motions at the ps-ms 

timescale, which provides long-range structural information. Thus, RDC allows the study of 

biomacromolecular motions and dynamics across almost all timescales (108). The RDC 

approach was applied to analyze rotational motions of the subdomains IIB, IA, and IIA in 

Hsp70. This motion leads to an opening of a cleft between the subdomains and has been 

hypothesized to be important for allosteric signaling (109). 

In the case of entropy-driven allostery, i.e. allosteric regulation in the absence of 

conformational change, nuclear spin relaxation (NSR) is appropriate to monitor 

biomacromolecular dynamics at the ps-ns timescale. At this timescale, biomacromolecules 

exhibit bond vibration and rapid side-chain/backbone motions. The order parameter S2 is used 

to quantify the amplitude of internal motions at the ps–ns timescale. A S2 value of 1 denotes 
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no local motion at a certain site, and a value of 0 denotes completely unrestricted or 

disordered motions. Information from S2 values can be related to conformational entropy in 

allosteric signaling. One striking example of the usage of S2 values is the identification of 

negative cooperativity of cyclic adenosine monophosphate (cAMP) binding to the catabolite 

activator protein (CAP) (26, 110). This is also the first experimental evidence of entropy-

driven allostery. A second example in which S2 values have been used is the investigation of 

the allosteric effect in the PDZ domain, which confirms results in a previous theoretical study 

about a communication pathway in PDZ (section 2.7.3). 

Different NMR experiments are often combined to get complementary information of 

biomacromolecules. One example is the already mentioned non-allosteric eglin c. Eglin c was 

analyzed by NSR, RDC, and chemical shifts to test the effect of several mutants (46, 47). The 

NSR analysis identified altered dynamics for residues that are either dispersed or form a 

continuous pathway of connected residues. The RDC and chemical shift analysis revealed a 

conformational rearrangement of the backbone structure in the case of dispersed dynamical 

effects but an almost unchanged conformation in the case of a continuous pathway of altered 

dynamics. 

Hydrogen–deuterium exchange (H/D exchange) is an appropriate technique to study 

biomacromolecular motions by monitoring the exchange of hydrogen atoms between the 

biomacromolecule and the solvent. H/D exchange experiments are typically performed by 

monitoring the exchange of solvent exposed backbone hydrogen by deuterium. Using H/D 

exchange combined with mass spectrometry can reveal small perturbations in 

biomacromolecules’ motions caused by an allosteric effect or protein modification (111). 

Finally, NMR chemical shifts are appropriate for studying allosteric regulation (112, 113). 

Chemical shifts monitor the resonance frequencies of the nuclei, and report on the local 

chemical environment of each nucleus. Because chemical shifts are highly sensitive to small 

changes in the biomacromolecular environment, e.g. binding of an allosteric effector, they 

provide an excellent way to analyze allosteric signaling effects (54, 55, 113, 114). 

2.6.3 Fluorescence resonance energy transfer 

Fluorescence resonance energy transfer (FRET) is a variant of fluorescence spectroscopy. 

This technique allows real-time monitoring of distances between donor and acceptor 

fluorophores attached to a biomacromolecule. The relation between the distance of 

fluorophores and the energy transfer was first described by Förster (115). The measurable 

distances are typically in the range of 20 to 100 Å. Briefly, a laser beam excites the donor 
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fluorophore. When it returns to the ground state, the excited donor emits a photon. If donor 

and acceptor fluorophores are in proximity, the acceptor absorbs the emitted photon. 

Accordingly, the emitted photon causes a nonradiative energy transfer between donor and 

acceptor. The efficiency, ܧ, of the energy transfer is determined from measured emission 

spectra, and the distance ܴ can be finally calculated from the Förster equation eq. (2.11) 

ܧ  ൌ
1

൬1  ቀ
ோ

ோబ
ቁ


൰
		, (2.11)

where ܴ is the flurophore-dependent Förster radius at which the energy efficiency is 50%. 

This makes the FRET analysis very sensitive to even small changes in the distance of the two 

fluorophores. 

FRET analysis was used to investigate the conformational change in the ligand binding 

domain of the GluR2 subunit of the α-amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid 

(AMPA) receptor (116). The authors showed that the wild-type undergoes a cleft closure 

upon AMPA binding that correlates to the extent of receptor activation. In a second example, 

Johnson reviewed single-molecule fluorescence spectroscopy methods to gain insights into 

conformations and dynamics of the calcium binding protein calmodulin (CaM) and CaM-

regulated proteins (117). In a third example, Taraska et al. used transition metal ion FRET to 

propose a model for allosteric movements of the mouse hyperpolarization-activated cyclic 

nucleotide–regulated ion channel HCN2 (118). 

Overall, the problem of FRET analyses is the need for a chemical modification of the 

biomacromolecule by attaching two fluorophores. Such a modification can cause a shift in a 

biomacromolecules static and dynamics that blur processes associated with allosteric 

regulation. 

2.7 Allosteric regulation deduced from computational approaches 

Over the last years, computer techniques have become an important tool in science. 

Consequently, the Nobel Prize in Chemistry 2013 was awarded “for the development of 

multistate models for complex chemical systems”. Computational techniques do not only 

complement experimental data, e.g. by reproducing already known aspects, but also provide 

new insights into the underlying mechanisms and function of biomacromolecules. In this 

section, I will briefly review some of the most widely used techniques to analyze aspects of 

(I) dynamics, i.e. molecular dynamics simulations (section 3.7.1) and elastic network models 
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(section 3.7.2), (II) evolutionary information, i.e. statistical coupling analysis (section 3.7.3), 

and (III) network connectivity (section 3.7.4). In addition, results obtained by these methods 

for analyzing or even detecting allosteric regulation will be provided. 

2.7.1 Molecular dynamics simulations 

Molecular dynamics (MD) simulations have become one of the most important tools for 

understanding dynamics in biomacromolecules (119, 120). In MD simulations, the time 

evolution of a system is computed by solving Newton’s equation of motion and results in a 

trajectory of all particles in the system. MD simulations provide a link between structure and 

dynamics by enabling the exploration of the conformational energy landscape accessible to 

biomacromolecules (121). The first MD simulation of a biomacromolecule was reported in 

1977 for the bovine pancreatic trypsin inhibitor (PTI) in vacuum with a length of only 9 ps 

(122). One drawback of MD simulations is the high computational cost, i.e. for a system with 

23,558 atoms it still takes several weeks to calculate trajectory lengths in the μs range using 

64 processors (123). This is due to the recalculation of all forces acting on the atoms at each 

step of the simulation. 

In one of the earliest MD studies to analyze allosteric regulation the burden of 

computational costs was reduced by using targeted MD simulations. Here, the authors 

performed MD simulations to analyze the transition between the T and R state of hemoglobin. 

At this time, unrestrained MD simulations were not possible due to the size of hemoglobin 

(64 kDa) and the large change in the quaternary structure (μs-ms timescale) (124). The 

authors overcame this problem by applying a targeted MD simulation that forces an 

artificially rapid transition from the T to the R state (125). The analysis revealed a natural 

propensity for a dimer rotation in the T state, which is required in the T to R transition. 

However, a steric hindrance blocks the complete rotation of the dimer in the absence of the 

ligand. If the ligand binds, the hindrance is removed and the complete rotation towards the R 

state becomes possible. 

The PDZ domain is a well-studied system with respect to allosteric signaling. The system 

does not show substantial differences between the bound and the unbound state indicating an 

entropy-driven allosteric mechanism (43, 44). MD simulations have been used to investigate 

the mechanism of allosteric signaling. In the first study, the authors performed an anisotropic 

thermal diffusion method (126). Here, the simulation of the PDZ domain starts at very low 

temperatures. Simulation at low temperatures aims to reduce the thermal noise, and thus, to 

improve the signal-to-noise ratio. From increasing the kinetic energy by heating at a single 
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residue in the binding pocket, the authors observed a pathway by tracking the most significant 

thermal diffusion. A predicted pathway pointed to the same region of the PDZ domain as 

suggested from statistical coupling analyses (section 2.7.3) but revealed a more direct 

connection. In a second example, the authors performed a pump-probe MD simulation (127). 

The pump-probe simulations measure the transmission of motional energy between residues. 

Exciting atoms or residues with a set of oscillating forces then triggers motional energy. The 

impulse percolates through the biomacromolecule and, afterwards, is probed by using Fourier 

transformation of the atomic motions. Like in the first example, the authors identified a 

pathway of coupled residues that show a similar pattern as the pathway from statistical 

coupling analysis. In both studies, the authors performed a perturbation approach by using 

non-equilibrium MD simulations, i.e. by simulating at very low temperatures or by applying 

external forces. In a third study on PDZ, an unrestrainted MD simulation was carried out 

(128). Here the authors identified dynamically coupled residues by analyzing the correlation 

between residue-residue interaction pairs of the PDZ domain. From this, two pathways of 

allosteric signaling were identified: one novel pathway and a second one that agrees with the 

pathway predicted by the other two MD methods mentioned above.  

A convenient way to gain insights into correlated motions along MD trajectories is the 

construction of dynamic cross-correlation maps. Cross-correlation maps have been used to 

study correlated motions in the catabolite activator protein (CAP) of the apo structure and in 

complex with single and double bound cAMP (129). The authors detected entropic effect 

from dynamic changes upon binding of cAMP on both subunits of CAP, despite cAMP only 

binding to one of the two subunits. 

Although MD simulations provide a comprehensive and realistic description of 

biomacromolecules, the complexity of motions and dynamics hampers the interpretation due 

to the wealth of information. Dynamic processes that occur simultaneously at distant sites do 

not necessarily refer to an allosteric coupling between those sites. Consequently, an accurate 

separation of the signal from the noise is a prerequisite for analyzing allosteric regulation. 

One of the first studies that applied such a filtering was done by Sessions et al. (130). Here 

the authors separate the low-frequency motions from the high-frequency ones along MD 

trajectories by using digital signal processing techniques. As an alternative method, coupling 

of structural dynamics, e.g. by ligand binding, can be deduced from correlated motions (131-

133). Identification of correlated motions requires a robust filtering of the signal from the 

noise. In particular, this is the case for entropy-driven allostery, i.e. in the absence of a 

conformational change. McClendon et al. introduced a method to quantify correlated motion 
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using a mutual information metric (131). The mutual information matric is used to identify 

pairs of residues with correlated conformations in ensembles of multiple short MD 

simulations. This method applied on interleukin-2 revealed clusters of coupled residues in 

known cooperative binding sites. As mentioned above such an analysis requires robust 

filtering to avoid any artificial correlations. 

2.7.2 Elastic network models 

Elastic network models (ENM) provide an alternative and successful technique for 

analyzing biomacromolecular dynamics (134-137). The advantage of ENMs is to analyze 

conformational transitions in biomacromolecules at low computational costs; this is achieved 

by a coarse-grained representation of the biomacromolecules (138). In ENM, the atomistic 

potential, as used in MD simulations, is replaced by Hookean springs based on a harmonic 

pairwise potential between interacting atoms or residues. 

Zheng et al. introduced a perturbation approach that uses evolutionary information in 

sequences to compute probability-based spring constants for each pair of sites making a 

contact (139). Upon perturbing (a) residue(s), a response at a distant site can be felt that 

denotes functionally important residues. By applying this perturbation approach on 

polymerase, the authors identified a network of distal residues that are most important for 

modulating the open to close transition, suggesting a mechanism of long-range 

communication. In a second study, the authors identified a sparse network of strongly 

conserved residues that transmit allosteric signals in DNA polymerase, the myosin motor 

protein, and the chaperonin of Escherichia coli (140). Several other approaches use ENM in 

combination with a perturbation approach, e.g. by changing the spring constant representing 

the force between two sites (141-144). Atilgan et al. introduced a perturbation variant of 

ENM. Here, the ENM is combined with concepts from linear response theory to compute the 

residue fluctuation profile by inserting random forces on all residues sequentially (145). The 

so-called perturbation-response scanning (PRS) approach has proven to be a powerful 

approach to capture conformational changes upon binding (146). The same approach was able 

to identify key residues for allosteric signaling in PDZ. The identified residues overlapped to 

a high extent, with the pathway predicted by a statistical coupling analysis (144). 

However, despite overall success, ENM have some limitations. For example, due to the 

extreme simplifications by a network of Cα atoms, the ENM neglects inter-residual 

interactions via side-chains. 
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2.7.3 Statistical coupling analysis 

In 1999, Lockless and Ranganathan introduced the statistical coupling analysis (SCA) 

technique which exposes functional information buried in evolutionary records (58). The SCA 

approach strengthens the idea of continuous allosteric signaling via pathways of connected 

residues (section 2.4) and inspired several experimental and computational studies. 

Remarkably, the SCA does not require any structural information. Rather, the SCA deduces 

functional information in a protein family, such as coevolving residues, from multiple 

sequence alignments (MSA). Applying this approach on the PDZ protein family revealed a 

sparse network of residues representing a so-called evolutionary conserved pathway of 

energetic connectivity. To this end, the MSA was perturbed by extracting sequences that have 

a functionally important residue. That way, the authors identified residues that are statistically 

coupled with the perturbation site. The complete analysis of PDZ showed that most residues 

in this family do not do any coupling, but that a small set of residues exists which do couple. 

Remarkably, the results disclose a long-range coupling from sites in the core to residues on 

the opposite site of the PDZ domain, which was later supported by NMR measurements (44). 

The SCA method was successfully applied in several studies on G protein–coupled receptors 

(GPCRs) (147), chymotrypsin (147), hemoglobins (147), guanine nucleotide-binding proteins 

(148), retinoid X receptor (RXRs) heterodimeric receptors (149), TonB-dependent 

transporters (TBDTs) (150), and dihydrofolate reductase (DHFR) (151). 

Although all these studies demonstrate the success of SCA, other studies cast some doubts 

on how effectively heuristic approaches like SCA can denote physically meaningful co-

variation in residues (152, 153). Furthermore, to obtain meaningful results, it is required to 

have reliable and comprehensive multiple sequence alignments, which is not always possible. 

2.7.4 Network analysis 

The idea of allosteric signaling via intra-molecular pathways inspired approaches that are 

using a network representation of biomacromolecules. Here, 3D structures of 

biomacromolecules are embedded in a graph representation (154-165). The nodes then 

represent atoms or residues, and the edges represent the type of interaction between two 

nodes. The underlying idea is that allosteric signaling occurs from one site to another along a 

continuous pathway of edges. The high connectivity of these network representations requires 

smart and accurate techniques for filtering potential pathway residues from non-pathway 

residues. A common method is to search for shortest paths within the network connecting the 

allosteric and orthosteric site (55, 166-175). The identification of residues that frequently 



 Background  

24 

occur on a shortest path emphasizes a high impact on allosteric signaling. In an alternative 

concept, the hierarchical structure of biomacromolecules is analyzed. In other words, 

biomacromolecules are composed of modules (subgraphs) with higher intra but low inter-

connectivity, and residues between these modules tend to be involved in allosteric signaling 

(171, 174, 176, 177). 

Following another network concept, biomacromolecules are modeled as constraint 

networks, where vertices represent atoms and edges represent covalent bonds and angles 

(178). To accurately model biomacromolecular flexibility, non-covalent interactions must also 

be included in this network (179-182). Flexible and rigid regions are then determined from the 

number and spatial distribution of bond-rotational degrees of freedom (183, 184). The pebble 

game algorithm (183-185), implemented in the FIRST (Floppy Inclusion and Rigidity 

Substructure Topology) software (179), efficiently assigns each bond as either being part of a 

flexible or a rigid region. A rigid region results from a collection of interlocked bonds that 

have no relative motion. If the rigid region has redundant constraints, it is overconstrained. 

Otherwise, it is isostatically rigid. In a flexible region the dihedral rotation of one bond is not 

locked in by other bonds. The theory underlying this approach is rigorous (186) and the 

parameterization for modeling the constraint network has frequently and successfully been 

applied in various analyses of biomolecules (187-190). In addition, comparisons between the 

constraint network and dynamical approaches have been performed in the past. These include 

the analysis of changes in the flexibility of proteins upon complex formation by constraint 

network analysis and MD simulations (182) as well as a large-scale comparison of protein 

essential dynamics from MD simulations and coarse-grained normal mode analyses (191), 

which use information from constraint network analysis as input (190). Because the concept 

of constraint networks forms the core of the perturbation approach developed in the course of 

this thesis, a detailed explanation of the underlying theory is given in the following section 

2.8. 

2.8 Rigidity theory and analysis 

The sections 2.8.1 and 2.8.2 were adopted from ref. (192), which I co-authored. 

2.8.1 Introduction to rigidity theory 

The first mathematical formulations of structural rigidity date back to the last century. In 

1864, James Clerk Maxwell investigated the conditions under which mechanical structures 

made of joints and connecting struts would be stable or instable (193). To this end, Maxwell 

used the method of constraint counting to deduce the mechanical stability without doing any 
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detailed, local calculation. The counting is a mean-field method to calculate the number of 

floppy modes F in a d-dimensional network of N sites. The term “floppy modes” denotes the 

(independent) internal degrees of freedom of each site in the network that can move without 

violating any of the constraints. Because the translational and rotational motions in the 

Euclidian space itself requires degrees of freedom, those global motions, ݀ translations and 

݀ሺ݀ െ 1ሻ/2 rotations, must be neglected. For a network with N sites lacking any constraints, 

all degrees of freedom correspond to floppy modes whose number is	݀ܰ െ ݀ሺ݀  1ሻ/2 , 

where the latter term denotes the global degrees of freedom. If a constraint is added to the 

network, and if this constraint is independent of all other constraints, then it removes one 

floppy mode. Accordingly, if all constraints in a network are independent, as assumed by 

Maxwell, the total number of internal floppy modes ܨெ௫௪ in a network with ܰ constraints 

can be calculated by eq. (2.12) 

ெ௫௪ܨ  ൌ ݀ܰ െ ܰ െ ݀ሺ݀  1ሻ/2 . (2.12)

In general, not all constraints are independent, which would lead to an underestimation of 

F. Non-independent constraints are between sites that are already mutually rigid, and thus, do 

not further decrease the number of floppy modes. Accordingly, non-independent constraints 

NR are redundant and lead to eq. (2.13). 

ܨ  ൌ ݀ܰ െ ܰ  ோܰ െ ݀ሺ݀  1ሻ/2 .  (2.13)

Furthermore, redundant constraints introduce stress in the network and, hence, such regions 

are called over-constrained or stressed. In contrast, regions with fewer constraints than 

internal degrees of freedom are called under-constrained. Finally, regions with as many 

independent constraints as internal degrees of freedom are called isostatically rigid (F = 0). 

In 1970, a theorem by Laman (194) had a major impact in that it allowed the local 

determination of the degrees of freedom in 2-dimensional networks, even in the presence of 

redundant constraints, by applying constraint counting to all sub-graphs within the network. 

As such, a generic 2-dimensional network is minimally rigid if and only if the number of 

constraints is 2ܰ െ 3, and every non-empty subgraph induced by ௦ܰ ≥ 2 sites spans at most 

2 ௦ܰ െ 3 constraints. Based on Lamans theorem, Hendrickson suggested an algorithm that 

exactly counts the number of floppy modes in 2-dimensional networks and, hence, is 

appropriate to decompose a network into rigid regions and flexible links in between (178). 

Further developments on this algorithm led to the efficient 2D pebble game algorithm 
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implemented by Thorpe and Jacobs (183). However, this implementation of the pebble game 

algorithm can fail if applied on 3-dimensional networks such as the double banana network 

(185). None of the sub-graphs in this network has more than 3 ௦ܰ െ 6 constraints connecting 

௦ܰ site; this leads to the wrong conclusion that this network is rigid although it has one 

rotational hinge. However, this constraint counting can be extended to a certain subtype of 3-

dimensional networks with a molecule-like character, the so-called bond-bending networks or 

molecular frameworks (195, 196). In these networks, bond angles (distances between second-

nearest neighbor sites) are constrained in addition to bond lengths (distances between first-

nearest neighbor sites), which makes them particularly applicable to biomacromolecules. For 

both the 2-dimensional and 3-dimensional bond-bending networks, combinatorial algorithms, 

called pebble games, were devised for the determination of network flexibility and rigidity 

according to eq. 2 (183-185). These algorithms have been implemented in ProFlex and in 

early versions of the FIRST software package. As an example, the construction of a bond-

bending network of a molecule is depicted in Figure 8 A. In this network, fixed bond lengths 

and angles are modeled as distance constraints between nearest and next-nearest neighbor 

atoms. 

As an alternative to bond-bending networks, body-and-bar representations lead to simpler 

algorithms of the pebble game and are used in a recent implementation of FIRST (Figure 8 

B). In a body-and-bar representation every atom is considered as a rigid body having six 

degrees of freedom (198). Two rigid bodies are then connected by a set of bars representing 

the type of interaction, and every bar removes one degree of freedom (179, 180, 199). The 

number of floppy modes is computed by eq. (2.14) 

Figure 8: Network representation of molecules. (A) Representation of a molecule M as bond-bending M2 
network and (B) the same molecule as body-and-bar network. 
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ܨ  ൌ 6ܰ െ ܰ െ 6		, (2.14)

where Nibar is the total number of independent bars in the network. A single covalent bond is 

modelled by five bars, leaving one degree of freedom, which represents the dihedral rotation. 

Non-rotatable bonds such as double bonds or peptide bonds lock all six degrees of freedom of 

the two atoms, and thus, the potential dihedral rotation. Apart from algorithmic advantages, 

the body-and-bar representation also has the methodological advantage that constraint 

strength can be modeled semi-quantitatively: strong bonds are modeled with more bars, 

whereas weaker bonds get fewer bars (198).  

2.8.2 Modeling biomacromolecules as constraint networks 

Biomacromolecules can be effectively represented either as bond-bending or body-and-bar 

networks. Because all results presented in this thesis are based on the latter representation of 

biomacromolecules, the modelling of different types of interactions will be now explained 

with this representation. Network representations of biomacromolecules differ from those of 

other materials, e.g. glasses, as they are composed of covalent and weaker non-covalent 

interactions. Although weaker, the importance of non-covalent interactions for the stability 

and 3D structure of biomacromolecules arises from their large number (Figure 9 A). 

Accordingly, modelling non-covalent interactions as constraints must be accurate. In the 

FIRST implementation used in this thesis, non-covalent bond constraints are associated to 

hydrogen bonds, salt bridges, and hydrophobic contacts. As described in the previous section, 

atoms are modeled as rigid bodies while covalent and non-covalent bonds are modeled as sets 

of bars (Figure 9 B). A covalent bond has five bars allowing for the dihedral rotation of this 

bond. Peptide and double bonds have six bars to lock their rotation. Non-covalent interactions 

such as hydrogen bonds (including salt bridges) and hydrophobic interactions are modeled as 

five bars and two bars, respectively (198). Weaker interactions such as van der Waals 

interactions are not modeled as constraints. If a hydrogen bond is included in the network 

representation depends on its geometry and energy. To this end, FIRST calculates the 

hydrogen bond (including salt-bridges) energies using an empirical potential (page 114) 

(200). The empirical potential for hydrogen bonds can be converted into a temperature scale T 

as proposed by Radestock and Gohlke (201). 
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Due to their less specific character, the quantification of the strength of hydrophobic 

interactions is challenging. Currently, hydrophobic interactions are simply included if two 

atoms are within a specific distance criterion. The decision for modelling hydrophobic 

interactions via two bars was done based on comparison with experimental data, i.e. where 

this parameterization best reproduced results of structurally weak parts in biomacromolecules 

as derived from experiments (202, 203). In a further study, the temperature dependence of 

hydrophobic tethers has been modelled by increasing the number of bars for hydrophobic 

tethers at higher temperatures (204). This follows the idea that hydrophobic interactions 

become stronger with increasing temperature (205).  

Once the body-and-bar representation of the biomacromolecule is set up, the flexible and 

rigid regions are identified as described in section 2.8.1 (Figure 9C). 

2.8.3 Distance constraint model 

Jacobs introduced the distance constraint model (DCM), which is similar in spirit to the 

approach introduced in publication II (chapter 5). Here, Jacobs combines concepts from 

rigidity analysis with free energy decompositions (187). Accordingly, DCM is a mechanical 

model to capture the essential elements that govern the thermodynamic properties of 

biomacromolecules. Thermal fluctuations in constraint networks are modeled by fluctuating 

constraints at finite temperature. Covalent interactions are quenched distance constraints 

because they never break under physiological conditions and thus do not contribute to thermal 

 
Figure 9: Rigidity analyses on constraint networks. A PDB structure of lymphocyte function-associated 
antigen 1 with added hydrogen atoms is used as input (A) from which a body-and-bar network (B) is modeled. 
Covalent bonds are depicted in black, hydrogen bonds in red, and hydrophobic tethers in green. Each bond is 
identified either as a part of rigid region or as a flexible joint. The analysis finally results in a rigid cluster 
decomposition (C) where each rigid clusters is depicted as a uniformly colored body. 
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fluctuations. Non-covalent interactions frequently break and (re-)form, which is responsible 

for the soft matter-like character of biomacromolecules (206). In the DCM model, only 

hydrogen bonds and salt-bridges are considered as non-covalent constraints while 

hydrophobic contacts are neglected. The non-covalent constraints fluctuate by identifying 

native crosslinks and assigning a discrete variable to denote whether the constraint is present 

or not. Each fluctuating constraint in DCM is then assigned an enthalpy and entropy 

contribution. The sequence of how fluctuating constraints are placed is based on the entropy 

assignments from strongest to weakest along the network construction. A molecular 

framework ࣠ is defined by a set of constraints with a particular topological arrangement. The 

free energy of a certain molecular framework ܩሺ࣠ሻ can be then computed by eq. (2.15) 

ሺ࣠ሻܩ  ൌ ሺ࣠ሻܪ െ ܶܵሺ࣠ሻ		.  (2.15)

Because the total enthalpy ܪሺ࣠ሻ	is an additive property, it is the sum over all constraints. 

To account for the non-additive property of entropy, DCM considers the non-local 

cooperativity of interactions explicitly by using rigidity analyses to identify independent 

constraints (section 2.8.1). Consequently, the total entropy ܵሺ࣠ሻ is the linear sum of entropy 

components over a set of independent constraints.  

The advantage of DCM is the ability to calculate mechanical network properties in a 

thermodynamically meaningful way, e.g. pairwise residue-to-residue couplings intrinsic to the 

native state ensemble (207-211). In an extensive study, the DCM was applied on three 

bacterial chemotaxis protein Y (CheY) proteins to explore the allosteric response across 

protein families (212). For this, a mechanical perturbation method (MPM) was introduced to 

simulate the binding of ligands by adding extra constraints to a certain site in the constraint 

network. The authors concluded that perturbed residues with large changes in stability 

characteristics are likely for allosteric signaling. From this, several hot spots for allosteric 

signaling have been identified that demonstrate the complex nature of allostery and the 

conservation of allostery across short evolutionary distances. In a second study, the same 

approach was applied to identify long-range effects in lysozyme (213). 

However, one downside of DCM is the requirement of a protein specific parameterization 

of the enthalpy and entropy parameters. The accurate parameterization requires a priori 

knowledge of experimentally determined heat capacity curves	ܥ. In case of CheY ܥ curves 

were not available. Hence, the authors used approximated ܥ curves where the peak matches 

experimental ܶvalues. 
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2.8.4 Allostery deduced from rigidity analysis 

Biomacromolecules are generally marginally stable (214), i.e. their network topologies are 

close to the rigidity percolation threshold at which a few constraints more or less can result in 

the network being largely rigid or already floppy. At this point, the network has the maximum 

information content and, hence, is most sensitive to changes. Accordingly, adding constraints 

rigidifies the network and induces stabilization in a former sensitive state. This was, for 

example, demonstrated by rigidity analyses of the complex formation of Ras/Raf (182). 

Remarkably, the stabilization is not locally restricted but also stabilizes regions that do not 

make any direct interaction with the protein-protein interface. This finding manifests, for the 

first time, the long-range aspect of rigidity percolation. Such long-range effects are also 

expected to be important in allosteric signaling (Figure 10). 

Using rigidity analyses, mechanical coupling for signal transmission has been identified in 

the ribosomal tunnel region (215). Signals are transmitted through structurally stable regions 

that are responsible for an induced conformational change in a domino-like manner. One 

aspect of this study has to be considered, in that the rigidity analysis was applied on single 

structures and that such an analysis is very sensitive with respect to the input structural 

information (182, 216, 217). Accordingly, the introduced perturbation approach in this thesis 

uses robust ensemble-based rigidity analysis to overcome the sensitivity problem of network-

based approaches. The benefit of using ensemble-based rigidity analysis has been 

demonstrated in several studies by others and myself (182, 204, 217). Nevertheless, two 

independent experimental studies could later confirm this type of mechanism for signal 

transmission (218, 219). This demonstrates the capability of rigidity analyses to depict 

functionally important features in biomacromolecules even from single structures. In a 

different study, results from rigidity analyses demonstrated that the inactive T state is less 

rigid than the active R state in pairs of 16 crystal structures that exert an allosteric mechanism 

(220). However, such a comparison can be misleading because the analysis considers 

conformational changes between the T and the R state, which can be very subtle. 

 
Figure 10: Rigidity percolation through a network of interactions. (A) Pantograph has one degree of 
freedom, which allows the movement of the network. (B) Ligand binding (blue bar) removes the degree of 
freedom and causes a rigidification of the network, which can be felt at a distant site (yellow star). 
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Consequently, a tightly packed structure results in a more rigid state upon ligand binding. The 

definition of the perturbation approach introduced in this thesis does not consider 

conformational changes of the biomacromolecular conformation, and solely perturbations in 

the constraint network are guiding changes in biomacromolecular stability. 
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3 SCOPE OF THE THESIS 

In this work, I developed an ensemble-based perturbation approach for analyzing 

dynamically dominated allostery from altered biomacromolecular rigidity. Previous work 

made clear that analyzing dynamically dominated allostery is challenging, and has not 

been possible in a routine way (section 2.6 - 2.7). Being able that way to identify pathways 

for allosteric signaling and to compute free energies of cooperativity provides an exciting 

opportunity to consider entropic contributions to allosteric regulation, which have been 

difficult to deduce from a structure alone (40). 

Rigidity analyses provide an excellent way to analyze the influence of ligand binding on 

biomacromolecular dynamics and/or stability (section 2.8). For deriving maximal 

advantage from these analysis, measures of biomacromolecular flexibility and rigidity are 

required (I) that are sensitive for monitoring changes in stability even due to small 

modifications of the constraint network and (II) that enable linking mechanical stability 

with biomacromolecular dynamics. In the literature, several global and local indices are 

available to link results from rigidity analysis with biologically relevant characteristics of a 

structure. Because of overlapping or vague index definitions however, I set out to present 

concise definitions of these indices, analyze the relation between them, review the scope 

and limitations of the different indices, and compare their informative value. In addition, I 

set out to develop new indices that extend the application domain of rigidity analysis. 

These results are reported in publication I. 

A limitation of rigidity analysis is that single-structure analyses can be misleading, 

because even subtle conformational changes can have a pronounced effect on the results. 

This sensitivity problem can be overcome by rigidity analyses on structural ensembles 

(182, 204, 216). However, the generation of a structural ensemble, e.g. by MD simulations, 

compromises the efficiency of rigidity analyses. Hence, I set out to develop an approach 

based on ensembles of network topologies derived from a single input structure. The 

underlying algorithm is reported in publication II.  

The Constraint Network Analysis (CNA) approach, introduced by S. Radestock and H. 

Gohlke (201, 221), goes beyond the mere identification of flexible and rigid regions in 

biomacromolecules. CNA infers biologically relevant characteristics from rigidity 

analyses, which are essential for understanding the relationship between 

biomacromolecular structure, (thermo-)stability, and function. The core of CNA is the 

efficient graph-theory based FIRST software (section 2.8.1 - 2.8.2). A limitation of the 
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early CNA implementation is the huge input/output (I/O) overhead, which increases the 

calculation time. Further limitations of CNA are that an automated ensemble-based 

analysis was not available, and that ligand molecules are not treated in a proper way. 

Hence, I set out to avoid the I/O overhead, which is a prerequisite for the development of 

an efficient and ensemble-based CNA, and to develop a robust treatment of ligand 

molecules during network construction. This leads to the automated and user-friendly CNA 

software package, which was implemented in collaboration with Prakash Chandra Rathi 

(publication III). 

Concepts of rigidity analysis were already applied on studying dynamically dominated 

allostery (section 2.8.4). However, these studies have shortcomings in that (I) less robust 

single-structure analyses were performed (215), (II) active and inactive states of structures 

were directly compared, which implies that results can be biased by conformational effects 

(220), and (III) a priori knowledge of experimental data was required to incorporate with 

allosteric free energies (212, 213). I set out to develop a robust ensemble-based 

perturbation approach for analyzing dynamically dominated allostery. To simulate the 

change in flexibility and rigidity by allosteric effectors, in silico perturbations were applied 

on ensembles of network topologies extracted from MD trajectories. So far, the alternative 

method for generating ensembles of network topologies (publication II) is not 

parameterized for protein-ligand interactions, and hence, was not applied to probe 

allostery. The aims of the perturbation approach were (I) to probe the allosteric 

cooperativity between distant sites and (II) to predict putative residues that mediate the 

allosteric signaling. The theory underlying this approach and its application on eglin c, 

LFA-1, and PTP1B are reported in publication IV. 

So far, dynamically dominated allostery has been analyzed retrospectively, e.g. for 

systems which are known to be allosteric regulated. Therefore, I set out to develop a 

computational pipeline that allows the study of systems with yet unknown allosteric 

mechanism. In course of this pipeline, I developed the grid-based PocketAnalyzer program 

in order to identify novel binding pockets in biomacromolecules as reported in publication 

V, the performance of which was validated in publication VI. As a perspective, I show 

preliminary tests with respect to how “dummy” ligands can be modeled based on 

information from PocketAnalyzer and how “dummy” ligands can be used to probe 

dynamically dominated allostery in a prospective way (chapter 11). 



Publication I Flexibility analysis 

34 

4 PUBLICATION I - Global and Local Indices for 

Characterizing Biomolecular Flexibility and Rigidity 

Pfleger, C., Radestock, S., Schmidt, E., Gohlke, H. 

J. Comput. Chem. (2013), 34, 220-233 

Original publication, see pages 70 - 92; contribution: 40% 

4.1 Background 

The precise knowledge about biomacromolecular flexibility and rigidity and how 

flexibility/rigidity changes, e.g. upon ligand binding, is of great interest in rational protein 

engineering and for structure-based ligand design. Rigidity analyses as described in section 

2.8, efficiently characterize biomacromolecular flexibility and rigidity. For deriving 

maximal advantage from such analyses, their results need to be linked to biologically 

relevant characteristics of a structure. With respect to analyze dynamically dominated 

allostery, measures of biomacromolecular flexibility and rigidity are required (I) that are 

sensitive for monitoring changes in stability even by small modifications of the constraint 

network and (II) that enable linking mechanical stability with biomacromolecular 

dynamics. Several global and local indices were reported in the literature to depict these 

characteristics. However, sometimes overlapping or vague index definitions were 

provided. In this publication, I present concise definitions of these indices, analyze their 

interrelation, scope, limitations, and compare their informative value. The most 

informative indices are available in the CNA approach (221, 222). In addition, I introduce 

three indices for the first time that extend the application domain of CNA. As a showcase, I 

probed the structural stability of the calcium binding protein α-lactalbumin, in the 

“ground” state and after in silico perturbation of the system by removing the calcium ion 

from the constraint network. From these findings, guidelines were provided for future 

studies suggesting which of these indices could best be used for analyzing, understanding, 

and quantifying structural features that are important for biomacromolecular stability and 

function. 
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4.2 Simulating the thermal unfolding 

The CNA approach provides a method to simulate the thermal unfolding of 

biomacromolecules by gradually removing non-covalent constraints from initial network 

representations (180, 201, 202, 221, 224). For a given network state σ = f(T) at temperature 

T, hydrogen bonds (including salt bridges) with an energy EHB > Ecut,σ are removed from 

the constraint network (200). Thus, 

stronger hydrogen bonds will break 

at higher temperatures than weaker 

ones. To convert the original, 

geometry-based hydrogen bond 

energy scale EHB (200) into a 

temperature scale T, S. Radestock 

and H. Gohlke proposed a linear fit 

by comparing computed phase 

transition temperatures with 

experimental melting temperatures 

(201). The number of hydrophobic 

contacts is either kept constant or 

increases with increasing 

temperature during the thermal 

unfolding (205). Finally, rigidity 

analyses are performed on each 

constraint network state σ resulting 

in an unfolding trajectory. The 

thermal unfolding trajectories are 

then analyzed by CNA, which 

calculates several global and local 

indices. 

4.3 Global and local indices for characterizing biomacromolecular 
stability 

Global flexibility indices monitor the degree of flexibility and rigidity within constraint 

networks at the macroscopic level. To describe the global percolation behavior of a 

network, the microstructure of the network can be analyzed, i.e. degrees of freedom or 

 
Figure 11: Rigid cluster decomposition along the thermal 
unfolding trajectory of α-lactalbumin. Rigid clusters are 
depicted as uniformly colored bodies. The roman numbers 
relate to the three major steps of rigidity loss. Figure adapted 
from ref. (223) 
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properties of the clusters 

generated during a thermal 

unfolding simulation (section 

4.2). This led to several indices 

such as the floppy mode density 

(Φ), mean rigid cluster size (S), 

or the rigidity order parameter 

(P∞). The cluster configuration 

entropy (H) is another global 

index, introduced by Andraud et 

al. as a morphological descriptor 

for heterogeneous materials 

(225). H has been adapted from 

Shannon’s information theory, and thus, is a measure of the degree of disorder. By 

monitoring H during the thermal unfolding simulation of α-lactalbumin, three transitions 

have been identified (Figure 12). The transitions reflect changes in the network when the 

largest rigid cluster (I) starts to decay, (II) stops dominating the network, and (III) finally 

collapses. H was successfully applied by others and myself to analyze unfolding transitions 

in biomacromolecules that are related to thermostability (201, 204, 217, 221, 224). 

However, it turned out that H, as well as all other global indices, are not sensitive enough 

to detect changes between “ground” and perturbed states of α-lactalbumin (unpublished 

results). 

Local indices characterize the network flexibility and rigidity down to the bond level. 

Accordingly, indices are derived for each covalent bond in the network by monitoring the 

cutoff energy Ecut for hydrogen bonds during a thermal unfolding simulation. The 

percolation index (pi) is a local analogue to the rigidity order parameter P∞ and can be best 

applied to monitor the percolation behavior through biomacromolecules locally. To this 

end, pi monitors when a bond segregates from the giant percolating cluster during the 

thermal unfolding simulation. The giant percolating cluster is defined as the largest rigid 

cluster in the network state at the highest Ecut with all constraints in place. During the 

thermal unfolding simulation, the melting of the giant percolating cluster is monitored, and 

the largest rigid subcluster of the previous giant percolating cluster becomes the new giant 

percolating cluster of the present network state σ. The comparison of “ground” and 

perturbed state of α-lactalbumin, reveal a lower structural stability for a region, which is 

 
Figure 12: Cluster configuration entropy H for the 
thermal unfolding of α-lactalbumin. H is plotted as a 
function of the hydrogen bonding energy cutoff Ecut. The 
roman letters indicate the major steps of rigidity loss as 
shown in Figure 11. Figure adapted from ref. (223). 
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about 15 Å apart from the ion binding site (Figure 13 A). The rigidity index (ri) is a 

generalization of the percolation index pi. This index monitors when a bond segregates 

from any rigid cluster. Again, perturbing the network topology demonstrates the sensitivity 

of this index to detect long-range aspects of altered stability (Figure 13 B). Furthermore, 

the results demonstrate that the information derived from ri and the percolation index pi is 

complementary. While pi indicates the region of the biomacromolecule that becomes 

movable as a rigid body, ri depicts the hinge regions that encompass the rigid body. 

As a third local index, stability maps (rcij) are 2-dimensional generalizations of the rigidity 

index. To derive a stability map, “rigid contacts” between two residues are identified. A 

rigid contact exists if two residues belong to the same rigid cluster. During a thermal 

unfolding simulation, stability maps are then constructed by monitoring Ecut at which a 

 
Figure 13: Change in the biomacromolecular stability by removing the calcium ion from 
α-lactalbumin. (A) Percolation index pi and (B) rigidity index ri show the ion bound state in blue and the ion 
unbound state in red. The lower pi (ri) the longer is a residue part of the giant percolating cluster (any rigid 
cluster). On the right, changes in the respective indices on going from an ion bound to an unbound state are 
mapped in a color-coded fashion on the structure of α-lactalbumin. Figure adapted from ref. (223). 
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rigid contact between two residues is lost. That way, a contact’s stability relates to the 

microscopic stability in the network and, taken together, the microscopic stabilities of all 

residue-residue contacts result in a stability map. In Figure 14, the stability map of 

α-lactalbumin for the constraint networks with and without the calcium ion is shown. The 

map reveals that losses of rigid contacts do not only occur between isolated pairs of 

residues but also in a cooperative manner. That is, parts of the biomacromolecule break 

away from the rigid cluster as a whole. 

4.4 Conclusion and significance 

 For the first time, concise definitions of global and local indices were provided 

to describe stability characteristics in biomacromolecules. 

 I introduced and applied three index definitions for the first time, which 

significantly extended the application domain of CNA. 

 The showcase analyses of α-lactalbumin demonstrated the scope, limitations, 

and informative value of each index. A good agreement is found between the 

rigidity index ri and protein regions that have high protection factors according 

to H/D exchange experiments. 

 Based on the showcase analysis we provided guidelines for future studies 

suggesting which of these indices would be best for analyzing, understanding, 

 
Figure 14: Stability map for a-lactalbumin. The upper half shows stability information of the calcium-
bound state and the lower half of the ion unbound state. Red colors indicate pairs of residues where no/weak 
rigid contact exists. In contrast, blue colors indicate strong rigid contacts. Arrows highlight residues next to 
the calcium binding site. The black frames indicate regions that are affected by removing the calcium ion. 
Figure adapted from ref. (223). 
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and quantifying structural features that are important for protein stability and 

function. 

 We made suggestions for proper index notations in future studies, to prevent 

misinterpretation and to facilitate the comparison of results obtained from 

flexibility and rigidity analyses 

The comparison of the “ground” and perturbed state of α-lactalbumin showed insightful 

results about which indices are best able to detect long-range stability changes that are 

related to allosteric regulation. 
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5 PUBLICATION II - Efficient and Robust Analysis of 

Biomacromolecular Flexibility Using Ensembles of Network 

Topologies Based on Fuzzy Noncovalent Constraints 

Pfleger, C., Gohlke, H. 

Structure (2013), 21, 1725–1734 

Original publication, see pages 93 - 117; contribution: 70% 

5.1 Background 

Biomacromolecules require a balance of flexibility and rigidity to achieve their diverse 

functional roles. To this end, biomacromolecules have a soft matter-like character, i.e. 

noncovalent interactions flicker at room temperature (206). Previous studies demonstrated 

that rigidity analyses (section 2.8) are very sensitive with respect to the structural information 

used as input (182, 216). Accordingly, the difference of a few constraints due to the soft 

matter-like character of biomacromolecules can result in a network being either rigid or 

flexible. This sensitivity problem can be overcome by analyzing an ensemble of network 

topologies rather than a single-structure network. To do so, MD-generated conformations 

were used so far (182, 204). This way, however, a computational costly simulation 

compromises the efficiency of the rigidity analysis. As an efficient alternative, I present a 

novel approach (ENTFNC) for performing rigidity analyses on ensembles of network 

topologies (ENT) generated from a single input structure (217). The ENT is based on 

definitions for fuzzy noncovalent constraints (FNC) and considers thermal fluctuations 

without actually sampling conformations. The definitions for fuzzy noncovalent constraints 

are derived from persistency data from molecular dynamics (MD) simulations. 

5.2 Theory 

The FNC model consists of two parts related to the modeling of hydrogen bonds (including 

salt bridges) and hydrophobic tethers in biomacromolecules. Parameters of the FNC model 

are derived from MD trajectories of ten different HEWL structures. 

Part I - flickering of hydrogen bonds: To this end, I determined the persistence 

characteristics of hydrogen bond interactions along MD trajectories. The persistency of these 

interactions depends on the type, and thus, hydrogen bonds and salt bridges are treated 

separately. I further distinguished between hydrogen bonds in different secondary structure 
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elements. From this, I derived the probability with which a hydrogen bond (salt bridge) will 

be present across the ensemble of network topologies. The hydrogen bond energy EHB 

determines the order with which hydrogen bonds are removed during a thermal unfolding 

simulation (section 4.2). In network topologies derived from a single structure, thermal 

motions of atoms are neglected that may influence EHB. To account for this effect, Gaussian 

white noise is added to the initial EHB computed for a hydrogen bond from the single input 

structure. The amount of Gaussian white noise depends on the type of hydrogen bond, which 

was parameterized from analyzing hydrogen bond energies along MD trajectories. 

Part II – flickering of hydrophobic tethers: Hydrophobic tethers are modelled to be less 

specific than polar ones. To this end, a fuzzy constraint representation has been developed in 

which tethers between closer atoms are included with a higher probability in a network 

topology than those between atoms further apart. The probability of tethers to be present in a 

network topology is sampled from a Gaussian distribution. Gaussian distributions have 

 
Figure 15: Workflow of the ENTFNC approach. RAND(0,1) draws a random number with equal probability 
from the range [0,1]. Figure adapted from ref. (217). Figure taken from ref. (217). 
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previously been applied for modeling the strength of pairwise interactions between 

hydrophobic atoms (226-228). 

With this FNC model, the ENTFNC is generated from a single input structure and analyzed 

in five steps (Figure 15): (1) an initial network topology is generated; (2) information about 

noncovalent constraints are extracted and the secondary structure, a hydrogen bond or salt 

bridge is involved in, is assigned; (3) the number and distribution of noncovalent constraints 

is modified according to the definitions of FNC; (4) a new network topology is built; (5) 

global and local stability characteristics are calculated (publication I). Steps 3–5 are repeated 

until a user-specified number of networks is generated. Finally, global and local stability 

characteristics are averaged over the generated ensemble. 

5.3 Validation of fuzzy noncovalent constraints 

 The approach has been validated by comparing the results (ENTFNC) with those obtained 

for conformational ensembles generated by MD simulations (ENTMD) of 300 ns length 

starting from HEWL structures. 

 
Figure 16: (A) Rigidity index ri for the single-structure analyses of the ten HEWL structures (red), ri curves for 
the ten ENTMD analyses of HEWL (gray), and the average over all ENTMD analyses (black) (B) Rigidity index ri 
for the ENTFNC analyses of the ten HEWL structures (green). (C–E) The mean ri values and standard deviations 
from the single-structure analyses (C), ENTMD analyses (D), and ENTFNC analyses (E) are mapped onto a HEWL 
structure. The colors show the ri values and the diameter of the putty plot the standard deviation of the ris at each 
residue position. The diameter is scaled with respect to the maximum standard deviation of all three analyses. 
Figure adapted from ref. (217). Figure adapted from ref. (217). 
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Main results for the definitions of fuzzy noncovalent interactions: The average number of 

polar interactions in network topologies generated with FNC differs by at most 5% from those 

generated from MD ensembles. The definition of fuzzy hydrophobic tethers leads to a related 

difference of at most 14%. The higher difference in the latter case may reflect that 

hydrophobic interactions are less specific than polar ones (216). 

Main results of the comparison of the rigidity analyses on ENTFNC compared with those on 

ENTMD: Averaging over an ENTFNC leads to robust, almost starting structure-independent 

rigidity analyses, as also found for the ENTMD approach (217). Furthermore, local flexibility 

and rigidity characteristics determined for the ENTFNC agree almost perfectly (88% of the 

HEWL residues show ri values that differ by <1.0 kcal mol-1) with those from the ENTMD 

approach in terms of the magnitudes of the calculated rigidity indices ri (Figure 16). These 

findings indirectly confirm the appropriateness of the FNC definitions. Furthermore, they 

suggest that the ENTFNC approach is viable for overcoming the problem of the sensitivity of 

rigidity analyses with respect to the input structure. 

In a case study, the ENTFNC approach was used for computing relative thermostability 

values of citrate synthases (CS) and lipase A structures. In both cases, the results are 

encouraging for two reasons: (I) both 

protein systems were not used in the 

course of parameterizing the FNC; this 

demonstrates the transferability of the 

ENTFNC approach; (II) both protein 

systems strongly differ in terms of the 

extent of the sequence similarity among 

the members. This indicates that, while 

the ENTFNC approach is largely 

insensitive with respect to small 

conformational changes of input 

structures, it remains sensitive enough to 

pick up effects on the thermostability 

due to small sequential variations. 

 

 
Figure 17: Correlation between predicted Tp from 
ENTFNC and optimal growth temperatures To of citrate 
synthase structures. Figure adapted from ref. (217). 
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5.4 Conclusion and significance 

 In this study, I introduced the novel ENTFNC approach, which significantly 

improves the robustness of rigidity analyses by considering thermal fluctuations of 

biomacromolecules. Intriguingly, the results from rigidity analyses become almost 

starting structure-independent. 

 The ENTFNC approach demonstrates a high predictive power in which a good 

agreement between local flexibility and rigidity characteristics from ENTFNC and 

MD simulations-generated ensembles is found. Regarding global characteristics, 

convincing results were obtained when relative thermostabilities of citrate synthase 

and lipase A proteins were computed. These results are encouraging because both 

protein systems were not used in the course of parameterizing the FNC and even 

for sequentially highly similar lipase A proteins the ENTFNC remains sensitive 

enough to pick up effects on the thermostability. 

 The approach does not require a protein-specific parameterization as required in the 

related DCM approach (see section 2.8.3). 

 The low computational demand makes it especially valuable for the analysis of 

large data sets, e.g. for data-driven protein engineering. For instance, the ENTFNC 

approach speeds up the calculation by a factor of 4000 (~100) for HEWL (CS) 

comparing to the ENTMD approach. 

So far, the definitions for FNC do not contain a parameterization for protein-ligand 

interactions and hence, the approach was not applied to probe dynamically dominated 

allostery. 
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6 PUBLICATION III - Constraint Network Analysis (CNA): A 

Python Software Package for Efficiently Linking 

Biomacromolecular Structure, Flexibility, (Thermo)Stability, 

and Function 

§Pfleger, C., §Rathi, P.C., Klein, D., Radestock, S., Gohlke, H. 

J. Chem. Inf. Model. (2013), 53, 1007-1015 

Original publication, see pages 118 - 127; contribution: 35% 
§ Both authors contributed equally to this work. 

6.1 Background 

Biomacromolecular flexibility and its opposite, rigidity, are crucial for understanding the 

relationship between biomacromolecular structure, (thermo-)stability, and function. The CNA 

approach was first introduced by S. Radestock and H. Gohlke (201, 221) and aims on deriving 

the maximal information from rigidity analysis (chapter 2.8). To this end, CNA, carries out 

thermal unfolding simulations of biomacromolecules for linking information about 

mechanical stability with biological relevant characteristics (section 4.2). CNA functions as a 

front- and back-end to the FIRST software and allows one (I) to set up a variety of constraint 

networks, (II) to process results from rigidity analysis, and (III) to calculate various global 

and local indices for characterizing biomacromolecular stability. However, in this version, 

FIRST functions as an external program, and CNA post-processes the results obtained from 

FIRST. This leads to an I/O bottleneck and thus, increase the calculation time. Consequently, 

applying CNA in a routine way on large-scale datasets was not possible. Hence, we developed 

the Python-based CNA software package (229), that provides efficient and robust results from 

rigidity analyses and automatic detection of phase transition points (section 4.3) and 

unfolding nuclei (“weak spots”) of the structure. 

6.2 PyFIRST as an Interface 

In the initial implementation of CNA, FIRST functions as an external program, and the 

resulting I/O overhead drastically increases the overall calculation time. In the new 

implementation of the CNA software presented in this publication, the I/O problem was 

solved by developing the pyFIRST interface module. This interface module provides the full 

functionality of the C++-based FIRST program within the Python environment of the CNA 
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software. As a result, the pyFIRST interface module improves the calculation time from 

minutes to seconds for systems of several hundred residues. The interface module was 

implemented using the SWIG (Simplified Wrapper and Interface Generator) software tool 

(230). The SWIG tool automatically generates wrapper code for C/C++ programs, which then 

acts as an interface for other high-level programming languages such as Python. 

6.3 Workflow of the CNA software 

The CNA software can be performed on a single 3-dimensional structure of a 

biomacromolecule. Unfortunately, this can lead to varying results of the rigidity analysis, as 

we (217, 231), and others (216), observed. To overcome this problem, CNA can work on an 

ensemble of network topologies. Ensembles can be generated by extracting conformations 

from MD trajectories (204), experimental sources or, as an alternative, by fluctuating non-

covalent constraints derived from a single input structure (publication II, chapter 5). For the 

accurate network construction of ligand molecules, we implemented an automated method, 

which determines the correct bond 

order and then merge the covalent 

constraint information for the ligand 

with the network information of the 

biomacromolecule. Next, the thermal 

unfolding simulation is carried out by 

sequentially removing non-covalent 

constraints from the network (see 

section 4.2) For each step of the 

thermal unfolding simulation a rigidity 

analysis is performed and post-

processed to calculate different global 

and local indices (publication I). 

Finally, results from such analysis are 

written to output files. In case of 

ensemble-based analyses, all results 

are averaged over the entire ensemble. 

The overall workflow of CNA is 

shown in Figure 18. 

 
Figure 18: Schematic workflow of the CNA software. 
Figure taken from ref. (229). 
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6.4 Showcase example: Flexibility characteristics of HEWL  

The value of applying CNA to ensembles of conformations generated by thermal 

fluctuations was validated by using the HEWL protein as a test case. The validation was 

based upon two analysis types: (I) the analysis of a constraint network derived from a single 

input structure and (II) the analysis of an ensemble of constraint networks derived from a MD 

trajectory. Several global and local indices were compared with experimental results, of 

which only three will be briefly mentioned: (I) the cluster configuration entropy H is a global 

index and monitors the loss of network stability during the thermal unfolding simulation (see 

section 4.3). At the transition point, unfolding nuclei were inferred to be weak spots of the 

structure. Encouragingly, the identified unfolding nuclei are located in a region that plays a 

crucial role in stabilizing the tertiary structure of HEWL (232); (II) the local rigidity index ri 

characterizes the stability of a biomacromolecule on the bond level (see section 4.3). The 

identified stable regions in HEWL are in good agreement with those identified by H/D 

experiments (233), while flexible regions are in agreement with those suggested to be 

involved in a hinge bending movement during the catalytic cycle (234); (III) stability maps 

rcij are 2-dimensional itemizations of the rigidity index and report when a “rigid contact” 

between two residues of the network is lost during the thermal unfolding simulation (see 

section 4.3). Remarkably, weaker contacts are identified for residues in disordered regions as 

indicated by NMR experiments (235). 

6.5 Conclusions and significance 

 In this study, we presented the user-friendly Python-based CNA software package 

that automatically sets up a variety of network representations, process the results 

from rigidity analysis, and calculates several global and local indices.  

 For the first time, CNA integrates robust and efficient ensemble-based analysis and 

automatic index calculation. In addition, we extended the application domain of 

rigidity analyses in that phase transition points (“melting points”) and unfolding 

nuclei (“structural weak spots”) are determined automatically. 

 The CNA software is highly efficient such that a single-structure analysis requires 

only few seconds. This has been achieved by linking CNA and FIRST via the 

pyFIRST interface module, minimizing the I/O overhead. 

 We implemented a robust handling of small-molecules during the network 

construction. This is important when it comes to estimate the influence of ligands 
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on biomacromolecular stability, e.g. for probing signal transmission across 

biomacromolecules for analyzing dynamically dominated allostery. 

 The showcase example on HEWL demonstrates that results from CNA are in good 

agreement with those from experiments. Hence, CNA provides an important 

platform for further projects  

For this thesis, CNA was applied to analyze changes in stability upon in silico 

perturbations in constraint networks. Monitoring altered stability aims at depicting long-range 

aspects of rigidity percolation, which are expected to be important in allosteric signaling.  
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7 PUBLICATION IV – Allosteric Coupling deduced from 

Altered Rigidity Percolation in Biomacromolecules 

Pfleger, C., Minges, A.R.M., Gohlke, H. 

Submitted manuscript (2014) 

Original manuscript, see pages 128 - 159; contribution: 70% 

7.1 Background 

Targeting the function of pharmaceutically interesting biomacromolecules by allosteric 

effectors is a promising strategy in drug discovery (section 2.5). Over the last two decades, 

the classical view of allosteric regulation (section 2.2) was extended by considering changes 

in dynamics as carrier for allosteric signaling (section 2.3). However, understanding 

dynamically dominated allostery from a single structure alone can be challenging due to the 

absence of conformational changes. Rigidity analyses provide an excellent way to analyze the 

influence of ligand binding on biomacromolecular dynamics and/or stability (section 2.8). 

This concept was already applied on studying dynamically dominated allostery (section 

2.8.4). However, these studies have shortcomings in that (I) less robust single-structural 

analyses were performed (215), (II) direct comparison of active and inactive state of 

structures was done, which can lead to biased results by conformational effects (220), and 

(III) a priori knowledge of experimental data was required to incorporate rigidity analyses 

with allosteric free energies (212, 213). In this publication, I present a robust ensemble-based 

framework for analyzing dynamically dominated allostery. To simulate the change in 

flexibility and rigidity by allosteric effectors, in silico perturbations were applied on 

ensembles of network topologies extracted from MD trajectories. This way, the conformation 

of the biomacromolecule is unchanged and solely the perturbations in the constraint network 

are guiding changes in biomacromolecular stability. The approach allowed us (I) to compute 

free energies of allosteric cooperativity and (II) to predict putative residues that mediate the 

allosteric signaling. The application of the perturbation approach is demonstrated on eglin c, 

LFA-1, and PTP1B. 

7.2 Overall strategy 

The CNA software (publication III) was used to perform rigidity analysis on eglin c, 

PTP1B, and LFA-1, which exhibit a dynamic response upon mutating residues and/or are 

known to be allosteric regulated with subtle or absent conformational changes. The results 
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were post-processed to compute free energies of cooperativity and to identify pathways of 

residues for allosteric signaling. Changes in residues’ flexibility and rigidity were studied by 

perturbing the constraint network at functionally important sites, in general the known 

allosteric site. To overcome the sensitivity problem of rigidity analysis (182, 216, 217), CNA 

was applied to conformational ensembles extracted from MD trajectories starting from the 

wild-type structure of eglin c and the effector bound structures of PTP1B and LFA-1. The 

constraint networks were then perturbed in silico by mutations (eglin c) or by removing the 

allosteric effectors (PTP1B and LFA-1) from the network. In this way, changes in 

biomacromolecular stability arise solely from the perturbation in the network topology and 

conformational changes do not bias results. From these mechanical stability characteristics, 

we computed free energies of altered rigidity. To this end, stability maps (section 4.3) were 

used, which displays the hierarchy of stability in biomacromolecules. The mechanical energy 

ECNA of a system is defined as the sum over all rigid contacts in the stability map. The 

difference between ECNA,perturbed and ECNA,ground of the system then gives the mechanical energy 

∆ECNA, which is the altered rigidity by the presence of an allosteric effector. From this energy, 

we calculated a mechanical perturbation free energy ∆GCNA, which is used to deduce the 

cooperative free energy ∆∆G. The underlying positive or negative regulation in 

biomacromolecules is derived following the formulation of Cooper and Dryden (section 2.1). 

In order to identify pathways for allosteric signaling, we performed a per-residue 

decomposition of the free energy. This led to the free energy ∆Gi,CNA for each residue i, which 

was used to predict putative residues that mediate the allosteric signaling between distant 

sites.  

7.3 In silico mutational perturbation of eglin c agrees with experimental 
findings 

The validation of the perturbation approach is based on the serine protease inhibitor eglin 

c. To this end, predicted free energies upon in silico mutational perturbations were compared 

with free energies of unfolding from chemical denaturation experiments (46). This results in a 

fair correlation (R2 = 0.80) between predicted and experimentally determined free energies of 

unfolding (Figure 19 A). Overall, the results demonstrate the ability of our approach to predict 

the coupling from altered rigidity. 

NMR studies of eglin c reveal continuous pathways of dynamically coupled residues upon 

mutations in the absence of a conformational change (46, 47). The per-residue ∆Gi,CNA was 

derived from the comparison of stability maps in the ground (wild-type) and perturbed 
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(mutant) state. Stability maps provide insights into residues that are flexibly and rigidly 

correlated across the structure (publication II, section 4.3). Remarkably, residues with the 

strongest altered rigidity (> 0.2 kcal mol-1) form a continuous pathway with the most far-

reaching effect up to 15.9 Å apart from the mutation site. Furthermore, the predicted pathway 

derived from altered rigidity agrees with findings from NMR experiments (46, 47). Phrasing 

this as a binary classification problem, I could discriminate between pathway and non-

pathway residues with an accuracy of ~85%. 

 
Figure 19: In silico mutational perturbation in eglin c. (A) Correlation between predicted ∆GCNA‘s and ∆∆G‘s 
from chemical denaturation experiments. The SEM is exemplary shown for V18A/V54A. The mutant V63A
(red) is considered as outlier because this mutant has no effect upon in silico perturbation with subtle changes in 
dynamics as observed in NMR experiments (46). (B) Differences between stability maps of the ground (wild-
type) and perturbed (V34A) state of eglin c. The attached histogram shows the per-residue ∆Gi,CNA. Residues 
above a threshold of 0.2 kcal mol-1 (dashed line in B) are mapped on the structure of eglin c (C) and are in good 
agreement with dynamically coupled residues as derived from NMR experiments (D) (46). The site of mutation 
(V34) is shown in red (C, D), blue colors show predicted ∆Gi,CNA values in (C) and white residues in (D) are 
those which are not showing any altered dynamics but are included in the network as suggested by the authors
(46). 
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7.4 Probing V- and K-type allosteric mechanisms in PTP1B and LFA-1 

Encouraged by the results obtained on eglin c, the perturbation approach was applied on 

PTP1B and LFA-1. The human PTP1B is part of the signaling transduction cascade leading to 

the phosphorylation of the insulin receptor. The LFA-1 domain is part of β2-integrin and binds 

to intercellular adhesion molecules (ICAM). While PTP1B possesses a V-type allosteric 

mechanism, LFA-1 possesses a K-type mechanism. In order to identify pathways for 

allosteric signaling, I calculated the per-residue ∆Gi,CNA from stability maps of the effector 

bound and perturbed constraint networks. From this, I identified multiple residues (“broad 

pathway”) which have pronounced altered rigidity characteristics (>0.2 kcal mol-1) (Figure 20 

A, B). Interestingly, in both systems the altered rigidity characteristics connect the 

perturbation site, i.e. allosteric site, with the orthosteric site. To determine the most likely 

pathways for allosteric signaling, I applied methods from the field of graph analysis to probe 

the allosteric communication in PTP1B and LFA-1. To this end, differences between stability 

 
Figure 20: Probing the allosteric mechanism in PTP1B and LFA-1. Residues with strong altered rigidity are 
mapped on the structures of PTP1B (A) and LFA-1 (B). The color shows if a residue is part of the allosteric (red), 
orthosteric (green), WPD loop (orange, in PTP1B), or any other site (blue). Darker colors indicate stronger altered 
rigidity. The same information as in (A) and (B) is represented as stress-minimized graphs for PTP1B (C) and LFA-
1 (D). The graph embedding is minimized based on the pairwise Cα distance. Highlighted residues show the highest 
allosteric communication through the graph as derived from the measure of the betweenness centrality. 
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maps in the ground and perturbed state were represented by a stress-minimized graph. In such 

a graph, nodes represent the residues and edges represent the change in the correlation of 

stability between pairs of residues. The graph embedding is minimized based on the pairwise 

Cα distance. Next, centrality indices were applied to characterize the allosteric 

communication within the graph and to depict pathways for allosteric signaling in PTP1B and 

LFA-1. I found condensed clusters (“small pathway”) for allosteric signaling in both systems. 

Intriguingly, these clusters point to the orthosteric site or functionally important residues for 

allosteric regulation. These findings are striking because even if the underlying graph-theory 

based approach provides solely static information, i.e. information on flexibility and rigidity, 

the perturbation approach introduced here correctly identified relevant residues for known 

conformational changes. 

7.5 Negative cooperativity in LFA-1 deduced from rigidity analyses 

The allosteric cooperativity in LFA-1 has been analyzed following the formulation of 

Cooper and Dryden (section 2.1). In negative cooperativity, binding of the first molecule does 

not quench all dynamics and hence, the major loss of entropy must occur upon binding of the 

second molecule (24). An ensemble of conformations was extracted from a MD trajectory 

which used a modelled complex of LFA-1, 

BQM (allosteric effector), and ICAM-1 

(natural substrate; including a magnesium 

ion) as a starting structure. From this, 

perturbed ensembles were generated for 

apo LFA-1, LFA-1/BQM, and LFA-

1/ICAM-1 (Figure 21). Remarkably, 

mechanical perturbation free energies for 

LFA-1 upon binding of BQM or ICAM-1 

shows a non-addictive character. This 

results in a cooperative free energy ∆∆G of 

3.2 kcal mol-1. In accordance with the 

formulation of entropy-driven cooperativity 

by Cooper and Dryden (section 2.1), the 

non-zero positive free energy of 

cooperativity indicates a rigidity coupling 

between the allosteric and orthosteric site 

 
Figure 21: Probing the allosteric cooperativity in 
LFA-1. A structural ensemble was extracted from a MD 
trajectory starting from the modelled complex of LFA-1 
(gray), allosteric effector BQM (blue), ICAM-1 (black), 
and magnesium ion (yellow). From this, perturbed 
ensembles of apo LFA-1, LFA-1/BQM, and 
LFA-1/ICAM-1 (including the magnesium ion) were 
generated. 
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in LFA-1, correctly predicted as a negative cooperativity in allosteric regulation. 

7.6 Conclusion and significance 

 In this publication, I presented an ensemble-based perturbation approach to analyze 

dynamically dominated allostery starting from a single-structure as input. 

 For the first time, free energies of cooperativity and allosteric signaling were 

deduced from rigidity analysis. 

 The perturbation approach benefits from two aspects: (I) robust results by 

averaging over ensembles of conformations instead of using single input structures 

(182, 204, 217). This is noteworthy, because the approach is still sensitive enough 

to depict the right allosteric effects even due to small modifications on network 

topologies; (II) a direct assessment of biomacromolecular flexibility and rigidity is 

provided, i.e. the results require no filtering of spurious correlations as necessary 

when analyzing correlated motions within MD trajectories. 

 In all three tested systems, Eglin c, PTP1B, and LFA-1, the results demonstrated 

that long-range effects of these characteristics are present in biomacromolecules 

and, even more importantly, that the introduced perturbation approach is sensitive 

to effects related to allosteric regulation. The results pointed to residues that are 

most important for allosteric signaling by forming continuous pathways of altered 

stability in all three test systems.  

Even though the ensemble-based perturbation approach was applied retrospectively, i.e. for 

systems with known allosteric mechanism, the approach provides a good starting point for the 

analysis of systems with yet unknown allosteric mechanism. To this end, I will outline a 

computational methodology (see chapter 11) that combines a pocket detection protocol 

(publication V and VI) and subsequent analysis of the allosteric response by using the 

perturbation approach introduced in this publication. 
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8 PUBLICATION V - Pocket-Space Maps to Identify Novel 

Binding-Site Conformations in Proteins 

Craig, I.R., Pfleger, C., Gohlke, H., Essex, J.W., Spiegel, K. 

J. Chem. Inf. Model. (2011), 51, 2666–2679 

Original publication, see pages 160 - 193; contribution: 30% 

8.1 Background 

The precise knowledge about the diversity and novelty of binding pockets is of great 

importance in structure-based ligand design and enables to overcome key issues in drug 

discovery, such as potency, selectivity, toxicity, and pharmacokinetics. However, the 

examination of diverse pockets shapes in larger data sets is not possible in a routine way. In 

this publication (236), we reported an automated approach to select diverse binding pockets 

from structural ensembles by using the so called PocketAnalyzerPCA approach. The core of 

this approach is the grid-based pocket detection program ‘PocketAnalyzer’, which identifies 

binding pockets in biomacromolecules. Identified binding pockets are post-processed in the 

PocketAnalyzerPCA approach by applying principle component analysis (PCA) and clustering 

approaches. Since the approach works directly on pocket shape descriptors it overcomes the 

general problems of diverse pocket selections on proxy coordinates. The utility of the 

PocketAnalyzerPCA approach was demonstrated by diverse sets of pocket shapes for aldolase 

reductase (ALR) and viral neuraminidase (236). 

8.2 Workflow of the PocketAnalyzerPCA approach 

The overall workflow of the PocketAnalyzerPCA approach consists of three steps (Figure 

22): (I) the grid-based PocketAnalyzer program is applied on structural ensembles. The 

underlying algorithm of the PocketAnalyzer is a variant of the LIGSITE algorithm introduced 

by Hendlich et al. (237). Initially, a cubic grid is defined across the entire biomacromolecule 

and each grid point must meet a certain number of criteria to become part of a binding pocket. 

First, grid points must be sufficiently well enclosed within the biomacromolecule. Second, 

grid points must be surrounded by a certain number of other well-buried grid points. Finally, 

grid points that meet the first two criteria are clustered together and each identified cluster that 

is above the minimal cluster size is then classified as a binding pocket. In course of this study, 

the PocketAnalyzer program was applied on structural ensembles generated by MD 
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simulations but is applicable to any source of atomistic structural information. Next, a row 

vector is used to encode the inclusion (“1”) or exclusion (“0”) of grid points, representing the 

identified pockets of each structure in the ensemble. Since, the grid definition is the same for 

each structure, the row vectors are merged in a pocket shape matrix. Each column then 

describes, by the inclusion/exclusion of grid points, the diversity of pocket shapes. (II) The 

pocket shape matrix is subjected to PCA to reduce the dimensionality of the matrix. From 

PCA, the principal component (PC) eigenvectors gives the dominant deformation modes of 

the pocket, and the PC projections (or “score”) characterize the distribution of pocket shapes 

along the PCs. (III) Finally, the set of structures is reduced to a small subset by clustering 

according to their score along the PCs. The representative structure of each cluster then 

corresponds to a diverse selection of pocket shapes. 

8.3 PocketAnalyzerPCA applied to aldose reductase and neuraminidase 

The PocketAnalyzer approach was applied to aldose reductase (ALR) and neuraminidase. 

Both systems exhibit moderate but significant active site flexibility and have been extensively 

studied, resulting in a well-characterized set of binding pocket conformations. Accordingly, 

the systems are useful as benchmark systems for diverse pocket selection by 

PocketAnalyzerPCA. 

Figure 22: Workflow of the PocketAnalyzerPCA approach. The PocketAnalyzer algorithm is applied to each 
structure in a structural ensemble (A). For each structure, the pocket shape (B) is encoded as a row vector for
inclusion (“1”) or exclusion (“0”) of grid points. (C). A pocket shape matrix is created from merging the row 
vectors from each protein structure (D). Projecting the row vectors onto principal components derived from the 
pocket shape matrix generates a map of the pocket conformational space (E). The principal components describe 
the dominant changes in pocket shape within the set of protein conformations (F). Figure adapted from ref. 
(236). 
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Mains results for diverse pocket selection on ALR: The aim was to compare pocket shapes 

derived from independent MD trajectories with those from available ALR crystal structures. 

From this, we correctly identified three of four crystallographically known pocket shapes. In 

addition, distinct pocket shapes were identified, which have not been observed 

experimentally. One striking example is the opening of a channel connecting the active site of 

ALR with a second cavity (Figure 23). None of the crystallographically available inhibitor-

bound ALR structures shows a binding mode that addresses this second cavity. Therefore, we 

predicted the binding modes of known ALR inhibitors for which no experimental data is 

available. To this end, those inhibitors were aligned, which exhibit structural similarity to 

ligands with available crystallographic binding modes. Remarkably, the predicted binding 

modes of two ALR inhibitors require the opening of a subpocket, which is very similar to our 

predicted pocket shape. 

Mains results for diverse pocket selection on neuraminidase: Neuraminidase is composed 

of three cavities referred to (I) the sialic acid (SA)-binding site, (II) the 150-cavity, and (III) 

the 430-cavity. The results from PocketAnalyzerPCA show that the most variable region 

involves the 430-cavity and the 150-cavity, which is in agreement with findings in previous 

studies (239). Next, we focused on the opening of distinct subpockets in the SA cavity of 

neuraminidase. From this, we identified three novel pocket conformations, which exhibit the 

opening of distinct subpockets. As for ALR, known neuraminidase inhibitors were aligned on 

Figure 23: Diverse pocket selection on ALR. (A) Pocket shape as identified by PocketAnalyzer shows the
open channel connecting a second cavity with the active site of ALR. (B) Drugability of the same region as in 
(A) derived from SiteMap analysis (238) showing the hydrophobic (yellow), hydrogen bond donor (blue), and
hydrogen bond acceptor (red) fields. Additionally, (B) shows the crystallographic binding mode of lidorestat (C)
(gray) and the predicted binding mode of a derivative (D) (green). Figure adapted from ref. (236). 
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crystallographically derived binding-modes of structurally similar ligands. Several predicted 

binding modes of inhibitors occupy the first subpocket, while none of the predicted binding 

modes matches the second subpocket. However, some support for the existence of this latter 

pocket conformation is provided by an earlier computational study (240). To our best 

knowledge, the third pocket conformation has not been previously observed in either 

experimental or computational study. None of the predicted binding modes of known 

neuraminidase inhibitors occupy this subpocket, which may provide a good starting point for 

the design of selective neuraminidase inhibitors considering this subpocket. 

8.4 Conclusion and significance 

 A computational methodology, called PocketAnalyzerPCA, has been introduced which 

automatically describe the diversity of pocket shapes in structural ensembles. 

 From a methodological point of view, the PocketAnalyzerPCA approach provides a 

novel and complementary perspective on protein dynamics that may prove particularly 

relevant for ligand binding and drug design 

 The PocketAnalyzer approach is technically straightforward and allows simultaneous 

analysis of mutants, isoforms, and homologous proteins. In addition, the approach is 

applicable to any source of structural information, e.g. experimental data or computer-

generated ensembles. 

 By directly working on pocket shape descriptors, the approach can quickly highlights 

conserved and variable regions in the pocket, which is not possible by working on 

proxy coordinates. 

 In a benchmark test, we demonstrated the performance of the PocketAnalyzerPCA 

approach for the correct identification of known pocket shape conformations in 

ensembles generated by MD simulations. 

 Most striking is the identification of a number of distinct pocket shapes that have not 

been observed experimentally and therefore represent novel computationally derived 

binding-site conformations. 

As another important application is the identification of novel pockets, which is the first 

step in probing allosteric regulation in biomacromolecules with yet unknown mechanisms. 

Thus, its application will be a key element when combined with the CNA software package 

by predicting which sites of the biomacromolecules should be perturbed; i.e. to identify the 

location of the potential allosteric pockets. 
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9 PUBLICATION VI - Hot Spots and Transient Pockets: 

Predicting the Determinants of Small-Molecule Binding to a 

Protein-Protein Interface 

§Metz, A., §Pfleger, C., Kopitz, H., Pfeiffer-Marek, S., Baringhaus, K.-H., Gohlke, H. 

J. Chem. Inf. Model. (2012), 52, 120-133 

Original publication, see pages 194 - 230; contribution: 35% 

§ Both authors contributed equally to this work. 

9.1 Background 

The identification of allosteric binding sites is of great interest of current drug design 

efforts (section 2.5). However, the identification of allosteric binding pockets is challenging 

due to the occasionally transient character of allosteric pockets, which are possibly not present 

in determined X-ray structures (241, 242). In publication V (chapter 8), I introduced the 

pocket detection algorithm PocketAnalyzer, which is part of the PocketAnalyzerPCA approach, 

and provides an excellent way to identify novel binding pockets along structural ensembles. 

In order to validate PocketAnalyzer, we applied the pocket detection protocol to protein-

protein interactions (PPI), which are known as challenging drug-targets. Unlike enzymes, 

protein-protein interfaces often lack a distinct binding pocket and have very large interface 

sizes (89, 90). In this publication (243), we presented a computational strategy that considers 

aspects of energy and plasticity to identify the determinants of small molecule binding, hot 

spots as well transient pockets. We used interleukin-2 (IL-2) as a model system because 

crystallographically derived bindings modes of small molecules show the opening of a 

transient pocket in the protein-protein interface, which is not present in the apo IL-2 structure. 

9.2 Overall strategy 

The overall strategy consisted of four steps: (I) generation of structural ensembles by 

means of MD and constrained geometrical FRODA simulations, (IIa) detection of hot spots 

via MM-PBSA calculations on the ensemble generated by the MD simulation, (IIb) detection 

of transient pockets in conformational ensembles generated by MD and FRODA, (III) 

molecular docking of protein-protein interaction modulators (PPIMs) guided by the identified 

transient pockets and detected hot spot residues, (IV) ranking of the PPIMs via effective 

binding energies as predicted by the MM-PBSA approach. 
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Alexander Metz processed the energetic aspects in this study, namely, carrying out the MD 

simulations, identifying hot spot 

residues, and ranking the known 

interleukin-2 (IL-2) ligands. 

Additionally, he set up a decoy dataset 

to perform a retrospective virtual 

screening (VS) experiment. For this, 

he used the MM-PBSA 1-trajectory 

approach, to identify hot spot residues 

in the IL-2/IL-2Rα complex and in 

five known small-molecule bound IL-2 

structures. The analysis resulted in the 

identification of three out of five 

known hot spots (243) in IL-2/IL-2Rα 

that are equally important for small-

molecule binding. 

My contribution to this study was running constrained geometrical FRODA simulations. 

This includes performing rigidity analyses via FIRST and using the resulting rigid cluster 

decomposition as an input for the FRODA simulation. Furthermore, I implemented the 

PPIAnalyzer method to investigate structural features of protein-protein interfaces. The 

PPIAnalyzer comprises three steps: (I) analyzing structural changes along ensembles 

generated by either MD or FRODA simulations, (II) testing the stereochemical quality of the 

generated structures and clustering them with respect to a so called ‘interface similarity’, (III) 

identifying potential pockets in the remaining snapshots with the help of the PocketAnalyzer 

program (chapter 8).  

9.3 Identification of transient pockets 

We used the PPIAnalyzer program to investigate the opening of transient binding pockets 

in the rather flat protein-protein interface of apo IL-2 (243). As mentioned, the sampling was 

performed (I) via state-of-the-art MD simulations and (II) via constrained geometrical 

FRODA simulations (189). FRODA relies upon the rigidity analysis performed by FIRST. To 

this end, FIRST decomposes the biomacromolecule into rigid and flexible regions (section 

2.8) and correctly identifies those residues as rigid that are not involved in the pocket opening 

and those as flexible where the pocket opens. FRODA generates new conformations by a 

 
Figure 24: Methodology that uses hot spots and transient 
pocket prediction to guide docking and ranking. Figure 
taken from ref. (243).
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random atom displacement, i.e. breaking all constraints and subsequent iterative fitting until 

all constraints are recovered. Notably, several snapshots from FRODA simulation come close 

to the small-molecule bound conformation of IL-2 (< 1Å) which was not the case along the 

MD trajectory of a length of 10 ns. 

After clustering and identifying transient pockets in the interface region, we chose the 10 

conformations with the largest pocket volume from both simulations, respectively. In a 

subsequent docking experiment, known IL-2 ligands were docked into the representative 

conformations and compared with the ligand pose present in the crystal structure. 

Remarkably, at least one conformation from FRODA simulation allowed successful docking 

in four out of five IL-2 ligands whereas docking into conformations from MD simulations 

failed in all five cases. 

9.4 Conclusion and significance 

 For the first time, we presented a computationally methodology that considers 

aspects of energetics and plasticity that facilitate the identification of small 

molecules to target PPI.  

 Although retrospective in manner, at no step was a priori knowledge used from 

experiments to guide our analysis. The introduced computationally methodology 

 
Figure 25: Transient interface pockets in IL-2. (A) Detection of interface pockets in the cluster 
representatives of IL-2 structures generated by FRODA simulation. The box plots depict pocket volumes 
computed by PocketAnalyzer. In addition, the two largest pockets found in IL-2 structures are shown. Predicted 
binding pose of known IL-2 ligand (blue sticks) docked into a FRODA snapshot containing an identified 
transient pocket. The root-mean-square deviation between the predicted and crystallographic binding pose (green
sticks) is 1.28 Å. Figure adapted from ref. (243). 
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only requires structural information about a single protein-protein complex to 

develop PPIMs. 

 Remarkably, our results showed that a computational, much cheaper, constrained 

geometrical simulation method FRODA outperforms state-of-the-art MD 

simulations in sampling transient pockets in the IL-2 interface. This finding also 

demonstrates that rigidity analyses by FIRST properly discriminate between 

residues that must be flexible for pocket opening while non-pocket residues are 

rather rigid.  

 Docking of known IL-2 inhibitors to selected conformations from FRODA 

simulation results in predicted binding poses, which are in good agreement with 

crystallographically derived binding-modes. This result is intriguing because 

identified transient binding pockets and hot spots prediction solely guide the 

docking.  

The significance here to my thesis is (I) that I demonstrated the usage of a coarse-

grained geometric simulation method for sampling the opening of transient pockets in a 

rather flat protein-protein interface and (II) that I was able to identify transient binding 

pockets in a difficult target by using the PocketAnalyzer program.
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10 SUMMARY 

In this thesis, I developed an ensemble-based perturbation approach for gaining a deeper 

structure-based understanding of the relationship between changes in dynamics and allosteric 

behavior in biomacromolecules. To this end, the perturbation approach uses results from 

rigidity analysis to analyze dynamically dominated allostery. Contrary to other studies that 

use rigidity analysis, the introduced ensemble-based perturbation approach does not need (I) a 

robust filtering, as required in analyzing correlated dynamics (131) by the direct assessment 

of stability characteristics, nor (II) a priori knowledge of any experimental data for a protein-

specific parameterization (212, 213). Furthermore, robust ensemble-based analyses instead of 

single-structure analyses (215) ensure consistent results that are unbiased by conformational 

effects from direct comparison of the active and inactive states (220). 

In order to characterize dynamically dominated allostery from rigidity analyses, I presented 

indices of biomacromolecular flexibility and rigidity (I) that are sensitive for monitoring 

changes in stability even due to small modifications of the constraint network and (II) that 

enable linking mechanical stability with biomacromolecular dynamics (publication I). The 

comparison of the “ground” and perturbed state of α-lactalbumin allowed me to select indices, 

which are best for depicting long-rang changes that are related to allosteric signaling. 

Remarkably, the local index definitions are able to detect long-range aspects of altered 

rigidity in α-lactalbumin, which are in good agreement with those from experimental studies. 

In order to overcome the sensitivity problem of rigidity analyses, I developed the ENTFNC 

method, which efficiently generate ensembles of network topologies by using definitions for 

fuzzy noncovalent constraints (publication II). The ENTFNC approach demonstrates its high 

predictive power in analyzing local and global stability characteristics, which are in 

remarkable agreement with those from MD simulation-based ensembles as well as 

experimental studies. So far, this method for generating ensembles of network topologies is 

not parameterized for protein-ligand interactions and was not applied to probe dynamically 

dominated allostery. 

The findings from publication I and II, contributed to the significant improvement of the 

Constraint Network Analysis (CNA) approach, leading to the user-friendly Python-based 

CNA software package (publication III). For the first time, CNA provides efficient 

ensemble-based analyses, automated calculation of global and local indices, and a robust 

treatment of ligand molecules to analyze biomacromolecular stability. The efficiency of the 
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ensemble-based CNA was achieved by linking CNA and the graph-theory based FIRST 

software via the pyFIRST interface module, which drastically reduces the calculation time 

from minutes to seconds for single structures of several hundred residues. 

The CNA software is the core of the perturbation approach and was used to analyze 

changes in stability upon in silico perturbations of constraint networks (publication IV). 

Because network approaches are generally sensitive with respect to the structural information 

used as input, an ensemble-based variant of CNA was used (229). The perturbation approach 

was validated on eglin c, which is an ideal test case as experimental data is available (I) from 

chemical denaturation experiments providing free energies of single- and double-mutants and 

(II) from mutational perturbation experiments that revealed a continuous pathway of 

dynamically coupled residues (46, 47). Encouragingly, a good correlation (R2 = 0.80) was 

obtained between predicted free energies and free energies of stability changes upon 

mutational perturbation in experiments. Furthermore, the pathway, as determined by the 

experimental data, could be reproduced in ~ 85% of the involved residues. Next, the approach 

was applied on PTP1B and LFA-1. In silico perturbations upon removing the allosteric 

effector from the network topology revealed long-range characteristics of altered rigidity in 

both systems. Although multiple residues (“broad pathway”) reveal altered rigidity 

characteristics, a condensed cluster (“small pathway”) has been identified to be important for 

allosteric signaling. Remarkably, in both systems, pathways connecting allosteric and 

orthosteric sites have at least two residues in between. Finally, the predicted free energy of 

cooperativity of LFA-1 is 3.2 kcal mol-1, which corresponds to a non-additive stabilization in 

agreement with the underlying mechanism of negative cooperativity in LFA-1. 

So far, the analysis was done retrospectively, e.g. for systems which are known to be 

allosteric regulated. In the perspectives (chapter 11), I outline a computational methodology 

for the detection of novel allosteric sites and design of “dummy” ligands, which are then used 

to probe the allosteric response by this perturbation approach. The preliminary results suggest 

that this methodology can become an efficient tool in drug discovery: It can analyze 

dynamically dominated allostery in a routine way and predict the mechanism of allosteric 

regulation. 
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11 PERSPECTIVES 

In the course of this thesis, I developed a computational pipeline that allows for the 

identification of potential allosteric sites in biomacromolecules in an efficient and user-

friendly way. Until now, the generation of the structural response was triggered by the 

presence of a bound ligand, which would not be possible in the case of yet unknown allosteric 

sites. First, to identify allosteric sites, biomacromolecules are sampled for potential pockets 

using the PocketAnalyzer program (publication V, chapter 8). 

To date, the introduced perturbation approach was only tested on conformational 

ensembles, which were generated by MD simulations. This way, the approach benefits from 

an accurate all-atom simulation technique that samples a thermodynamic ensemble and 

provides consistent results by averaging results from rigidity analyses over an ensemble of 

conformations. However, MD simulations are still computationally expensive, and thus, 

inappropriate for large-scale studies. Another drawback of MD simulations is that they may 

fail to sample the opening of pockets in the case of biomacromolecules that follow an 

“induced fit” mechanism. The reason for this is the occasionally hydrophobic character of 

binding pockets, which are hard to detect in a classical MD water environment. Simulation 

techniques that do not consider solvation effects can overcome this problem. Accordingly, the 

constrained-geometric based FRODA method, but not an MD simulation, was able to open a 

transient pocket which was absent in the apo structure used as input (publication V, chapter 

9).  

If a potential pocket has been identified by PocketAnalyzer, it could be used to test the 

allosteric response. A graphical summary of this strategy is illustrated in Figure 26 A-C and 

will be described briefly in this paragraph. A grid map of an identified pocket is used for 

modelling a „dummy” ligand, which covers the entire binding site (Figure 26 A). Therefore, a 

probe atom moves along the grid and tests if atoms of the biomacromolecule are within a 

specific interaction distance (Figure 26 B). The used atom types can be varied but should 

include at least polar or hydrophobic atom types. Finally, grid points are removed that are not 

making any interaction with the biomacromolecule and do not decompose the grid. The 

remaining grid represents the „dummy” ligand (Figure 26 C), which is then merged with the 

network representation of the biomacromolecule by adding appropriate constraints. Thus, 

contrary to the methodology presented in publication III (chapter 5), perturbations of 

constraint network are done by adding extra constraints rather than removing them. Finally, 

the allosteric response will be tested by the ENTFNC approach, which considers thermal 
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fluctuations without sampling conformations (chapter 5). Hence, the ENTFNC approach 

efficiently analyzes altered thermal fluctuations caused by perturbing the constraint network 

of a single input structure. For this, the definitions for fuzzy noncovalent constraints will have 

to be extended by a parameterization for protein-ligand interactions. 

In a preliminary study to test the general feasibility of this approach, PocketAnalyzer was 

applied to conformations extracted from a MD trajectory of LFA-1 in complex with the 

allosteric effector BQM. The usage of the effector bound LFA-1 state should guarantee the 

identification of distinct pockets at the allosteric site. In the subsequent perturbation approach, 

constraints of calculated „dummy” ligands were merged with the network of each single 

conformation of the trajectory. Remarkably, calculated „dummy” ligands quite well reflect the 

actual ligand poses and molecular features as shown in Figure 26 D-F. Although it turned out 

that perturbations by „dummy” ligands over-stabilize the LFA-1 structure, the results from the 

perturbation approach are already encouraging as they agree with those presented in 

publication IV (chapter 5) (results not shown). 

At this point, the analysis is still preliminary but provides an interesting starting point for a 

strategy to identify drug-like molecules. Knowledge-based potential fields such as in 

 
Figure 26: Illustration of modeling a „dummy”-ligand. (A) Initially, a grid map that represents a potential 
pocket is identified by the PocketAnalyzer program. (B) A probe atom moves along the grid and test whether 
atoms in the biomacromolecule are within polar (red) or unpolar (green) interaction distance. (C) A type of 
„dummy” ligand is obtained by removing atoms from the grid which are not making any interactions with the 
biomacromolecule and do not decompose the grid. (D-E) Three exemplary „dummy” ligands derived from a 
preliminary study. The spheres indicate either carbon (yellow) or oxygen (red) atoms. The actual pose of the 
allosteric effector BQM is shown as sticks. 
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DrugScore (244, 245) can be used to assign different atom types to the nodes in the grid 

object. Accordingly, each grid object that belongs to a novel binding pocket and is coupled 

with a functionally important site of the biomacromolecule can be used, e.g. for screening 

based on pharmacophoric features. Overall, the developed perturbation approach and the here 

outlined methodology provides an important starting point for modern drug-design by (I) 

detection of novel allosteric sites and (II) identification of potential lead compounds for 

subsequent optimization. 
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Global and Local Indices for Characterizing Biomolecular
Flexibility and Rigidity

Christopher Pfleger,[a] Sebastian Radestock,[a] Elena Schmidt,[b] and Holger Gohlke*[a]

Understanding flexibility and rigidity characteristics of

biomolecules is a prerequisite for understanding biomolecular

structural stability and function. Computational methods have

been implemented that directly characterize biomolecular

flexibility and rigidity by constraint network analysis. For

deriving maximal advantage from these analyses, their results

need to be linked to biologically relevant characteristics of a

structure. Such links are provided by global and local

measures (‘‘indices’’) of biomolecular flexibility and rigidity. To

date, more than 14 indices are available with sometimes

overlapping or only vague definitions. We present concise

definitions of these indices, analyze the relation between, and

the scope and limitations of them, and compare their

informative value. For this, we probe the structural stability of

the calcium binding protein a-lactalbumin as a showcase, both

in the ‘‘ground state’’ and after perturbing the system by

changing the network topology. In addition, we introduce

three indices for the first time that extend the application

domain of flexibility and rigidity analyses. The results allow us

to provide guidelines for future studies suggesting which of

these indices could best be used for analyzing, understanding,

and quantifying structural features that are important for

biomolecular stability and function. Finally, we make

suggestions for proper index notations in future studies to

prevent the misinterpretation and to facilitate the comparison

of results obtained from flexibility and rigidity analyses.

VC 2012 Wiley Periodicals, Inc.

DOI: 10.1002/jcc.23122

Introduction

Flexibility and its opposite, rigidity, are important characteris-

tics of protein stability and function.[1–3] As such, the mechani-

cal heterogeneity of proteins is a prerequisite for proper

enzyme function. Consequently, the distribution of flexible and

rigid regions is highly conserved within homologous pro-

teins.[3–5] Likewise, orthologs from meso- and thermophilic

organisms are in states of corresponding flexibility at their re-

spective working temperatures.[6] Being able to identify flexi-

ble and rigid regions as well as changes in the flexibility/rigid-

ity on changes in a protein’s environment, for example, due to

binding of a ligand, temperature or solvent change, is essential

for understanding protein stability and function. From an

application point of view, such information provides a means

for optimizing protein stability and function by rational protein

engineering[6–9] and is valuable for structure-based ligand

design.[10–12]

Flexibility and rigidity are static properties that denote the

possibility of motions but do not give any information about

directions and magnitudes of actual motions. The flexibility of

a biological macromolecule is typically characterized by meas-

uring motions of the structure using techniques such as

hydrogen/deuterium (H/D) exchange, neutron scattering, and

relaxation measurements by nuclear magnetic resonance

(NMR) spectroscopy.[3] However, the experimental characteriza-

tion and quantification of biomolecular flexibility remains chal-

lenging, especially with respect to the diverse types and time-

scales of motions.[2,3] Moreover, it remains difficult to

determine biomolecular flexibility that is related to function

because such flexibility can be limited to small but crucial

parts of the structure.[13] Thus, computational methods pro-

vide a valuable complement for analyzing flexibility and rigid-

ity of biomolecules.

On the one hand, methods are applied that analyze confor-

mational ensembles, either determined by crystallography or

NMR spectroscopy or generated by molecular dynamics (MD)

simulations.[14] The outcome of these methods obviously

depends on the number and diversity of states in the ensem-

ble. On the other hand, methods have been devised that iden-

tify flexible and rigid regions from a single input structure, for

example, by determining the spatial variation in the local pack-

ing density,[15] or by representing the structure as a connectiv-

ity network of interacting residues or atoms.[16–21]

Following another network concept, protein structures are

modeled as constraint networks (molecular frameworks),

where vertices represent atoms and edges represent covalent

bonds and angles.[22] For accurately modeling biomolecular

flexibility, noncovalent interactions must also be included in

this network.[23–26] Flexible and rigid regions are then deter-

mined from the number and spatial distribution of bond-rota-

tional degrees of freedom.[27,28] The Pebble Game algo-

rithm,[27–29] implemented in the Floppy Inclusion and Rigidity

[a] C. Pfleger, S. Radestock, H. Gohlke

Department of Mathematics and Natural Sciences, Institute for

Pharmaceutical and Medicinal Chemistry, Heinrich-Heine-University,

Düsseldorf, Germany
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Germany
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Substructure Topology (FIRST) software,[23] efficiently assigns

each bond as either being part of a flexible or a rigid region.

A rigid region results from a collection of interlocked bonds

that have no relative motion. If the rigid region has redundant

constraints, it is overconstrained. Otherwise, it is isostatically

rigid. In a flexible region, the dihedral rotation of one bond is

not locked in by other bonds. The theory underlying this

approach is rigorous,[30] and the parameterization for model-

ing the constraint network has frequently and successfully

been applied in various analyses of biomolecules.[31–34] In addi-

tion, comparisons between the constraint network and dynam-

ical approaches have been performed in the past. These

include the analysis of changes in the flexibility of proteins on

complex formation by constraint network analysis (CNA) and

MD simulations[26] as well as a large-scale comparison of pro-

tein essential dynamics from MD simulations and coarse-

grained normal mode analyses,[35] which use information from

CNA as input.[34]

On diluting constraints in a network, a phase transition

occurs at which the network loses its ability to carry stress.[36]

In particular, diluting constraints that model noncovalent inter-

actions in a protein allows simulating the thermal unfolding of

the biomolecule.[6,7,24,37–39]

Linking results from CNA to biologically relevant characteris-

tics of a structure is key for deriving maximal advantage from

information on biomolecular flexibility. In this context, biologi-

cally relevant characteristics are, for example, the (macro-

scopic) phase transition point where a biomolecule switches

from a structurally stable (largely rigid) state to an unfolded

(largely flexible) state or the (microscopic) localization and dis-

tribution of structurally weak parts. As links, global and local

measures (‘‘indices’’) of biomolecular flexibility and rigidity are

applied. To date, more than 14 indices have been introduced,

which are summarized in Supporting Information, Table S1. A

subset of four global and four local indices that are particularly

useful will be described in more detail below and will be

related to case studies where the indices have been success-

fully applied for explaining and interpreting experimental find-

ings. Sometimes, only vague index definitions have been pro-

vided from the original authors, leading to similar or identical

indices being used under different names. In other cases, the

scope of an index is limited to only a subdomain of flexibility

and rigidity analysis. Finally, a comparison of indices with

respect to their informative value is elusive except for a com-

parative study of metrics used within the distance constraint

model (DCM).[9]

Thus, this study aims at (i) providing concise definitions of

the indices, (ii) analyzing the relation between, and the scope

and limitations of, indices, and (iii) comparing their informative

value. We also introduce three new indices that allow extend-

ing the applicability domain of flexibility and rigidity analysis

to understanding and improving thermostability, analyzing

flexibility changes on complex formation and mutations, and

investigating how flexibility information is transmitted

between sites in a protein. The majority of these indices can

be computed by the CNA package[40] developed in our labora-

tory, which functions as a front- and backend to the FIRST

software. As a test system, we analyze the structural stability

of the calcium binding protein a-lactalbumin both in the

‘‘ground state’’ and after perturbing the system by changing

the network topology. Furthermore, we concentrate on moni-

toring changes in a network along an unfolding trajectory

rather than investigating a single static network state. With

these showcase analyses, we intend to provide guidelines for

future studies suggesting which of these indices could best be

used for analyzing, understanding, and quantifying biologically

relevant characteristics that are important for protein stability

and function.

Materials and Methods

Structure preparation

The structure of a-lactalbumin determined by X-ray crystallog-
raphy to 1.7 Å resolution[41] was taken from the Protein Data
Bank (PDB code 1HML).[42] The quality of the structure was
checked using the PDBREPORT database.[43] Hydrogens were
added by the REDUCE program,[44] and, where necessary, Asn,
Gln, or His side chains were flipped. The secondary structure
information of a-lactalbumin is summarized in Table 1.

Constraint network construction

To construct the constraint network, only the protein molecule
was used, whereas water and buffer ions were removed. We
decided to not include water molecules in the network based
on previous findings[26,45] that showed only a negligible differ-
ence in the flexibility characteristics of proteins when struc-
tural waters were considered. In fact, when we performed
thermal unfolding simulations of a-lactalbumin with and with-
out crystal water (in the former case, only those water mole-
cules with a distance < 3.5 Å to a protein atom were consid-
ered), the computed indices did not change (data not shown).
However, we note that in certain cases water can have a pro-
nounced effect on a protein’s flexibility.[23] The molecular net-
work of the covalent and noncovalent bond constraints pres-
ent within the protein was constructed using the FIRST
software (version 6.2).[23] In addition, metal ions were retained
when they were part of the structure. Here, a calcium ion is
coordinated to the two backbone carbonyl oxygens of K79
and D84, and to the three carboxylate side chains of D82, D87,
and D88. Additionally, a zinc ion is coordinated to the carboxyl
group of E49. Interactions between ions and protein atoms
were treated as covalent bonds and inserted manually.

Table 1. Domain and secondary structure information for human

a-lactalbumin.

Domain or secondary structure name Residues

a-domain K1—T38, D83—L123

b-domain Q39—D82

Helix A K5—L11

Helix B L23—S34

Helix C T86—K98

Helix D A106—L110

Strand S1 I41—E43

Strand S2 T48—Y50

Strand S3 I55—S56
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Hydrogen bonds, salt bridges, and hydrophobic contacts
were considered as noncovalent bond constraints as described
previously.[40] Hydrogen bond energies EHB were calculated
using an empirical potential.[46] Hydrophobic interactions
between carbon or sulfur atoms were taken into account if
the distance between these atoms was less than the sum of
their van der Waals radii (C: 1.7 Å, S: 1.8 Å) plus 0.25 Å.[24] That
way, the influence of solvent on the protein stability is consid-
ered implicitly.

Then, flexible and rigid regions within the constraint net-
work are identified by FIRST. The algorithm and the underlying
theory have been described elsewhere.[27–29]

Constraint network analysis

CNA has been developed in our laboratory with the aim to an-
alyze the structural features that are important for a biomole-
cule’s stability. CNA functions as a front- and backend to FIRST
by (i) setting up a variety of constraint network representa-
tions for rigidity analysis, (ii) processing the results obtained
from FIRST, and (iii) computing indices for characterizing mo-
lecular stability both globally and locally. With respect to (i),
CNA provides a method to simulate the thermal unfolding of
a protein structure by removing noncovalent constraints from
the network in the order of increasing strength.[6,7] In this
study, only hydrogen bonds (including salt bridges) were
removed. For each threshold value Ecut, a new network state
r ¼ f(T) was generated where only hydrogen bonds with an
energy EHB � Ecut, were considered. This follows the idea that
weaker hydrogen bonds will break at lower temperatures than
stronger ones. Each network r was then decomposed into
flexible and rigid regions, producing a thermal unfolding tra-
jectory. The number of hydrophobic contacts was kept con-
stant during the simulation. This is motivated by the fact that
hydrophobic interactions actually remain constant or even
become stronger when the temperature increases.[47,48] We
performed two thermal unfolding simulations of a-lactalbumin,
one in which the calcium ion was included and another one in
which the ion was removed from the constraint network. The
zinc ion was present in both simulations. We note that we
applied CNA to only a single structure in the present study
but that it can be applied to an ensemble of conformations,
too, then yielding averaged index values.[39]

Results

Unfolding simulation of a-lactalbumin

a-Lactalbumin is a metallo protein that regulates the lactose

biosynthesis by modulating the specificity of galactosyltransfer-

ase. The protein contains two distinct ion binding sites: one site

is located at the connection of a- and b-domain (K79–D88) and

binds a calcium ion; the second site is located at the active site

of a-lactalbumin and binds a zinc ion. Several studies have dem-

onstrated that the binding of calcium affects the function of

a-lactalbumin,[49–52] whereas the binding of zinc has only a neg-

ligible effect to the structure.[52] It has been suggested that

binding of calcium induces a conformational transition and

enhances the thermal stability of a-lactalbumin.[49] Accordingly,

the removal of calcium causes a transition from a well-ordered,

rigid to a less-ordered, floppy binding site.[52]

To relate information about a-lactalbumin’s mechanical flexi-

bility and rigidity to thermal stability, a thermal unfolding of

the structure was simulated. Simulating the thermal unfolding

of a-lactalbumin with CNA requires less than 2 min on a stand-

ard workstation computer. Snapshots from the unfolding tra-

jectory of a-lactalbumin are depicted in Figure 1. They show

the loss of rigidity in terms of the decay of rigid clusters with

increasing temperature. Arrows point to states where the net-

work undergoes a transition as indicated by a sudden drop in

rigidity. The first transition relates to the beginning of the col-

lapse of the largest rigid cluster, which is located in the a-do-
main of a-lactalbumin. Still, the cluster continues to dominate

the network after this transition. At the second transition

point, the cluster stops dominating the network and breaks

Figure 1. Rigid cluster decomposition along the thermal unfolding trajec-

tory of a-lactalbumin. Rigid clusters are depicted as uniformly colored

bodies. The blue body at �0.3 to �3.0 kcal mol�1 represents the giant

cluster. Hydrogen bonds and hydrophobic contacts are shown as red and

green rods, respectively. I, II, and III indicate the three steps of the rigidity

percolation. Figures have been made using PyMOL.[53] [Color figure can be

viewed in the online issue, which is available at wileyonlinelibrary.com.]
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into smaller rigid components. Thus, rigidity ceases to perco-

late through the structure, that is, the structure is not able to

transmit stress anymore after this transition. Finally, during the

last transition, the rigid cluster capturing the b-domain of

a-lactalbumin collapses, and nearly the whole system becomes

flexible. We will use these transition points for the evaluation

and comparison of computed global and local indices.

Global flexibility indices

Floppy mode density. Global flexibility indices monitor the

degree of flexibility and rigidity within the constraint network at a

macroscopic level. One such global index is the number of inter-

nal independent degrees of freedom (floppy modes, F) that are

associated with dihedral rotations in a network.[24,36] By monitor-

ing F during a thermal unfolding simulation, a phase transition

can be detected that relates to the transition from an amorphous,

rigid to a polymeric, glassy state in random networks[36] as well as

from a structurally stable (rigid) to an unfolded (flexible) state in

proteins.[24] Usually, F is normalized by the number of (overall) in-

ternal degrees of freedom associated with the N atoms, resulting

in a floppy mode density [U, eq. (1)]

U ¼ F

6N� 6
(1)

Figure 2a shows the change in U during the thermal unfolding

simulation of a-lactalbumin as a function of Ecut. Ecut relates to

Figure 2. Global indices for the thermal unfolding of a-lactalbumin as a function of the hydrogen bonding energy cutoff Ecut: a) floppy mode density (the

inset depicts the second derivative), b) mean cluster size, rigidity order parameter, c) type 1, and d) type 2, cluster configuration entropy, e) type 1, and f)

type 2. The vertical lines correspond to the three transitions as depicted in Figure 1. [Color figure can be viewed in the online issue, which is available at

wileyonlinelibrary.com.]
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the mean coordination number <r> in the constraint network

in that <r> is a monotonic function of Ecut. Previously,

U ¼ f(<r>) has been used in such analyses,[24] predominantly

in the case of network glasses.[54–56] However, for applications

to biological systems, U ¼ f(Ecut) seems to be a more intuitive

choice because Ecut can be related to the temperature of the

protein system.[6] In fact, the shape of d2U/dE2cut (inset in Fig.

2a) resembles the curve of the specific heat for a phase transi-

tion of second order,[24,57,58] and its maximum at �1.59 kcal

mol�1 corresponds to the second transition in Figure 1. The

d2 U/dE2cut curve also exhibits a weak shoulder around �0.5 to

�1.0 kcal mol�1, which is related to the earlier transition.

Mean rigid cluster size. Originating from percolation theory,

moments of the size distribution of rigid clusters (i.e., the

microstructure of the network) can be used to analyze macro-

scopic properties of constraint networks.[59] In this context, the

change of the mean rigid cluster size S can be monitored dur-

ing the thermal unfolding simulation, with the size of the larg-

est rigid cluster always being excluded from the calculation

(Supporting Information, Table S1). This leads to S being zero

as long as one rigid cluster dominates the whole network or if

all rigid clusters have vanished. Figure 2b shows the changes

of S for a-lactalbumin as a function of Ecut. Here, S is not zero

at high Ecut because even then the largest cluster does not

cover the whole network. By removing hydrogen bond con-

straints from the network, the rigid cluster starts to decay,

which leads to a steep increase of S at �0.61 kcal mol�1. At

this point, the system is still dominated by one large rigid clus-

ter (see also Fig. 1). In the following, the mean cluster size

only monitors the collapse of smaller rigid components that

have segregated from the largest cluster. The second transition

then highlights the (loss of ) rigidity percolation at �1.55 kcal

mol�1, which matches the second transition in Figure 1. At

this point, the largest rigid cluster collapses as reflected by the

steepest increase of the curve in Figure 2b. After a plateau

phase, S starts to decrease due to the fact that the network is

less and less dominated by rigid components.

Rigidity order parameter. As another index originating from

percolation theory and derived from the microstructure of a

constraint network, the rigidity order parameter P1 has been

used to identify transition points during thermal unfold-

ing.[6,7,54,59–61] Here, the fraction of the network belonging to

the giant percolating cluster (type 1) or the actual largest rigid

cluster (type 2) is chosen as an order parameter (Supporting In-

formation, Table S1). That is, compared to S, the extremum of

the cluster size distribution is considered. The giant percolating

cluster is defined as the largest rigid cluster present at high Ecut
values with all constraints in place (i.e., at low temperatures). As

long as the network is in the rigid phase, it is dominated by one

rigid cluster and, hence, P1 is close to one. In the floppy phase,

with a vanishing largest rigid cluster, P1 is zero.

Figures 2c and 2d show P1 for type 1 and type 2 as a func-

tion of Ecut. The giant percolating cluster corresponds to the

actual largest rigid cluster at �0.30, �1.00, and �2.00 kcal mol�1

(Fig. 1). At �3.00 kcal mol�1, this identity ceases to exist because

now the actual largest cluster is located in the a-domain, whereas

the giant percolating cluster remains in the b-domain of a-lactal-
bumin. Accordingly, both P1 are identical until Ecut ¼ �2.22 kcal

mol�1
, where P1, type 1 drops to zero. In contrast, P1, type 2 con-

tinues monitoring the decay of the actual largest rigid cluster

until it drops close to zero at �3.55 kcal mol�1. Note the step-

wise decrease of the P1 curves that reflects a process of multiple

smaller transitions during the thermal unfolding. Both rigidity

order parameters show distinct transitions at �0.61, �1.55, and

�2.22 kcal mol�1, which match the findings from Figure 1.

Entropy associated with the rigid cluster size distribution. The

cluster configuration entropy H, introduced by Andraud

et al.[62] as a morphological descriptor for heterogeneous

materials, is a particularly useful index for characterizing mac-

roscopic properties of a constraint network in terms of its

microstructure. H has been adapted from Shannon’s informa-

tion theory [eq. (2)] and, thus, is a measure of the degree of

disorder in the realization of a given state.

H ¼ �
X
s

ws ln ws (2)

It is defined as a function of the probability that an atom is

part of a cluster of size s (s-cluster) [eq. (3)]

ws ¼ sknsP
s
skns

(3)

with ns being the cluster number normalized by the total

number of atoms (N) [eq. (4)]

ns ¼ Number of clusters of sizes

N
(4)

Previously, ws was calculated for k ¼ 1 in the context of a sta-

tistical analysis of the complexity in Monte-Carlo sampled net-

works,[63] which corresponds to the original definition by

Andraud et al. (Htype 1). A modified version (Htype 2) has been

introduced by Radestock and Gohlke[7] using k ¼ 2 (s2-cluster).

As long as the largest rigid cluster dominates the system, H

is zero because there is only one realization of the system pos-

sible. For the same reason, H is zero if all atoms can move in-

dependently. In between, H is nonzero because of multiple

possible realizations of the system associated with a heteroge-

neous cluster size distribution. Figures 2e and 2f show Htype 1

and Htype 2 as a function of Ecut. In the case of Htype 1, two

transitions at �0.61 and �1.55 kcal mol�1 can be identified.

These transitions reflect changes in the network when the

largest rigid cluster starts to decay or stops dominating the

network (see also Fig. 1). In addition, a third transition can be

identified at �2.22 kcal mol�1 in the case of Htype 2, which cor-

responds to the collapse of the largest rigid cluster, as can be

two later transitions at �2.99 and �3.54 kcal mol�1 indicative

of the final loss of the remaining rigid components.

Local indices

Flexibility index. Local indices characterize the network flexibil-

ity and rigidity down to the bond level. The flexibility index gi
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implemented in the FIRST program is a local analog of the

floppy mode density U and quantifies the degree of flexibility

or rigidity of a subcomponent of the network.[23,64] The cur-

rent FIRST implementation models biomolecules as body-bar

networks. Here, atoms are treated as bodies with six degrees

of freedom, and covalent and noncovalent interactions are

modeled by a different number of bars that connect bonded

atoms. Each bond i is part of a network subcomponent in one

of four states: (i) a dangling end, (ii) a flexible collective mode,

(iii) an isostatically rigid region, or (iv) an overconstrained

region. For bonds in a dangling end, gi ¼ 1. For bonds that

are part of a flexible collective mode j, 0 < gi � 1 [eq. (5)]:

gi ¼ Fj
6Ej � Bj

(5)

Fj is the number of independently rotatable bonds in j, Ej is

the number of edges that represent rotatable bonds, and Bj is

the total number of bars from flexible bonds. Thus, gi relates

the number of independently rotatable bonds to the number

of potentially rotatable bonds in this case. In an isostatically

rigid region where the number of internal degrees of freedom

equals the number of constraints, gi ¼ 0. Finally, in an over-

constrained region k, �1.0 < gi < 0 [eq. (6)]:

gi ¼ � Ck � ð6Vk � 6Þ
6ðVkÞðVk�1Þ

2 � ð6Vk � 6Þ
(6)

Ck is the total number of constraints, and Vk indicates the

number of atoms in that region. Thus, gi relates the number

of redundant constraints to the maximal number of redundant

constraints in this case.

Note that with respect to a previous definition of the flexi-

bility index fi,
[23] gi ¼ fi for collective modes, but gi = fi for

overconstrained regions. The latter is because fi relates the

number of redundant constraints to the actual number of all

constraints (Supporting Information, Table S1).

The index gi is calculated from a single network state and

does not require a thermal unfolding simulation. For visualiz-

ing gi results, it is often useful to derive an atom-based flexibil-

ity index as an average over gi values of bonds an atom is

involved in. For example, a flexibility index for Ca atoms can

be calculated by averaging over the two backbone bonds

(NACa and CaAC0). Figure 3 shows gi of Ca atoms for two dif-

ferent network states of a-lactalbumin before (Ecut ¼ �1.46

kcal mol�1) and after (Ecut ¼ �1.66 kcal mol�1) the phase tran-

sition where the largest rigid cluster stops dominating the net-

work (see also Fig. 1). The gi for the region K79–D84 increases

from 0.00 to 0.12, reflecting that this region now forms a flexi-

ble hinge region between two newly formed clusters that ori-

ginated from the largest rigid cluster. Likewise, gi for the

region G100–L110 increases, which indicates that the largest

rigid cluster decays resulting in a larger hinge region.

As a downside of the index definition for overconstrained

regions, gi values close to zero are obtained for these regions

due to the denominator being dominated by the maximal

number of redundant constraints in the region. This hampers

a differentiation of regions with varying degrees of rigidity, at

least if the same scale is used for gi values in flexible and over-

constrained regions. A more fundamental drawback of the

index arises from the fact that gi values for the majority of all

regions of the network after the phase transition, that is, in a

structurally less stable state, are lower than gi values for the

network before the transition. Counter intuitively, the index

indicates that the network has become less flexible within col-

lective modes and more rigid in overconstrained regions,

although constraints have been removed from the network.

Percolation index. Here, we introduce for the first time the

percolation index pi, which is a local analog to the rigidity

order parameter P1 in that it monitors the percolation behav-

ior of a biomolecule on a microscopic level. As such, it allows

identifying the hierarchical organization of the giant percolat-

ing cluster during a thermal unfolding simulation. The index

value pi is derived for each covalent bond i between two

atoms Ai,{1,2} by the Ecut value during a thermal unfolding

Figure 3. a) Flexibility index gi determined for Ca atoms of a-lactalbumin

before (black line) and after (gray dashed line) a phase transition. Note the

different scales for gi values larger and smaller than zero. Rigid clusters are

highlighted by solid blocks at the top. Regions marked by green slanted

lines and arrows are less stable after the phase transition. For regions

marked by red slanted lines, the index counter intuitively shows an

increase in the stability after the phase transition. b) Rigid cluster decom-

position of a-lactalbumin at the respective Ecut values. [Color figure can be

viewed in the online issue, which is available at wileyonlinelibrary.com.]
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simulation at which, the bond segregates from the giant per-

colating cluster cgpc [eq. (7)]:

pi ¼ minfEcutjAi1 ^ Ai2 2 cgpcðEcutÞg (7)

For a Ca atom-based representation, the lower of the two pi
values of the two backbone bonds is taken. pi ¼ 0 then indi-

cates that an atom has never been part of the giant percolat-

ing cluster, that is, the atom has always been in a flexible

region of the biomolecule. In contrast, the lower pi the longer

is a residue part of the giant percolating cluster during the

thermal unfolding simulation. The lowest pi thus highlights the

most stable subcomponent in the network.

Figure 4a shows the Ca atom-based pi for a-lactalbumin and,

hence, on a residue-level how the giant percolating cluster

Figure 4. a) Percolation index pi for a-lactalbumin. The lower pi the longer is a residue part of the giant percolating cluster during the thermal unfolding

simulation. The horizontal lines correspond to the three transitions as depicted in Figure 1. The secondary structure profile of a-lactalbumin is given at the

top. b) Rigidity index ri for a-lactalbumin. The lower ri the longer is a residue part of a rigid cluster during the thermal unfolding simulation. The secondary

structure profile of a-lactalbumin is given at the top. On the right, the respective index is mapped in a color-coded fashion on the a-lactalbumin structure.

c) Protection factors from H/D exchange experiments in the molten globule state of a-lactalbumin. The data were taken from Schulman et al.[65] The or-

ange rectangles in b) and c) mark those protein regions that agree in terms of large structural stability and high protections factors.
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decays. The decay occurs as a multistep process in which resi-

dues collectively segregate from the rigid core. Three main steps

can be identified, which correspond to the three transitions in

Figure 1: first, the N-terminus including helix A and residues

D37–A40 segregate at pi ¼ �0.62 kcal mol�1; second, helix B

and D segregate at pi ¼ �1.56 kcal mol�1; finally, the most sta-

ble region in the b-domain collapses at pi ¼ �2.22 kcal mol�1.

Additionally, we also analyzed the effect of perturbing the

constraint network topology by removing the calcium ion (Fig.

5a). The binding region of the ion (K79–D88) is mostly affected

by the removal in that the region now segregates earlier dur-

ing a thermal unfolding simulation, equivalent to a lower

structural stability. In addition, a lower structural stability is

found for the region I89–W104. As W104 is about 15 Å away

from the ion binding site, this demonstrates the long-range

aspect of rigidity percolation in such networks.

Rigidity index. As a generalization of the percolation index pi,

we introduce the rigidity index ri here for the first time. The

index is defined for each covalent bond i between two atoms

Ai,{1,2} as the Ecut value during a thermal unfolding simulation

at which the bond changes from rigid to flexible. Phrased dif-

ferently, this index monitors when a bond segregates from any

rigid cluster c of the set of rigid clusters CEcut [eq. (8)]

ri ¼ minfEcutj9c 2 CEcut : Ai1 ^ Ai2 2 cg (8)

For a Ca atom-based representation, the average of the two ri
values of the two backbone bonds is taken. Accordingly, ri ¼ 0

indicates that an atom has always been in a flexible region of

the biomolecule. In contrast, the lower ri the longer is a resi-

due part of a rigid cluster during the thermal unfolding

simulation.

Figure 4b shows the Ca atom-based ri for a-lactalbumin. As

expected, secondary structure elements are identified as

regions of highest structural stabilities. The most buried helix

B (ri ¼ �3.00 to �3.55 kcal mol�1) is also the most stable

component followed by helices C (ri ¼ �3.18 kcal mol�1) and

A (ri ¼ �2.79 kcal mol�1). These findings are in very good

agreement with protein regions that have high protection fac-

tors according to H/D exchange experiments in the molten

globule state of a-lactalbumin (Fig. 4c). The two spikes in Fig-

ure 4b at residues L23 and V66 reveal that both residues are

captured in small clusters that remain rigid until the end of

the thermal unfolding simulation.

The effect of perturbing the network topology by removal

of the calcium ion is shown in Figure 5b. This affects the first

residues K79–D84 of the ion binding site in a similar manner

as detected by the percolation index pi (Fig. 5a). In contrast, ri
reveals a stronger effect on residue I85, whereas no change of

ri is observed for residues T86–W104. The sole exception in

the latter region is residue G100, which becomes less stable

according to ri. These results demonstrate that the information

derived from ri and the percolation index pi (see above) is

complementary: although the stability within helix C remains

unaffected by the ion removal as revealed by ri (Fig. 5b), the

Figure 5. Change in the bimolecular stability by removing the calcium ion from a-lactalbumin as monitored by the a) percolation index pi and b) rigidity

index ri. The indices show the ion bound state in blue and the ion unbound state in red. On the right, the changes in the respective indices on going

from an ion bound to an ion unbound state are mapped in a color-coded fashion on the structure of a-lactalbumin. The calcium ion interacts with K79,

L81, D84, D87, and D88 of a-lactalbumin. The secondary structure profile of a-lactalbumin is given at the top.
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percolation index pi shows that the helix as a whole now seg-

regates earlier from the giant percolating cluster (Fig. 5a). The

latter index thus shows at which places in the structure the

change of the global percolation behavior due to the ion re-

moval manifests. Furthermore, ri, but not pi, exposes I85 and

G100 as potential hinges for the movement of helix C because

these residues become locked in only when the helix is fixed

at its top by the ion to other parts of the protein. In summary,

these results can be interpreted in that ion removal makes he-

lix C movable as a rigid body as it is then encompassed by

two hinges. These findings are in very good agreement with

those from an experimental study on bovine a-lactalbumin[66]

where helix C and the adjacent helical element (C77–K80)

change their relative orientation and where the opposite face

of the calcium binding site is perturbed, as implicated from

comparing the apo and calcium-bound structures.

Stability maps. Stability maps rcij have been introduced by

Radestock and Gohlke.[6] A stability map is a two-dimensional

itemization of the rigidity index ri and is derived by identifying

‘‘rigid contacts’’ between two residues R{i,j}, which are repre-

sented by their Ca atoms. A rigid contact exists if two residues

belong to the same rigid cluster c of the set of rigid clusters

CEcut. During a thermal unfolding simulation, stability maps are

then constructed in that, for each residue pair, Ecut is identified

at which a rigid contact between two residues is lost [eq. (9)].

rcij ¼ minfEcutj9c 2 CEcut : Ri ^ Rj 2 cg (9)

That way, a contact’s stability relates to the microscopic stabil-

ity in the network and, taken together, the microscopic stabil-

ities of all residue–residue contacts result in a stability map.

Thus, stability maps denote the distribution of flexibility and ri-

gidity within the system, they identify regions that are flexibly

or rigidly correlated across the structure, and they provide in-

formation on how these properties change with increasing

Ecut. In Figure 6, the stability map for a-lactalbumin is shown.

The upper and lower triangles of the map have been derived

for the constraint network with and without the calcium ion,

respectively. Again, residues belonging to the calcium binding

site are mostly affected by the ion removal. Furthermore, the

maps intriguingly reveal that losses of rigid contacts do not

only occur between isolated pairs of residues but also in a co-

operative manner. That is, parts of the protein break away

from the rigid cluster as a whole, as can be seen for helices A,

B, and C.

Discussion

We provided concise definitions of indices for deriving biologi-

cally relevant characteristics of a biomolecule from rigidity

analysis. The majority of these indices are computed by moni-

toring the changes in a network along an unfolding trajectory

of the showcase example a-lactalbumin. The trajectory was

computed by consecutively removing hydrogen bond con-

straints using the CNA package. Here, only a single input struc-

ture was used as a starting point for building up the con-

straint network. Different conformations of a biomolecule can

vary in the noncovalent bond network and, hence, can lead to

a different outcome of the rigidity analysis as observed by

us[26] and others.[45] In general, this problem can be overcome

by analyzing an ensemble of constraint networks, for example,

generated from a conformational ensemble obtained by MD

simulation.[26,39,40] However, we note that using a single struc-

ture does not provide a limitation for the current study

because here we only compare indices with respect to each

other.

A related approach is provided by the DCM.[31,67,68] Here, an

ensemble of constraint topologies is generated by considering

mean-field probabilities of hydrogen bonds and torsion con-

straints in a Monte-Carlo sampling. Average stability character-

istics are then computed by performing a FIRST analysis on

each constraint topology in the ensemble. Note that DCM

requires knowledge of experimentally determined heat

capacity curves for a protein-specific parameterization of the

model.[8,69]

We will now analyze the relation between, and the scope

and limitations of indices used in connection with CNA and

compare their informative value.

Relations among indices

The main purpose of applying global indices is to identify (a)

phase transition point(s) where a molecule switches from a

rigid to a flexible state. This is relevant for analyzing the ther-

mostability of proteins[6,7,37] or changes in a protein’s global

stability on binding of a ligand[26] (see Table 2). Monitoring

the floppy mode density U provides a measure for the intrinsic

Figure 6. Stability map for a-lactalbumin. In the upper half of the matrix,

stability information for the calcium-bound protein is shown; the lower half

shows the protein in the ion unbound state. Red colors indicate pairs of

residues where no or only a weak rigid contact exists. In contrast, blue col-

ors indicate strong rigid contacts. Arrows highlight residues in the vicinity

of the calcium binding site. The black frames indicate regions that are

affected by removing the calcium ion. The secondary structure profile of a-
lactalbumin is given at the top. [Color figure can be viewed in the online

issue, which is available at wileyonlinelibrary.com.]
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flexibility along the unfolding trajectory. Alternatively, indices

have been adapted from percolation theory by analyzing the

microstructure of the network. These indices are derived from

properties of the set of rigid clusters generated along the

unfolding trajectory.[6] The rigidity order parameter P1 consid-

ers the extremum, that is, the largest rigid cluster, at a certain

network state. In contrast, the largest rigid cluster is excluded

in the case of the mean rigid cluster size S; therefore, S moni-

tors the size distribution of smaller rigid clusters. The cluster

configuration entropy H is a morphological descriptor of heter-

ogeneity in networks.[62] Compared to the original implemen-

tation Htype 1, the alternative Htype 2 is more sensitive with

respect to transition points that occur later in the unfolding

trajectory, that is, when the network is already largely flexible.

Both indices S and H monitor the complexity of the network;

phrased differently, they measure the degree of disorder in the

realization of a given network state.

The main purpose of applying local indices is to monitor

the location and distribution of structurally weak or strong

parts in biomolecules. This is relevant for guiding protein engi-

neering efforts aimed at identifying unfolding nuclei (structur-

ally weak parts) that, when mutated, may lead to an increase

in the thermostability (Table 2).[6,7] These indices can either

reflect structural stability on a per-residue basis or characterize

correlations of stability between pairs of residues. The FIRST

flexibility index gi belongs to the first class and is a local ana-

log of the global index U in regions of collective modes. The

index monitors how degrees of freedom and redundant con-

straints, respectively, are distributed throughout the network.

It is the only index presented here that is computed from a

static network state. The percolation index pi is a local analog

of P1 and monitors the percolation behavior of the giant per-

colating cluster on a microscopic level. The rigidity index ri is a

generalization of pi and monitors the transition when a residue

segregates from any rigid cluster. Stability maps belong to the

second class and characterize the correlation of stability in bio-

molecules; hence, they itemize the information provided by ri
in that they reflect the microscopic stabilities between all pairs

of residues in the network. The relationship between global

and local indices is shown in Figure 7.

Ambiguity in index definitions

To date, at least 14 indices have been introduced in the litera-

ture with sometimes overlapping or identical definitions. Rader

et al.[61] have used a global order parameter XC with the goal

to describe the percolation behavior in biomolecules. This

index definition matches type 2 of the rigidity order parameter

P1; P1 had been introduced before by Stauffer.[60] Likewise, a

parameter that considers the fraction of the network belong-

ing to the percolating rigid cluster was used in the work of

Chubynsky and Thorpe.[55] The definition of this parameter

matches type 1 of P1. We thus recommend using the original

P1-based notation in future studies for clarity. The local indi-

ces pi and ri introduced in this study can be seen as ‘‘enve-

lopes’’ of spikes in FIRST dilution plots.[70] FIRST dilutions plots

Table 2. Application of global and local indices for explaining and interpreting experimental findings.

Application Experimental data Index type Reference

Analyzing thermostability of and

identifying ‘‘weak-spots’’ in

biomolecules.

Either optimal growth temperatures

of the organism or experimentally

determined melting temperatures

of the biomolecules.

Rigidity order parameter P1, Radestock and Gohlke6,7,

Rathi et al.39Cluster configuration entropy H

‘‘Weak-spots’’ were compared with

identified folding cores from H/D

exchange NMR studies as well as

mutation experiments.

Rigidity order parameter P1
[a] Rader37

Cluster configuration entropy H

FIRST dilution plots[b]

Largest rigid cluster propensity Plrc

Identification of folding cores in

biomolecules.

Folding cores as predicted by H/D

exchange NMR experiments.

Rigidity order parameter P1
[a] Rader et al.61

FIRST dilution plots[b]

FIRST dilution plots[b] Hespenheide et al.70

Analyzing the loss of structural

stability in biomolecules.

Compared to the unfolding behavior

of network glasses upon melting.

Floppy mode densityU Rader et al.24

Analyzing the flexibility of

substrate-binding regions

in enzymes.

Comparison of different structural

information as well as thermal

mobility (B-factor) determined

by X-ray crystallography.

Stability maps rcij Radestock and Gohlke6

Analyzing the flexibility in

proteins as well as RNA structures.

Thermal mobility (B-factor)

determined by X-ray

crystallography.

FIRST flexibility index fi Jacobs et al.23,

Fulle and Gohlke38,71,72

FIRST flexibility index gi Tan and Rader64

Analyzing changes in protein

flexibility upon protein-protein

complex formation.

Thermal mobility (B-factor) determined

by X-ray crystallography and atomic

fluctuations by MD simulations.

FIRST flexibility index fi Gohlke et al.26

[a] The author used the notations XC and Xlrc that match the definition of the type 2 rigidity order parameter P1. [b] FIRST dilution plots are graphical

representations of the rigid cluster decomposition along the thermal unfolding simulation. The percolation index pi and the rigidity index ri are meas-

ures that allow a numerical interpretation of the dilution plots.
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have been used as graphical representations of the rigid clus-

ter decomposition along a thermal unfolding simulation so far.

The local indices pi and ri allow exploiting the information

from a rigid cluster decomposition in a quantitative manner

(Fig. 5), for example, to calculate the stability change of a bio-

molecule on ligand binding or mutation. With a similar aim,

Rader introduced a local index Plrc for the projection of the

percolation behavior on a microscopic level.[37] This index

monitors the propensity of a residue for being part of the larg-

est rigid cluster along an unfolding trajectory. Rader’s defini-

tion is related to the percolation index pi defined here for the

first time. In our opinion, analyzing the giant percolating clus-

ter as in pi instead of the actual largest rigid cluster as in Plrc is

more appropriate for identifying that part of a protein from

where rigidity starts to propagate through the network.

Supporting Information, Table S1 also contains four index

definitions used in the DCM.[9] The global DCM flexibility

index h is the average of the number of independent degrees

of freedom F over the DCM ensemble. The local DCM flexibil-

ity index W is the ensemble average of the local density of

floppy modes and redundant constraints[8] and, therefore,

related to the FIRST flexibility index fi.
[8] A second local index

PR has been introduced for quantifying backbone flexibility

by monitoring the probability whether backbone dihedral

angles (f,w) are rotable over the ensemble.[68] This definition

is related to the rigidity index ri that monitors when a bond

segregates from a rigid cluster during the thermal unfolding.

Finally, cooperativity correlation plots are provided by

DCM[68,69] that quantify the correlated stability for pairs of

residues in terms of rotatable dihedral backbone angles.

Related to this, stability maps rcij monitor the correlated sta-

bility between pairs of residues according to how long a rigid

contact exists along the unfolding trajectory. Note that,

although index definitions used within the frameworks of

CNA or DCM are related, the way they are derived substan-

tially differs: in that CNA monitors changes in the constraint

network along a thermal unfolding trajectory, whereas DCM

performs Monte-Carlo sampling of network topologies at a

fixed temperature. We thus recommend using the respective

CNA- or DCM-based index notations in future studies to

make these differences clear.

Informative value, scope, and limitations of global indices

We applied four global indices for analyzing the unfolding tra-

jectory of a-lactalbumin, the floppy mode density U, the mean

rigid cluster size S, the rigidity order parameter P1, and the

cluster configuration entropy H. In general, all global indices

were able to identify transition points in agreement with

results from visual inspection of the unfolding trajectory. How-

ever, the indices dramatically differ in terms of the sensitivity,

which leads to different numbers of transitions being identi-

fied. Monitoring U allows identifying those transitions points

where the structural features in the network change dramati-

cally. As such, U identifies the second transition when the larg-

est rigid cluster stops dominating the network but fails at

identifying the other two transitions. The index S identifies the

first and second transitions and, thus, detects the beginning of

the network collapse; however, it fails at identifying the last

transition. The indices P1 type 1 and 2 detect all three transi-

tion points identified visually; the type 2 index additionally

identifies two more transitions highlighting the collapse of last

rigid fragments. As for index H, type 1 and 2 are complemen-

tary: Htype 1 identifies the earlier transition points when the

network is dominated by the largest rigid cluster, whereas

Htype 2 identifies the later transition points when the network

consists of multiple smaller rigid clusters.

The loss of stability in biomolecules during thermal unfold-

ing is a multistep process.[7] This is because biomolecules have

a hierarchical organization in terms of structural stability as

opposed to network glasses. This has implications for index

sensitivity (early vs. late transitions) and the application do-

main of indices (e.g., folding core detection vs. thermostability

analysis). The index U is particularly insensitive for detecting

any transition points other than the one associated with the ri-

gidity percolation threshold because the change in the num-

ber of independent degrees of freedom markedly changes

only at this point.[36] Accordingly, when applied for analyzing

the (un-)folding of mainly globular biomolecules, U only pro-

vides a description of a two state nature of this transition, that

is, of the biomolecule switching from a globally stable to a

flexible state. U has been used for analyzing the loss of struc-

tural stability on protein unfolding and for comparing a pro-

tein’s unfolding behavior to that of network glasses on melting

by Rader et al.[24] (Table 2). In contrast, indices S and H, based

on the cluster size distribution of the network, show an

increased sensitivity with respect to the detection of additional

transition points. This is because removing a single constraint

can lead to the collapse of a rigid region, which can strongly

affect the cluster size distribution even if the network is al-

ready in the floppy state. Both indices S and Htype 1 are most

sensitive for earlier transitions in unfolding and, hence, best

Figure 7. Relationship between global and local indices. Fine dashed

arrows indicate ‘‘local analog of global count’’ relationship. Coarsely dashed

arrows indicate a ‘‘generalization’’ relationship.
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applied for analyzing the loss of the rigidity percolation in bio-

molecules. Phrased differently, Htype 1 is preferably applied for

detecting when the first fragments segregate from the largest

rigid cluster in a network. In contrast, Htype 2 is most sensitive

for later transitions in unfolding and, hence, best applied for

analyzing the decay of the largest rigid fragments.[7] Conse-

quently, Htype 2 was used to analyze the shift in the melting

temperature of 20 pairs of orthologous proteins from meso-

philic and thermophilic organisms[6,7] and five citrate syn-

thase structures that cover a wide range of thermostability[39]

(Table 2).

Finally, P1 shows relatively pronounced steps also in

between the transition points due to monitoring the decay of

the giant or largest rigid cluster and, thus, is even more sensi-

tive to network changes than S or H. This makes P1 better

suited for a detailed analysis of the loss of stability in a biomo-

lecule, for example, when monitoring the segregation of sec-

ondary structure units from the core[38] rather than for identi-

fying transition points in an automated fashion, for example,

as needed when computing melting points of a protein over

an ensemble of structures.[6,7] Along these lines, P1 and the

related index XC were used as absolute measures to identify

key amino acids that are important for the stability of rhodop-

sin[61] and as relative measures to analyze the global shift in

stability on ligand binding to HIV-1 gp120[64] and the thermo-

stability of rubredoxin structures[37] (Table 2). Notably, homolo-

gous proteins have P1 curves of a very similar shape,[6,7]

reflecting the evolutionary conservation of flexibility and rigid-

ity in proteins and providing direct evidence for the hypothe-

sis of corresponding states for orthologs from meso- and ther-

mophilic organisms.[6]

Besides providing qualitative information that allow for the

successful prediction of folding cores[61] and weak

spots,[6,7,37,39] some of the indices have also been used to con-

nect with quantitative experimentally measurable data. In par-

ticular, this holds for (changes in) the stability of proteins

measured in terms of melting temperatures (Tm) or, more indi-

rectly, in terms of optimal growth temperatures (Tog) of the re-

spective organisms. DCM index definitions describe the Landau

free energy G(T,h) as a function of the temperature T and a

global flexibility order parameter h and thus directly relate to

a protein’s thermostability.[8,68] Likewise, Radestock and Gohlke

found a linear relationship between computed phase transition

temperatures and experimental Tm or Tog,
[6,7] which was also

applied in subsequent studies.[37,39]

Informative value, scope, and limitations of local indices

We applied the four local indices FIRST flexibility index gi, per-

colation index pi, rigidity index ri, and stability maps rcij for

analyzing the unfolding trajectory of a-lactalbumin. The indices

pi and ri are introduced here for the first time: pi reflects the

stability of the giant percolating cluster along the unfolding

trajectory, whereas ri monitors the rigid-to-flexible transition of

bonds in the whole network. As such, pi reflects the hierarchi-

cal organization of the giant percolating cluster and, hence, is

useful for identifying how rigidity starts propagating through

the network. Furthermore, because pi provides a microscopic

view of the percolation behavior, the index allows tracing how

structural changes (e.g., a mutation or the removal of a ligand

or an ion) affect this (macroscopic) behavior. In contrast, ri
maps rigidity and flexibility at a more local scale, as demon-

strated for the comparison of ri with protection factors from

H/D exchange experiments in the molten globule state of the

protein (Fig. 4c). This comparison reveals that the structurally

most stable regions are also those with the highest protection

factors.[65] Such regions have been interpreted as folding cores

in this context.[70] Thus, ri may be useful for detecting residues

that are part of folding cores in biomolecules. The comple-

mentarity of information provided by pi and ri is markedly

demonstrated also when perturbing the constraint network as

in the case of removing the calcium ion from a-lactalbumin

(Figs. 5a and 5b): pi monitors the stabilizing effect of the cal-

cium ion on the giant percolating cluster (which includes helix

C in the presence of the ion), whereas ri detects no influence

of the ion on the (local) stability of the helix. Notably, in both

cases long-range changes in flexibility and rigidity are detected

despite perturbing the network only by removing short-range

constraints between the ion and its surroundings. Therefore,

both indices should be particularly useful for detecting

changes in a biomolecule’s flexibility on ligand binding that

may exert an entropic effect and for identifying adequate sites

for mutations to increase the thermostability of a biomolecule.

As an alternative to ri, the related largest rigid cluster propen-

sity Plrc introduced by Rader et al.[37] (Supporting Information,

Table S1) has been used to identify the mechanically most sta-

ble residues in rubredoxin; these results agree well with results

from H/D experiments (Table 2). The authors concluded that

using this index is hence appropriate to analyze unfolding

pathways in proteins. Finally, stability maps are applied to

monitor correlations in structural stability for each pair of resi-

dues in a biomolecule; these maps have been successfully

used to demonstrate that the distribution of functionally im-

portant flexible regions is conserved between meso- und ther-

mophilic orthologs when considering the appropriate working

temperatures of the enzymes (Table 2).[6]

Indices to monitor the distribution of structural stability in

biomolecules should be well behaved. In particular, one

expects that, when constraints are removed from a network,

the network’s stability either remains unchanged or decreases.

This relation is reflected by both pi and ri on removal of the

calcium ion, as was also to be expected from the definitions

of these indices. The FIRST flexibility index gi did not behave

as expected; however (Fig. 3), on removal of constraints, gi
decreased in some regions of collective modes and overcon-

strained structural parts. An explanation is given in Figure 8. gi
relates the number of independently rotatable bonds to the

number of potentially rotatable bonds in collective modes

(number of redundant constraints to the maximal number of

redundant constraints in overconstrained regions), with both

the enumerator and denominator evaluated for that particular

region. Breaking up this region into two parts by removing

some constraints will in general lead to a disproportionate

change in the enumerator and denominator values. As a
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consequence, the removal of constraints does not necessarily

lead to an increase of gi. Thus, gi (and the flexibility index fi of

previous FIRST versions) can be applied for analyzing absolute

local flexibility and rigidity characteristics, as done in studies

on proteins[23,64] and RNA[71] and when investigating the stat-

ics of the ribosomal exit tunnel[38,72] (Table 2). However, we

strongly advise against using gi and fi for analyzing changes in

these characteristics, for example, when comparing networks

that differ with respect to a bound ligand or the number of

noncovalent interactions due to a temperature influence. Fur-

thermore, note that even for analyzing absolute flexibility and

rigidity characteristics it comes as a drawback that gi tends to

zero for large overconstrained regions [eq. (6)], which makes a

comparison of such regions difficult. fi does not suffer from

that drawback.

Local indices describe intrinsic biomolecular flexibility and ri-

gidity on a microscopic level. Hence, these indices can be

compared with quantitative experimentally measurable data

on biomolecular mobility such as B-factors determined by X-

ray crystallography or S2 order parameters and H/D exchange

information determined by NMR. Although poor correlations

have been obtained if correlating those experimental quanti-

ties with each other, it has been shown that DCM indices cor-

relate well with all three of them.[8] The FIRST index fi was

quantitatively compared to B-factor information of proteins,

which showed a good agreement of both measures

(Table 2).[23] Similarly, indices pi and ri can be used to quantita-

tively assess (differences in) the stability of biomolecules as

suggested in Figure 5. In fact, differences in pi or ri values

summed over all residues correlate well with experimentally

determined stability changes in the case of wildtype eglin C

and 11 of its mutants (Pfleger and Gohlke, unpublished

results).

In conclusion, in this study, we presented concise definitions

for four global and four local indices for describing stability

characteristics in biomolecules. Three index definitions were

introduced and applied to analyze a biomolecule’s stability for

the first time. Showcase analyses of the thermal unfolding of

a-lactalbumin demonstrated the scope and limitations, and the

informative value of each index. This allowed us to provide

guidelines for future studies suggesting which of these indices

could best be used for analyzing, understanding, and quantify-

ing structural features that are important for protein stability

and function. Finally, we made suggestions for proper index

notations in future studies to prevent the misinterpretation

and to facilitate the comparison of results obtained from flexi-

bility and rigidity analyses.
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SUMMARY

We describe an approach (ENTFNC) for performing
rigidity analyses of biomacromolecules on ensem-
bles of network topologies (ENT) generated from a
single input structure. The ENT is based on fuzzy
noncovalent constraints, which considers thermal
fluctuations of biomacromolecules without actually
sampling conformations. Definitions for fuzzy nonco-
valent constraints were derived from persistency
data from molecular dynamics (MD) simulations. A
very good agreement between local flexibility and
rigidity characteristics from ENTFNC and MD simula-
tions-generated ensembles is found. Regarding
global characteristics, convincing results were ob-
tained when relative thermostabilities of citrate syn-
thase and lipase A structures were computed. The
ENTFNC approach significantly improves the robust-
ness of rigidity analyses, is highly efficient, and
does not require a protein-specific parameterization.
Its low computational demand makes it especially
valuable for the analysis of large data sets, e.g., for
data-driven protein engineering.

INTRODUCTION

Biomacromolecules are composed of flexible and rigid regions.

This stability heterogeneity allows biomacromolecules to fulfill

their diverse functional roles (Teague, 2003). Hence, a precise

knowledge of flexibility and rigidity characteristics of a bio-

macromolecule is a prerequisite for understanding its function

and valuable information for rational protein engineering and

structure-based ligand design. Flexible and rigid regions in bio-

macromolecules can be determined with experimental methods

(Henzler-Wildman and Kern, 2007; Cozzini et al., 2008; Sterner

and Brunner, 2008; Bernadó, 2010; Kleckner and Foster, 2011;

Hammel, 2012) and computational approaches, including mo-

lecular dynamics (MD) simulations (Young et al., 2001; Dodson

and Verma, 2006; Cozzini et al., 2008) and approaches based

on connectivity networks (Heringa and Argos, 1991; Dokholyan

et al., 2002; Halle, 2002; Vendruscolo et al., 2002; Greene and

Higman, 2003; Böde et al., 2007).

In a different approach, protein structures are modeled as

constraint networks, which are analyzed by applying concepts

based on rigidity theory. Here, atoms are represented as bodies

and covalent and noncovalent interactions (hydrogen bonds, salt

bridges, and hydrophobic tethers) as sets of bars (constraints;

Jacobs et al., 2001; Rader et al., 2002). Initially, each body has

six degrees of freedom (Whiteley, 2005). However, potential

motions are constrained by the bars connecting the bodies.

Once the network is constructed, the pebble game algorithm

(Jacobs and Thorpe, 1995), implemented in the FIRST software,

identifies flexible and rigid regions from the number and spatial

distribution of the degrees of freedom (‘‘constraint counting’’).

This analysis only takes seconds for a protein of �300 residues.

The theory underlying this approach is rigorous (Katoh and Tani-

gawa, 2011). Results from rigidity analyses have been success-

fully compared to results from experiments and those from other

computational approaches (Hespenheide et al., 2002; Jacobs

et al., 2003; Gohlke et al., 2004; Rader and Bahar, 2004; Livesay

and Jacobs, 2006; Radestock and Gohlke, 2008; Fulle and

Gohlke, 2009a).

Rather than analyzing ‘‘static’’ networks, several studies

analyzed ‘‘perturbed’’ networks in which hydrogen bond con-

straints are sequentially removed, that way simulating the

thermal unfolding of a biomacromolecule (Rader et al., 2002;

Radestock and Gohlke, 2008, 2011; Rader, 2009; Rathi et al.,

2012). Hydrogen bonds are removed in the order of increasing

strength according to a hydrogen bond energy EHB (see

Supplemental Experimental Procedures available online;

Dahiyat et al., 1997). During the thermal unfolding simulation, a

phase transition occurs at which the network loses the ability

to carry stress; the transition point is referred to as rigidity perco-

lation threshold (Thorpe, 1983) and has been related to the

thermostability of proteins (Radestock and Gohlke, 2008, 2011;

Rathi et al., 2012).

Rigidity analyses are sensitive with respect to the input struc-

tural information (Gohlke et al., 2004; Mamonova et al., 2005).

Two reasons account for this: (1) biomacromolecules have a

soft matter-like character (Zaccai, 2000), i.e., noncovalent inter-

actions frequently break and (re-)form (‘‘flickering’’) such that the

number and distribution of constraints in the networks vary; and

(2) biomacromolecules are generally marginally stable (Taverna

and Goldstein, 2002), i.e., their network state is close to the

rigidity percolation threshold. As an overall consequence, a

few constraints more or less can result in a network either being

largely rigid or flexible.
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The sensitivity problemcan be overcome by performing rigidity

analysis on an ensemble of conformations, e.g., generatedbyMD

simulations (Gohlke et al., 2004; Rathi et al., 2012). However, this

compromises the efficiency of the rigidity analysis. To overcome

this drawback, an ensemble of network topologies (ENT) can be

generated fromasingle input structurebysimulating theflickering

of noncovalent constraints rather than the motions of the atoms.

This idea has been pioneered in the distance constraint model

(DCM; Jacobs et al., 2003; Livesay et al., 2004; Jacobs and Dal-

lakyan, 2005) and the virtual pebble game (VPG) approach (Gon-

zález et al., 2012). While conceptually appealing, a downside of

the DCM approach is that it requires experimental data for a pro-

tein-specific parameterization of the model. A downside of the

VPG approach is that it is less accurate at the rigidity percolation

threshold; analyzing network states of biomacromolecules

around this threshold is particularly interesting, however.

In this study, we present an approach that performs rigidity

analyses on an ENT generated from a single input structure

(ENTFNC) by using fuzzy noncovalent constraints (FNC). As

such, the number and distribution of noncovalent constraints

are modulated by random components within certain ranges,

thus simulating thermal fluctuations of a biomacromolecule.

The approach significantly improves the robustness of rigidity

analyses, is highly efficient, and does not require a protein-

specific parameterization. We analyzed MD simulations of hen

egg white lysozyme (HEWL) structures as to the persistence of

noncovalent bonds. From the analysis, we developed definitions

for fuzzy hydrogen bond, salt bridge, and hydrophobic con-

straints. We validated the approach by comparison to rigidity

analyses performed on single network topologies (SNT) of

HEWL structures as well as on ensembles of HEWL conforma-

tions generated by MD simulations (ENTMD). Furthermore, we

demonstrate that our ENTFNC approach is transferable to other

protein systems. The ENTFNC approach has been implemented

into the CNA software (Pfleger et al., 2013a) and is available

via the CNA web server (Krüger et al., 2013).

Theory
The FNC model consists of two parts related to the modeling of

hydrogen bonds (including salt bridges) and hydrophobic

tethers. Parameters of the model are derived from ENTMD of

HEWL. Values of the parameters are reported in the Results;

here, we detail the theory underlying the FNC model.

Part Ia

To account for the flickering of hydrogen bonds (Zaccai, 2000),

we determined the persistence characteristics of these interac-

tions along MD trajectories. We did so for hydrogen bonds and

salt bridges separately, and we distinguished hydrogen bonds

in different secondary structure elements (a helices, 310 helices,

b sheets, and loop regions) following previouswork (Stickle et al.,

1992; Mamonova et al., 2005; Kieseritzky et al., 2006; Almond

et al., 2007). From this, we derived the probability p(HB,t) with

which a hydrogen bond (salt bridge) of type t found in the input

structure will be present across the ensemble of generated

network topologies.

Part Ib

We next addressed that the hydrogen bond energy EHB deter-

mines the order with which hydrogen bonds are removed in a

thermal unfolding simulation. This order may strongly determine

the computed global and local stability characteristics. EHB is

computed by a simplified energy function (see Supplemental

Experimental Procedures; Dahiyat et al., 1997). When analyzing

aSNT, thermalmotionsof atomsareneglected thatmay influence

EHB and, hence, the order of hydrogen bond removal. To account

for this effect, Gaussian white noise is added to Einitial
HB;i computed

for a hydrogen bond i from the single input structure (Equation 1).

EHB;i =Einitial
HB;i +Nð0;SDHB;tÞ (Equation 1)

The white noise is sampled from a Gaussian distribution

Nð0;SDHB;tÞ with a mean of zero and a standard deviation

ðSDHB;tÞ that depends on the type t of the hydrogen bond;

SDHB;t is determined from analyzing hydrogen bond energies in

ENTMD. Sampling from a Gaussian distribution follows the ratio-

nale that the shape of the energy well of a hydrogen bond can be

fitted by a harmonic approximation (Leach, 2001) and that fluc-

tuations about the minimum of a quadratic function show a

Gaussian distribution (Levy and Karplus, 1979).

Part II

Regarding hydrophobic interactions, we wanted to model that

these interactions are less specific than polar ones (Rose and

Wolfenden, 1993). To do so, we developed a fuzzy constraint

representation in which tethers between closer atoms are

included with a higher probability in a network topology than

those between atoms further apart; more specifically: (1) tethers

between atoms that are in van der Waals contact dvdW (van der

Waals radii: C: 1.7 Å, S: 1.8 Å) are always included; (2) tethers

between atoms that are further apart than dvdW + Dmax are never

included; here,Dmax = 1.5 Å because this value equates to half of

the distance between the contact minimum and the solvent-

separated minimum in a potential of mean force of hydrophobic

solutes (Pratt and Chandler, 1977); and (3) for distances in

between, the probability for a tether to be included is computed

from Equation 2, which approaches these two extremes.

pðdijÞ= e
�1

2

�
ðdij�dvdWÞ2

D2
cut

�2

(Equation 2)

p(dij) is a Gaussianwith a squared distance dependency, dij is the

distance between two atoms i and j, and Dcut determines the full

width at half maximum of the Gaussian. Gaussians have been

applied successfully for modeling the strength of pairwise

interactions between hydrophobic atoms (Crivelli et al., 2002;

Huey et al., 2007; Forli and Olson, 2012). Preliminary tests

have shown that it is advantageous to favor hydrophobic tethers

at shorter distances; this is accounted for by the squared dis-

tance dependency.

With this FNC model, in five steps, the ENTFNC is generated

from a single input structure, and global and local stability char-

acteristics are analyzed (Figure 1):

(1) An initial network topology is generated from the input

structure.

(2) Information about noncovalent constraints is extracted.

Hydrogen bonds (including salt bridges) with

Einitial
HB < 0 kcal=mol

and hydrophobic tethers between C and/or S atoms with

a distance < dvdW + Dmax are identified. The secondary
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structure a hydrogen bond or salt bridge is involved in is

assigned from the input structure using DSSP (Joosten

et al., 2011).

(3) The number and distribution of noncovalent constraints is

modified according to the definitions of FNC.

(4) A network topology is built.

(5) Global and local stability characteristics are computed by

the CNA software.

Steps 3–5 are repeated until a user-specified number of net-

works is generated over which the global and local stability char-

acteristics are averaged.

RESULTS

Rigidity Analyses Are Highly Sensitive with Respect to
the Input Structure
To illustrate to what extent the results of a rigidity analysis

depend on the chosen input structure, we computed rigid cluster

decompositions (RCD) using FIRST for network topologies

derived from ten HEWL crystal structures (SNT approach; Fig-

ure 2A). All of these structures (see Supplemental Experimental

Procedures) have been resolved from 0.93 Å to 1.93 Å. Struc-

tures of a similar quality have been used in FIRST analyses

before (Gohlke et al., 2004; Radestock and Gohlke, 2008; Fulle

and Gohlke, 2009b; Rathi et al., 2012). The structures have

been selected from a set of 38 HEWL structures with the aim

to avoid structural redundancy (see Supplemental Experimental

Procedures; Table S1). This resulted in mutual root-mean-

square deviations (rmsd) of the Ca atoms (of all atoms) of at

most 0.86 Å (1.85 Å). The RCD results fall into two classes: (1)

between 43% and 50% of all atoms are part of a rigid cluster

with the remaining ones being located in flexible regions (Protein

Figure 1. Work Flow of the ENTFNC

Approach

The ENTFNC approach has been integrated into

the CNA software package. RAND(0,1) draws a

random number with equal probability from the

range [0,1]. See Theory for further details.

Data Bank [PDB] IDs: 1LYO, 1VDP, 1F10,

1HSX, 1LSE, and 1LYS); and (2) a single

rigid cluster dominates the system and

contains between 57% and 72% of all

atoms (PDB IDs: 2C8O, 1LSF, 3LZT,

and 193L). These differences in the RCD

results originate from differences in the

number and distribution of noncovalent

constraints in the network topologies:

Network topologies with more con-

straints result in the ‘‘single rigid cluster’’

RCD, and the largest difference in the

number of constraints across all ten net-

works is 41 (22%; Table S2).

To quantify the results of the rigidity

analysis, the Ca atom-based rigidity index

ri was computed by CNA for each HEWL

structure (Figures 2B and 2D). ri maps

flexibility and rigidity characteristics within a network topology

by monitoring when a covalent bond segregates from a rigid

cluster during a thermal unfolding simulation (Pfleger et al.,

2013b). Figure 2B reveals that the local stability characteristics

are only moderately consistent in helices A, B, D, and E (SD

�0.8 kcal/mol) and vary strongly in the beta sheet region C (SD

up to 2.5 kcal/mol). Particularly large SDs are observed for the

‘‘spikes’’ at residues D52, W62, N65, T69, and I78, which reveal

regions that are highly stabilized by interactions to hydrophobic

atoms (Figure S4). Accordingly, only 11% of the HEWL residues

show ri values that differ across all ten curves by < 1.0 kcal/mol;

themaximal difference is found for residueM105 (6.7 kcal/mol) in

helix E. Note that differences of 1.0 kcal/mol can already lead to

misinterpretations of results from rigidity analysis considering

that significant differences in the (relative) thermostability of pro-

teins have been mapped to energy differences of the same

magnitude (Radestock and Gohlke, 2008, 2011; Rathi et al.,

2012). The overall picture does not change when energy-mini-

mized structures are used as input (Figure S1), although the

SDs drop to values of �0.5 (0.9) kcal/mol in the case of helices

A, B, and D (helix E and region C). Two ‘‘spikes’’ still prevail.

Accordingly, only 30% of the HEWL residues show ri values

that differ across all ten curves by <1.0 kcal/mol. Overall, these

results demonstrate a high sensitivity of the rigidity analysis

with respect to the input structure. This is remarkable because

the structural deviation of the ten HEWL structures is only slightly

larger than the uncertainty in the structure determination.

Results of Rigidity Analyses Averaged over ENTMD Are
Starting Structure Independent
Previous studies have pointed to the benefit of averaging results

from rigidity analysis over ensembles of conformations from

MD simulations in terms of a much decreased sensitivity with
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respect to the input structure (Gohlke et al., 2004; Rathi et al.,

2012). To provide benchmark results for subsequent analyses,

we generated MD trajectories of 300 ns length starting from

each of the ten HEWL structures (Table S1). Our simulation setup

and a simulation length of that order provide an accurate repre-

sentation of HEWL dynamics (Koller et al., 2008). We then

repeated the rigidity analyses by CNA, averaging over 1,500

conformations extracted from each of the trajectories (ENTMD

approach). As the main outcome, the averaged local stability

characteristics are much more consistent (Figures 2B and 2E)

than if SNT were analyzed, with the SD of all MD

averages < 0.3 kcal/mol in general and < 0.6 kcal/mol in region

C. The sole exception concerns residue I78 with SD = 1.1 kcal/

mol. Accordingly, 90% of the HEWL residues show ri values

that differ across all 10 curves by < 1.0 kcal/mol; the maximal dif-

ference is found at residue I78 in region C (3.3 kcal/mol). Addi-

tionally, the stable regions identified in all ensembles for residues

Y53, W62–N65, and I78 are in very good agreement with protec-

tion factors determined by H/D experiments for HEWL (Radford

et al., 1992). In contrast, the stable regions are only identified in

five of the ten HEWL structures when using the SNT approach

(Figure S4). Additionally, analyzing structures simulated at

300 K leads to larger ri values (indicating a higher flexibility) for

most of the regions of HEWL than in the case of the HEWL crystal

structures (Figures 2B and 2D). This finding is important if results

from rigidity analysis on biomacromolecules are to be compared

to experimental data obtained at room temperature. In summary,

averaging over ENTMD leads to robust, i.e., starting structure-

independent, results of rigidity analyses.

Parameterizing Fuzzy Noncovalent Constraints Using
Data on Breaking and (Re-)Forming of Noncovalent
Interactions from MD Simulations
For parameterizing the FNC model, we first analyzed the persis-

tence characteristics of noncovalent bonds during the MD

simulations of the ten HEWL structures. Using definitions of non-

covalent constraints as in FIRST, we monitored hydrogen bonds

(including salt bridges) and hydrophobic tethers. The results

show a bimodal distribution of the persistence characteristics

of hydrogen bonds, with about 77% persisting for < 60 ns (i.e.,

20% of the trajectory length) and 7% being stable almost across

the entire simulation (persistence time > 90% of the trajectory

length; Figure S2A). In contrast, the majority of hydrophobic

tethers (89%) persist only for < 10% of the trajectory length

(Figure S2B).

We furthermore analyzed whether hydrogen bonds are more

persistent in secondary structure elements such as a helices,

310 helices, or b sheets than in loop regions. Secondary structure

elements were identified by DSSP (Joosten et al., 2011) in each

conformation extracted from the MD trajectories. The analysis

reveals that >85% of the backbone hydrogen bonds in a helices,

310 helices, and b sheets persist in > 80% of the trajectory length

(data not shown), in agreement with previous studies (Stickle

et al., 1992; Kieseritzky et al., 2006; Almond et al., 2007). In

contrast, hydrogen bonds between charged groups (salt

bridges) are only present in about 20% of the extracted confor-

mations (data not shown), again in agreement with previous find-

ings (Mamonova et al., 2005).

To determine to what extent the energy EHB of a hydrogen

bond fluctuates, hydrogen bonds with a persistence of >10%

of the trajectory length were analyzed. We distinguished

between backbone hydrogen bonds of a helices, 310 helices

(including b turns), and b sheets. For all other polar interactions,

we distinguished hydrogen bonds from salt bridges and further

classified hydrogen bonds with respect to the hybridization state

of the donor and acceptor atoms (sp2-sp2, sp2-sp3, sp3-sp2, and

sp3-sp3). SDHB,t (Equation 1) was then calculated from the

energies of all hydrogen bonds of type t found in all conforma-

tions extracted from the ten independentMD trajectories. Table 1

shows that SDHB,t is type-dependent. The largest fluctuations

are found for backbone hydrogen bonds in a helices and

hydrogen bonds involving sp2-sp3 hybridized donor and

acceptor atoms. The lowest fluctuation is found for salt bridges

(0.7 kcal/mol). The standard error of the mean (SEM) of SDHB,t

is estimated from ten fluctuation values originating from

each of the ten independent MD trajectories. The SEM is

Figure 2. Local Stability Characteristics of HEWL

(A) Rigid cluster decompositions using the FIRST program (Jacobs et al., 2001) obtained with a cutoff of the hydrogen bond energy EHB = �1.0 kcal/mol and a

hydrophobic tether distance cutoff Dcut = 0.25 Å. Rigid clusters are depicted as uniformly colored bodies with the largest rigid cluster in blue.

(B) Rigidity index ri for the SNT analyses of the ten HEWL structures (red), ri curves for the ten ENTMD analyses of HEWL (gray), and the average over all ENTMD

analyses (black). The histogram below shows the standard deviation of the ris across the crystal structures and the MD ensembles, respectively.

(C) Rigidity index ri for the ENTFNC analyses of the ten HEWL structures (green). The histogram below shows the standard deviation of the ris. For comparison, the

results from the ENTMD analyses are depicted again.

(D–F) The mean ri values and standard deviations from the SNT analyses (D), ENTMD analyses (E), and ENTFNC analyses (F) are mapped onto a HEWL structure.

The colors show the ri values and the diameter of the putty plot the standard deviation at each residue position. The diameter is scaled with respect to the

maximum SD of all three analyses.

See also Table S2 and Figures S1 and S4.

Table 1. Type-Dependent Probabilities and Standard Deviations

of Hydrogen Bond Energies

Type of Hydrogen Bond p(HB,t) a,b SDHB,t
c

a Helix (1/5) 0.8 2.0 ± 0.02

310 Helix (1/4)d 0.6 1.2 ± 0.03

b Sheet 0.8 1.5 ± 0.04

sp2-sp2 0.4 1.6 ± 0.02

sp2-sp3 0.3 2.0 ± 0.05

sp3-sp2 0.5 1.6 ± 0.04

sp3-sp3 0.5 1.5 ± 0.03

Salt bridge 0.8 0.7 ± 0.04
aHydrogen bond energies were computed from geometric parameters

(Dahiyat et al., 1997).
bProbability with which a hydrogen bond (salt bridge) will be present in

generated network topologies.
cSD and SEM in kcal/mol.
dIncluding hydrogen bonds in b turns.

Structure

Fuzzy Noncovalent Constraints in Rigidity Analysis

Structure 21, 1725–1734, October 8, 2013 ª2013 Elsevier Ltd All rights reserved 1729



 Publication II 

99 

  

% 0.05 kcal/mol for each hydrogen bond type, i.e., it is < 10%

even in the case of the lowest fluctuation found for salt bridges.

We next used these results for parameterizing the flickering of

hydrogen bonds (including salt bridges) in the FNCmodel (Part Ia

in Theory). Some backbone hydrogen bonds are particularly

important for the stability of secondary structures and have a

pronounced persistence along a MD trajectory. As such, we

required backbone hydrogen bonds in a helices (1/5) and b

sheets to be present in 80%of the generated network topologies

(i.e., p(HB,t) = 0.8). Preliminary tests showed that backbone

hydrogen bonds in 310 helices (1/4) should be included in

60% of the generated network topologies. Hydrogen bonds in

b turns are treated as those in 310 helices (Baker and Hubbard,

1984). All other sp2-sp2, sp2-sp3, sp3-sp2, and sp3-sp3 hydrogen

bonds have been found to be less persistent and, thus, are

included in 40% (sp2-sp2), 30% (sp2-sp3), and 50% (sp3-sp2,

sp3-sp3) of the generated network topologies. In total, this leads

to average numbers of hydrogen bonds in the generated network

topologies that differ by < 4% from the average values of the MD

ensembles (Figure S3A). Although hydrogen bonds between

charged groups (salt bridges) reveal a low persistence along

the MD trajectories, we required that these interactions be pre-

sent in 80% of the generated network topologies. This still leads

to generally lower numbers of salt bridges in the generated

network topologies compared to MD results (Figure S3A). How-

ever, the difference in the absolute numbers amounts to only two

to three salt bridges (i.e., �5% with respect to all polar interac-

tions) for the HEWL system.

Second, we addressed the effect of thermal motions on

computed hydrogen bond energies EHB (Part Ib in Theory) by

applying the SDHB,t (Table 1) in Equation 1. Only hydrogen bonds

with EHB < 0 kcal/mol are included in a new network. Varying EHB

that way yields rearranged orders in which hydrogen bonds are

removed during a thermal unfolding simulation. Kendall’s t coeffi-

cient reveals that the orders in 1,500 networks generated thatway

are independent from the order in the underlying crystal structure

(SNT versus ENTFNC in Table S3; the mean ± SEM over all ten

cases is t=0.029± 0.013). The same result is obtained if the order

of hydrogen bonds is compared between networks generated

from 1,500 conformations extracted from MD trajectories and

the underlying crystal structure, respectively (SNT versus ENTMD

in Table S3; t = 0.019 ± 0.007). Finally, the pairwise comparison of

the orders of hydrogen bonds in 1,500 networks from ENTFNC

versus 1,500 networks from ENTMD also reveals nonexisting cor-

relations on average (Table S3; t = 0.033 ± 0.013). However, for all

ten independent MD simulations, for > 97% of the networks ex-

tracted from the MD trajectory at least one network from ENTFNC

is found where the orders of hydrogen bonds significantly (p <

0.01) correlate; in these cases t > 0.15 (FigureS3B). This observa-

tion is notable in that it already suggests that ensembles gener-

ated from either sampling scheme should lead to similar results

in thermal unfolding simulations.

Third, we addressed the less specific character of hydrophobic

tethers by favoring tethers at shorter distances over those at

longer distances (Part II in Theory). In Equation 2, Dcut was set

to 0.25 Å as used in the SNT and ENTMD approaches. With these

settings, theaveragenumbersof hydrophobic tethers innetworks

generated by the ENTFNC approach differ by < 14% from those

found in networks generated from MD trajectories (Figure S3A).

In summary, our definitions of FNCs for polar interactions and

hydrophobic tethers yield noncovalent constraints in ENTFNC

derived from single crystal structures that agree very well in

terms of ensemble properties with noncovalent bonds identified

in structures from MD simulations.

Averaged Results from ENTFNC Agree Almost Perfectly
with Those from ENTMD

For validation, we applied the ENTFNC approach on each of

the ten energy minimized HEWL structures. Results from CNA

were averaged over 1,500 network topologies each. The results

of the ENTFNC analyses (Figures 2C and 2F) are considerably

more consistent than if a SNT was analyzed, with the SD of all

ensemble averages < 1.0 kcal/mol except for residue I78 with

SD = 1.9 kcal/mol. Accordingly, 88% of the HEWL residues

show ri values that differ across all ten curves by <1.0 kcal/mol,

which is in remarkable agreementwithENTMD results. The largest

differences are observed in region C and helix E. For testing the

sensitivity of these results on SDHB,t in Equation 1, we repeated

the above calculations, once setting the SD to SDHB,t + SEMt

and once to SDHB,t � SEMt (Table 1). In each case, the results

arewithin the uncertainty of the calculations obtainedwithSDHB,t

across all ten HEWL systems (data not shown). This demon-

strates that the ENTFNC results are robust with respect to varia-

tions inSDHB,t. Compared to the ENTMD results, the identification

of known stable regions (Y53, W62–N65, and I78) is less pro-

nounced; still, these regions reveal the highest stability charac-

teristics in region C. Additionally, analyzing ENTFNC topologies

leads to larger ri values (indicating a higher flexibility) for most

of the regions of HEWL than in the case of the SNT from the

HEWL structures (Figures 2B and 2D). Except for region C, these

ri values are nearly identical to those derived from ENTMD topol-

ogies. In summary, averaging over an ENTFNC leads to robust,

i.e., less starting structure-dependent rigidity analyses, as

observed for the ENTMD approach. The local flexibility and rigidity

characteristics also agree almost perfectly with those from

ENTMD analyses in terms of the magnitudes of the ri values.

Validation of the ENTFNCApproach onExternal Data Sets
We next applied the ENTFNC approach on an external data set

not used for the parameterization of the FNC. We investigated

five citrate synthase (CS) structures from different organisms

with respect to their global stability characteristics by means of

thermal unfolding simulations (Rathi et al., 2012). The organisms

differ in their optimal growth temperatures (Tog), which range

from 310.2 K to 373.2 K (Table S4). Four of the CS structures

are crystal structures; the fifth (TsCS) has been generated by

homology modeling. We generated ENTFNC with 1,500 topol-

ogies for each CS structure. As a reference, ENTMD with 1,500

conformations were extracted from MD trajectories of 30 ns

length. Additionally, we analyzed either the crystal structures/

homology model (SNT) or these structures after energy minimi-

zation (SNTmin). Phase transitions temperatures Tp were com-

puted from the change of the cluster configuration entropyHtype2

along the thermal unfolding simulation (Table S4; Pfleger et al.,

2013b), making use of a linear relationship parameterized on

melting temperatures of pairs of homologs from meso- and

thermophilic organisms (Radestock and Gohlke, 2011). Often,

melting temperatures are estimated from Tog values by assuming
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that they are�25 K higher (Dehouck et al., 2008; Radestock and

Gohlke, 2008, 2011); that way, they also provide a relationship

between Tp and Tog. In the case of analyzing ENTFNC and ENTMD,

Tp is averaged over ensembles of 1,500 networks; in both cases,

the SEM of Tp is < 0.5 K (Table S4).

No correlation (R2 = 0.23, p = 0.411) between Tp and Tog values

is found if SNT were used (Figure 3A); the Tp of the homology

model is largely over predicted. If CNA is performed on ENTMD,

a fair correlation is found (R2 = 0.69, p = 0.082; Figure 3B),

demonstrating a successful structural refinement of the homol-

ogy model. However, the CS structures are not correctly ranked

with respect to their Tog values. The SNTmin yield a good corre-

lation (R2 = 0.77, p = 0.049; Figure 3C), again largely due to a

better prediction for the homology model. Still, the ranking of

the CS structures is not perfect. The best correlation is obtained

if the ENTFNC approach is pursued (R2 = 0.94, p = 0.006; Fig-

ure 3D). Now, all CS structures are correctly ranked with respect

to their Tog values.

The comparison of the results from the SNT, SNTmin, ENTMD,

and ENTFNC approaches reveals an influence of the treatment

of the CS structures on the slope of the correlation lines. The

ensemble-based approaches lead to lower slopes (mENTMD =

0.22, mENTFNC = 0.24) than if the crystal structures/homology

model are analyzed (mSNT = 0.32). ‘‘Heating’’ structures to

300 K thus seems to obliterate differences in the thermostability.

Apparently, the ENTFNC approach implicitly captures part of

this temperature effect. The opposite is observed if the struc-

tures are ‘‘cooled’’ as in the case of SNTmin, resulting in the

Figure 3. Correlations between Predicted

Tp and Optimal Growth Temperatures Tog

(A–D) Correlations between predicted Tp and

optimal growth temperatures Tog from SNT (A),

ENTMD (B), SNTmin (C), and ENTFNC (D) analyses of

five different CS structures. Error bars in (B) and (D)

show the SEM. Least squares fit lines have been

added.

See also Table S4.

largest slope mSNTmin = 0.58. In view of

this, the phase transition temperatures

determined from thermal unfolding simu-

lations should be considered relative

values only (Radestock and Gohlke,

2011). Still, the temperatures are very

helpful, e.g., when it comes to comparing

the thermostability of two or more homol-

ogous proteins or the stability of a wild-

type with its mutant (Radestock and

Gohlke, 2008, 2011; Rathi et al., 2012).

All CS are structurally highly similar

(rmsd of the Ca atoms: 1.22–2.32 Å) but

differ strongly in the pairwise sequence

identities (�20% to �60%). In contrast,

for another data set currently under inves-

tigation in our group (P.C. Rathi, H.G., un-

published data), mutants with improved

thermostability have been generated

from a wild-type lipase A (Ahmad et al.,

2008; AhmadandRao, 2009), resulting in high pairwise sequence

identities of the 14 structures (> 93%). This allows us to cite some

additional, yet preliminary results. When considering 12 of the 14

structures (the structures with the lowest and highest thermosta-

bilities are treated as outliers), Tp computed by the ENTFNC

approach correlate fairly with experimentally determinedmelting

temperatures (R2 = 0.52, p = 0.008, mENTsingle = 0.28). In our

opinion, this is a remarkable result as to the predictive power of

the ENTFNC approach because the sequences of some of the

mutant pairs differ by only one amino acid.

DISCUSSION

We introduced the ENTFNC approach with the aim to improve the

robustness of rigidity analyses of biomacromolecules while pre-

serving their computational efficiency. To this end, we provided

definitions for FNC based on persistency data of noncovalent

bonds derived from MD simulations. With the FNC, an ENT is

generated from a single input structure over which results from

rigidity analyses are averaged. Thus, by mimicking the flickering

of noncovalent bonds, the ENTFNC approach allows performing

rigidity analyses on ensembles of network topologies rather

than on ensembles of conformations.

The approach was validated at several levels. As to the defini-

tions of fuzzy hydrogen bonds and salt bridges, the network

topologies generated with FNC differ by at most 5% from

those generated from MD ensembles in terms of the average

number of polar interactions. The definition of fuzzy hydrophobic
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tethers leads to a related difference of at most 14%. The higher

difference in the latter casemay reflect that hydrophobic interac-

tions are less specific than polar ones (Mamonova et al., 2005).

Furthermore, for almost all networks extracted from an MD

trajectory at least one network from ENTFNC is found where the

sequences with which hydrogen bonds are removed from a

network during a thermal unfolding simulation significantly

correlate.

At the next level, we compared results from rigidity analyses

on ENTFNC to those on ENTMD; in both cases, the same ten

HEWL structures were used as input for the ENTFNC approach

or as starting structures for the MD simulations. Remarkably,

averaging over an ENTFNC leads to robust, almost starting

structure-independent rigidity analyses, as found for the ENTMD

approach. Furthermore, local flexibility and rigidity characteris-

tics determined for the ENTFNC agree almost perfectly with those

from the ENTMD approach in terms of the magnitudes of the ri.

These findings indirectly confirm the appropriateness of the

FNC definitions. Furthermore, they suggest that the ENTFNC

approach is viable for overcoming the problem of the sensitivity

of rigidity analyses with respect to the input structure.

Finally, we tested the ENTFNC approach for computing relative

thermostabilities on data sets of CS and lipase A structures. In

both cases, convincing results were obtained. These results

are encouraging, for two reasons: (1) both protein systems

were not used in the course of parameterizing the FNC. Hence,

this demonstrates the transferability of the ENTFNC approach;

and (2) both protein systems strongly differ in terms of the extent

of the sequence similarity among the members. Yet, even for the

series of sequentially highly similar lipase A proteins, the ENTFNC

approach shows a high predictive power. This indicates that,

while the ENTFNC approach is largely insensitive with respect

to small conformational changes of input structures, it remains

sensitive enough to pick up effects on the thermostability due

to small sequential variations.

A major advantage of the ENTFNC approach over the ENTMD

approach is the computational efficiency. As such, the MD

simulations for ENTMD required �16 (8) days of computing time

per HEWL (CS) structure on a single NVIDIA Tesla M2070

GPU. Clearly, that way the computational efficiency of a rigidity

analysis is compromised. In contrast, the ENTFNC approach

only required �6 min (�2 hr) per HEWL (CS) structure for energy

minimization and �2 hr (�19 hr) per HEWL (CS) structure for the

ENTFNC analyses. This amounts to a speed up of a factor of

�4,000 (�100) in the case of HEWL (CS). With that, the ENTFNC

approach seemswell suited for application in large-scale studies

on proteins, e.g., for predicting the effects of site-saturation

mutagenesis on thermostability.

As a downside, the ENTFNC approach only mimics the flick-

ering of noncovalent bonds for a given conformation of the

biomacromolecule. In contrast, changes in the network due to

conformational changes of the biomacromolecule—as addition-

ally detected by the ENTMD approach—will be missed. Thus, the

ENTFNC approach is prone to fail if such conformational changes

have a determining influence on the biomacromolecule’s stabil-

ity or function. In turn, the ENTFNC approach should be most

suitable for comparing biomolecular systems where major

conformational changes are not expected. This should be given

when comparing homologous proteins (Radestock and Gohlke,

2008, 2011) or wild-type and mutant proteins, making the

ENTFNC approach well applicable for data-driven protein engi-

neering. Likewise, the ENTFNC approach could be applied for

estimating the influence of ligand molecules on biomolecular

stability (Gohlke et al., 2004) if the ligand binding is not accompa-

nied by a large induced fit. In that respect, it is encouraging to

note that HEWL structures within one MD trajectory differed by

up to 3.3 Å Ca rmsd, yet, local flexibility and rigidity characteris-

tics determined by the ENTFNC approach agree almost perfectly

with those from the ENTMD approach.

A few approaches exist that are similar in spirit to the ENTFNC

approach. The DCM approach generates an ENT by considering

mean-field probabilities of hydrogen bond and torsion con-

straints in aMonte Carlo sampling. Average stability characteris-

tics are then calculated by rigidity analyses on each topology

in the ensemble. While conceptually appealing, a downside of

the DCM approach is that it requires experimental data for a

protein-specific parameterization of the model (Jacobs et al.,

2003; Livesay et al., 2004; Jacobs and Dallakyan, 2005).

Recently, the VPG has been introduced, which provides

ensemble averaged descriptions of a biomacromolecule’s

flexibility and rigidity without having to sample multiple network

topologies (González et al., 2012). While it is highly efficient,

the VPG suppresses fluctuations of network rigidity and, hence,

tends to be less accurate at the rigidity percolation threshold

where most such fluctuations occur (Gonzalez et al., 2011).

This is a drawback when analyzing biomacromolecules

considering that they are generally marginally stable (Taverna

and Goldstein, 2002), i.e., their network state is close to the

rigidity percolation threshold. As a further development, the

VPG-x approach improves the accuracy of the description of

network rigidity by combining the original VPG with a statistical

sampling approach albeit at the cost of losing VPG’s efficiency.

As all approaches sample over an ENT either directly or

indirectly, DCM, VPG-x, and ENTFNC belong to the same compu-

tational complexity class. Regarding the representation of

noncovalent constraints in these approaches, we see it as an

advantage that the FNC defined in this study have been param-

eterized based on data from state-of-the-art MD simulations.

Thus, the definitions should implicitly include solvation and tem-

perature effects. Furthermore, no protein-specific information

was used; rather, the definitions are based on hybridization

states, atom types, and secondary structure and thus are trans-

ferable to other protein systems.

In summary, the ENTFNC approach introduced here has been

demonstrated to be a viable approximation to the ENTMD

approach for performing ensemble-based rigidity analyses on

biomacromolecules in a computationally efficientmanner.Our re-

sults position theENTFNCapproach for linkingbiomolecular struc-

ture, flexibility, (thermo-)stability, and/or function for large-scale

data sets of systems where only limited conformational changes

occur. The ENTFNC approach should thus be a valuable comple-

ment to the existingapproaches for biomolecular rigidity analysis.

EXPERIMENTAL PROCEDURES

Details on the structure preparation of the HEWL and CS systems, the setup

and execution of MD simulations of the HEWL and CS systems, and the

computation of global and local stability characteristics in the case of the
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SNT and ENTMD approaches are given in the Supplemental Experimental

Procedures.

SUPPLEMENTAL INFORMATION

Supplemental information includes Supplemental Experimental Procedures,

four figures, and four tables and can be found with this article online at

http://dx.doi.org/10.1016/j.str.2013.07.012.
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González, L.C., Wang, H., Livesay, D.R., and Jacobs, D.J. (2012). Calculating

ensemble averaged descriptions of protein rigidity without sampling. PLoS

ONE 7, e29176.

Greene, L.H., and Higman, V.A. (2003). Uncovering network systems within

protein structures. J. Mol. Biol. 334, 781–791.

Halle, B. (2002). Flexibility and packing in proteins. Proc. Natl. Acad. Sci. USA

99, 1274–1279.

Hammel, M. (2012). Validation of macromolecular flexibility in solution by

small-angle X-ray scattering (SAXS). Eur. Biophys. J. 41, 789–799.

Henzler-Wildman, K., and Kern, D. (2007). Dynamic personalities of proteins.

Nature 450, 964–972.

Heringa, J., and Argos, P. (1991). Side-chain clusters in protein structures and

their role in protein folding. J. Mol. Biol. 220, 151–171.

Hespenheide, B.M., Rader, A.J., Thorpe, M.F., and Kuhn, L.A. (2002).

Identifying protein folding cores from the evolution of flexible regions during

unfolding. J. Mol. Graph. Model. 21, 195–207.

Huey, R., Morris, G.M., Olson, A.J., and Goodsell, D.S. (2007). A semiempirical

free energy force field with charge-based desolvation. J. Comput. Chem. 28,

1145–1152.

Jacobs, D.J., and Thorpe, M.F. (1995). Generic rigidity percolation: The pebble

game. Phys. Rev. Lett. 75, 4051–4054.

Jacobs, D.J., and Dallakyan, S. (2005). Elucidating protein thermodynamics

from the three-dimensional structure of the native state using network rigidity.

Biophys. J. 88, 903–915.

Jacobs, D.J., Rader, A.J., Kuhn, L.A., and Thorpe, M.F. (2001). Protein flexi-

bility predictions using graph theory. Proteins 44, 150–165.

Jacobs, D.J., Dallakyan, S., Wood, G.G., and Heckathorne, A. (2003). Network

rigidity at finite temperature: Relationships between thermodynamic stability,

the nonadditivity of entropy, and cooperativity in molecular systems. Phys.

Rev. E. Stat. Nonlin. Soft Matter Phys. 68.

Joosten, R.P., te Beek, T.A., Krieger, E., Hekkelman, M.L., Hooft, R.W.,

Schneider, R., Sander, C., and Vriend, G. (2011). A series of PDB related data-

bases for everyday needs. Nucleic Acids Res. 39(Database issue), D411–

D419.

Katoh, N., and Tanigawa, S. (2011). A proof of the molecular conjecture.

Discrete Comput. Geom. 45, 647–700.

Kieseritzky, G., Morra, G., and Knapp, E.W. (2006). Stability and fluctuations of

amide hydrogen bonds in a bacterial cytochrome c: a molecular dynamics

study. J. Biol. Inorg. Chem. 11, 26–40.

Kleckner, I.R., and Foster, M.P. (2011). An introduction to NMR-based

approaches for measuring protein dynamics. Biochim. Biophys. Acta 1814,

942–968.

Koller, A.N., Schwalbe, H., and Gohlke, H. (2008). Starting structure depen-

dence of NMR order parameters derived from MD simulations: implications

for judging force-field quality. Biophys. J. 95, L04–L06.

Krüger, D.M., Rathi, P.C., Pfleger, C., and Gohlke, H. (2013). CNA web server:

rigidity theory-based thermal unfolding simulations of proteins for linking

structure, (thermo)stability, and function. Nucleic Acids Res. 41, W340–W348.

Leach, A.R. (2001). Molecular Modelling: Principles and Applications, Second

Edition (Harlow: Prentice Hall).

Levy, R.M., and Karplus, M. (1979). Vibrational approach to the dynamics of an

alpha-helix. Biopolymers 18, 2465–2495.

Structure

Fuzzy Noncovalent Constraints in Rigidity Analysis

Structure 21, 1725–1734, October 8, 2013 ª2013 Elsevier Ltd All rights reserved 1733



 Publication II 

103 

Livesay, D.R., and Jacobs, D.J. (2006). Conserved quantitative stability/

flexibility relationships (QSFR) in an orthologous RNase H pair. Proteins 62,

130–143.

Livesay, D.R., Dallakyan, S., Wood, G.G., and Jacobs, D.J. (2004). A flexible

approach for understanding protein stability. FEBS Lett. 576, 468–476.

Mamonova, T., Hespenheide, B., Straub, R., Thorpe, M.F., and Kurnikova, M.

(2005). Protein flexibility using constraints from molecular dynamics simula-

tions. Phys. Biol. 2, S137–S147.

Pfleger, C., Rathi, P.C., Klein, D.L., Radestock, S., and Gohlke, H. (2013a).

Constraint Network Analysis (CNA): a Python software package for efficiently

linking biomacromolecular structure, flexibility, (thermo-)stability, and func-

tion. J. Chem. Inf. Model. 53, 1007–1015.

Pfleger, C., Radestock, S., Schmidt, E., and Gohlke, H. (2013b). Global

and local indices for characterizing biomolecular flexibility and rigidity.

J. Comput. Chem. 34, 220–233.

Pratt, L.R., and Chandler, D. (1977). Theory of hydrophobic effect. J. Chem.

Phys. 67, 3683–3704.

Rader, A.J. (2009). Thermostability in rubredoxin and its relationship to

mechanical rigidity. Phys. Biol. 7, 16002.

Rader, A.J., and Bahar, I. (2004). Folding core predictions from network

models of proteins. Polymer (Guildf.) 45, 659–668.

Rader, A.J., Hespenheide, B.M., Kuhn, L.A., and Thorpe, M.F. (2002). Protein

unfolding: rigidity lost. Proc. Natl. Acad. Sci. USA 99, 3540–3545.

Radestock, S., and Gohlke, H. (2008). Exploiting the link between protein rigid-

ity and thermostability for data-driven protein engineering. Eng. Life Sci. 8,

507–522.

Radestock, S., and Gohlke, H. (2011). Protein rigidity and thermophilic adap-

tation. Proteins 79, 1089–1108.

Radford, S.E., Buck, M., Topping, K.D., Dobson, C.M., and Evans, P.A. (1992).

Hydrogen exchange in native and denatured states of hen egg-white lyso-

zyme. Proteins 14, 237–248.

Rathi, P.C., Radestock, S., andGohlke, H. (2012). Thermostabilizingmutations

preferentially occur at structural weak spots with a high mutation ratio.

J. Biotechnol. 159, 135–144.

Rose, G.D., and Wolfenden, R. (1993). Hydrogen bonding, hydrophobicity,

packing, and protein folding. Annu. Rev. Biophys. Biomol. Struct. 22, 381–415.

Sterner, R., and Brunner, E. (2008). The relationship between catalytic activity,

structural flexibility and conformational stability as deduced from the analysis

of mesophilic-thermophilic enzyme pairs and protein engineering studies. In

Thermophiles: Biology and Technology at High Temperatures, F. Robb, G.

Antranikian, D. Grogan, and A. Driessen, eds. (London, New York: CRC

Press), pp. 25–38.

Stickle, D.F., Presta, L.G., Dill, K.A., and Rose, G.D. (1992). Hydrogen bonding

in globular proteins. J. Mol. Biol. 226, 1143–1159.

Taverna, D.M., and Goldstein, R.A. (2002). Why are proteins marginally stable?

Proteins 46, 105–109.

Teague, S.J. (2003). Implications of protein flexibility for drug discovery. Nat.

Rev. Drug Discov. 2, 527–541.

Thorpe, M.F. (1983). Continuous deformations in random networks. J. Non-

Cryst. Solids 57, 355–370.

Vendruscolo, M., Dokholyan, N.V., Paci, E., and Karplus, M. (2002). Small-

world view of the amino acids that play a key role in protein folding. Phys.

Rev. E: Stat., Nonlinear. Soft Matter Physiol. 65, 1–4.

Whiteley, W. (2005). Counting out to the flexibility of molecules. Phys. Biol. 2,

S116–S126.

Young, M.A., Gonfloni, S., Superti-Furga, G., Roux, B., and Kuriyan, J. (2001).

Dynamic coupling between the SH2 and SH3 domains of c-Src and Hck

underlies their inactivation by C-terminal tyrosine phosphorylation. Cell 105,

115–126.

Zaccai, G. (2000). How soft is a protein? A protein dynamics force constant

measured by neutron scattering. Science 288, 1604–1607.

Structure

Fuzzy Noncovalent Constraints in Rigidity Analysis

1734 Structure 21, 1725–1734, October 8, 2013 ª2013 Elsevier Ltd All rights reserved



 Publication II – Supporting Information 

104 

13.5 Publication II – Supporting Information 

Efficient and Robust Analysis of Biomacromolecular 

Flexibility Using Ensembles of Network Topologies 

Based on Fuzzy Noncovalent Constraints 

Pfleger, C., Gohlke, H. 

Structure (2013), 21, 1-10 

  



 Publication II – Supporting Information 

105 

  

Structure, Volume 21

 

 

Supplemental Information 

 

Efficient and Robust Analysis of Biomacromolecular  

Flexibility Using Ensembles of Network Topologies  

Based on Fuzzy Noncovalent Constraints 
Christopher Pfleger and Holger Gohlke 

Inventory of Supplemental Information
Figure S1: Local stability characteristics of energy minimized HEWL structures. 
 Referred to section ‘Rigidity analyses are highly sensitive with respect to 
 the input structure’ and related to Figure 2. 

Figure S2: Persistence of non-covalent interactions in conformational ensembles. 
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Supplemental Data 

 

Figure S1: Local stability characteristics of energy minimized HEWL structures. 
(A) Rigidity index ri curves for the SNT analyses of the ten energy minimized HEWL 
crystal structures (red), ri curves for the ten ENTMD analyses of HEWL (gray), and the 
average over all ENTMD analyses (black). The histogram below shows the standard 
deviation of the ri’s across the crystal structures and the MD ensembles, respectively. 
The results from the ENTMD analyses are depicted again from Figure 2 for 
comparison. (B) The mean ri values and standard deviations are mapped on a HEWL 
structure. 
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Figure S2: Persistence of non-covalent interactions in conformational 
ensembles. Conformations are extracted from MD trajectories of ten different HEWL 
structures. The persistence is shown for (A) hydrogen bonds (including salt bridges) 
and (B) hydrophobic tethers. 
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Figure S3: Noncovalent constraints in ENTFNC, SNT, and ENTMD for the 10 
HEWL structures. (A) The number of hydrogen bonds, salt bridges, and 
hydrophobic tethers as sampled by the ENTFNC approach, in the SNT, and ENTMD for 
the respective HEWL structure. In the case of ENTFNC and ENTMD the average � the 
standard deviation is given. (B) Kendall-� coefficients (green) and associated p-
values (blue) showing the respective best correlation between orders of hydrogen 
bonds in a network from ENTMD and one from ENTFNC for the HEWL structure 1hsx. 
A network from either ENT approach can only be used once for a pairwise 
comparison. The dashed blue line marks p � 0.01; the dashed green line marks 
� > 0.15. The p-values are sorted according to the magnitude; the abscissa has an 
exponential scale. 
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Figure S4: Rigidity indices ri (see Figure 2) depicted separately for the 10 
HEWL structure. (A-J) ri curves of the SNT (red), ENTMD (gray), and ENTFNC 
(green).  
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Table S1: Clustering of HEWL crystal structures based on the pairwise all-atom 
RMSD.1 

Cluster id PDB id 
1 1bwj, 1lza, 193l, 194l, 1bwi, 1bvx, 1bwh 
2 1lsd, 1lse 
3 1lsa, 1lsb, 1lsf 
4 1lyo, 4lyo, 1lsc, 2cds, 1vds, 1vdt 
5 2c8o, 2c8p, 1iee, 1w6z 
6 1f10, 1hsw 
7 1f0w, 1hsx, 1jpo, 1vdq, 1ved, 1wtm, 1bgi, 1wtn 
8 1lma, 1vdp, 5lym 
9 1lys 
10 2lzt, 3lzt 

1 Cluster representatives are marked in bold. 
 
 
 
Table S2: RCD results and number of noncovalent constraints for the networks of the 
ten representative HEWL structures taken from the PDB. 

PDB id Rigid 
clusters1 

Percentage 
of atoms in 

rigid 
clusters1 

Hydrogen 
bonds/ 

salt bridges 
Hydrophobic 

tethers 

1lyo 6 49.6 95 64 
1vdp 6 49.5 88 72 
1f10 6 45.6 103 52 
1hsx 5 48.3 101 54 
1lse 5 49.0 102 56 
1lys 6 42.9 92 55 
2c8o 2 67.5 110 76 
1lsf 1 71.6 102 86 
3lzt 2 56.8 104 67 
193l 1 71.0 112 72 

1 Rigid clusters are only counted if their size ≥ 20 atoms. 
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Table S3: Correlation of the ordering of hydrogen bonds by energy. 

PDB id 
SNT vs. ENTFNC  SNT vs. ENTMD  ENTMD vs. ENTFNC 

τ1 FWHM2  τ1 FWHM2  τ1 FWHM2 
193l 0.034 0.170  0.016 0.166  0.020 0.192 
1lse 0.025 0.181  0.032 0.163  0.058 0.199 
1lsf 0.048 0.170  0.018 0.152  0.023 0.187 
1lyo 0.014 0.193  0.018 0.152  0.037 0.193 
2c8o 0.039 0.173  0.026 0.157  0.038 0.190 
1f10 0.012 0.162  0.016 0.159  0.040 0.195 
1hsx 0.010 0.177  0.004 0.158  0.042 0.194 
1vdp 0.034 0.178  0.019 0.163  0.021 0.189 
1lys 0.034 0.169  0.017 0.168  0.019 0.197 
3lzt 0.042 0.168  0.023 0.157  0.036 0.190 

1 Kendall’s τ coefficients. 
2 Full width at half maximum for the distributions of τ coefficients. 
 
 
Table S4: Optimal growth temperatures Tog and computed phase transition 
temperatures Tp.  

PDB 
id’s Tog

1 Tp(cryst)
2 Tp(min)

2 Tp(MD)
3 Tp(FNC)

3 

3enj 310.2 322 326 330.3±0.3 336.3±0.4 

TsCS4 332.2 365 354 331.3±0.2 342.4±0.2 

1iom 348.2 344 364 343.8±0.3 344.0±0.2 

1o7x 360.2 340 357 338.2±0.3 346.3±0.3 

2ibp 373.2 356 366 343.2±0.3 352.9±0.2 
1 Optimal growth temperature Tog in K (Darland et al., 1970; Oshima and Imahori, 

1974; Zillig et al., 1980; Volkl et al., 1993; Bell et al., 2002; Boutz et al., 2007; 
Larson et al., 2009). 

2 Tp values of SNT and SNTmin in K. 
3 Tp values and standard error of ENTMD and ENTFNC in K. 
4 Homology model of the open CS using PDB id 2r26 as template. 
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Supplemental Experimental Procedures 
 

Structure preparation 
 
Dataset of HEWL structures: In order to analyze the persistence characteristics of 
noncovalent interactions and for evaluating the ENTFNC approach, a set of 10 HEWL 
structures was used. They were filtered out of an initial dataset of 38 HEWL 
structures determined by X-ray crystallography to a resolution below 2.5 Å with the 
aim to reduce structural redundancy. All structures were taken from the Protein Data 
Base (Berman et al., 2000): 193l, 194l, 1bgi, 1bvx, 1bwh, 1bwi, 1bwj, 1f0w, 1f10, 
1hsw, 1hsx, 1iee, 1jpo, 1lma, 1lsa, 1lsb, 1lsc, 1lsd, 1lse, 1lsf, 1lyo, 1lys, 1lza, 1vdp, 
1vdq, 1vds, 1vdt, 1ved, 1w6z, 1wtm, 1wtn, 2c8o, 2c8p, 2cds, 2lzt, 3lzt, 4lyo, and 
5lym.To filter the structures, a clustering was carried out on the entire dataset based 
on the pairwise all-atom rmsd according to Ward’s method as implemented in the 
hclust module of R (R Development Core Team, 2008). This resulted in 10 clusters 
(see Table S1). Out of each cluster the structure with the smallest pairwise rmsd to 
all other cluster members was selected. If a cluster contained only two structures, the 
structure with the better resolution was taken. The resulting cluster representatives 
were then used for MD simulations and rigidity analyses. For this, they were checked 
for good structural quality using the PDBREPORT database (Hooft et al., 1996), 
hydrogen’s were added by the REDUCE program (Word et al., 1999), and, where 
necessary, Asn, Gln, or His side-chains were flipped. 
 
Dataset of CS structures: In order to apply the ENTFNC approach to an external data 
set not used in the parameterization, five orthologous CS structures in the apo 
(“open”) form were used. These structures had already been used in a previous study 
investigating thermostabilizing mutations (Rathi et al., 2012). Each protein originates 
from a different organism with living temperatures Tog in the range from 37°C to 
100°C (Sus scrofa, 37°C, PDB id 3enj; Thermoplasma acidophilum, 59°C, TsCS2r26; 
Thermus thermophilus, 75°C, PDB id 1iom; Sulfolobus solfataricus, 87°C, PDB id 
1o7x; Pyrobaculum aerophilium, 100°C, PDB id 2ibp). In the case of TsCS, no open 
CS structure is available. Hence, a homology model of the open form had been 
created using the closed (PDB id 2r26) and the open conformations (PDB id 1o7x) as 
templates (Rathi et al., 2012). 
 
For the SNT approach, structures were either used “as is” or minimized by at most 
5000 steps of conjugate gradient minimization or until the root-mean-square gradient 
of the energy was < 1.0·10-4 kcal mol-1 Å-1. The energy minimization was carried out 
with Amber11 using the Cornell et al. force field (Wang et al., 2000) with 
modifications for proteins (ff99SB) (Hornak et al., 2006) and the GBOBC generalized 
Born model (Onufriev et al., 2004). 
 
 
Molecular dynamics simulations 
 
MD simulations of HEWL were carried out with the AMBER 11 package of molecular 
simulation programs using the GPU accelerated version of PMEMD (Case et al., 
2010). The Cornell et al. force field (Wang et al., 2000) with modifications for proteins 
(ff99SB) (Hornak et al., 2006) was employed. The structures were solvated in a 
truncated octahedron of TIP3P water (Jorgensen et al., 1983) such that the distance 
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between the boundary of the box and the closest solute atom was at least 11 Å. 
Periodic boundary conditions were applied using the particle mesh Ewald (PME) 
method (Darden et al., 1993) to treat long-range electrostatic interactions. Bond 
lengths involving bonds to hydrogen atoms were constrained by SHAKE (Ryckaert et 
al., 1977; Miyamoto and Kollman, 1992). The time step for all MD simulations was 
2 fs, and a direct-space non-bonded cutoff of 8 Å was applied. First, the solvent was 
minimized for 250 steps by using the steepest descent method followed by conjugate 
gradient minimization of 50 steps. Subsequently, the same approach was used to 
minimize the entire system including the protein. Afterwards, the system was heated 
from 100 K to 300 K using canonical ensemble (NVT) MD, and the solvent density 
was adjusted using isothermal-isobaric ensemble (NPT) MD. Positional restraints 
applied during equilibration were reduced in a stepwise manner over 50 ps followed 
by 50 ps of unrestrained canonical ensemble (NVT) MD at 300 K with a time constant 
of 2 ps for heat bath coupling. Each simulation ran for 300 ns, and coordinates were 
saved at 200 ps intervals to obtain 10 individual ensembles of 1500 conformations 
each. 
The simulation protocol for CS is described elsewhere (Rathi et al., 2012). For the 
present study, we extended the trajectories from 10 ns to 30 ns. Coordinates were 
saved at 20 ps intervals to obtain five individual ensembles of 1500 conformations 
each. 
 
 
Quantifying global and local stability characteristics in the case of 
the SNT and ENTMD approaches 
 
As input for CNA solely the biomacromolecule was used; water molecules and buffer 
ions were removed. The network of covalent and noncovalent (hydrogen bonds 
including salt bridges and hydrophobic tethers) constraints was constructed with the 
FIRST software (version 6.2) (Jacobs et al., 2001). The strength of each hydrogen 
bond (including salt bridges) was assigned by the energy EHB computed by FIRST 
(Dahiyat et al., 1997). Hydrophobic interactions between carbon or sulfur atoms were 
taken into account if the distance between these atoms was less than the sum of 
their van der Waals radii (C: 1.7 Å, S: 1.8 Å) plus Dcut = 0.25 Å (Rader et al., 2002). 
Global and local stability characteristics were computed by the CNA software (Pfleger 
et al., 2013a) along a thermal unfolding trajectory by means of the cluster 
configuration entropy Htype2 and the rigidity index ri as described in ref. (Pfleger et al., 
2013b). For the ENTMD approach, these results were averaged over the ensemble of 
conformations generated by MD simulations. 
 
 
Energy of polar interactions 
 
The energy of polar interactions is computed by two functions that have been 
adapted from ref. (Dahiyat et al., 1997) (see also ref. (Jacobs et al., 2001) and FIRST 
6.2.1 user guide available on http://flexweb.asu.edu/), one for uncharged hydrogen 
bonds (eq. S1) and one for salt bridges (eq. S2). In the case of uncharged hydrogen 
bonds the energy is computed by a distance-dependent and an angle-dependent 
term. In the case of salt bridges only a distance-dependent term is used. R0 is the 
equilibrium distance, and V0 is the well-depth of the interaction. The angle term varies 
depending on the hybridization state of the donor and acceptor atoms; θ is the angle 
between donor-hydrogen-acceptor; φ is the angle between hydrogen-acceptor-base 
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atom bonded to the acceptor; ϕ is the torsion angle between the normals of two 
planes defined by the sp²

 
centers. If φ is less than 90°, the supplement of the angle 

will be used. 
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Constraint Network Analysis (CNA): A Python Software Package for
Efficiently Linking Biomacromolecular Structure, Flexibility,
(Thermo-)Stability, and Function
Christopher Pfleger,‡ Prakash Chandra Rathi,‡ Doris L. Klein, Sebastian Radestock,† and Holger Gohlke*

Institute for Pharmaceutical and Medicinal Chemistry, Department of Mathematics and Natural Sciences, Heinrich-Heine-University,
Universitaẗsstr. 1, 40225, Düsseldorf, Germany

ABSTRACT: For deriving maximal advantage from information on
biomacromolecular flexibility and rigidity, results from rigidity analyses
must be linked to biologically relevant characteristics of a structure. Here,
we describe the Python-based software package Constraint Network
Analysis (CNA) developed for this task. CNA functions as a front- and
backend to the graph-based rigidity analysis software FIRST. CNA goes
beyond the mere identification of flexible and rigid regions in a
biomacromolecule in that it (I) provides a refined modeling of thermal
unfolding simulations that also considers the temperature-dependence of
hydrophobic tethers, (II) allows performing rigidity analyses on ensembles
of network topologies, either generated from structural ensembles or by
using the concept of fuzzy noncovalent constraints, and (III) computes a
set of global and local indices for quantifying biomacromolecular stability.
This leads to more robust results from rigidity analyses and extends the application domain of rigidity analyses in that phase
transition points (“melting points”) and unfolding nuclei (“structural weak spots”) are determined automatically. Furthermore,
CNA robustly handles small-molecule ligands in general. Such advancements are important for applying rigidity analysis to data-
driven protein engineering and for estimating the influence of ligand molecules on biomacromolecular stability. CNA maintains
the efficiency of FIRST such that the analysis of a single protein structure takes a few seconds for systems of several hundred
residues on a single core. These features make CNA an interesting tool for linking biomacromolecular structure, flexibility,
(thermo-)stability, and function. CNA is available from http://cpclab.uni-duesseldorf.de/software for nonprofit organizations.

■ INTRODUCTION

The concepts of biomacromolecular flexibility and its opposite,
rigidity, are crucial for understanding the relationship between
biomacromolecular structure, (thermo-)stability, and function.
In the field of statics, flexibility and rigidity denote the
possibility (or impossibility) of internal motion but are not
associated with information about directions and magnitudes of
movements. Identifying and modulating the heterogeneous
composition of biomacromolecules in terms of flexible and rigid
regions is becoming increasingly important for successful
protein engineering and rational drug-design.1−5 Several
computational approaches have been developed that identify
flexible and rigid regions by either determining spatial variations
in the local packing density6 or representing and analyzing a
structure as a connectivity network of interacting atoms or
residues.7−12 The approaches benefit from being computation-
ally highly efficient. A related concept has been introduced by
Jacobs et al.13 Here, biomacromolecules were initially
represented as bond-bending networks in which each atom
has three degrees of freedom representing the dimensions of
motion in 3-space. In later versions, the equivalent body-bar
representation is used where atoms are modeled as bodies with
six degrees of freedom.13−15 By adding constraints (represent-
ing covalent and noncovalent bonds in a biomacromolecular

context) between the bodies, internal motions become
restricted. Each constraint is modeled as a set of bars, and
each bar removes one degree of freedom. According to the type
of interaction, the number of bars varies in that stronger
interactions are modeled with a higher number of bars than
weaker ones. Noncovalent interactions such as hydrogen bonds,
salt bridges, hydrophobic tethers, and stacking interactions
contribute most to the biomacromolecular stability; hence,
these interactions are modeled as constraints in addition to
covalent bonds. Once the network is constructed, the Pebble
Game algorithm, available within the FIRST (Floppy Inclusions
and Rigid Substructure Topography) software, efficiently
decomposes the network into rigid clusters and flexible hinge
regions from the number and spatial distribution of bond-
rotational degrees of freedom.16,17 A rigid region is a collection
of interlocked bonds allowing no relative motion of the bodies.
Such a region can either be overconstrained, if it has redundant
constraints, or is isostatically rigid. In a flexible region, dihedral
rotation is not locked in by other bonds. The theory underlying
this approach is rigorous18 and has been applied in different
areas of biomacromolecular research.5,19−35
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We developed the command-line Python-based software
package Constraint Network Analysis (CNA) for analyzing
structural features of biomacromolecules that are important for
the molecule’s stability. CNA functions as a front- and backend
to the FIRST software and allows (I) setting up a variety of
constraint network representations for analysis by FIRST, (II)
processing the results obtained from FIRST, and (III)
calculating seven indices for quantifying biomacromolecular
stability, both globally and locally.36 As to the latter, the indices
are calculated by monitoring changes of the network stability
along a thermal unfolding simulation. The thermal unfolding is
simulated by consecutively removing hydrogen bond (including
salt bridge) constraints from the network with increasing
temperature. Thermal unfolding simulations have been
successfully applied in several studies on proteins, RNAs, and
the ribosome in order to understand how flexibility and rigidity
is linked to biomacromolecular stability and func-
tion.4,5,14,19,28,31,34,35,37

CNA goes beyond the mere identification of flexible and
rigid regions in a biomacromolecular structure in that it allows
linking results from constraint network analysis to biologically
relevant characteristics of a structure. This is key for deriving
maximal advantage from information on biomacromolecular
flexibility and rigidity. Here, we describe the design and
implementation of the CNA software package. We then
demonstrate its application scope in a showcase example on
Hen Egg White Lysozyme (HEWL) structures. The CNA
software package is available under an academic license from
http://cpclab.uni-duesseldorf.de/software.

■ METHODS AND IMPLEMENTATION
General Overview. The CNA software package allows

three different types of rigidity analysis: (I) based on a single
network topology generated from a single input structure, (II)
based on an ensemble of network topologies generated from a
conformational ensemble provided as input,21,35 and (III) based
on an ensemble of network topologies generated from a single
input structure by considering fuzzy noncovalent constraints
(FNC) (C. Pfleger, H. Gohlke, to be published elsewhere). The
last variant mimics that noncovalent constraints thermally break
and reform even in the native state of a biomacromolecule.38 In
short, we developed a system-independent parametrization of
fuzzy noncovalent constraints by analyzing the atom type and
location-dependent persistence characteristics of noncovalent
constraints (hydrogen bonds, salt-bridges, and hydrophobic
tethers) during MD simulations. With this, the number and
distribution of noncovalent constraints are modulated by
random components within certain ranges, simulating thermal
fluctuations of a biomacromolecule without actually moving
atoms. In the related distance constraint model (DCM),
ensembles of network topologies are generated considering
mean-field probabilities of hydrogen bond and torsion
constraints in a Monte Carlo sampling.20,39 Average stability
characteristics are then calculated by constraint counting on
each topology in the ensemble.40 As a downside, the DCM
approach requires experimental data for a system-specific
parametrization of the model.
The analysis of a single network topology by CNA consists of

the following steps. Initially, a constraint network is generated
from the input structure by placing covalent and noncovalent
constraints according to rules described in refs 13−15. Next, a
thermal unfolding simulation is carried out by sequentially
removing noncovalent constraints from the network (see

section Thermal Unfolding Simulation for details). For each
network during the simulation, a rigidity analysis by FIRST is
performed and then post-processed to calculate global and local
indices to characterize biomacromolecular flexibility and
rigidity. The workflow of the software is illustrated in Figure
1. In the case of analyzing an ensemble of network topologies,
these steps are repeated for each network, and the results are
averaged over the ensemble.

Upon running a thermal unfolding simulation (a) phase
transition(s) can be identified at which the network changes
from mainly rigid to flexible. For this, the change in the global
indices is monitored during the simulation. Four different
global indices are implemented in CNA. They monitor (I) the
normalized number of independent internal degrees of freedom
(floppy mode density, Φ), (II) the fraction of the network
belonging to a rigid component (rigidity order parameter, P∞),
(III) the degree of disorder in the network (cluster
configuration entropy, H), and the rigid cluster size distribution
(mean rigid cluster size, S). In addition, CNA calculates three
local indices that characterize the flexibility and rigidity at the
bond level: (I) the percolation index pi monitors the
percolation behavior of a biomacromolecule on a microscopic
level and thus allows the identification of the hierarchical
organization of the giant percolating cluster during a thermal
unfolding simulation, (II) the rigidity index ri monitors when a
bond segregates from a rigid cluster, (III) a stability map is a
two-dimensional itemization of the rigidity index ri and is
derived by identifying “rigid contacts” between two residues.
Exact definitions of these indices and guidelines for when to use
them are given in ref 36. Furthermore, the CNA software
identifies unfolding nuclei, i.e., those residues that break apart
from the giant cluster at the phase transition point.4,28,35 The
unfolding nuclei can be considered weak spots in the structure;
accordingly, this knowledge can be exploited in data-driven
protein engineering to focus on residues that are highly likely to
improve thermostability upon mutation.

Figure 1. Schematic workflow of the CNA software.
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CNA is implemented as a Python-based software package
making use of an object-oriented design (Figure 2). Third party
software is required for full functionality (Table 1): (I) The

Biopython package41 is needed to parse input PDB files and
provides information on secondary structure from a DSSP
analysis.42,43 (II) For statistical analysis and detecting the phase
transitions, the Numpy44 and SciPy45 extensions for Python are
required. (III) The Open Babel46,47 Python-bindings are
required to determine the bond order of small-molecule
ligands. To facilitate the installation of the CNA software
package, the third party software is provided with the CNA
source tree except for the DSSP program, which is available at
http://swift.cmbi.ru.nl/gv/dssp/. The CNA source tree also
contains a comprehensive documentation detailing the
installation and usage of the software and a suite of test cases
to check the validity of the installation. CNA is a command-line
based software that is called by the shell script CNA.sh. A
“--help” argument lists all available options and required
arguments, their descriptions, default values, and the range of
allowed values. An erroneous argument set for an option
produces an informative error message. The CNA software has

been successfully tested on Debian, OpenSuse, and CentOS
Linux platforms.

Constraint Network Analysis Is the Core Module. The
CNAnalysis module is the core of the CNA software. The
CNAnalysis module consists of a single class ConstraintNet-
workAnalysis. Upon creating an instance of the type
ConstraintNetworkAnalysis, it (I) parses the command line
options that specify the analysis type, (II) checks whether the
values of the command line arguments conform to the desired
data-type, and (III) performs the requested analysis. Depending
on the type of analysis, the ConstraintNetworkAnalysis instance
creates an instance of the class Dilution if the analysis of a single
network topology is requested. Otherwise, it creates an instance
of the class Fnc or Ensemble, which then creates instances of
the class Dilution for each network of the ensemble. The
command line options provided by the user are checked for
validity by the module Parameter; this module also contains
default values for the options and internal constants.

PyFIRST as an Interface. We developed the pyFIRST
interface module to directly access the functionality of the
FIRST software (available at http://flexweb.asu.edu) within the
Python environment of CNA. The interface module was
implemented using the SWIG (Simplified Wrapper and
Interface Generator) software tool (http://www.swig.org/).48

SWIG automatically generates a wrapper code for C/C++
programs that then acts as an interface for other high level
programming languages such as Python. The SWIG interface
file is written in C++ and contains a single class pyFIRST. The
class contains methods that are later on accessible within the
Python environment of CNA. Upon instantiating a pyFIRST
object, a data structure is generated that represents the
constraint network topology of the input structure. Addition-
ally, the pyFIRST object provides methods that are used to (I)
read constraint information (covalent bonds, hydrogen bonds,
salt bridges, hydrophobic tethers, and stacking interactions)
from the network topology, (II) remove constraints from the
network with respect to all or a certain type of constraints, and

Figure 2. Hierarchical structure of the CNA software. All modules that contain (a) class definition(s) are shown in rectangles. The core module
CNAnalysis is highlighted by a bold frame. Modules colored in gray contain the simulation methods for analyzing a single network topology and an
ensemble of network topologies. Modules that solely contain methods are shown as ellipses. An arrow indicates the call of a module by another
module.

Table 1. External Software Needed by the CNA Software

name version description and use

Python 2.73 Python interpreter used by the CNA software
package

Biopython 1.58 for reading PDB files using the Bio.PDB package and
parsing results from the DSSP program using the
Bio.DSSP package

NumPy 1.6.1 for statistical analyses
SciPy 0.11.0 for statistical analyses

Open Babel 2.3.1 for identifying the connectivity and bond orders of
ligand molecules

DSSP for computing secondary structure information that
is required by the FNC approach

SWIG 2.0.8 for compiling the pyFIRST interface module
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(III) perform a rigid cluster decomposition. Finally, methods
are available that return warnings issued by FIRST when
initializing the data structure for the constraint network
topology. Note that the pyFIRST interface module has been
written such that it can be used in any other Python-based
application requiring a rigidity analysis by FIRST, thus
providing a general Python interface to FIRST.
Structural Information as Input. Single or multiple (in

case of a conformational ensemble) input structures for CNA
must be in PDB format.49 Although the validity of the input
structure(s) is checked upon creating an instance of the class
PDB, we recommend subjecting only complete structures
without missing residues or atoms. Hydrogen atoms must be
present, too, because otherwise the identification of hydrogen
bond and salt bridge constraints cannot be performed. Ligand
molecules, if present, are extracted from the input structure
and, subsequently, analyzed to determine the bond order by
means of Open Babel.46,47 The last step requires the presence
of hydrogen atoms at the ligand. All identified rotatable bonds
(single bonds) are then modeled by five bars, whereas
nonrotatable bonds (double, triple, amide, and aromatic
bonds) are modeled by six bars.15 Finally, the covalent
constraint information for the ligand is merged with the
covalent and noncovalent constraint network of the bio-
macromolecule also generating noncovalent constraints be-
tween them. Ions, water, and buffer molecules are handled by
FIRST. If an NMR structure is used as input, only the first
model is considered. Furthermore, Amber-conform residue
names (HIE, HID, HIP, and CYX) are replaced by standard
residue names (HIS and CYS) in order to allow the use of PDB
structures extracted from molecular dynamics (MD) trajecto-
ries created by the Amber software.50 In the case of a
conformational ensemble, a PDB object is instantiated for each
conformation. Apart from checking the validity of and
preparing the input structure, the PDB class provides several
functions that can be used to work with the structure in terms
of getting single atom and residue objects, finding neighbor
residues within a certain distance cutoff, and writing out
structures (including biomacromolecules and ligand molecules)
in the PDB format.
Accessing the Network Topology. The output_network

and input_network modules of CNA contain the OutputNet-
work and InputNetwork class definitions. Upon instantiating an
object, these classes are used to write and read the constraint
network topology of a single structure or of each conformation
of an ensemble. This is particularly useful for adding user-
defined constraints that are not identified automatically, for
example, constraints between ions and protein atoms. In the file
containing the constraint network topology, each entry of a
covalent constraint contains the identifiers of the involved
atoms and number of bars of the constraint. For constraints
representing hydrophobic or stacking interactions, in addition
to the atom identifiers, the distance between the atoms is given
plus an indicator whether the constraint occurs within a protein
or between protein and ligand. For hydrogen bond and salt
bridge constraints, the energy and type of interaction is written
instead of the distance and indicator. This file can be modified
and used as input for CNA again. In this case, user-defined
constraints will overwrite constraint information identified from
the input structure(s).
Thermal Unfolding Simulation. The thermal unfolding

simulation allows analyzing changes in the network stability
upon removing hydrogen bond (including salt bridge)

constraints from the network.4,14,28 To do so, the energy of a
hydrogen bond EHB is determined by an empirical energy
function.51 Then, during the thermal unfolding simulation,4,28

intermediate networks σ are created such that hydrogen bonds
with an energy EHB > Ecut(σ) are removed from the network.51

This follows the idea that stronger hydrogen bonds will break at
higher temperatures than weaker ones. By means of an
empirically determined linear function, Ecut can be related to
a temperature T.28

Consequently, the simulation mimics a rise in the temper-
ature by analyzing a range of networks having many hydrogen
bonds (equivalent to low temperatures) to having few
hydrogen bonds (equivalent to high temperatures). Note that
the temperatures should be considered relative values only
because the absolute values may depend on the size and
architecture of the analyzed protein.4 Still, the temperatures are
very helpful, for example, when it comes to comparing the
thermostability of two or more homologous proteins or the
stability of a wild-type with its mutant.4,28,35 An alternative
concept grounded in mean-field theory directly connects
network rigidity and absolute temperature; while appealing, it
requires experimental data for a system-specific parametriza-
tion.20,40 Each of the intermediate networks σ is then subjected
to rigidity analysis by FIRST. While the principal idea of the
thermal unfolding simulation has been adapted from the FIRST
software,13 the method implemented here allows for additional
settings that are not available in the FIRST implementation.
These include specifying the energy range and step-size for
removing hydrogen bonds. Furthermore, a modified method
has been implemented that also considers the temperature
dependence of hydrophobic tethers along the thermal
unfolding simulation.35 This approach follows the idea that
hydrophobic interactions become stronger with increasing
T.52,53 Accordingly, more hydrophobic tethers are added to the
network by linearly increasing the distance cutoff for including
hydrophobic tethers Dcut(σ) from a starting value of 0.25 Å at
300 K to an ending value of 0.40 Å at 420 K. Doing this has
been shown to improve thermostability predictions of citrate
synthases.35

The thermal unfolding simulation is done by the dilution
module containing the Dilution class. Upon instantiating an
object of this class, the object creates new intermediate
networks σ and passes the networks through FIRST by
instantiating a pyFirst object. Subsequently the module
networkAnalysis is used to calculate the global and local indices
(see section Analyzing the Results from the Rigidity Analysis).
Via the global indices, phase transition(s) are identified by an
object of the class Transitions. Finally, unfolding nuclei are
identified by an object of the class UnfoldingNuclei.

Analyzing the Results from the Rigidity Analysis. The
network_analysis module comprises in total four classes that
process the results from the FIRST rigidity analysis. The main
class NetworkAnalysis contains methods to calculate the size
and size distribution of rigid clusters and to identify the actual
largest rigid cluster as well as the giant percolating cluster of the
network. The giant percolating cluster is the largest rigid cluster
present at the highest Ecut value (i.e., at the lowest temperature)
with all constraints in place. During the thermal unfolding
simulation, the melting of the giant percolating cluster is
monitored, and the largest rigid subcluster of the previous giant
percolating cluster becomes the new giant percolating cluster of
the present network state σ. Subsequently, the NetworkAnalysis
object is passed to three classes for calculating the global and
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local indices called GlobalIndices, LocalIndices, and Local-
StabilityMaps.
The class GlobalIndices contains all methods that are

required to calculate the floppy mode density Φ, the rigidity
order parameter P∞, the cluster configuration entropy H, and
the mean rigid cluster size S.36 Apart from this, the class
GlobalIndices also instantiates objects of the classes Transitions
and UnfoldingNuclei that are required for the identification of
phase transition points and unfolding nuclei of the structure.
For identifying phase transition points, two methods have been
implemented that make use of the data of the global indices:
fitting of a mono/double sigmoid curve and interpolating with a
smoothed spline. By default, phase transition points are
identified by the double sigmoid curve.35 However, the user
can choose as an option that Akaike’s information criterion54 be
used to identify whether a mono or double sigmoid curve gives
better fitting results. Finally, if more than two phase transitions
are expected or shall be identified, interpolation with the
smoothed spline is recommended. Multiple transitions can
occur in multimeric proteins. The transition point is then
identified for each global index as the point at which the
maximal rigidity loss occurs in the structure. Occasionally, a
Transitions object does not return a transition point; this
occurs if no “sharp” transition can be detected or if multiple
transitions with comparable rigidity losses are present.
The class LocalIndices is used to calculate the percolation

index pi and the rigidity index ri. Both reflect structural stability
on a per-residue basis36 and, thus, can be used to identify the
location and distribution of structurally weak or strong parts in
biomacromolecules. Finally, the class LocalStabilityMaps is
used to calculate the two-dimensional itemization of the rigidity
index ri, the stability map, and a so-called “neighbor stability
map”, where values of the stability map of residue pairs
separated by more than 5 Å are masked. That way, the latter
map provides useful information about the stability of
neighboring residues only, which can be used for focusing on
short-range weak and strong connections within a biomacro-
molecule.
Writing the Analysis Results. The module output_results

is used to write results files containing information about global
and local indices, phase transition points, and unfolding nuclei.
For a phase transition point, the hydrogen bond energy cutoff
Ecut and the respective temperature are listed. Unfolding nuclei
are written out as a text file and PDB file; in the latter, the B-
factor column is used to record whether or not a residue is an
unfolding nucleus by setting the values to one or zero. If the
analysis is performed on an ensemble of network topologies, an
additional file summarizing the average local indices and
standard deviations is written. Similarly, for the phase transition
points, mean, median, and standard error are provided in
addition. Furthermore, the percentage of network topologies in
which a residue is predicted to be an unfolding nucleus is
recorded.
Showcase Example: Flexibility Characteristics of

HEWL. In a showcase example, we applied the CNA software
to a HEWL structure. We show the results for two analysis
types, analyzing a single network topology derived from a single
input structure (PDB ID: 3LZT) and analyzing an ensemble of
network topologies derived from a conformational ensemble.
The conformational ensemble was generated by extracting 1500
conformations from a trajectory of 300 ns length obtained by
MD simulations starting from an X-ray structure of HEWL
(PDB ID: 3LZT). The MD simulation was carried out in

explicit solvent at 300 K with the AMBER 11 package of
molecular simulation programs.50 The detailed simulation
protocol is described elsewhere (C. Pfleger, H. Gohlke, to be
published elsewhere). Water molecules were removed from
each conformation before the ensemble was subjected to CNA.
Analyzing a single network topology took about 40 s, and the
ensemble of 1500 conformations required ∼11 h on a single-
core workstation computer, which demonstrates the computa-
tional efficiency of CNA and FIRST.
Snapshots from the thermal unfolding simulation of the

single input structure are depicted in Figure 3. They show the

loss of rigidity in terms of the decay of rigid clusters with
increasing temperature. The first transition relates to the
beginning of the collapse of the giant rigid cluster, which occurs
in the interface region of the α- and β-domains. At this state,
the network is dominated by two large rigid components.
During the next transition, the rigid cluster covering the α-
domain collapses, and the helical elements remain as single
rigid clusters. Finally, during the last transition, the rigid cluster
covering the β-domain collapses, and nearly the whole system
becomes flexible. The results from the thermal unfolding
simulation agree, in reverse order, with the “fast track” folding
pathway described in refs 55 and 56. Here, both domains of
HEWL fold concurrently but with a slight preference to initially
form native contacts in the β-domain.57 Alternatively, a “slow
track” folding reaction of HEWL has been described,56,58,59 in
which the majority of the protein molecules populate an
intermediate state with persistent structures in only the α-
domain.57 Still, parts of the α-domain need to unfold again to
enable the subsequent folding of the β-domain.
As an example for a global index, the cluster configuration

entropy H is shown, which monitors the loss of network
stability during the thermal unfolding simulation. In the analysis
of the single network topology (Figure 4a), an early phase
transition at 319 K indicates the beginning decay of structural
stability, with most of the network still being captured in rigid
clusters. The dominant phase transition at 343 K then refers to
the point at which the network loses its ability to carry stress

Figure 3. Rigid cluster decompositions along the thermal unfolding
simulation of the showcase example HEWL. Rigid clusters are shown
as uniformly colored bodies connected by flexible hinge regions
(black). The roman numbers relate to three major steps of rigidity
loss.
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and, hence, corresponds to the folded−unfolded transition. The
last transition indicates the loss of the remaining rigid
components. In the case of analyzing the ensemble of network
topologies, the frequency distribution of the identified phase
transition points is shown (Figure 4b). From this, a median
transition temperature of 358 K is revealed, which is 15 K
higher than the dominant phase transition point identified from
analyzing a single network topology. Note that, in general,
phase transitions identified using a single input structure can be
different from ensemble results, as shown in a previous study
on citrate synthase.35 We thus recommend performing CNA
analyses on ensembles of network topologies, in particular,
when quantitative results are desired. At the transition point,
unfolding nuclei are identified (Figure 4c). Almost all unfolding
nuclei are located in the β-domain of HEWL, which
disintegrates at the dominant phase transition (Figures 3 and
4c). Furthermore, for the ensemble of network topologies, the
probability of a residue being found as an unfolding nucleus
over the entire ensemble is provided (Figure 4d). The higher
this probability the more likely will it be that rigidifying this
residue will improve protein stability. The ensemble results are
more detailed than the ones from the single structure in that
now unfolding nuclei are not only located in the β-domain but
also in helix B, which agrees with the view that this helix plays a
crucial role in stabilizing the tertiary structure of HEWL.60

As for local indices, we exemplary show the rigidity index ri,
which characterizes the stability of the HEWL structure down
to the bond level (Figure 5a, b). As such, ri monitors the point
when a residue segregates from a rigid cluster along the thermal
unfolding simulation: the lower ri the longer is a residue part of
a rigid cluster. Secondary structure elements are generally

found to be more stable than loop regions. Furthermore,
averaging ri values over the ensemble of network topologies
leads to a smoother ri curve and to the spike located at residue
78 becoming less pronounced than in the case of analyzing the
single network topology. The spike reveals a region that is
highly stabilized by hydrophobic interactions; these regions
only melt at a late stage of the thermal unfolding simulations.
Notably, the stable regions identified for residues 53 and 62−65
are in very good agreement with those identified by high
protection factors in H/D experiments for the native and
denatured states of HEWL.61 During the catalytic cycle, HEWL
undergoes a reorientation of the α- and β-domains due to a
bending movement around a central hinge region.62 Along
these lines, the identified flexible hinge regions (Figure 5a, b)
are in agreement with those suggested by McCammon et al.62

and coincide with results obtained from Gaussian network
models and MD simulations.60,63 Such a decomposition into
rigid clusters and flexible regions is used as a first step in a
normal mode-based geometric simulation approach (NMSim)
working on a coarse-grained protein representation.64 With
this, stereochemically and energetically favorable conformations
of HEWL were generated previously.64

As yet another local index, stability maps rcij are two-
dimensional itemizations of the ri and report when a “rigid
contact” between two residues of the network vanishes during
the thermal unfolding simulation. The upper triangles of Figure
5c and d show the stability maps for the single network
topology and the ensemble of network topologies, respectively.
Again, blocks of stable contacts are pronounced for secondary
structures elements. In contrast, very weak contacts are
identified for residues 81−87 that partially form a 310 helix.
This is in agreement with results from NMR experiments that
reveal a disordered structure of this region.65 The lower
triangles of Figure 5c and d show a modification of the stability
map that highlights solely those residue pairs with a “rigid
contact” where the residues are within a distance of 5 Å. This
map is referred to as “neighbor stability map”. Accordingly, a
rigid contact in such a map that melts early in the thermal
unfolding simulation is a prominent target for rigidification and,
hence, for improving protein stability.

■ CONCLUSIONS
In recent years, there has been encouraging progress in
characterizing the flexibility and rigidity of biomacromolecules
down to the residue level by graph theoretical approaches.
However, for deriving maximal advantage from information on
biomacromolecular flexibility and rigidity, results from rigidity
analyses must be linked to biologically relevant characteristics
of a structure, such as (thermo-)stability and function. This
provided the incentive for us to develop the CNA software
package presented here. CNA functions as a front- and backend
to the FIRST software and allows setting up a variety of
constraint network representations, processing the results
obtained from FIRST, and calculating global and local indices
for quantifying biomacromolecular stability.
Thus, while CNA relies on FIRST as a core engine, it goes

beyond the mere identification of flexible and rigid regions in a
biomacromolecular structure. Major advancements in that
respect include (I) a refined modeling of thermal unfolding
simulations that considers the temperature-dependence of
hydrophobic tethers, (II) the ability to perform rigidity analyses
on ensembles of network topologies, either generated from
structural ensembles provided as input or by using the concept

Figure 4. (a) Cluster configuration entropy H (type 2) derived from
the single network topology. The entropy is plotted as a function of
the temperature, and the roman numbers correspond to the three
major steps depicted in Figure 3. The phase transition automatically
identified by CNA is marked by the red vertical line. (b) Frequency
distribution of phase transitions identified from analyzing the
ensemble of network topologies. The median is marked with a red
vertical line. (c) Weak spot detection for the single network topology.
Green spheres highlight the identified weak spot residues in the
HEWL structure. (d) Weak spot detection over the ensemble of
network topologies. For depicting the probability of being a weak spot,
each residue is colored according to a color scale ranging from blue
(low probability) to red (high probability).
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of fuzzy noncovalent constraints, and (III) computing a set of
global and local indices for characterizing biomacromolecular
flexibility and rigidity, three of which have been introduced only
recently by us.36 The advancements allow (I) modeling in a
more detailed manner the thermal unfolding of biomacromo-
lecules, (II) obtaining more robust results from rigidity analyses
due to a reduced sensitivity to the structural input, and (III)
extending the application domain of rigidity analyses in that
phase transition points (“melting points”) and unfolding nuclei
(“structural weak spots”) are determined automatically. Such
advancements are important for data-driven protein engineer-
ing, for example, for identifying structural parts that influence
protein thermostability.28 Furthermore, CNA robustly handles
small-molecule ligands in general. This is important when it
comes to estimating the influence of ligands on biomacromo-
lecular stability, for example, for probing signal transmission
across a protein structure for understanding and predicting
“dynamic allostery”66 and in assessing (changes in) flexibility
characteristics of binding sites and interface regions.67 How
CNA can be applied in that respect has been demonstrated in a
showcase example on HEWL.
CNA maintains the efficiency of FIRST. This has been

achieved by linking CNA and FIRST via the pyFIRST interface
module, minimizing the I/O overhead. The analysis of a single

protein structure by CNA usually takes only a few seconds for
systems of several hundred residues on a single core. The
runtime for analyses of ensembles of network topologies, which
is in the order of hours currently, could be further reduced
given that processing individual members of such an ensemble
is trivially parallelizable. Finally, the hierarchical design of the
software makes CNA highly adaptable and extensible, for
example, by adding new index definitions.
Overall, we believe that these unique features make CNA an

interesting tool for linking biomacromolecular structure,
flexibility, (thermo-)stability, and function.
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Figure 5. (a) Rigidity index ri determined by analyzing the single network topology and (b) ensemble of network topologies plotted against a residue
identifier and color coded onto the structure (range of color code: red (flexible) to blue (rigid)). In addition, the plot in (b) shows the standard
deviation as a gray area. Blue rectangles and blue arrows in panels (a) and (b) highlight structurally stable regions for which high protection factors
have been determined by H/D experiments. Red rectangles and red arrows in panels (a) and (b) highlight structurally flexible regions that are
associated with hinge regions of HEWL. Stability maps (upper triangle) and neighbor stability maps (lower triangle) determined by analyzing the
single network topology (c) and the ensemble of network topologies (d). The color depicts how stably two residues are connected and ranges from
white (low stability) to blue (high stability). Red arrows highlight regions that reveal a disordered structure in NMR experiments. Gray areas in the
neighbor stability map are displayed when residues are more than 5 Å away from each other.
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Abstract 

Allostery is the coupling between different sites in biomacromolecules in which an impact 
at one site causes an effect at a distant site. Over the last decades, aspects of dynamics 
extended the classical view of conformational allostery. This type of dynamic allostery can 
happen in the absence of conformational changes, and thus, is difficult to deduce from static 
X-ray structures. Molecular dynamics simulations are widespread used to identify correlated 
dynamics in biomacromolecules but require an accurate separation of noise from signal. 
Hence, we introduced an ensemble-based perturbation approach for analyzing dynamic 
allostery in order to quantity cooperativity free energies and allosteric communication. To this 
end, the approach monitors altered mechanical stability by perturbing constraint network 
topologies of biomacromolecules. The approach was validated by mutational perturbations on 
eglin c, which showed a good correlation between predicted and experimental free energies of 
destabilization and almost perfectly reproduced a continuous pathway of dynamically coupled 
residues as found in NMR experiments. In case studies on PTP1B and LFA-1, we found long-
range effects of altered rigidity, connecting the allosteric and the orthosteric sites in both 
systems. Finally, the predicted free energy of cooperativity in LFA-1 is in agreement with the 
underlying mechanism of negative cooperativity in LFA-1. Our results emphasize that the 
perturbation approach provides an exciting opportunity to consider entropic effects in 
analyzing allosteric regulation. 
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Introduction 

Allostery is the process by which biomacromolecules transmit the effect of binding at one 
site to another, often distal, functional site (1). Allosteric regulation occurs in enzyme 
activation (2), metabolism regulation (3), transcription control (4,5), and signal transduction 
(6). The widespread exploitation of allostery by nature thus renders a quantitative and 
predictive description of allostery fundamental for understanding biological processes at the 
molecular level and beyond (7,8). Likewise, such a description is expected to have a major 
impact in the field of drug design (9). 

The first two models for allostery (10,11) dominated the field for decades and centered on 
the importance of conformational change between two well-defined structural end states (12). 
However, both models are phenomenological (1,12). For gaining insights into how a 
biomacromolecular structure enables allosteric communication, further model developments 
were required (13,14) that led to the “structural view” of allosteric mechanism (15-17). This 
view culminates in some approaches positing the existence of conserved pathways of 
allosteric signal transmission between the sites (1). Accordingly, a number of computational 
techniques, including mapping of residue networks by evolutionary, topology, and simulation 
analyses, have been developed for identifying such pathways at the atomistic level (16,18,19). 

The Monod-Wyman-Changeux model posits an equilibrium shift between the two 
structural end states upon ligand binding (10), and the Koshland-Nemethy-Filmer model 
involves an induced fit of a binding site (20) enabled by the inherent flexibility of proteins 
(11). Thus, both models farsightedly touched on the dynamic nature of biomacromolecules in 
the context of conformational changes. The role of changes in protein dynamics for allosteric 
communication even in the absence of conformational changes was proposed by Cooper and 
Dryden (21). Based on a statistical thermodynamics analysis of ligand binding, they showed 
that allosteric communication can arise out of changes in frequencies and amplitudes of 
biomacromolecular thermal fluctuations and that this “dynamic allostery” is primarily an 
entropy effect. This view of allostery has gained much attention since (22-24), fueled by the 
development of experimental techniques that allow distinguishing between the two aspects of 
the role of dynamics in transitions at the residue level (25-27) and a theoretical underpinning 
in terms of the free energy landscape of a biomacromolecule (28-32). According to this 
framework, all possible conformations of a protein are sampled, and binding of an allosteric 
ligand shifts the population by stabilizing a certain conformation. Based on this, the ensemble 
allosteric model (33) proposes that allosteric mechanisms may be more statistical, and less 
deterministic, than the classical models suggests (1), and that it is the relative stability of the 
different biomacromolecular states that determines the type and magnitude of coupling 
between both sites (1,33). 

Here, we integrate an ensemble-based perturbation approach with the analysis of 
biomacromolecular statics to construct a model of dynamic allostery. We apply our model to 
two systems encompassing ligand-based K- and V-type allostery as well as a system showing 
allosteric changes in dynamics from (surface) mutations that do not affect structure. We 
introduce a free energy quantity based on the mechanical stability of the biomacromolecule 
and show that this quantity predicts coupling in all three systems in a manner consistent with 
experiment. By construction, our model excludes any conformational changes of the 
biomacromolecule upon perturbations. Hence, the observed allosteric communication must 
arise from changes in the width of the distributions of biomacromolecular states only and so is 
entropic in nature. We discuss that the model is able to describe the effect of tunable 
sensitivity of a biomacromolecular ensemble. 
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Overall strategy and theory 

Cooper and Dryden stressed the aspect of dynamics as a carrier for allosteric signaling 
between distant sites (21). A quantity of cooperativity is the allosteric free energy (∆∆G), 
defined as the difference between the free energies of the first and second binding process. By 
separating the free energies into its entropy and enthalpy contributions, they concluded that 
allosteric cooperativity effects could be primarily entropic, and thus, happen in the absence of 
conformational changes. It follows that, in positive cooperativity, binding of the first ligand 
results in a major loss of entropy, and thereby lowers the entropic costs for a subsequent 
binding process. In contrast, if binding of the first ligand does not quench all dynamics in the 
biomacromolecule, the major loss of entropy can occur during the second binding process, 
resulting in negative cooperativity (22). 

In the context of statics, biomacromolecules can be decomposed into flexible and rigid 
regions by determining the number and spatial distribution of the internal independent degrees 
of freedom (floppy modes) (34,35). Stiffening the network due to ligand binding cause a loss 
of floppy modes and, hence, can lower the entropic costs of a further binding process 
(Figure 1A). Because floppy modes are delocalized, i.e. they represent collective motions in a 
certain region, they are related to low frequency modes of motion within a system. In turn, 
high frequency modes are neglected. However, it has been noted that, despite their local 
characteristics, high-frequency modes can contribute to allosteric signaling as well (36). 

Overall strategy: Following this formulation of entropy-driven cooperativity, rigidity 
analysis should be particularly useful for detecting altered biomacromolecular stability upon 
ligand binding that may exert an entropic effect (37,38). For this, a biomacromolecule is 
modeled as a constraint network. Here, atoms are represented as bodies and covalent and 
noncovalent interactions (hydrogen bonds, salt bridges, and hydrophobic tethers) as sets of 
bars (constraints) (37,39). A fast combinatorial algorithm, the pebble game (40), then counts 
the bond rotational degrees of freedom in the constraint network. The theory underlying this 
approach is rigorous (41), and results from rigidity analyses have been successfully compared 
with those from experiments and other computational approaches (42-48). 

Rigidification due to ligand binding can percolate through the network of interactions 
within the biomacromolecule and affects distant site(s) if the biomacromolecule is poised to 
this before perturbation (37,40). Our perturbation approach compares ensembles from the 
ground and perturbed states: First, the ground-state ensemble is extracted from an MD 
trajectory. The perturbed ensemble is then obtained by removing the covalent and non-
covalent constraints associated to the allosteric effector from each network topology of the 
ground-state ensemble. As any changes in biomolecular conformation are excluded, changes 
in the biomacromolecular stability must arise solely from the perturbation in the network 
topology. The results from rigidity analysis are post-processed to predict putative residues 
involved in allosteric signaling and/or the type and magnitude of coupling by monitoring 
long-range altered rigidity. 

Free energy quantity derived from mechanical stability: Biomacromolecules usually 
display a hierarchy of structural stability reflecting the modularity of their structure. In order 
to identify this hierarchy, rigidity analysis is performed by Constraint Network Analysis 
(CNA) such that a variety of network topologies obtained by removing non-covalent 
constraints is analyzed. To this end, hydrogen bond constraints (including salt bridges) are 
removed from the network in the order of increasing strength (39,47,49). For each threshold 
value Ecut at state σ a new network is generated where all hydrogen bonds with an energy 
EHB > Ecut(σ) are removed from the network (Figure 1 B). The hydrogen bond energy EHB is 
determined from an empirical energy function (50). From these analyses, stability maps rcij 
are derived that identify pairs of residues that are flexibly or rigidly correlated across the 
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structure. More specifically, rcij maps are derived by identifying “rigid contacts” between 
residue pairs R{i,j} where a rigid contact exists if two residues belong to the same rigid cluster 
c of the set of rigid clusters  and are separated by ≤ 5 Å (eq. 1). 

 

 cRRCcEminrc ji
E

cutij
cut  : .

 
(1) 

 

That way, a contact’s stability relates to the microscopic stability in the network and, taken 
together, the microscopic stabilities of all residue–residue contacts display the hierarchy of 
stability in the biomacromolecule. The sum over all rigid contacts then yields a measure for 
the mechanical energy of the system (eq. 2) 
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We note that (the average of) ECNA has been used recently as a proxy for the melting 
enthalpy of a protein and correlates with the protein’s melting temperature (P. Rathi, K.E. 
Jaeger, H. Gohlke, unpublished results), as expected from the work of Robertson and Murphy 
(51). 

The difference in the mechanical energy ∆ECNA = ECNA,perturbed - ECNA,ground reflects the 
change in biomacromolecular stability due to the presence of the ligand. As the perturbation 
of a ground state network by removal of covalent and noncovalent constraints from the ligand 
is localized and small (usually about 0.7 – 2.0% of the total number of constraints in a 
network topology is removed), the ensembles of ground and perturbed states should highly 
overlap. This warrants applying a free energy perturbation approach to compute a mechanical 
perturbation free energy ∆GCNA (perturbed → ground state) according to eq. 3 
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where the product of the Boltzmann constant kB and temperature T is 0.596 kcal mol-1 at 
300 K and 〈…〉ground denotes averaging over all states in the ground state ensemble. 

Cooperative free energy: For two binding events at sites s1 and s2 of a 
biomacromolecule, the type and magnitude of cooperativity can be deduced from the 
cooperative free energy ∆∆G (eq. 4) 

 

∆∆G = ∆Gs1/s2 – (∆Gs1 + ∆Gs2) (4). (4) 

 

In dynamic allostery, according to Cooper and Dryden (21), if ∆∆G < 0, the major loss of 
entropy already happens after the first binding process und favors further binding, i.e. both 
sites are coupled by positive cooperativity. Otherwise, if ∆∆G > 0, the major loss of entropy 
must occur during the second binding step, and thus, both sites are coupled by negative 
cooperativity. 

cutEC
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Identification of pathways for allosteric signaling: While the mechanical perturbation free 
energy is a global quantity, a per-residue decomposition of the mechanical energy is required 
to identify those residues that contribute most to the allosteric signaling. A per-residue 
decomposition of the free energy is obtained by following a linear response approach 
according to eq. 5 

 

 ground
CNAi

perturbed
CNAiCNAi EEG ,,,    (5) 

 

where Ei, CNA is the mechanical energy of all pairwise “rigid contacts” related to residue i 
(eq. 6) 
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Based on this per-residue free energy it should be possible to examine how much each 
residue is affected upon perturbing the ground state and how residues influence each other 
that are spatially separated. From this, we want to probe whether pathways are constituted of 
a few residues that are strongly coupled (“small pathway”) or multiple residues (“broad 
pathway”) that are weakly coupled. The latter question relates to the point of network stability 
and robustness of the allosteric coupling pathway in view of potential mutations, whereby less 
detrimental effects are expected for the “broad pathway” variant. 
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Results 

Allosteric effects of mutations on eglin c dynamics 
The small serine protease inhibitor eglin c is an ideal test case for validation as 

experimental data is available (I) from chemical denaturation experiments providing free 
energies of unfolding for 13 single and double mutants (see Table 1) and (II) from NMR 
relaxation experiments for these mutants revealing continuous pathways of dynamically 
coupled residues (52,53). 

Comparison between mechanical perturbation free energies and experimental free 
energies of stability: For validation, we calculated the mechanical perturbation free energies 
(eq. 3) of 13 single and double mutants. Each in silico mutation were done by cutting the 
respective amino acid side chain of the wild-type between the C and Cβ atoms, and hence, 
mutating the residue to alanine. As reference, we used free energies of unfolding between 
wild-type and mutants from chemical denaturation experiments (52, 53) ranging from -0.16 
kcal mol-1 to -3.74 kcal mol-1. The computed and experimental free energies yield a good and 
significant correlation (R2 = 0.80, 95% confidence interval: 0.43 < R2 < 0.94, p = 0.0001) 
(Figure 2A). The V63A mutant, though destabilizing eglin c, was not considered in the 
correlation analysis because no altered rigidity upon in silico perturbation was found. This 
behavior is in agreement with findings from NMR experiments according to which the 
mutation V63A results only in a few changes in eglin c dynamics (52).  

Comparison between computed and experimental coupling free energies: Next, we 
analyzed the coupling between distant sites of six double mutants. None of the mutation sites 
makes any direct interactions to another site. While almost all double mutants show sizeable 
destabilization effects (Table 1), experimental coupling free energies are either very small 
(< 0.27 kcal mol-1) and/or just above the experimental error except for the double mutation 
V18A/V54A, where the coupling free energy indicates a negative coupling (52). Likewise, 
computed coupling free energies (eq. 4) do not differ significantly from zero in all six cases.  

Identification of dynamically coupled residues: NMR studies on the mutants V14A, V34A, 
and V54A showed continuous pathways of dynamically coupled residues up to10 Å apart 
from the site of mutation (52, 53). All three mutants have no significant effect on the tertiary 
structure of eglin c, and hence, the response appears to be purely dynamic driven (52). 
Because the V34A mutant shows the most far-reaching dynamic response in the NMR 
experiment, we focused on this mutant. Upon in silico perturbation the network topologies 
lose on average ~2 (5.6% of all) non-covalent constraints associated to hydrophobic tethers. 
The per-residue free energy ∆Gi,CNA (eq. 5) was calculated from differences between stability 
maps of the ground (wild-type) and perturbed (mutant) state (Figure 2B). Almost all residues 
in the vicinity of the mutation site felt the perturbation but only a few residues show larger 
∆Gi,CNA‘s. The largest per-residue ∆Gi,CNA‘s was found for residues that make native contacts 
with V34; these are residues Y35, F36, V52, R53, and V54 with ∆Gi,CNA’s ≥ 0.67 kcal mol-1. 
When considering only those residues with ∆Gi,CNA > 0.2 kcal mol-1 (i.e., with a ∆Gi,CNA value 
of at least 24% of the maximal ∆Gi,CNA) , a contiguous pathway of coupled residues was 
revealed (Figure 2C). Striking examples for the long-range character of altered rigidity are 
residues V62 and V63, which are 15.9 Å (13.3 Å) apart from the site of mutation. Notably, 
both residues also show altered dynamics in NMR experiments (Figure 2D). On the opposite 
site of eglin c, the connection with the reactive binding loop via residue V43 (13.4 Å) is 
missed: None of the loop residues show significant non-zero ∆Gi,CNA’s. However, the strong 
influence observed for R53 may indicate a forwarding effect on the reactive binding loop. 
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Overall, the identified pathway is in good agreement with results from NMR experiments 
(Figure 2C and D): When phrased as a binary classification problem, our results allow 
discriminating between pathway and non-pathway residues with a sensitivity of ~73%, a 
specificity of ~87%, and an accuracy of ~85%. Additionally, we analyzed the mutants V54A 
and V14A. In the case of V14A, no altered rigidity was observed by our perturbation 
approach, but this mutant is also reported as having the lowest impact on dynamics in the 
NMR experiments (53). In the case of V54A, we found a similar contiguous pathway as for 
V34A (Figure S1). While the sensitivity is lower than for V34A (~56%), a specificity of 
~86% and an accuracy of ~82% demonstrate that we can particularly reliably identify non-
pathway residues. 

Probing V- and K-type allosteric mechanisms in PTP1B and LFA-1 
The perturbation approach was next applied to PTP1B and LFA-1. The human PTP1B is 

part of the signaling transduction cascade leading to the phosphorylation of the insulin 
receptor (54). The LFA-1 domain is part of β2-integrin and binds to intercellular adhesion 
molecules (ICAM) (55). Both systems possess different allosteric mechanisms: PTP1B 
possesses a V-type mechanism, i.e. the allosteric effector antagonizes the enzyme activity but 
does not change the affinity for substrate binding. In contrast, LFA-1 possesses a K-type 
mechanism. Here, the allosteric effector inhibits the complex formation of LFA-1 and ICAM 
molecules. Both systems involve small (< 2.8 Å rmsd overall; < 1.7 Å rmsd in either the 
allosteric or orthosteric binding sites) conformational changes during the allosteric regulation. 
The ground state ensembles were extracted from MD trajectories starting from the effector 
bound structures of PTP1B and LFA-1. Network topologies were then in silico perturbed by 
removing the allosteric effector from each network. 

Probing the allosteric mechanism in PTP1B: PTP1B is composed of an active site, a 
neighboring non-catalytic site (together referred to as orthosteric site) (56), and an allosteric 
site which is ~20 Å apart from the orthosteric site (54). During allosteric regulation, PTP1B 
undergoes two conformational changes: The first change is located at helix α7* next to the 
allosteric site, and the second one is located at the catalytically important WPD loop (residues 
T177-P185). Importantly, none of the residues in the allosteric site directly interacts with the 
WPD loop. Binding of the allosteric effector prevents the closure of the WPD loop as well as 
interactions between helix α7* and the two helices α3 and α6 (54). Consequently, the 
structure of PTP1B is trapped in the inactive state (Figure 3B). 

Upon in silico perturbation, the network topologies lose on average ~4 (1.2% of all) 
hydrogen bond constraints and ~17 (14% of all) hydrophobic tether constraints. The per-
residue ∆Gi,CNA’s (eq. 5) of altered rigidity show that almost all residues felt the in silico 
perturbation but that in many cases the effects are very small or just above the standard error 
(SEM = 0.09 kcal mol-1) (Figure 3A). As in the case of eglin c, we only considered residues 
with ∆Gi,CNA > 0.2 kcal mol-1 further, which keeps ~33% of the residues in PTP1B. Strong 
altered rigidity was found for the region enclosing helices α3, α4, and α6. In particular, L192 
in helix α3, which is part of the allosteric site, shows the largest ∆Gi,CNA of 2.08 kcal mol-1. By 
mapping those residues with ∆Gi,CNA > 0.2 kcal mol-1 onto the structure of PTP1B, we found 
residues up to ~21 Å apart from the allosteric site being influenced by effector binding, 
demonstrating the long-range effects of altered rigidity in PTP1B (Figure 3B). Remarkably, 
affected residues are not dispersed but rather show a distinct connection to active site residues 
(Y20, C215-S222, R254, G259, I261, Q262, Q266) and residues in the hinge region of the 
WPD loop (T177-W179, V184, P185). To ensure that results from altered rigidity are non-
trivial, we calculated the packing density for each residue averaged over the ground state 
ensemble. From this, no correlation was observed between ∆Gi,CNA values and the packing 
density (Figure S3A). 
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So far, the analysis was based on a visual inspection of ∆Gi,CNA values mapped onto the 
protein structure. To determine to what extent a certain region is affected upon in silico 
perturbation in a more formalized way, we applied methods from the field of graph analysis to 
probe the allosteric communication in PTP1B. To this end, differences between stability maps 
of the ground and perturbed ensembles were represented by a stress-minimized graph G. In 
this graph, nodes are representing residues with ∆Gi,CNA > 0.2 kcal mol-1 and edges the 
pairwise mechanical perturbation energy ∆Eij (eq. 6, see Material & Methods) between 
residues i and j. The stress-minimized graph was analyzed for residues that show a high 
allosteric communication and, hence, are most likely involved in allosteric signaling. 
Centrality indices are common measures to analyze the information flow through a graph and 
were already successfully applied to identify allosteric signaling (57-59). Here, we calculated 
the betweenness centrality for each edge within the graph (see Material & Methods). 
Remarkably, only a few edges have larger centrality values while most of the edges are close 
to zero (0.5% of the edges are significantly larger than zero) (Figure S4A). By considering 
only edges with centrality values significantly larger than zero, we identified two continuous 
pathways with more than two residues. Both pathways originate from the allosteric site and 
then spread through the graph (Figure 3C). The first pathway originates at residue G277 in the 
allosteric site and heads to helix α7*. More striking is the second pathway, which originates at 
residue L192 in helix α3 and then branches at position F269 (helix α6) to W179 in the WPD 
loop (Figure 3D) and via T224 to residues G220, I261, and Q266 in the orthosteric site 
(Figure 3E). Notably, the identification of residue F191 is encouraging because F191 in the 
inactive state occupies a site that W179 must enter during the closure of the WPD loop (54). 
Although the affinity for substrate binding is not affected by binding of the allosteric inhibitor 
to PTP1B, the identification of residues in the orthosteric site is encouraging because it could 
indicate an interruption of a catalytically important network of residues. As such, Q266 is 
involved in a water-mediated hydrogen bonding network, which is a prerequisite for 
formation of an intermediate state during catalysis (60). 

Probing the allosteric mechanism in LFA-1: The tertiary structure of LFA-1 adopts a 
Rossmann fold composed of a central β-sheet surrounded by seven α-helices. A metal ion-
dependent adhesion site (MIDAS, further referred to as orthosteric site) at the top of LFA-1 
coordinates a magnesium ion, which is required for binding of ICAM (61). The activation of 
LFA-1 involves a conformational change of the C-terminal helix α7, which is neighboring the 
allosteric site (62). Binding of an allosteric effector holds the structure in the inactive state, 
and thus, inhibits the complex formation of LFA-1 and ICAM molecules (63). Remarkably, 
residues in the orthosteric site show only minor structural differences between the ICAM-1 
bound intermediate state (PDB ID 1MQ8) and inactive state (PDB ID 3BQM) (heavy atom 
rmsd = 1.7 Å). 

Upon in silico perturbation, the network topologies lose on average ~0.5 (0.3% of all) 
hydrogen bond constraints and ~8 (7% of all) hydrophobic tether constraints. The results from 
the predicted per-residue ∆Gi,CNA (Figure 4A) indicates that almost all residues felt the 
perturbation but only 38% have ∆Gi,CNA > 0.2 kcal mol-1. By mapping only residues with 
∆Gi,CNA > 0.2 kcal mol-1 onto the structure of LFA-1, we found that the β-sheets (except for 
β2’) in the core region show a strong altered rigidity (Figure 4B). Notably, the opposite region 
enclosing the helices α1, α2, α3, α4, α5, α6 was less altered upon in silico perturbation, which 
is in agreement with findings from NMR experiments (62). Again, ∆Gi,CNA’s derived from 
altered rigidity do not correlate with the packing density of residues, indicating that the 
derived result is not trivial (Figure S3B). M140 in the orthosteric site is among the most 
distant residues with altered rigidity (~18 Å) and part of a network of residues that are 
important for the protein-protein interaction with ICAM (64). Besides M140, we also found 
the orthosteric site residues D137, S139, L142, and Q143. Again, this finding demonstrates 
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the long-range effect of altered rigidity in biomacromolecules. Finally, DrugScorePPI was 
applied to probe the importance of residues in the orthosteric site for the protein-protein 
complex formation (Figure S4) (65). To this end, we used the crystal structure of LFA-1 in 
complex with ICAM-1 (PDB ID 1mq8). DrugScorePPI detects L205 as warm spot residue, 
which has also been reported to abolish ICAM binding in mutagenic analyses (66) but does 
not show a significant change in the predicted ∆Gi,CNA values from the perturbation approach. 
Notably, the second largest contribution to protein-protein binding calculated by DrugScorePPI 
is for M140. Even though mutagenesis analysis on M140A shows no effect on the binding 
affinity of ICAM-1 (66), the overall importance of this residue for ICAM-1 binding has been 
reported (64). 

To probe the allosteric signaling more formally, we computed the centrality betweenness 
for each edge of the stress minimized graph shown in Figure 4C. When considering only 
edges with centrality values significantly larger than zero, only a few edges (0.4 %) remain 
left (Figure S2B). This results in a condensed representation of the graph (Figure 4C) from 
which two pathways spread from the allosteric site. The first pathway encloses residues L295 
and L289 and heads to the functionally important hinge region between the sheet β4 and helix 
α7 (Figure 4D). The second pathway encloses I237 and I150 and ends at residue L142 in the 
orthosteric site (Figure 4C and F). Notably, between the allosteric and orthosteric sites there is 
a “buffer zone” of at least two residues (Figure 4C). From there, L142 is connected to the 
other orthosteric site residues D137, S139, M140, and Q143. 

Negative cooperativity in LFA-1 deduced from rigidity analyses 
Next, we applied the perturbation approach to probe the underlying type and magnitude of 

the cooperativity in LFA-1. Following the formulation of Cooper and Dryden, in positive 
cooperativity the allosteric effector lowers the entropic costs for the subsequent substrate 
binding by stabilizing the biomacromolecule (Figure 1A). In negative cooperativity, binding 
of an allosteric effector quenches not all dynamics and, hence, the major loss of entropy must 
occur upon substrate binding. The latter case is the type of mechanism that would agree with 
experimental findings of a negative cooperativity by inhibiting the complex formation of 
LFA-1 and ICAM (67, 68). 

To probe the negative cooperativity in LFA-1, we used an MD trajectory starting from a 
modelled structure of LFA-1 in complex with both the allosteric effector (BQM) and ICAM-1 
(see Material and Methods). The modelled complex is stable over the course of the trajectory 
(heavy atom rmsd < 4.8 Å) (Figure S5). A structural ensemble of LFA-1BQM/ICAM-1 was 
extracted from the trajectory, which was used to generate perturbed ensembles of LFA-1apo, 
LFA-1BQM, and LFA-1ICAM-1. The cooperative free energy (eq. 4) in LFA-1 was calculated 
from comparing the ensembles of LFA-1BQM/ICAM-1, LFA-1BQM, and LFA-1ICAM-1 against the 
ensemble of LFA-1apo. For LFA-1BQM and LFA-1ICAM-1, the mechanical perturbation free 
energy ∆GCNA (eq. 3) of altered rigidity is ~0.6 kcal mol-1 (BQM) and ~8.9 kcal mol-1 (ICAM-
1), respectively. The ~15 times smaller free energy upon BQM binding shows that the 
allosteric effector does not drastically lower the entropic burden for the subsequent ICMA-1 
binding. Still, the mechanical perturbation free energy in LFA-1BQM/ICAM-1 is ~12.7 kcal mol-1. 
This results in a cooperative free energy ∆∆G of 3.2 kcal mol-1. Accordingly, the entropic 
burden of ICAM-1 binding is increased if BQM is already bound to LFA-1, which correctly 
points to a mechanism of negative cooperativity in LFA-1. 
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Discussion 

In this study, we presented an ensemble-based perturbation approach for analyzing 
dynamic allostery by tracking altered rigidity in biomacromolecules. To identify altered 
rigidity characteristics we applied in silico perturbations on constraint network topologies. To 
this end, covalent and non-covalent constraints associated to the allosteric effector are 
removed from the network topology. By way of construction of this model, the conformation 
of the biomacromolecule remains unchanged, and solely the perturbations in the network 
topology are leading to changes in biomacromolecular stability. 

The perturbation approach was validated on eglin c at two levels. First, we compared 
predicted mechanical perturbation free energies with free energies of destabilization from 
chemical denaturation experiments of 13 single- and double-mutants. The obtained good 
correlation between predicted and experimental free energies is convincing due to two 
reasons: (I) changes in the network topologies upon in silico perturbations are relatively small 
and (II) predicted free energies of all in silico mutants are based on one conformational 
ensemble extracted from the MD trajectory starting from the wild-type structure of eglin c. 
Our findings show that the perturbation approach is sensitive enough to pick up effects of 
single mutations that lead to changes of the free energy of destabilization by < 1.6 kcal mol-1. 

At the second level, we tested the perturbation approach to reproduce experimentally 
determined pathways of dynamically coupled residues in eglin c. To compute per-residue free 
energies, we used a linearized free energy expression following a linear response approach. 
Encouragingly, the predicted pathway, as reported by NMR experiments (52, 53), is 
reproduced for ~85% (~82%) of the involved residues for the mutant V34A (V54A). 
Remarkably, residues on the pathways are up to ~16 Å apart from the site of mutation, which 
demonstrates a long-range percolation of altered rigidity in biomacromolecules. Only for the 
mutant V14A could no pathway be detected; however, this mutant also revealed the weakest 
impact on dynamics as reported by NMR experiments (53).  

Next, we applied the perturbation approach on PTP1B and LFA-1. Both systems show 
small conformational changes during allosteric regulation. By comparing the active and 
inactive state of PTP1B, these conformational changes manifest in the catalytically important 
WPD loop and helix α7* close to the allosteric site. In LFA-1, the allosteric effector prevents 
the movement of helix α7, which is required for binding of ICAM molecules to LFA-1. 
However, the orthosteric site shows only minor conformational changes upon binding to 
ICAM-1 as found in an intermediate state of LFA-1 in complex with ICAM-1. For both 
systems, long-range altered rigidity was found upon in silico perturbation by removing the 
allosteric effector form the network topologies. Even though multiple residues (“broad 
pathway”) felt the perturbation at the allosteric site, we found a connection to residues in the 
orthosteric site as well as to other functionally important regions. For performing the pathway 
identification in a more formal way, we computed the allosteric communication within a 
graph representation of the residue pairwise altered rigidity. From this, we obtained 
condensed (“small pathway”) and continuous pathways that originate from the allosteric site. 
In PTP1B, the pathway connects the allosteric site to the WPD loop and to catalytically 
important residues in the orthosteric site. In LFA-1, the analysis discloses two pronounced 
pathways: One that heads to a hinge region, which is required for the movement of helix α7 
upon activation and another that heads to the orthosteric site. 

Finally, the computed cooperative free energy for binding of both the allosteric effector 
and the orthosteric ligand to LFA-1 was positive in agreement with negative cooperativity 
observed experimentally for LFA-1. 

Contrary to other studies, in the introduced perturbation approach the signal-to-noise ratio 
is apparently high enough such that elaborate statistical filtering techniques, as required for 
analyzing changes in correlated motions upon binding of an allosteric effector (69), do not 
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need to be applied here. Furthermore, the approach does not have to be specifically 
parameterized for the protein to be investigated, in contrast to related work based on the 
Distance Constraint Model (70, 71). Finally, ensemble-based analyses instead of analyses of 
single structures (48) ensure robust results and are unbiased by conformational effects from 
direct comparison of the active and inactive states (72). A downside of the perturbation 
approach is the need for a computationally expensive MD simulation beforehand to generate 
an ensemble as structural input for CNA. Carrying out the MD simulation of PTP1B required 
~14 days of computing time on a single NVIDIA Tesla M2070 GPU. Clearly, that way the 
computational efficiency of CNA is compromised; a single CNA run required 8 h on a 
workstation computer. 

In summary, we introduced an ensemble-based perturbation approach to analyze dynamic 
allostery by way of computing mechanical perturbation free energies, cooperative free 
energies, pathways of allosteric signaling. The in silico perturbations solely affect the network 
topologies, which are the foundation for the rigidity analysis, without actually moving atoms. 
In all three tested systems (eglin c, PTP1B, and LFA-1), long-range effects of altered rigidity 
were found despite only small changes in the network topologies. This demonstrates that the 
perturbation approach is sensitive to pick up effects related to allosteric regulation. In PTP1B 
and LFA-1, altered rigidity is observed along continuous pathways of residues connecting the 
allosteric and the orthosteric site. 
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Materials and Methods 

Structure preparation 
In this study we used eglin c, the protein tyrosine phosphatase 1B (PTP1B), and the 

lymphocyte function-associated antigen 1 (LFA-1) to probe the allosteric mechanism by the 
perturbation approach. In the case of PTP1B and LFA-1, the binding of allosteric effectors 
lead to negative cooperativity.  

Eglin c: The perturbation approach was initially validated on the small protease inhibitor 
eglin c. The wild-type structure of eglin c taken from the Protein Data Bank (PDB ID 1cse) 
(73) was used as starting structure for the MD simulations (see SI). To this end, we extracted 
the structure of eglin c from the complex with subtilisin. The ensemble of the wild-type 
structure was generated by extracting 1500 conformations from an MD trajectory of 300 ns 
length. Ensembles of mutants (Table 1) were then generated by in silico mutational 
perturbation of the wild-type ensemble. To this end, side chains of the residues were cut 
between the Cα and the Cβ position and missing hydrogen atoms were added by using the tleap 
program (which is part of the AmberTools software package (74)). 

Protein tyrosine phosphatase 1B (PTP1B): The starting structure for the MD simulation 
was taken from PDB ID 1t4j. The crystal structure is in complex with the allosteric effector 
FRJ (54). The helix α7* which is not resolved in the crystal structure was modeled using the 
MODELLER program (75). As template, we used the phosphotyrosine-bound structure of 
PTP1B (PDB ID 1pty). The partial charges of the allosteric effector FRJ were generated 
according to the RESP procedure (76, 77). The ensemble of the ground state was generated by 
extracting 1500 conformations from the MD trajectory of 300 ns length. All water molecules 
and ions were removed except for water molecules that make water-mediated hydrogen bonds 
between FRJ and PTP1B. The perturbed ensemble was then generated by in silico 
perturbation, i.e. removing the allosteric effector and water molecules (if present), of the 
ground state ensemble. 

Lymphocyte function-associated antigen 1 (LFA-1): The starting structure for the MD 
simulation was taken from PDB ID 3bqm. The LFA-1 structure is in complex with the 
allosteric effector BQM. Partial charges of BQM were generated according to the RESP 
procedure (76, 77). The ensemble of the ground state was generated by extracting 1500 
conformations from the MD trajectory of 300 ns length. An ensemble of the perturbed state of 
LFA-1 was generated by removing the allosteric effector from the ground state ensemble. All 
water molecules and ions were removed. In order to probe the allosteric cooperativity in 
LFA-1 we modelled a complex structure of LFA-1BQM/ICAM-1. To improve the stability of the 
modelled complex during the MD simulation we used the intermediate state of LFA-1ICMA-1 
(PDB ID 1mq8) even though a better resolved crystal structure in the high affinity state (PDB 
ID 1t0p) is available. To model the complex, the structure of LFA-1 in complex with ICAM-1 
was aligned on PDB ID 3bqm. Afterwards, coordinates of ICAM-1 and the magnesium ion 
buried in the metal-ion-dependent adhesion site (MIDAS) were merged with PDB ID 3bqm. 

Allosteric response deduced from rigidity analysis 
Rigidity analyses were performed using the CNA software package (78). CNA was applied 

on ensembles of network topologies generated from conformational ensembles provided as 
input (see structure preparation). Average stability characteristics are calculated by constraint 
counting on each topology in the ensemble. Each network of covalent and noncovalent 
(hydrogen bonds including salt bridges and hydrophobic tethers) constraints was constructed 
with the FIRST software (version 6.2), which is part of the CNA software package (37). The 
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strength of hydrogen bonds (including salt bridges) were assigned by the energy EHB 

computed by FIRST (50). Hydrophobic interactions between carbon or sulfur atoms were 
taken into account if the distance between these atoms was less than the sum of their van der 
Waals radii (C: 1.7 Å, S: 1.8 Å) plus Dcut = 0.25 Å (39). Fluor atoms of CF3 groups in BQM 
are modelled as carbons to consider the increased bulky character of CF3 groups (79).  

Allosteric signaling from network analysis: Stability maps (80) as derived from rigidity 
analysis were used to generate a undirected graph representation. In such a graph, nodes 
represent the residues and edges represent the pairwise mechanical perturbation energy ∆Eij 
between residue i and j by eq. 6 

 

ground
ij

perturbed
ijij rcrcE   (eq. 6) 

 

where 〈rcij
〉 is the average strength of a rigid contact (eq. 1) between the two residues i and j. 

From the graph representation, we calculated centrality indices to quantify the relative 
importance of each site within the graph, e.g. the information flow through a graph. For the 
graph construction and calculation of centrality indices, we used the NetworkX extension for 
Python (81). The underlying algorithm of the betweenness centrality for each edges is 
documented in detail in refs. (82, 83). The betweenness centrality is defined as the sum of the 
fraction of all-pairs shortest paths that pass through the edge e (eq. 7) 
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The centrality is normalized where n is the number of nodes in the graph. σ(i,j) is the 
number of shortest paths and σ(i,j|e) is the number of those that pass through the edge e. For 
visualization of the graph, we used the software Visone (84). The graph embedding is 
minimized based on the pairwise Cα distance in the PDB structure used as input for the 
perturbation approach. 
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Tables 

Table 1: Free energies from chemical denaturation experiments and the mechanical 
perturbation approach of mutants in eglin c. 

Mutation 
Chemical denaturation1,2  Rigidity analysis3,4 

∆∆G ∆∆∆G  ∆GCNA ∆∆GCNA 

V18A/V54A 3.74 0.95  1.24 -0.07 

V63A 3.20 ---  ---7 --- 

V34A/V62A 2.54 0.25  0.90 -0.04 

V54A/V62A 2.545 0.26  1.02 -0.05 

V14A/V18A 2.535 0.27  0.62 <0.01 

V18A/V34A 2.50 0.02  1.12 -0.06 

L27A/V54A 1.985 0.22  0.80 <0.01 

V54A 1.595 ---  0.79 --- 

V34A 1.27 ---  0.66 --- 

V18A 1.215 ---  0.52 --- 

V62A 1.025 ---  0.28 --- 

V14A 1.046 ---  0.10 --- 

L27A 0.166 ---  0.01 --- 
1 Experimental ∆∆G of unfolding and thermodynamic couplings ∆∆∆G taken from ref. (52, 

53). We considered positive free energies of destabilization instead of reported negative 
values. 

2 The standard error in ∆∆G is 0.13 kcal mol-1 and in ∆∆∆G is 0.19 kcal mol-1 as reported in 
 ref. (52). 
3 Predicted ∆GCNA (eq. 3) relative to the WT and cooperativity ∆∆GCNA  (eq. 4); in kcal mol-1. 
4 The standard error in ∆GCNA is 0.03 kcal mol-1 and ∆∆GCNA is 0.04 kcal mol-1. 
5 Updated standard error from ref. (53). 
6 The standard error in ∆∆G is 0.12 kcal mol-1, as reported in ref. (53). 
7 Mutant shows no altered rigidity. 
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Figure captions 

Figure 1:(A) Illustration of positive and negative cooperativity deduced from altered rigidity. 
The vertical dashed line indicates the rigidity percolation threshold where the 
biomacromolecule switches from a flexible to a rigid state. (B) Rigid cluster decomposition 
during the bond dilution process of LFA-1. The four states show the decay of rigidity where 
at each state all hydrogen bonds with an energy EHB > Ecut are removed from the network. 

 

Figure 2:In silico mutation perturbation in eglin c. (A) Correlation between predicted 
∆GCNA‘s (eq. 3) and ∆∆G‘s from chemical denaturation experiments (52, 53). The SEM of the 
predicted (horizontal) and experimentally determined (vertical) free energies are exemplarily 
shown for V18A/V54A. The mutant V63A (red) is considered an outlier because it shows no 
altered rigidity upon in silico perturbation and is reported to show only small changes in the 
dynamics by NMR experiments (52). (B) Differences between stability maps of the ground 
(wild-type) and perturbed (mutant) state upon V34A mutation. The difference map shows the 
pairwise mechanical perturbation energy ∆Eij (eq. 6) between residue i and j and the attached 
histogram the per-residue ∆Gi,CNA (eq. 5). The dashed line at 0.2 kcal mol-1 indicates a 
threshold at which we assume residues to be prone for allosteric regulation. Residues with 
∆Gi,CNA above the threshold are mapped on the structure of eglin c (D) and are in good 
agreement with a continuous dynamic network derived from NMR experiments (E) (52). The 
site of mutation (V34) is shown in red (D and E), blue colors reflect predicted ∆Gi,CNA values 
in (D), and white residues in (E) are those that lack NMR data on changes in the dynamics but 
are included in the network as suggested by the authors of ref. (52).  

 

Figure 3: Probing the allosteric mechanism in PTP1B. (A) Differences between stability 
maps of the ground (effector bound) and perturbed (apo) state of PTP1B. The attached 
histogram shows the per-residue ∆Gi,CNA (eq. 5) with a threshold of 0.2 kcal mol-1 (dashed 
lines). Secondary structure as well as allosteric (red) and orthosteric (green) site information 
are attached at the top and right. (B) Residues with ∆Gi,CNA > 0.2 kcal mol-1 are mapped on the 
structure of PTP1B. The color indicates if a residue is part of the allosteric (red), orthosteric 
(green), WPD loop (orange), or any other site (blue). Darker colors indicate greater ∆Gi,CNA 
values. The same information is represented as a stress-minimized graph where nodes 
represent residues and edges the pairwise mechanical perturbation energy ∆Eij (eq. 6) as in 
(A). The graph embedding is minimized based on the pairwise Cα distance in PDB ID 1T4J. 
Highlighted residues show the dominant pathways for allosteric communication through the 
graph as derived from calculating the betweenness centrality (eq. 7). One pathway is mapped 
on the structure and branches at position F269 to connect the allosteric site with the hinge 
region of the WPD loop (D, orange) and residues in the orthosteric site (E, green). 
Additionally, (E) shows the aligned closed structure of PTP1B (black, PDB id 1pty). 

 

Figure 4: Probing the allosteric mechanism in LFA. (A) Differences between stability 
maps of the ground (effector bound) and perturbed (apo) state of LFA-1.. The attached 
histogram shows the per-residue ∆Gi,CNA (eq. 5) with a threshold of 0.2 kcal mol-1 (dashed 
lines). Secondary structure as well as allosteric (red) and orthosteric (green) site information 
are shown at the top and right. (B) Residues above the threshold are mapped on the structure 
of LFA-1. The color indicates if a residue is part of the allosteric (red), orthosteric (green), or 
any other site (blue). The same information is represented as a stress minimized-graph where 
nodes represent the residues and edges the pairwise mechanical perturbation energy ∆Eij 
(eq. 6) as in (A). The graph embedding is minimized based on the pairwise Cα distance in 
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PDB ID 3BQM. Highlighted residues illustrate the dominant allosteric pathway through the 
graph as calculated from the betweenness centrality (eq. 7). Two pathways are mapped on 
LFA-1: (D) pathway between the allosteric site and the hinge region between strand β4 and 
helix α7 (blue); (E) pathway between the allosteric and the orthosteric site (green). 
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Figure S1: In silico mutational perturbation in eglin c. (A) Differences between stability 
maps of the ground (wild-type) and perturbed (mutant) state upon V54A mutation. The 
attached histogram shows the per-residue ∆Gi,CNA (eq. 5 in the main text). The dashed line at 
0.2 kcal mol-1 indicates a threshold of about 20% of the maximal ∆Gi,CNA found. Residues 
with ∆Gi,CNA above the threshold are mapped onto the structure of eglin c (B) and are in good 
agreement with a continuous dynamic network of residues from NMR experiments of the 
same mutant (C) (40). The site of mutation (V54) is shown in red (B and C), blue colors 
reflect predicted ∆Gi,CNA values in (B), and white residues in (C) are those that that lack NMR 
data on changes in the dynamics but are included in the network as suggested by the authors 
of ref. (61). 
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Figure S2: Distribution of the betweenness centrality for each edge of PTP1B (A) and 
LFA-1 (B). The vertical dashed line indicates a threshold for the betweenness centrality of 
edges, which are significantly larger than zero, and thus, contribute markedly to allosteric 
communication. 

 

 

 

 
Figure S3: Correlation analysis between per-residue Voronoi volumes and mechanical 
perturbation free energies of PTP1B (A) and LFA-1 (B). 
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Figure S4: Free energies for residue-to-Aa mutations in the protein-protein interface of 
LFA-1 in complex with ICAM-1 computed from DrugScorePPI (1).  

 

 

 

 

Figure S5: Heavy atom rmsd of conformations extracted from a 300ns MD trajectory 
of the modelled complex of LFA-1, BQM, and ICAM-1. 
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Supplemental Experimental Procedures 

Molecular dynamics simulations 

All MD simulations were carried out with the AMBER 11 package of molecular 
simulation programs using the GPU accelerated version of PMEMD.(2) The Cornell et al. 
force field (3) with modifications for proteins (ff99SB)(4) was employed. The structures were 
solvated in a truncated octahedron of TIP3P water(5) such that the distance between the 
boundary of the box and the closest solute atom was at least 11 Å. Periodic boundary 
conditions were applied using the particle mesh Ewald (PME) method (6) to treat long-range 
electrostatic interactions. Bond lengths involving bonds to hydrogen atoms were constrained 
by SHAKE.(7, 8) The time step for all MD simulations was 2 fs, and a direct-space non-
bonded cutoff of 8 Å was applied. First, the solvent was minimized for 250 steps by using the 
steepest descent method followed by conjugate gradient minimization of 50 steps. 
Subsequently, the same approach was used to minimize the entire system including the 
protein. Afterwards, the system was heated from 100 K to 300 K using canonical ensemble 
(NVT) MD, and the solvent density was adjusted using isothermal-isobaric ensemble (NPT) 
MD. Positional restraints applied during equilibration were reduced in a stepwise manner over 
50 ps followed by 50 ps of unrestrained canonical ensemble (NVT) MD at 300 K with a time 
constant of 2 ps for heat bath coupling. Each simulation ran for 300 ns, and coordinates were 
saved at 200 ps intervals to an ensemble of 1500 conformations. 

 

Voronoi volumes of proteins 

We calculated the Voronoi volumes (9, 10) for each atom in PTP1B and LFA-1  applying 
an algorithm implemented in C-language (11). For each residue, the individual atom volumes 
were summed. The method was applied on ensembles of 1500 conformations generated by 
MD simulations starting from the allosteric inhibitor bound state of PTP1B and LFA-1. 
Because Voronoi volumes cannot be computed for surface exposed residues, we retained 
water molecules that are within a distance cutoff of 3.5 Å to the protein. The resultant average 
volumes were than used in a correlation analysis between altered rigidity characteristics and 
per-residue volumes of PTP1B (Figure S3 A) and LFA-1 (Figure S3 B). 
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’ INTRODUCTION

Advances in experimental and computational methodology,
and improvements in hardware and instrumentation, have
rapidly increased the rate at which molecular structures of
proteins can be generated.1 Multiple experimentally determined
structures are often now available for a particular protein of
interest, and it is also more frequently feasible to derive a large set
of protein conformations using computational methods. This is
driving structure-based drug design tomove beyond a “one target,
one structure” perspective to account for and embrace the
flexibility of proteins.2�4 Since medicinal chemists can use
protein structures to guide their ligand design toward the
formation of specific protein�ligand interactions, a diverse set
of protein conformations presents an opportunity to explore
chemical space more widely. This freedom increases the chances
that key drug discovery issues such as potency, selectivity, ADME
(absorption, distribution, metabolism, and excretion), and toxi-
city can be overcome. In the past, computational methods have
confirmed the existence of different pocket shapes a posteriori,
such as the additional subpocket in the HIV-integrase active site,
exploited by the first marketed HIV-integrase inhibitor.5,6 The
goal of structure based computational chemistry is to identify
druggable pocket shapes beforehand and guide chemistry to
exploit alternative pocket shapes.

The analysis and interpretation of large volumes of protein
structural information can be a lengthy process if visual inspection
is required in order to detect and confirm diverse and potentially
novel pocket shapes. Alternatively, computational approaches to
diverse pocket selection have been devised that typically analyze
Molecular Dynamics (MD) trajectories and often involve some
form of clustering to bundle similar structures together, followed
by selection of just one representative structure from each group.7

Some form of dimensionality reduction is also common, Principal
Component Analysis (PCA)8 being a prominent example. These
techniques provide a characterization of the dominant deforma-
tion modes of the binding pocket and map out the pocket
conformational space.

Of critical importance is the set of coordinates to which
techniques such as clustering and PCA are applied. The set of
Cartesian coordinates for all active site Cα atoms can be a poor
proxy for local binding pocket conformation because protein
structures with similar Cα conformations may still have very
different side-chain conformations and will thus incorporate very
different binding pocket shapes. This can lead to dissimilar
pocket conformations being clustered or mapped together, and
to novel pocket shapes being missed. Thus, methods for select-

Received: April 13, 2011

ABSTRACT:The identification of novel binding-site conformations can greatly assist the progress of
structure-based ligand design projects. Diverse pocket shapes drive medicinal chemistry to explore a
broader chemical space and thus present additional opportunities to overcome key drug discovery
issues such as potency, selectivity, toxicity, and pharmacokinetics. We report a new automated
approach to diverse pocket selection, PocketAnalyzerPCA, which applies principal component analysis
and clustering to the output of a grid-based pocket detection algorithm. Since the approach works
directly with pocket shape descriptors, it is free from some of the problems hampering methods that
are based on proxy shape descriptors, e.g. a set of atomic positional coordinates. The approach is
technically straightforward and allows simultaneous analysis of mutants, isoforms, and protein
structures derived from multiple sources with different residue numbering schemes. The Pocket-
AnalyzerPCA approach is illustrated by the compilation of diverse sets of pocket shapes for aldose reductase and viral neuraminidase. In both
cases this allows identification of novel computationally derived binding-site conformations that are yet to be observed crystallographically.
Indeed, known inhibitors capable of exploiting these novel binding-site conformations are subsequently identified, thereby demonstrating the
utility of PocketAnalyzerPCA for rationalizing and improving the understanding of the molecular basis of protein�ligand interaction and
bioactivity. A Python program implementing the PocketAnalyzerPCA approach is available for download under an open-source license
(http://sourceforge.net/projects/papca/ or http://cpclab.uni-duesseldorf.de/downloads).
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ing a diverse set of pocket conformations should instead use
descriptors that account for all the atoms lining the pocket. An
obvious choice is the set of Cartesian positions for all atoms
bordering the binding site.7,9 However, collating this set of
descriptors can be technically awkward when comparing protein
structures with different residue numberings and/or atom order-
ings. It also precludes the inclusion of protein structures with
mutations of one or more binding pocket residues or structures
of more than one isoform. Furthermore, there can be consider-
able ambiguity in defining the set of “binding site atoms”,
particularly for flexible proteins.

In this paper, we address the problem of diverse pocket selec-
tion from an alternative perspective by working directly with
pocket shape descriptors rather than a set of proxy coordinates.
In particular, we develop a procedure that reduces a large
collection of structures of the same protein to a subset that retains
a number of substantially distinct binding pocket conformations.
The approach is based on applying PCA and clustering to the
output of a grid-based pocket detection algorithm. The PCA
yields (a) principal component (PC) eigenvectors, which reveal
the dominant deformation modes of the pocket, and (b) PC
projections (“scores”), which provide characterization and visua-
lization of the pocket conformational distribution (PCD). Cluster-
ing of the PCD then results in an all-atom approach to diverse
pocket selection that is free from the problems hamperingmethods
based on atomic coordinates. As our method builds upon the
PocketAnalyzer pocket detection code developed in the Gohlke
group, we call it PocketAnalyzerPCA. Although itself unpublished,
the original PocketAnalyzer approach implements a variant of
the LIGSITE algorithm.10,11 Minor differences between Pocket-
Analyer and LIGSITE are described below. The approach is
technically straightforward and allows simultaneous analysis of
mutants, isoforms, and homologous proteins. Furthermore, although
we focus on the identification of novel pocket conformations from
MD simulations, our procedure is applicable to any source of
atomistic protein structural information, and all combinations thereof.

Here, we apply PocketAnalyzerPCA to two proteins that exhibit
moderate but significant active site flexibility, namely aldose reduc-
tase and neuraminidase. Both proteins have been extensively
studied, resulting in a well-characterized set of binding pocket

conformations with which to compare the output of our approach
to diverse pocket selection. Since the PocketAnalyzerPCA technique
is potentially applicable to problems beyond diverse pocket
selection, the paper closes by highlighting some directions for
future work.

’MATERIALS AND METHODS

PocketAnalyzerPCA. Outline.We first give a short overview of
the PocketAnalyzerPCA approach (Figure 1), before dealing with
the methodological details in more depth. In the first step, a grid-
based pocket detection algorithm is applied to an ensemble of
protein structures. The identified pockets from each single
protein structure are represented as a row vector of integers, each
encoding the inclusion (“1”) or exclusion (“0”) of a particular grid
point. The row vector describes the pocket shape corresponding
to a specific conformation of the protein. Since the same set of
grid-points is used to analyze each protein structure, the row
vectors can be merged to produce a pocket shape matrix. Each
column of this pocket shape matrix then represents the varying
inclusion/exclusion of a particular grid-point in the pockets of an
ensemble of protein structures.
The pocket shape matrix is subjected to Principal Component

Analysis (PCA).12 This results in (a) a set of PC eigenvectors, (b)
a set of eigenvalues that correspond to the variance along each
PC, and (c) the projections (or “scores”) of each protein structure
along each PC. The high-variance PCs describe the dominant
changes in pocket conformation within the given set of protein
structures. The scores characterize the distribution of pocket
shapes along the PCs, providing a map of the pocket conforma-
tional space. Analysis and comparison of these pocket conforma-
tional distributions (PCDs) may provide a useful perspective on a
variety of questions related to molecular recognition and protein
dynamics. Of particular relevance to medicinal chemistry efforts
is the rephrasing of the diverse pocket selection problem in terms
of finding a small number of protein structures whose pockets
nevertheless provide coverage of the significant regions of the PCD.
In this work a clustering of the PCD is used to achieve this aim.
Pocket Detection.The pocket detection algorithm implemented

within the PocketAnalyzer code is a variant of the LIGSITE

Figure 1. A graphical summary of the PocketAnalyzerPCA approach. The PocketAnalyzer pocket detection algorithm is applied to each protein structure
in the set (A). For each structure, the resulting pocket shape (B) is encoded as a row vector of integers (C). Merging the row vectors from each protein
structure produces the pocket shapematrix (D). Projecting the row vectors onto principal components derived from the pocket shapematrix generates a
map of the pocket conformational space (E). The principal components themselves describe the dominant changes in pocket shape within the set of
protein conformations (F).
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algorithm10 very similar to that described by Stahl and co-workers.11

As such, a grid map is defined across the protein where each grid
point must meet a number of criteria in order to be included in
the pocket. First, the grid point should not be within the van der
Waals radius of any protein atom. Second, it must be sufficiently
enclosed within the protein structure. This degree of buriedness
is assessed by scanning away from the grid point along fourteen
vectors (positive/negative in the x, y, and z axes and the four cube
diagonals) and counting the number of directions in which
protein atoms are encountered within a distance of 10 Å. A grid
point is excluded if this count is less than the user-defined
threshold dob (degree of buriedness). Third, the grid point must
be surrounded by a certain number of other well-buried neigh-
boring grid points, determined by the parameter mnb (minimal
number of neighbors). Fourth, after clustering of the grid points
meeting the preceding criteria, the point must belong to a cluster
of size greater than the parametermcs (minimal cluster size). The
default values for the parameters are dob = 11, mnb = 15, and
mcs = 50 at a grid-spacing of 0.8 Å.
The parameters can be used to optimize the pocket detection

with respect to the protein system under investigation. Solvent-
exposed pockets require a lower degree of buriedness threshold
(dob) to adjust to the generally lower enclosure of grid-points in
an open binding site. Smaller pockets might only be identified by
setting a lower minimal cluster size threshold (mcs). The number
of neighbors (mnb) affects the shape of the identified pockets.
Increasing this value leads to pockets with a more globular shape,
whereas lower values result in more disperse and filamentous
pocket shapes, e.g. (sub)pockets that are connected by a tunnel.
In this work the aldose reductase analysis used the default param-
eter settings, whereas the values have been modified for the
neuraminidase analysis. In particular, the dob threshold parameter
was reduced from the default value of 11 to 9 to account for the
large and solvent-exposed binding pocket. As this then leads to
disperse pocket shapes in the case of neuraminidase, the mnb
value has been increased from the default of 15 to 18. Other
parameters were kept at their default values. As for the grid-
spacing, changing this value within the boundaries of 0.5 to 1.5 Å
does not grossly affect the identification of pockets. We thus
chose a grid spacing of 0.8 Å, equivalent to approximately one-
half of a C�C bond distance, in order to detect pockets reliably
with moderate computational effort.
Note that two differences between the LIGSITE/Stahl algo-

rithm and the current one are that PocketAnalyzer: (a) does not
ignore hydrogen atoms and (b) does not add a tolerance of 0.8 Å
to the van der Waals radii. Regarding the former, in this work
the Protein Preparation Wizard in Maestro13 was used to add
hydrogens to the crystal structures. The same utility was also
used to optimize the resulting hydrogen-bonding networks.
Structural Alignment. A crucial aspect of the Pocket-

AnalyzerPCA approach is that all the protein structures are analyzed
on the same set of grid points (currently initialized using the first
structure in the list). For this to be meaningful, the protein
structures must be aligned before submission to the pocket
detection algorithm. Here, protein structures were aligned to
minimize the rmsd between the Cartesian coordinates of the Cα

atoms of a specific set of active site residues (defined below). As
the structural alignment depends on the set of atoms chosen,14 the
question arises as to how sensitive the PocketAnalyzerPCA ap-
proach is to a change in alignment. Notably, changing from an all
Cα alignment to an active site Cα alignment caused little change in
the resulting PCs and PCDs for large sets of protein structures (see

Supporting Information Figure S1): although the PC scores of a
few individual structures sometimes changed more significantly,
the spectrum of pocket shapes returned by the clustering process
generally remained the same. This demonstrates that the Pock-
etAnalyzerPCA approach is empirically rather insensitive to a switch
between two sensible alignments.
For ALR, Cα atoms of the following manually selected active

site residues were used for the alignment: 1ADS:W20, H46, V47,
Y48, K77, W79, C80, H110, W111, T113, G114, F121, F122,
L124, V130, N160, Q183, Y209,W219, V297, C298, L300, L301,
S302, C303, H306, and Y309. For neuraminidase, the Cα atoms
of all residues were used for the alignment.
Principal Component Analysis. PCA is used to reduce the

dimensionality of the pocket shapematrix. Since allmatrix elements
are of the same type (i.e., binary integers representing grid-point
inclusion/exclusion) the covariance matrix is directly diagonalized
rather than first normalizing to the correlation matrix. Importantly,
the PCA does not have to use all the grid-point inclusion/exclusion
row vectors. Some can be withheld and then projected onto the
resulting principal components. This provides a mechanism to
investigate how well one set of structures (e.g., derived crystal-
lographically) overlap or cover the PCD derived from another set
(e.g., derived from a MD simulation).
To minimize the number of descriptors used by the PCA, only

grid points that are included in the pocket of interest for at least
one of the protein conformations are considered. For typical
binding pockets only a few hundred grid-points meet this
criterion, and the resulting PCA takes less than a minute for a
few hundred protein structures. For both aldose reductase and
neuraminidase the ‘pocket of interest’ in this work is the active
(i.e., catalytic) site.
Clustering. Clustering is used to derive a small subset of

protein structures whose pockets nevertheless provide coverage
of the significant regions of the pocket conformational distribu-
tion. In particular, the CLARA algorithm15 implemented in the R
package cluster16 is applied to group the protein structures
according to their scores along the PCs. Retaining only the
representative protein structure from each cluster leaves a subset
of protein conformations corresponding to a diverse selection of
pocket shapes. In CLARA the cluster representative is the medoid,
i.e. the member of the cluster with minimal average Euclidean
distance to the other members of the cluster. The PocketAnaly-
zerPCA program performs this clustering via an external call to R.
The PocketAnalyzerPCA program allows clustering of pocket

shapes either on the original grid-point inclusion/exclusion de-
scriptors or on the scores (i.e., projections) along a user-defined
number of the PCs. Data sets with a steep scree plot, which shows
the variance along the PC versus the PC index, could be mean-
ingfully clustered using only a few PCs. In contrast, using all of
the PCs is equivalent to clustering on the original grid-point
variables. In between these extremes, based on their relatively flat
scree plots, the examples presented here employ a CLARA
clustering of the first 50 PC scores. Since this accounts for 83%
of the variance in the aldose reductase data set, and 63% for
neuraminidase, this corresponds to clustering on all pocket shape
changes except small and/or infrequently observed ones.
Druggability Testing. SiteMap is used to assess the druggability

of the cluster representatives.17 The DScore druggability metric
computed by SiteMap is a linear function of three pocket proper-
ties: size, enclosure (akin to an average degree of buriedness), and
hydrophilicity. These descriptors are calculated for each pocket
using a grid-based approach similar to the algorithm adopted by
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PocketAnalyzer. More details on SiteMap and DScore can be
found in the literature.17 Many other methods for characteriz-
ing the physicochemical properties and druggability of protein
pockets are available.18�21

Data Sets. Aldose Reductase.To provide a reference for active
site conformations generated by MD simulations, a set of eight
crystallographic ALR protein structures was assembled with the
help of the CavBase module of Relibase+.22,23 The ALR struc-
tures show two main active site conformations: an apo confor-
mation in which the selectivity pocket illustrated in Figure 2 is
closed (PDB codes 1ADS, 1EL3) and a group of conforma-
tions in which the selectivity pocket is open. Named after the ligands
bound to them,24 the latter are tolrestat (2FZD and 2FZB), zenarestat
(1IEI and 1PWL), and IDD594 (1US0 and 2R24). Note that (a) all
ALR residue numberings in this work are those of the 1ADS
structure, (b) the ligand in the 1PWL structure is actuallyminalrestat
not zenarestat, and (c) the apo conformation was termed ‘holo’ in
some previous work.24

It is natural to speculate whether any known ALR inhibitors
without a crystallographically confirmed binding mode might
in fact occupy the novel pocket conformations identified by
PocketAnalyzerPCA (see Results section). To address this issue,

inhibitors with structural similarity to a ligand with an available
crystallographic binding mode were aligned to that template
using the substructure-based ligand alignment method available
in ICM.25 Five crystallographic binding modes were initially
chosen as templates: tolrestat (from PDB code 2FZB), zenarestat
(1IEI), IDD384 (1EL3), minalrestat (1PWL), and IDD594
(1US0). The first three bind the catalytic site of aldose reductase
via an α-aminoacid substructure, minalrestat binds via a cyclic
imide substructure, and IDD594 via an α-hydroxyacid substruc-
ture. A set of 395 ALR inhibitors with IC50 < 1 μM was down-
loaded from the bindingDB,26 of which 66 matched the substruc-
ture of at least one of the templates (see Supporting Information,
List S9). Since at least 36 of the 66 substructure-matched
bindingDB compounds were obvious derivatives of lidorestat,27

its crystallographic binding mode from PDB structure 1Z3N was
added as a sixth alignment template.
Neuraminidase. The set of crystallographic reference struc-

tures of neuraminidase N1 consists of an apo structure (2HTY),
the oseltamivir bound structure in the closed 150-loop confor-
mation (2HU4), the oseltamivir bound structure in the open
150-loop conformation (2HU0), the zanamivir bound holo struc-
ture (3B7E), a second apo structure (3BEQ), and the oseltamivir
resistantH274Ymutant in complexwith zanamivir and oseltamivir
(3CKZ, 3CL0). To this set of neuraminidase N1 protein con-
formations, two structures of neuraminidase N8 are added in
which the protein is bound to oseltamivir with the 150 loop in the
open and closed positions (2HT7, 2HT8). All neuraminidase
residue numberings in this work correspond to those of the 2HTY
structure.
As for ALR, structural alignments to crystallographic binding-

mode templates were used to predict whether known N1
inhibitors might bind to any of the novel pocket shapes identified
by the PocketAnalyzerPCA protocol. A set of 64 N1 inhibitors
with IC50 < 1 μM were downloaded from the bindingDB.26 All
but one of these matched the substructure of oseltamivir. In
consequence, the only crystallographic binding-mode used was
that of oseltamivir from PDB entry 2HU4.
MD Simulations. To generate computationally derived en-

sembles of ALR and neuraminidase structures, MD simulations
were performed using the Amber 9 package.28,29

Protocol for Aldose Reductase. Three trajectories were in-
itiated from the 1US0 crystal structure of ALR in complex with
the carboxylic-acid type inhibitor IDD594. This initial structure
was chosen due to its high resolution (0.66 Å) and to be consistent
with previous simulations.24 All crystallographic waters, citrate
ions, and the ligand were deleted. The NADP+ cofactor was
retained. Side-chain tautomerization and protonation states were
assigned with the help of the Protein Preparation Wizard in
Maestro.13 Hydrogens were deleted in Maestro before being
added back in AMBER-compatible format using the tleap
module. The Amber ff03 force-field30 was used for the protein,
and the Ryde parametrization was used for the cofactor.31 The
tleapmodule was also used to solvate the protein in a rectangular
box of TIP3P water molecules, with a minimal distance between
the solute and the boundary of the box of 11 Å.32 Two potassium
ions were then added to ensure overall charge neutrality. This
resulted in a simulation cell with dimensions 81 � 70 � 81 Å3

and a total of 37299 atoms.
One equilibration run was used to prepare all three trajec-

tories, beginning with a two-step minimization approach. First,
the protein and cofactor were held fixed while the solvent
was minimized using 500 steps of the steepest descent method

Figure 2. The large figure shows the active site of aldose reductase in an
apo-like conformation (PDB 1EL3). The protein backbone is represented
in gray ribbon with a more flexible section highlighted in yellow, as is the
torsionally labile Leu300 residue. The selectivity pocket and the catalytic
site are labeled (S) and (C) respectively. The ligand (IDD384) is shown
right-of-center, and part of theNADP+ cofactor is visible in the lower right-
hand corner. For reference, the gray box indicates the area displayed in
subsequent figures. The smaller figures below illustrate pocket shapes
characterized by PocketAnalyzer for three representative ALR crystal
structures: (i) 1ADS (apo conformation), (ii) 1PWL (zenarestat), and
(iii) 2FZD (tolrestat).
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followed by conjugate gradient minimization. In a second round
of minimization, using the same approach, the restraints on the
protein atoms were relaxed. The entire system was then heated
from 5 to 300 K over 200 ps at constant volume. In this and all
following simulations, a Langevin thermostat33 with a collision
frequency of 5 ps�1 was employed to regulate the tempera-
ture, and a time step of 1 fs was used. The SHAKE algorithm34

was used throughout to constrain the lengths of bonds involving
hydrogen, and the particle mesh Ewald method35 was employed
to treat long-range electrostatic interactions. The nonbonded
cutoff was set at 12 Å.
The equilibrationwas completedwith a second stage of dynamics,

this time at constant pressure for 800 ps at a fixed temperature of
300 K. The pressure was regulated to a reference of 1 bar using
AMBER’s weak-coupling barostat36 with a relaxation time of 4 ps.29

Three production simulations were then launched from the equili-
brated structure. These trajectories differed only in the sequence
of random numbers used by the thermostat. Each of the simulations
ran for 20 ns, and coordinates were saved at 500 ps intervals to
give three sequences of 40 computationally derived protein con-
formations.
Protocol for Neuraminidase. To generate a computationally

derived ensemble of neuraminidase conformations, MD simula-
tions were initiated from the 2.5 Å resolution apo structure (PDB
2HTY) and the 2.4 Å resolution holo structure in complex with
oseltamivir (PDB 2HU4). Topologies compatible with the
Amber 9 program were prepared as outlined for aldose reductase.
The calcium ion was retained as it is structurally important.37

Force field parameters for oseltamivir have been assigned using
the generalized amber force field (GAFF).38 The atom types,
charges, and prep-files for oseltamivir are included in the Support-
ing Information (Section S2). To achieve charge neutrality,
three potassium ions were added. The systems were solvated
with TIP3P water molecules as described above for ALR. This
resulted in a final box size of 80� 81� 81 Å3 and a total of 43201
atoms for the apo simulation and a box of size 79 � 82 � 82 Å3

and a total of 43236 atoms for the two holo simulations.
The neuraminidase structure features eight disulfide bridges,

which are expected to stabilize the protein framework. The mini-
mization and equilibration protocol was shortened with respect to
aldose reductase: in a first step, the entire system was minimized
without restraints by 5000 steps of steepest descent. In a second step,
the temperature was gradually increased during 60 ps to 300K using
the Andersen temperature coupling scheme, randomizing velocities
every 1000 steps, and a time step of 2 fs. Harmonic restraints of
5 kcalmol�1 Å�2 were applied to the protein backbone. The density
of the system was allowed to adjust at the same time, again using
AMBER’s weak coupling barostat.36 Finally, the harmonic restraints
were released, and the system was allowed to relax during another
100 ps before starting the production run. Throughout all MD
simulations, the SHAKE algorithm34 and the particle mesh Ewald
method35 were used. The nonbonded cutoff was set at 12 Å. The
two holo simulations differed only in the sequence of random
numbers used by the thermostat. Each of the simulations ran for
20 ns, and coordinates were saved at 10 ps intervals to give three
sequences of 200 computationally derived protein conformations. A
greater number of conformations was extracted from the neurami-
nidase simulations than from theALR trajectories to compensate for
the higher mobility of the protein in the former.

’RESULTS

PocketAnalyzerPCA Applied to Aldose Reductase. Pocket-
AnalyzerPCA was first applied to aldose reductase (ALR). As a
target for the prevention of several diabetic complications, ALR
has been the subject of numerous drug design studies.39 Crystal-
lographic and computational investigations have already identi-
fied a set of distinct ALR active site conformations.24,40�42 This
makes ALR a useful benchmark system for diverse pocket
selection, with the crystal structures revealing an active site of
moderate flexibility driven more by changes in side-chain con-
formation rather than backbone rearrangement.
Some important components of the ALR active site are

illustrated in Figure 2. Active site conformations identified by
Klebe and co-workers24,40�42 differ principally in the region of
the “selectivity” pocket. In contrast, the region around the
catalytic residues on the opposite side of the active site is markedly
rigid.24,43 The protein structure with PDB code 1ADS exemplifies
the apo conformation in which the selectivity pocket is closed.
The result is an active site of low volumemainly comprised of the
residues surrounding the catalytic site and the NADP+ cofactor.
A side-chain rotation of residue L300, and an associated adjustment
of certain backbone torsional angles, opens the selectivity pocket in
the tolrestat-, zenarestat-, and IDD594-bound conformations.24

However, differences in the positioning of other side-chains,
particularly those of residues W111, F115, F122, and C303,
result in a distinct selectivity pocket conformation in each case.
Diverse Pocket Selection. The PocketAnalyzerPCA diverse

pocket selection protocol was used to analyze and explore the
active site conformations visited in the three MD simulations of
aldose reductase (see Materials andMethods). The principal aim
was to compare theMD-derived binding-site conformations with
those observed in the set of available ALR crystal structures and
to thus identify novel computationally generated pocket shapes.
As a first step, the protein conformations contained in the
crystallographic and MD data sets were structurally aligned and
processed with PocketAnalyzer. A Principal Component Anal-
ysis was then applied to the grid-point inclusion/exclusion row

Figure 3. The highest-variance principal components of the aldose
reductase data set: PC1 (left) and PC2 (right). Each is a linear
combination of the original grid-point descriptors. The size of the sphere
representing each grid-point reflects the absolute magnitude of its
coefficient in the linear combination: the largest spheres indicate the
largest coefficients, i.e. the most important grid-points for that particular
PC. Any two grid-points with the same color are positively correlated:
according to that particular PC, they tend to be in the pocket shape
simultaneously. Any two grid points with different colors are negatively
correlated: they do not tend to be in the pocket shape simultaneously.
The dark gray spheres indicate grid-points which are included in more
than 80% of the pocket shapes. Also shown for reference are the side-
chains of residues C298 and L300.
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vectors corresponding to the 120 computationally derived struc-
tures (3 trajectories, 40 frames from each). In contrast, the grid-
point row vectors corresponding to the 8 crystallographic pocket
conformationswere not submitted to thePCAbutwere subsequently
projected onto the PCs resulting from the analysis of the MD-
derived protein structures. However, including the crystallo-
graphic pocket conformations in the PCA makes little difference
to the resulting PCs and the PCD (see Supporting Information
Figure S3).
The two highest-variance PCs (out of 120 PCs in total) are

shown in Figure 3. The first, labeled PC1, describes an expansion
of the pocket in the direction of the flexible L300 loop, simulta-
neously opening both the selectivity pocket and another sub-
pocket near residue C298. In contrast, the positive and negative
lobes of PC2 show alternate, i.e. mutually exclusive, expansion
into different areas. According to PC2, pocket conformations
which include the grid-points toward the selectivity pocket and
L300 (blue) tend not to include certain grid-points around the
C298 subpocket (red). Since these high-variance principal
components produced by PocketAnalyzerPCA characterize the
dominant changes in pocket shape within the structural data set,
they provide a novel and easily visualized perspective on protein
flexibility that is directly relevant to ligand binding and liganddesign.
It is worth noting that, although PC1 and PC2 are the highest

variance principal components, in this case they are cumulatively
responsible for only 21% of the data set’s total variance. In
general it may be necessary to consider more than two PCs to
obtain a full picture of the possible pocket deformations.
PocketAnalyzerPCA also generates a score for each pocket

conformation along each PC by projecting the row vector of a
pocket conformation onto the PC. These scores collectively
characterize the pocket conformational distribution (PCD) and
provide a map of the regions of pocket space explored in the
current data set. Figure 4 exemplifies this with a plot of the scores
along PC1 against those along PC2. Such plots enable compar-
isons to be made between the PCDs of different parts of the
structural data set. For example, it is clear from Figure 4 that the
MD simulations approach some of the crystallographic pocket
conformations more closely than others.
A second observation from Figure 4 is that the three MD

simulations explore different regions of pocket conformational
space. In particular, the second trajectory visits an extensive region
of pocket space that is neither covered by the other two trajec-
tories nor the crystallographic structures. This comparison of
their respective PCDs indicates that the conformational sampling
is incomplete in these 20 ns MD simulations. However, combin-
ing multiple short trajectories increases the likelihood of achiev-
ing a better coverage of the pocket shape space.24,44

To address the diverse pocket selection problem, the CLARA
clustering algorithm was then applied to cluster the ALR pocket
shapes according to their principal component scores. Here, ten
clusters were identified based on the pockets’ scores along the
first 50 PCs, which are cumulatively responsible for 83% of the
total variance in the MD data set (see Supporting Information
Figure S4). Figure 5 shows the cluster representatives and indicates
the number of members for each resulting cluster.
The ten cluster representatives span a diversity of pocket shapes.

There are small, apo-like conformations such as clusters 2, 3, 5, 6,
and 7. In contrast, the selectivity pocket is open in clusters 4, 8,
and 9 and in fact adopts a different conformation in each case.24 A
collapsed pocket shape is apparent for cluster 10, whereas
clusters 1 and 9 extend into the novel C298 subpocket that is
involved in PC1 and PC2 (see Figure 3). This subpocket is of
some interest because, unlike the selectivity pocket, it is not
exploited by any of the ligands in the publicly available ALR
crystal structures.
Notably, while at least two cluster representatives are drawn

from each of the three MD simulations (two from the first,
three from the second, and two from the third), three cluster

Figure 4. The pocket conformational distribution for the aldose
reductase data set along PC1 and PC2. Pocket shapes derived from
crystal structures are represented by red squares. Pocket shapes derived
from the three trajectories MD1, MD2, and MD3 are colored blue,
green, and yellow respectively.

Figure 5. The diverse pocket selection for the active site of aldose reductase. The ten cluster representatives are shown along with the size of each cluster
(number of members). Each representative is viewed from the same angle as Figure 2 but zoomed in to better discriminate between pocket shapes. For
clarity, most of the protein is not shown � only the flexible L300 loop and the NADP+ cofactor are included for reference.
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representatives actually arise from crystallographically derived
protein structures: number 4 is from 2FZD (tolrestat), number 6
is from 1ADS (apo), and number 8 is from 1PWL (zenarestat).
The PocketAnalyzerPCA diverse pocket selection has therefore
auto-
matically distinguished three of the four pocket conformations
characterized by Sotriffer and co-workers.24 The fourth crystal-
lographic conformation (IDD594) is represented by structures
1US0 and 2R24 that are both members of cluster 8 along
with 1PWL.
Within the context of the current clustering pattern, clusters

which do not contain a single crystallographically derived pocket
shape (which are all except clusters 4, 6, and 8) represent novel
computationally derived ALR binding-site conformations. Un-
doubtedly, some of these “novel” conformations are in fact fairly
similar to a pocket shape identified in one or other of the crystal
structures. Others seem genuinely distinct, such as the collapsed
pocket of cluster 10 or the pocket shapes expanding into the
C298 subpocket as in cluster representatives 1 and 9.
Testing the Druggability of Novel Pocket Conformations.

Although novel pocket conformations may indeed provide
valuable opportunities for diversifying ligand design, the question
arises as to whether any of these new computationally derived
pocket shapes are realistically druggable. To address this issue,
the druggability of all ten cluster representatives was analyzed
with SiteMap17 (seeMaterials andMethods section). The results
are displayed in Table 1.
A higher DScore druggability metric is intended to indicate

a more druggable pocket conformation, with a threshold of
DScore = 0.98 taken to delineate “druggable” sites.17 Pockets
with DScore <0.83 are assumed to be “undruggable”, and any in
between are predicted to be “difficult”. In Table 1 the MD-
derived pocket conformations cover a wider range of druggabil-
ities than the crystallographic pocket shapes. This is not entirely
surprising, given that this observation compares conformations
of protein�ligand cocrystal structures with those from ligand-
free MD simulations. The more druggable computationally
derived pockets are cluster representatives 1, 7, and 9, each of
which has a DScore >1. Although cluster representative 7 is
rather similar to apo conformations like 1ADS, the other two are
more novel conformations that expand into the C298 subpocket.
Cluster representative 9 is in fact much larger than is apparent

from Figure 5; its full extent is shown in Figure 6. It is formed by a
twist of the protein backbone at residues C298 and A299, with
associated changes in side-chain conformation of C298 and
Y209. Smaller adjustments of side-chain torsional angles occur
for residues W112 and N160. The net effect is the opening of a
channel past C298, underneath the L300 loop, connecting the
ALR binding site with a second cavity as shown in Figure 6. The
high DScore of this pocket derives in part from its size and in part
from its low hydrophilic character.
The predicted druggability of cluster representative 9 makes

this computationally derived pocket conformation a potentially
attractive target for ALR ligand design. Therefore, the pocket
conformation was analyzed to determine if already known ALR
inhibitors bind to this region. By comparing 52 publicly available
ligand-bound wild-type ALR crystal structures, no ligand was
found that entered the region of the novel C298 subpocket. This
may suggest that in reality the cluster representative 9 pocket
shape is rarely formed, or equivalently that it has an unfavorable
free energy of formation. It seems plausible that the protein would
have to adopt a relatively high energy conformation in order to
open the C298 channel. Aspects such as protein strain and
entropic changes are not explicitly incorporated into the current
DScore druggability metric.
For the majority of known ALR inhibitors, however, there is

no publicly available crystallographic information on the bind-
ing mode. Therefore, to address the question of whether these
ligands might in fact occupy the C298 subpocket, those with
structural similarity to a ligand with an available crystallographic
binding mode were aligned to that template using the substruc-
ture-based ligand alignment method available in ICM.25 The
resulting ligand alignments provide predicted binding modes for
a set of 66 substructure-matched ALR inhibitors (for details see
Material and Methods).
Remarkably, the alignments of two lidorestat derivatives predict

that they must bind to a pocket conformation similar to cluster

Table 1. Druggability Analysis of the Ten ALR Cluster
Representatives

cluster

representative source DScore sizea enclosureb hydrophilicityc

1 MD 1 1.02 112 0.66 0.95

2 MD 1 0.94 88 0.65 1.02

3 MD 3 0.90 78 0.69 1.06

4 crystal 1.08 117 0.66 0.79

5 MD 3 0.97 124 0.66 1.12

6 crystal 0.98 95 0.68 1.06

7 MD 2 1.06 87 0.66 0.64

8 crystal 1.16 103 0.76 0.73

9 MD2 1.19 127 0.77 0.65

10 MD2 0.79 58 0.75 1.16
aNumber of grid-points. b Fraction of radial rays which intersect the
protein within a certain distance;17 c In kcal mol�1 (but see SiteMap
reference17 for calibration).

Figure 6. Full view of cluster representative 9 showing the open channel
and the connection to a second cavity on the surface of the ALR protein
structure. (A) The pocket shape identified by PocketAnalyzer. (B) The
SiteMap analysis of the same protein structure, showing the hydrophobic
(yellow), hydrogen-bond donor (blue), and hydrogen-bond acceptor
(red) fields. SiteMap site points are represented as green spheres.
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representative 9. The most striking example is shown in Figure 7,
in which a phenyl substituent at the 2-position of the indole core of
lidorestat is predicted to fill the hydrophobic part of the C298
subpocket. This phenyl-derivative of lidorestat has an IC50 of
100 nM in an in vitro ALR inhibition assay,27 providing experimen-
tally based evidence that the novel computationally derived pocket
conformation identified by PocketAnalyzerPCA is a plausible and
druggable target for structure-based drug design and a potentially
valuable opportunity to design novel ALR inhibitor chemotypes.
Along these lines, since the phenyl-derivative of lidorestat also
enters the more polar area toward the entrance to the channel, a
hydrophilic meta or para substituent or the replacement of the
phenyl ring with a nitrogen-containing heterocycle (e.g., pyridine,
pyrrole, imidazole) might add further interactions with the protein.
PocketAnalyzerPCA Applied to Neuraminidase. In a second

example the PocketAnalyzerPCA protocol was applied to viral
neuraminidase subtype N1, which is a target for antiviral inhibi-
tors useful in the treatment of influenza. Current drugs on the
market include zanamivir and oseltamivir, both of which bind to
the main catalytic (sialic acid-binding or SA) site of the enzyme.
X-ray crystallography and extended MD simulations have revealed

significant conformational mobility in this region, which has
not been observed for other neuraminidase subtypes.45 In particu-
lar, the 150-loop can adopt an open or closed conformation; in
its open conformation, it gives access to a second cavity, adjacent
to the SA site. A third cavity in the neuraminidase binding site
has been identified by means of MD simulations close to the
430-loop.7 In the following we therefore refer to (i) the SA-cavity
where oseltamivir binds, (ii) the 150-cavity, and (iii) the 430-
cavity. Even though no current drugs are known to bind to these
latter two cavities, a technique called computational solvent
mapping has identified low energy binding-sites for small mo-
lecular probes in both regions,46 and a virtual screening campaign
has identified several new chemotypes which could potentially
target these sites.7

Recently, McCammon and co-workers have characterized the
conformational mobility of the neuraminidase active site using
extensive MD simulations.47,48 In their work, all-atom root-mean-
square deviation-based (rmsd) clustering on a subset of 62
residues lining the active site was used to identify and compare
clusters of pocket conformations.7 Here we show that similar
results and insight about the binding site flexibility can be gained
by applying the PocketAnalyzerPCA diverse pocket selection
protocol.
Diverse Pocket Selection. The PocketAnalyzerPCA protocol

was used to analyze and cluster snapshots extracted from three
N1 MD simulations, including one apo and two holo simulations
(see Materials and Methods). First, the aligned protein con-
formations are processed with the PocketAnalyzer algorithm and
the grid-point inclusion/exclusion row vectors corresponding to
the 600 computationally derived structures (3 trajectories, 200
frames from each) are fed into the PCA. The row vectors
corresponding to nine crystallographic pocket conformations
(see Material and Methods section) are withheld from the PCA
but subsequently projected onto the resulting PCs. In Figure 8,
the first two principal components, cumulatively responsible for
25% of the total variance, show that the most variable regions
involve the 430-cavity and the 150-cavity, in agreement with the
findings of Amaro et al.47 The SA-cavity is more conserved, but
in the apo simulation a side-chain movement of Arg152 causes
some variation along a channel adjacent to the 150-loop. The
PCD for the neuraminidase data set along PC1 and PC2
illustrates the different regions of pocket space explored by the
three MD simulations (Supporting Information Figure S6).
To extract a representative set of pocket shapes we clustered

the pockets calculated from the three MD simulations using their
scores along the first 50 principal components, which are cumula-
tively responsible for 63% of the total variance in this data set (see
Supporting Information Figure S5). This approach differs from
the earlier rmsd-based clustering7 in that rather than clustering
each simulation separately, all 600 snapshots were analyzed
simultaneously. We furthermore decided to define only 10
clusters to facilitate further processing and visual inspection of the
resulting representative structures. It would however be straight-
forward to define a larger number of clusters or to extract additional
structures from a given cluster of interest.
An overlay of the MD snapshots corresponding to the cluster

representatives is shown in Figure 9 and compared to the
corresponding overlay of the crystallographic protein structures.
The most striking difference between the experimental and
computational ensembles is the much larger conformational
variability in the 430-loop in the MD simulations. In previous
simulations,47 the most dramatic conformational changes have

Figure 7. Ligand alignment of the 2-phenyl derivative of lidorestat
(green; bindingDB monomerid = 16471) with the crystallographic
binding mode of the parent compound from PDB structure 1Z3N
(gray). The blue arrow indicates the occupation of the C298 subpocket
by the 2-phenyl substituent. Lidorestat (A) and its 2-phenyl derivative
(B) are sketched below the main figure. The SiteMap analysis of the
cluster representative 9 is also shown in the same frame of reference
following alignment of the associated protein structure with 1Z3N using
the Align Binding Sites tool in Maestro.13
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been observed in the apo simulations, with the 430-loop reaching
a wide-open conformation that results in a 430-loop Cα rmsd of 4
Å and a markedly increased solvent accessible surface area. In our
case, it is the holo simulations that display the larger varia-
tions in the 430-loop, with an average 430-loop Cα rmsd of 4
Å (Supporting Information Figure S7, middle and lower panels).
The opening of the 430-loop is accompanied by a positional
change of Lys432 and Trp403, which swap positions (Figure 9).
The 150-loop is more stable in the apo and first holo simulations,
whereas it transitions into a wide-open state in the second holo
simulation, leading to a final 150-loop Cα rmsd of 4 Å. This is
again in agreement with previous MD simulations and leads to
the opening of the 150-cavity.

More subtle differences in pocket-shapes are due to side-chain
movements and are apparent in the pocket shapes shown in
Figure 10. Clusters representatives 2, 3, and 4 originate from the
apo simulation and reflect the absence of the extensive protein�
ligand hydrogen-bond and salt-bridge network that exists in the
oseltamivir-bound holo simulations. In the latter, the positively
charged exocyclic amino group on the ligand interacts with the
conserved Glu119 and Asp151 of the 150-loop. In addition, the
ligand’s carboxylic acid functionality interacts with Arg292,
Arg371, and Tyr347. In the absence of the ligand, Asp151 is
more mobile and moves outward, leading to a larger central
pocket shape. Cluster representatives 8, 9, and 10 expand signifi-
cantly into the 150-cavity; they all originate from the second holo

Figure 9. Left: Superposition of a representative set of apo and holoX-ray structures of N1 andN8 neuraminidases (seeMaterial andMethods section).
Right: Superposition ofMD-derived cluster representatives selected by PocketAnalyzerPCA. The 150-, 430-, and SA-loops are color-coded as in Figure 8.
Selected active site residues are shown in ball and stick representation.

Figure 8. The highest variance principal components of the neuraminidase data set. The grid-points are sized and colored in the same way as in Figure 3.
The 150-loop is shown in red, the 430-loop is shown in blue, and the SA-loop is shown in green. The latter comprises residues Pro245 to Ala250.
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simulation which has the largest 150-loop rmsd. Pockets that extend
into the 430-cavity were extracted from all three simulations,
consider for example cluster representatives 1 (first holo simulation),
4 (apo simulation), and 7, 8, and 9 (second holo simulation).
To summarize the section up to this point, pocket shapes have

been identified which correspond to: (a) the wide-open con-
formation of the 150-loop and (b) the wide-open conformation
of the 430-loop. The PocketAnalyzerPCA results thus broadly
match the all-atom rmsd-based analysis of Cheng et al.7

Testing the Druggability of Novel Pocket Conformations. Of
the ten pocket shapes in the diverse pocket selection in Figure 10,
numbers 4, 5, and 6 were found to be of particular interest as
novel (and potentially druggable) binding-site conformations of
N1 neuraminidase. In making this selection, we have neglected
pocket shapes that merely show expansion into the 150- and
430-cavities since similar binding-site conformations have been
discovered and described in the earlier work discussed above.

Instead, we focus onmore subtle variations caused by the opening
of small but distinct subpockets around the main SA-cavity.
The first of these is exemplified by cluster representative 6

and involves an extension of the pocket toward the SA-loop
(see Figure 10). This coincides with the creation of a strongly
hydrophobic patch in this region of the protein, which is at least
partially responsible for cluster representative 6 having a rela-
tively high predicted druggability; its SiteMap DScore is 1.05 as
opposed to a median DScore of 0.97 (minimum 0.96, maximum
1.04) among the crystallographic binding-site conformations
(see Supporting Information Table S8).
As for aldose reductase, an obvious question is whether any

experimentally confirmed inhibitors of N1 neuraminidase might
exploit this SA-loop subpocket. As above, we used structural
alignment of known inhibitors to crystallographically derived
binding-modes of structurally similar ligands to address this
issue (for details see Materials and Methods). The result-

Figure 10. The diverse pocket selection for the neuraminidase data set. Only the 150 (red), 430 (blue), and SA-loop (green) are shown for clarity. A few
residues lining the binding pocket are displayed in ball and stick representation in order to highlight side-chain movements that lead to changes in the pocket
shape, such as Tyr347 and Asp151. The size of the cluster and source of its representative are indicated to the left and to the right of each pocket shape.

Figure 11. SiteMap analysis of three cluster representatives exhibiting small novel subpockets around the main SA-cavity. Fields are color-coded as for
Figure 6. Green spheres represent the SiteMap site-points. For orientation, the SA-loop and part of the 150-loop are shown in gray ribbon at the top and
bottom of each panel. (A) Cluster representative 6 showing the extension toward the SA-loop at the top of the figure. An oseltamivir derivative predicted
to exploit this subpocket is superimposed (see text; bindingDB monomerid = 5261). (B) Cluster representative 4 showing the open channel and the
hydrophobic patch (yellow) adjacent to the 150-loop. The channel runs horizontally across the middle of the figure. Oseltamivir is superimposed for
reference. (C) Cluster representative 5 showing the opening of a hydrophobic tunnel in the floor of the catalytic site. This figure is rotated roughly 90�
compared to the other panels, as illustrated for oseltamivir by the curly arrow in the inset. The green circle in the inset indicates the possible attachment
point discussed in the text.
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ing alignments provide predicted binding modes for 64 sub-
structure-matched derivatives of oseltamivir. Within this set of
submicromolar inhibitors, 95% involve a variationof thehydrophobic
ether substituent that is directed toward the SA-loop in the
crystallographic binding-mode of oseltamivir. The substructure
alignments indeed predict that fire of the molecules occupy
the novel SA-loop subpocket to some extent. One example is the
4-propylpiperidine derivative that is superimposed on the fields
from the SiteMap analysis of cluster representative 6 in panel A of
Figure 11. This molecule has an IC50 of 40 nM in an enzymatic
N1 inhibition assay. Indeed, the report describing the synthesis of
this compound also includes an illustration of a proprietary crystal
structure of the related piperidine derivative.49 This confirms the
binding mode of these compounds and provides experimental
support for plausibility of this novel binding-site conformation
identified by PocketAnalyzerPCA.
A second variation of the SA-cavity is exhibited by cluster

representative 4 and is induced by a change in the conformation of
the side-chain of Arg152. In particular, the guanidine group of
Arg152moves toward, and forms a salt bridge with, the side-chain
of Glu277. This rearrangement opens a narrow channel that is
adjacent to the 150-loop (Figure 11, panel B). Interestingly, this
rotation of Arg152 side-chain would not be compatible with the
binding modes of known SA-cavity ligands (e.g., oseltamivir and
zanamivir) and, indeed, is only observed in the apo MD simula-
tion. Furthermore, although the novel channel includes a mod-
erately sized hydrophobic patch, the rearrangement leads to an
overall decrease in depth and size of the catalytic binding side and
hence a relatively low DScore of 0.92 (see Supporting Informa-
tion Table S8). None of the substructure-matched oseltamivir
derivatives are predicted to occupy this channel by the structural
alignment approach discussed above. However, some support for
the existence of this pocket conformation is provided by the
earlier computational solvent mapping calculations.46 In that
work it was observed that a low energy cluster of chemical probe
positions is found in the region of this channel.
Cluster representative 5 (Figure 11, panel C) exemplifies a

third conformation of the SA cavity that, to the best of our
knowledge, has not been previously observed in either experi-
mental or computational studies. It involves the opening of a narrow
but hydrophobic tunnel in the floor of the catalytic site. Again, none
of the publicly available oseltamivir derivatives are predicted to enter
this tunnel by the structural alignment approach. However, the
tunnel is also present to some extent in cluster representatives
1, 2, 3, and 6, so it is a characteristic and recurrent feature of the
simulations. The addition of several rather hydrophobic site-
points results in high predicted druggability with a DScore of
1.08. Furthermore, the central cyclohexene ring of oseltamivir
has an obvious attachment point for hydrophobic substituents
that might access this tunnel (Figure 11). It will therefore be of
interest to see if future medicinal chemistry studies report
evidence of inhibitors binding to this novel pocket conformation.

’CONCLUDING REMARKS

We have introduced the PocketAnalyzerPCA methodology to
address the problem of diverse pocket selection, i.e. how to
reduce a large collection of structures of the same protein to a
subset that retains a number of substantially distinct binding
pocket conformations. Diverse pocket shapes drive medicinal
chemistry to explore a broader chemical space and so present
additional opportunities to overcome key drug discovery issues

such as potency, selectivity, toxicity, and pharmacokinetics. The
identification of diverse pocket shapes and novel binding-site
conformations can therefore greatly assist the progress of struc-
ture-based ligand design projects.

The PocketAnalyzerPCA approach combines a grid-based
pocket detection algorithm with PCA and clustering. The result-
ing principal component (PC) eigenvectors reveal the dominant
binding-site deformation modes within an ensemble of protein
structures, and the corresponding PC scores provide character-
ization and visualization of the pocket conformational distributions.
From a methodological point of view, the PocketAnalyzerPCA

approach provides a novel and complementary perspective on
protein dynamics that may prove particularly relevant for ligand
binding and drug design. PocketAnalyzerPCA was primarily
envisioned as a tool for analyzing trajectories of protein con-
formations produced by MD simulations. However, the proce-
dure is applicable to any source of atomistic protein structural
information and also to combinations of structures from several
such sources, as in the examples presented above. Therefore,
PocketAnalyzerPCA may be useful for exploring the increasing
volume of experimentally derived structural information result-
ing from high-throughput crystallography and advances inNMR-
based techniques.

A technically related approach to a different problem com-
bines pocket detection and clustering to track the opening and
closing of transient binding pockets in protein�protein interac-
tion surfaces along MD trajectories.50 This ePOS method
analyses each in a sequence of MD frames using the PASS pocket
detection algorithm51 and clusters the resulting pockets by the set
of pocket lining atoms to define unique pockets and track their
opening and closing as time progresses. The recently announced
fpocket Web server uses a different pocket detection algorithm
to perform a similar analysis.52 A precedent for combining grid-
based pocket characterization with PCA is the GRID/CPCA
approach of Kastenholz et al.53,54 However, rather than focusing
on the analysis of many structures of the same protein (as here)
the GRID/CPCAmethod is directed at comparing structures of
different targets to derive insights that assist in improving
compound selectivity.

When applied to aldose reductase, a protein with moderate
binding-site flexibility and a well-characterized set of crystal-
lographic binding-site conformations, PocketAnalyzerPCA distin-
guishes three of the four crystallographically observed binding-
site conformations previously reported by the Klebe group.24 In
addition, the approach identifies a number of distinct pocket
shapes that have not been observed experimentally and which
therefore represent novel computationally derived binding-site
conformations. From a medicinal chemistry point of view, the
most outstanding result is that one MD-derived pocket shape is
particularly striking in its difference to the crystallographic con-
formations. A rotation of a short section of the protein backbone
and accompanying adjustments in the positions of a few amino-
acid side-chains open a channel connecting the active site with
another pocket on the protein surface. Although the channel
itself and the second pocket are rather polar, the ‘entrance’ to the
channel forms a reasonably large hydrophobic subpocket, and
SiteMap17 analysis predicted good druggability for this novel
conformation of the ALR active site. Indeed, subsequent align-
ment of known ALR inhibitors to the crystallographic binding
modes of structurally similar ALR ligands identified a derivative
of lidorestat that is predicted to fill the novel hydrophobic
subpocket with a phenyl ring. This compound has an IC50 of
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100 nM in an in vitro ALR inhibition assay,27 providing
experimental evidence that the novel computational derived
pocket conformation identified by PocketAnalyzerPCA is a plau-
sible and druggable target for structure-based drug design
against ALR.

In a second example, the PocketAnalyzerPCA approach is used
to derive a diverse set of binding-site conformations from viral
neuraminidase. Similarly to ALR, the binding-site flexibility of
neuraminidase is reasonably well-established, for example as a
result of MD simulations,48 and a number of distinct binding-site
conformations have been characterized crystallographically. The
PocketAnalyzerPCA diverse pocket approach was found to iden-
tify a qualitatively similar range of binding-site conformations as a
previously reported atom-based rmsd clustering method,47,48

with the advantage of quickly highlighting conserved and variable
regions in the pocket. The method also allows facile comparison
of structures from different sources and direct visualization of
differences in pocket shape rather than changes in proxy de-
scriptors such as backbone and side-chain positions.

The N1 diverse pocket selection included three particularly
interesting and novel subpockets adjacent to the main catalytic
site of N1 neuraminidase. Alignment of known submicromolar
N1 inhibitors to the crystallographic binding-mode of oseltami-
vir identified several molecules predicted to occupy the first of
these subpockets, for example with a 4-propylpiperidine sub-
stituent. Indeed, the report describing the synthesis of this
compound includes an illustration of a proprietary crystal
structure of the unsubstituted piperidine derivative,49 confirm-
ing the bindingmode and the plausibility of this computationally
derived binding-site conformation as a druggable target for N1
inhibition.

In addition to direct application to structure-based ligand
design, the PocketAnalyzerPCA protocol produces an ensemble
of protein structures incorporating diverse and potentially
novel pocket shapes that could be useful as input to numerous
structure-based drug design methods.55 For example, this
would provide an effective way to account for protein flex-
ibility in docking and virtual screening,56�59 receptor-based
pharmacophore generation,3 and druggability analysis.60

Applied in this way, PocketAnalyzerPCA would be just one
component in a larger drug discovery workflow, providing
a rational approach to selecting an ensemble of protein con-
formations.61,62

Moving beyond the specific application of PocketAnalyzerPCA

to diverse pocket selection, in the future the approach may be
more broadly applied to address questions regarding the effect of
various perturbations on pocket conformational distributions.
For example, when coupled with the appropriate MD simula-
tions, PocketAnalyzerPCA may provide a useful perspective on
the change in binding-site conformation induced by factors such
as mutation, allosteric modulation, solvent pH, and post-transla-
tional modification.

’ASSOCIATED CONTENT
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’ INTRODUCTION

Protein�protein interactions (PPIs) are involved in nearly all
biological processes. Due to their universal occurrence, protein�
protein interfaces provide an important, yet neglected, new class
of drug targets.1 At present, the design of small-molecule
protein�protein interactions modulators (PPIMs) encounters
at least two challenges. First, in contrast to enzymes, protein�
protein interfaces are rather flat and usually lack a distinct binding
pocket.2 Second, due to the often large size of protein�protein
interfaces (∼1200 to∼4660 Å2)3,4 interactions that are favorable
for binding can be widely distributed over the interface.

Experimental evidence suggests that these challenges can be
overcome.5�8 Most strikingly, residues participating in impor-
tant interactions have been shown to be spatially clustered in
protein�protein interfaces, forming so-called “hot spot” regions.4,9�11

Mimicking localized interactions at these hot spots provides a
possibility for PPIM development.1,4,12�14 Furthermore, an
opening of so-called transient pockets was observed in protein�
protein interfaces.5 In fact, binding of several PPIMs to transient
pockets in protein�protein interfaces has been reported.7 The
most prominent example is given by small-molecule inhibitors
binding to interleukin-2 (IL-2). These PPIMs inhibit the inter-
action with the IL-2 α-receptor (IL-2Rα).5,15,16 Notably, the
small molecule-bound IL-2 exhibits pockets in the inter-
face region that are present neither in the unbound nor in the
IL-2Rα-bound crystal structure.5,17

Computational methods can aid in finding and in the design of
PPIMs if they are able to provide an accurate description of the
energetics and dynamics of small-molecule binding to protein�
protein interfaces.7,13,18�21 While many computational studies
have been reported that deal with the energetics13,22�33 and
dynamics7,13,19,34�39 of protein�protein interfaces per se, only a
few have focused on the aspect of small-molecule binding to
protein�protein interface regions,7,14,20,40�46 and none has
considered aspects of energetics and interface plasticity simulta-
neously in this context so far. Thus, in the present study, we set
out to evaluate the capability of state-of-the-art computational
methods to predict small-molecule binding to protein�protein
interfaces. In particular, we address five major questions that
consider aspects of structure, dynamics, and energetics important
for binding to protein�protein interfaces: (i) Can one identify
hot spots in a protein�protein interface based on a protein�
protein complex structure and make use of these hot spots for
predicting the binding mode of small-molecule ligands? (ii) Can
one sample the opening of transient pockets comparable to those
observed in the protein�protein interface of a bound protein, as
suggested by the conformational selectionmodel,47 starting from
an unbound protein conformation? (iii) Is it possible to identify
protein conformations with transient pockets by energetic or
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ABSTRACT: Protein�protein interfaces are considered difficult targets for small-molecule protein�
protein interaction modulators (PPIMs ). Here, we present for the first time a computational strategy
that simultaneously considers aspects of energetics and plasticity in the context of PPIM binding to a
protein interface. The strategy aims at identifying the determinants of small-molecule binding, hot
spots, and transient pockets, in a protein�protein interface in order to make use of this knowledge for
predicting binding modes of and ranking PPIMs with respect to their affinity. When applied to
interleukin-2 (IL-2), the computationally inexpensive constrained geometric simulation method
FRODA outperformsmolecular dynamics simulations in sampling hydrophobic transient pockets. We
introduce the PPIAnalyzer approach for identifying transient pockets on the basis of geometrical
criteria only. A sequence of docking to identified transient pockets, starting structure selection based on hot spot information,
RMSD clustering and intermolecular docking energies, and MM-PBSA calculations allows one to enrich IL-2 PPIMs from a set of
decoys and to discriminate between subgroups of IL-2 PPIMs with low and high affinity. Our strategy will be applicable in a
prospective manner where nothing else than a protein�protein complex structure is known; hence, it can well be the first step in a
structure-based endeavor to identify PPIMs.
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geometrical criteria? (iv) By docking to transient pockets, can
one reproduce binding modes of known PPIMs and enrich
PPIMs by virtual screening? (v) Can one rank known PPIMs
with respect to their affinity?

To answer these questions, we chose IL-2 as a model system
because of the wealth of information available for this system in
terms of crystal structures of unbound IL-2, IL-2 bound to IL-2Rα,
and IL-2 bound to five PPIMs as well as experimental binding and
inhibition data for the wild type and mutant protein.5,5,17,48 As to
the methodological strategy (Figure 1), we apply and compare
molecular dynamics (MD) and constrained geometric (FRODA)
simulations for generating structural ensembles, introduce the
PPIAnalyzer approach for investigating structural properties of
protein�protein interfaces within these ensembles, and apply the
MM-PB(GB)SA (molecular mechanics Poisson�Boltzmann
(generalized Born) surface area) approach to identify hot spots
and rank PPIMs.We note that when pursuing this strategy, we paid
particular attention to mimicking a “real-life” scenario in structure-
based ligand design. Thus, our strategy will be applicable also in a
prospective study where nothing else than a protein�protein
complex structure is known at the beginning.

’MATERIALS AND METHODS

Overall Strategy.As to themethodological strategy (Figure 1),
we pursued the following steps:
Ia/b. Starting from a given protein�protein complex struc-

ture, conformational ensembles are generated on the
basis of MD and FRODA simulations.

IIa. Hot spot residues of a protein�protein complex struc-
ture are identified by MM-PBSA free energy decom-
position on the basis of the structural ensemble generated
by MD simulation.

IIb. Transient pockets in the protein�protein interface are
identified by energetic or geometrical criteria in conforma-
tional ensembles generated either by MD or by FRODA.

III. PPIM binding poses are predicted by molecular docking
using the hot spot and transient pocket information
for guidance. This docking setup is also used to enrich
PPIMs from a large set of decoys, thus performing virtual
screening.

IV. PPIMs are ranked by their MM-PBSA binding effective
energies (ΔGeff = gas phase energy + solvation free energy
according to a continuum solvent model) calculated for
conformational ensembles from MD simulations that
were started from the docked binding poses.

These steps will now be described in more detail. Detailed
information about structure preparation and protocols for mole-
cular dynamic simulations and docking experiments is provided
in the Supporting Information.
FRODA Simulations. FRODA is a geometrical simulation

method that explores the internal mobility of biomolecular
systems. Details of the algorithm can be found in ref 49. The
FRODA simulation was performed with the FIRST 6.2 suite of
programs. For the rigid cluster decomposition with FIRST, a
hydrogen bond energy cutoff of �1.0 kcal mol�1 was applied
together with the “H 1” function for hydrophobic interactions.
For each system, 10 000 000 conformations were sampled, of
which every 10 000th conformation was stored. The random
displacement distance of the mobile atoms was set to 0.1 Å, and
the continuous motion (CM) method was applied.
MM-PB(GB)SA Calculations.MM-PBSA34,50 calculations were

carried out according to the “multiple trajectory method” and
the “single trajectory method”. For the multiple trajectory
method, snapshots of all of the IL-2 complexes, the unbound IL-2
structures, and the IL-2Rα subunit as well as the small-molecule
ligands were extracted from independent MD trajectories. Alter-
natively, for the single trajectory method, snapshots of the
binding partners were extracted from MD trajectories of the
complexes only. All counterions and water molecules were
stripped from the snapshots. Snapshots were extracted every
10 ps. Autocorrelation analysis of the effective energy of snap-
shots revealed that this time interval is sufficient for generating
statistically independent snapshots. The gas phase energy was
calculated on the basis of the ff99SB force field51 without
applying any non-bonded cutoff. The polar part of the solvation
free energy was determined by solving the linearized Poisson�
Boltzmann (PB) equation52 or by applying the “OBC” gener-
alized Born (GB) method (igb = 5) using mbondi2 radii.53

A dielectric constant of 1 and 80 for the interior and exterior of
the solute was applied, respectively. The polar contributions were
computed at 100 mM ionic strength. Nonpolar solvation
energies were calculated by a solvent-accessible surface area
(SASA) dependent term, using a surface tension proportionality
constant of γ = 0.0072 kcal mol�1 Å�2. Contributions from
vibrational entropy were neglected,54 which can be justified with
the small-molecule ligands being very similar. For calculating per
residue contributions, the decomposition scheme22 implemented
in the SANDER and MM-PBSA code of AMBER 10 was
extended to also consider the PB reaction field energy. This is done
on the basis of the concept of induced surface charges on the
dielectric boundary.55 The contribution of a residue k to the
reaction field energy Erf is then calculated without additional
computational costs as the sum of Coulomb interactions of all of

Figure 1. Outline of the strategy for hot spot and transient pocket
identification, docking, and ranking of PPIMs using only the struc-
ture of a protein�protein complex as a starting point. A similarity-
based virtual screening was not performed in this study. See text
for details.
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its atomic charges qi with all induced surface charges qj, with
r being the distance between the two charges (eq 1):

Erf ðkÞ ¼ ∑
i∈ k

∑
j

qiqj
4πε0r

ð1Þ

Identification of Residues in the Interface of IL-2/IL-2Rα
Residues that are e5 Å apart from IL-2Rα in the IL-2/IL-2Rα
complex structure (PDB code: 1z92) were chosen as interface
residues of IL-2. Residues pointing toward the interior of IL-2
and thus not contributing to the binding of IL-2Rα or small
ligands were excluded upon visual inspection. This resulted in a
set of 31 IL-2 interface residues: Tyr31, Asn33, Pro34, Lys35,
Thr37, Arg38, Met39, Thr41, Phe42, Lys43, Phe44, Tyr45, Glu60,
Glu61, Glu62, Lys64, Pro65, Leu66, Glu67, Glu68, Val69, Asn71,
Leu72, Met104, Cys105, Glu106, Tyr107, Ala108, Asp109, Glu110,
and Thr111.
Structural Analysis of Protein�Protein Interfaces. For

investigating structural properties of protein�protein interface
regions from conformational ensembles, we developed the
PPIAnalyzer method (Figure S1). The method comprises three
steps:
I. Structural changes of the interface are determined in

terms of root mean-square deviations (RMSD) of back-
bone and side chain atoms.

IIa. The steric quality of the generated conformations is
assessed.

IIb. Distinct interface conformations are selected on the basis
of a clustering with respect to the RMSD of heavy atoms
of interface residues.

III. Transient pockets are identified in those conformations.
In more detail, heavy atom RMSD values of interface residues

are calculated with respect to the small molecule-bound (PDB
codes: 1m48, 1m49, 1pw6, 1py2, and 1qvn) and unbound crystal
structures (PDB code: 1m47) after structurally aligning the
interface regions. We note that this RMSD calculation was only
done to retrospectively assess the sampling of bound interface
conformations; at no time of the study was knowledge of bound
conformations applied for the identification of protein confor-
mations that were subsequently used in docking experiments.
The stereochemical quality of each snapshot was assessed using
PROCKECK.56 Snapshots not satisfying all of the following
stereochemical criteria were excluded from further investigation:
I. At most, two bad contacts are present.
II. Less than 5% of the amino acids are in disallowed regions

of the Ramachandran plot.
III. At most two unfavorable main chain or side chain param-

eters are present. Of the remaining snapshots, 100 repre-
sentative structures were selected using a k-medoids
clustering algorithm57 with respect to the RMSD of the
interface residues.

Finally, potential binding pockets were detected using the
PocketAnalyzer program58 that implements a pocket identifica-
tion strategy similar to the one proposed by Hendlich et al.59

Details of the algorithm can be found in ref 58. Here, the
following parameters were used: minimal degree of buriedness:
9; minimal number of neighbors: 9; minimal cluster size: 50; grid
spacing: 1.0 Å. Snapshots for the subsequent docking experiments
were chosen with respect to their identified pocket volume.
Data Set of Useful Decoys. Following the procedure de-

scribed to generate the directory of useful decoys (DUD),60 we
selected compounds from the “purchasable subset” of the ZINC

database61 (as of May 19, 2010) that are similar with respect to
physicochemical properties to the five IL-2 ligands in complex
structures (Table 1). Descriptors for the ZINC compounds were
downloaded from the ZINC Web site or were calculated for the
IL-2 ligands using Molinspiration.62 The number of functional
groups was calculated using the OpenEye FILTER program.63

The pairwise dissimilarity between compounds was calculated as
the weighted root mean-cubed difference (RMCD; eq 2) of the
differences of normalized descriptorsXi (weightswi in parentheses)
logP (8); molecular weight (4); number of hydrogen bond donors
(4) and acceptors (4); number of rotatable bonds (4); number
of amide (1), amino (1), and carboxylic acid (1) groups; and the
sum of the numbers of amidino and guanidino groups (1).

RMCD ¼ 3

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑
i
wijX3

i j

∑
i
wi

vuuut ð2Þ

The ZINC compounds were then sorted by their pairwise
RMCDs to all five IL-2 ligands in complex structures. The
10 000 most similar ZINC compounds were clustered into
1000 clusters on the basis of the pairwise RMCD using
hierarchical clustering according toWard’s method as implemented
in the hclust module of R.64 Out of each cluster, the compound
with the smallest RMSD of pairwise RMCD to the reference
ligands was selected. Four compounds were not retrievable from
the ZINC. For the remaining 996 unique decoy structures, a total
of 1297 protonation and tautomerization states, as stored in the
ZINC database, were considered.
Ranking of Docked Structures. For ranking docked struc-

tures by MM-PBSA, appropriate starting structures for the MD-
based snapshot generation must be chosen initially. For this,
consider that 100 docking runs were performed for each of the 10
structures with the largest interface pocket volumes obtained by a
FRODA simulation of the unbound IL-2 structure and for each
ligand. The starting structure selection was based on hot spot
information, RMSD clustering, and intermolecular docking en-
ergy. First, it was required that a ligand’s guanidinium group be
within 5 Å of the side chain heavy atoms of the hot spot amino
acid Glu62. Second, all of the remaining docking poses were
clustered with respect to heavy atom RMSD of the PPIMs in the
docked complexes after aligning only the proteins. Hierarchical
complete linkage clustering was performed with R64 with a cluster
distance of 5Å.Compared to clustering docking results above, a larger
clustering distance of 5 Å was chosen to account for the fact that the
clustering is performed over complex structures with different
receptor conformations. Finally, the structure with the lowest inter-
molecular docking energy from the largest cluster was chosen as a
starting structure for MD simulation and subsequent MM-PB-
(GB)SA binding effective energy calculation. Equilibrations, produc-
tion runs, and MM-PB(GB)SA calculations were performed as
described in the Supporting Information for the crystal structures.
To allow the complex structures to relax after geometrical FRODA
simulations and subsequent docking, we performed 20 ns of unrest-
rained MD simulation, with only the last 10 ns being used for
snapshot extraction.

’RESULTS AND DISCUSSION

Structures fromMD Simulations. In order to investigate the
opening of transient pockets in the IL-2 interface and to calculate
effective energies byMM-PB(GB)SA, conformational ensembles of
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unbound IL-2 and IL-2 bound to either IL-2Rα or five PPIMs
were generated by MD simulations of at least 6 ns in length
(Table 1).
For all systems, the RMSD of heavy atoms with respect to

structures at the end of the equilibration procedure (see Sup-
porting Information) was determined (Table S1, Supporting
Information). Over all trajectories, IL-2 showed mean RMSD
values of 2.55�3.46 Å. These values are in good agreement with
those generally found during other MD simulations.65 The
interface regions of IL-2 showed generally lower RMSD values
of 1.94�2.88 Å, with the interface region of the two unbound
IL-2 structures showing the largest structural deviations
(2.44 and 2.88 Å). This agrees well with observations from
X-ray crystallography that show an opening of transient pockets
in this region (see below). The small-molecule ligands bound to
IL-2 showed RMSD values between 0.89 and 2.20 Å and, thus,
stayed close to the initial binding region. Overall, after an initial
rise during the first 2�4 ns, the RMSD values remain constant for
the remainder of the MD simulations (Table S1).
To investigate the mobility of IL-2 and its interface region, we

calculated root-mean-square fluctuations (RMSFs) of heavy
atoms of protein residues. Starting structures of MD simulations
with RMSF values mapped in a color-coded fashion are shown in
Figure S2 (Supporting Information). Unsurprisingly, the largest
fluctuations up to 9.58 Å were found for flexible loop regions and
the termini. Many of these mobile regions have not been resolved
in several of the crystallographic structures,5,66 which already
provides a hint as to their mobility. In contrast, all of the interface
residues of IL-2 show RMSF values <2.50 Å. Interestingly, the
mobility of Phe42 of IL-2, whose conformational transition is
crucial for the opening of a transient pocket (see below), was
found to be significantly higher in the unbound structure (RMSF =
1.86 Å (1.60 Å) for 1m47 (1m4c)) than in the bound structures
(RMSF between 0.57 and 1.15 Å).
MM-PB(GB)SA calculations, which make use of a con-

tinuum electrostatic model for evaluating (de)solvation effects,
may fail if structural waters are present in or close to the binding
interface.67,68 To identify such water molecules, we calculated
the RMSFs of all water molecules and, subsequently, investi-
gated the residence times of waters with low RMSFs by visual
inspection. First, the analysis did not reveal any long-lasting
(residence time >1 ns) water molecule on the outer surface of
the IL-2 interface except in the case of the IL-2/IL-2Rα
complex. However, none of these water molecules formed
strong interactions with the protein for the complete simulation
time. Second, in the interior of IL-2 adjacent to the binding
interface, long-lasting (residence time >1 ns) water molecules
were found at three distinct sites (I, in the interior of IL-2 close
to Glu62; II, inside of a loop region enclosed by Tyr45, Ala108,
Asp109, and Glu110; III, at the N-terminal end of helix D
enclosed by Met39, Phe42, and Leu114). However, none of
these waters is in direct contact with any of the IL-2 ligands.
Furthermore, these waters are conserved in almost all simula-
tions of unbound and bound IL-2 so that potential effects on
MM-PB(GB)SA results should cancel. Overall, these findings
lead us to expect only minor influences due to structural waters
on MM-PB(GB)SA results for hot spot prediction and ligand
ranking.
Identification of Hot Spots by MM-PBSA Free Energy

Decomposition. Mimicking localized interactions in hot spot
regions of protein�protein interfaces has proven valuable for
PPIM development.4We thus set out to computationally identify

hot spots in the protein�protein interface of IL-2/IL2Rα and
IL-2/small-molecule complexes (Figure 2). For this, we imple-
mented and applied the MM-PBSA per residue effective energy
decomposition,25,69 which complements the MM-GBSA effec-
tive energy decomposition introduced by us.22 Here, we applied
the MM-PBSA single trajectory method. While this method
neglects energetic contributions due to conformational changes
of the binding partners, it leads to a drastic reduction in the
statistical uncertainty of the free energy components.34,70,71

For validation, computed effective energy components were
compared to experimentally determined changes in the binding
free energy of IL-2/IL-2 Rα and IL-2/FRH complexes upon
mutations of IL-2 interface residues to alanine.6,15 The experi-
ments showed that for both IL-2Rα and FRH binding was
strongly disrupted (EC50,Ala/EC50,WT g 100, equivalent to
ΔG g 2.8 kcal mol�1 at 37 �C) when Phe42, Tyr45, or Glu62
were mutated to alanine. Encouragingly, the effective energy
decomposition also identified Phe42 and Glu62 as hot spot
residues (ΔGeff = �2.84 to �4.45 kcal mol�1) and only slightly
underestimated the contribution of Tyr45 (ΔGeff ≈ �1.3 kcal
mol�1). Thus, experimental and computational predictions
of hot spots are in good agreement. Moderate changes
in the binding affinity (EC50,Ala/EC50,WT g 10, equivalent to
ΔG g 1.4 kcal mol�1 at 37 �C) were observed for IL-2/IL-2Rα
when IL-2 residues Thr41, Lys43, or Phe44 were mutated to
alanine.15 Computed ΔGeff values are in the range of �0.4 to
�0.8 kcal mol�1 in these cases, demonstrating that smaller
effects on the binding affinity could be well identified by the
MM-PBSA effective energy decomposition, too. Finally, residues
Lys35, Arg38, and Leu72 were also identified as hot spots by
the MM-PBSA effective energy decomposition. However,
except for Leu72, which moderately disrupted the IL-2/FRH
complex (EC50,Ala/EC50,WT g 10) when mutated, all others did
only show a weak disrupting effect on IL-2Rα and FRH binding
(EC50,Ala/EC50,WT = 3�5).
The seemingly prominent interactions of Arg83 (ΔGeff ≈ �2.3

kcal mol�1) are dominated by an intermittent salt bridge to
Asp56 (IL-2Rα residues are highlighted in italics, whereas IL-2
residues are depicted in “normal” font), for which the proteins
needed to undergo structural changes during theMD simulation.
As Arg83 is far apart from the localized cluster formed by the
other hot spots, it was neglected for the guidance of the
subsequent docking. Finally, our calculations predict Glu68 to
contribute disfavorably (ΔGeff = +1.72 kcal mol�1) to the
binding of IL-2Rα; Glu68 thus is a “cold spot”. In summary,
the identified hot spots cluster together and form a functional
epitope localized on helices A0 and B0 with an approximate area of
500 Å2 corresponding to 20% of the total protein�protein
interface area.
Mimicry of Localized Interactions in Hot Spot Regions by

PPIMs. Next, we investigated to what extent the PPIMs mimic
IL2Rα as an interaction partner. If such mimicry existed, hot
spots identified in a protein�protein complex could be used for
guiding PPIM identification and development. Figure 2 reveals
that the energetic fingerprint of IL-2/IL-2Rα is indeed highly
similar to the energetic fingerprints of the IL-2/small-molecule
complexes. Three amino acids stand out in that respect: I. Phe42
is the center of a hydrophobic core forming contacts to other IL-2
residues (Met39, Val69, Leu72) as well as Met25, Asn27, Leu42,
and His120, which explains its hot spot character in the IL-2/
IL-2Rα case. Moreover, Phe42 forms favorable interactions with
the piperidine (FRI, FRH), pyrazole (FRB), or central phenyl
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Figure 2. Per-residue contributions to the binding effective energy as calculated by MM-PBSA decomposition. The per-residue contributions were
calculated by applying the single trajectory MM-PBSA method to the MD trajectories of IL-2 in complex with IL-2Rα (PDB code: 1z92) and the five
PPIMs FRG, CMM, FRB, FRH, and FRI (PDB codes: 1m48, 1m49, 1pw6, 1py2, and 1qvn). (a)The per-residue contribution is mapped onto the
crystal structure of IL-2 bound to IL-2Rα using a color-code with a linear scale for IL-2/IL-2Rα, IL-2/FRG, IL-2/CMM, IL-2/FRB, IL-2/FRH, and
IL-2/FRI. In (b) per-residue contributions of the six complexes are depicted as bar plots. At the top, the IL-2 sequence is depicted in single letter code
with all interface residues highlighted (bold). α-helices are marked as horizontal boxes in the line below. Hot spots (highlighted as black bars in the
energy plot and marked by black triangles (1) above the sequence) were selected based on the per-residue decomposition of the IL-2/IL-2Rα
trajectory by applying an energy cutoff of 2 kcal mol�1 (dashed line). See text for details on Arg83, which is marked by an asterisk (/) above the
sequence.
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ring of the tolane moiety (FRG, CMM) of the PPIMs and their
adjacent amide moieties, which makes Phe42 also a hot spot for
the binding of these PPIMs. II. Glu62 forms a stable salt bridge
with Arg36 in the protein�protein complex. Glu62 is also the
strongest anchor for the binding of the five PPIMs by salt-bridge
formation with the guanidinium groups present in all ligands. III.
The hydrophobic interaction of Leu72 with Met25 and Leu2 is
replaced by the phenyl and 1,2-dichlorophenyl moieties of FRI,
the 1,2-dichlorophenyl moieties of FRH or FRB, the indolyl
moiety of CMM, or the terminal phenyl ring of the tolane moiety
of FRG. In contrast, interactions involving Lys35 and Arg38,
which are important for IL-2/IL-2Rα affinity, are not or only
weakly mimicked by the PPIM.
In summary, these findings demonstrate that three out of five

computationally identified hot spots of the IL-2/IL-2Rα complex
are equally important for small-molecule binding to IL-2. Further-
more, all five computed hot spots cluster in a subregion of the
structural epitope of IL-2/IL-2Rα. Together, this strongly suggests
that hot spots computed from protein�protein complexes can be
used for guiding the identification and optimization of PPIM.
Opening of a Transient Pocket during Simulations Started

from the Unbound State. PPIMs have been found to be
particularly effective when they bind to well-defined clefts or
grooves in the protein�protein interface.5,9,72,73 Here, we in-
vestigate whether an opening of transient pockets in the rather
flat protein�protein interface of IL-2 can be observed when
sampling the conformational space of unbound IL-2, following
the “conformational selection” model.47 Two conformational
sampling techniques were used. First, as a state-of-the-art method,
we applied all-atom MD simulations in explicit solvent of
10 ns in length. This setup is similar to a study by Helms and
Eyrisch.7 Second, as a computationally cheaper alternative, we
applied the geometrical simulation method FRODA.49 FRODA
has already been successfully applied for identifying spontaneous
and relevant apo-to-holo conformational transitions of HIV-1
TAR RNA.74 FRODA relies upon a decomposition of a bio-
macromolecule into rigid and flexible regions.75 In the unbound
structure of IL-2, helices A, A0, B, B0, C, and D form discrete rigid
clusters that are interconnected by flexible hinges (Figure S3,
Supporting Information). With respect to the interface region,
only 25% of the atoms belong to rigid clusters. This ensures that
the majority of the interface atoms can move freely during the
FRODA simulation.
The interface heavy atom RMSD of all snapshots of MD and

FRODA simulations were calculated with respect to the PPIM-
bound and unbound IL-2 structures (Table S2, Supporting
Information). The overall structural changes between bound
and unbound IL-2 structures are small: in the best case, an in-
terface conformation coming as close as 1.42 Å RMSD to a
bound state was found, starting from a structural deviation
between bound and unbound structures of 1.50 Å. This can be
explained in that structural deviations between bound and
unbound structures are uniformly distributed over the interface
rather than caused by a large-scale collective movement. Inter-
estingly, when comparing the performance of FRODA and MD
simulations, FRODA snapshots were generally found to be more
similar to four out of five bound IL-2 structures than were MD
snapshots. We attribute this fact to an appropriate coarse-graining
of the unbound IL-2 structure prior to the FRODA simulation.
Apparently, residues were correctly identified to be part of a rigid
cluster that is not involved in pocket opening, leading to a focusing
of movements to that region where a pocket opens up (Figure S4,

Supporting Information). In contrast, in the MD simulations, all
residues are allowed to move freely, leading to larger overall
structural deviations in the protein�protein interface that do not
necessarily lead to a structure close to a bound conformation.
Of the residues that line the PPIM binding pocket, Phe42 has

been described as functioning as a gate keeper by flipping its
phenyl ring.5,15 In Figure 3, RMSD time series calculated from all
heavy atoms of Phe42 with respect to both unbound and bound
IL-2 structures are shown for FRODA and MD simulations. The
FRODA simulation shows an antidromic behavior of both time
series, and the simulated conformations repeatedly approach the
bound structure and depart from it. This leads to Phe42
approaching the small molecule bound conformation to <1.0 Å
RMSD in 18 cases during the simulation. In contrast, the RMSD
time series of the MD simulation showed a much less pro-
nounced antidromic behavior, and a conformation of Phe42 with
an RMSD <1.0 Å with respect to bound IL-2 was never detected
during the simulation.

Figure 3. Conformational analysis of the interface residue Phe42.
Consecutive snapshots generated by (a) FRODA and (b) MD simula-
tion of unbound IL-2 are compared to the bound (black, PDB code:
1m48) and unbound IL-2 structures (gray, PDB code: 1m47) regarding
the RMSD of Phe42 based on a structural alignment of heavy atoms of
the interface. For the FRODA simulation, the RMSD shows a clear
antidromic character that indicates the flipping of the aromatic ring. In
contrast, for the MD simulation, the antidromic character of the RMSD
curve is much less pronounced. Phe42 conformations that come closer
to the bound IL-2 state than 1 Å RMSD are marked by black triangles.
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Identification of Transient Pockets in Structural Ensem-
bles.Next, the question needs to be addressed as to how one can
identify binding-competent conformations from the generated
ensembles without already knowing the bound conformation
from experimental results. An evaluation based on energetic
criteria appears to be difficult34,76 (see the Supporting Information
on “Statistical significance of MM-PBSA results” and Figures S5
and S8) because the expected change in free energy accompanying
the opening of a transient pocket is on the order of kBT, which is
several orders of magnitude smaller than the total conformational
energy of the protein.77 Instead, we resorted to a sequential
scheme that involved checking the stereochemical quality of the
simulated conformations, clustering of similar conformations, and
identification of transient interface pockets based on volume and
the degree of “buriedness”. Thus, we only considered geometrical
parameters for the identification of transient pockets.
Conformations sampled by either MD or FRODA simulations

generally showed a high degree of stereochemical quality, as
determined by PROCHECK.56 In fact, none of the FRODA
conformations had to be excluded from further investigations,
whereas only 45MD conformations were discarded because they
had more than two unfavorable main chain parameters. In the
next step, 100 structurally varying interface conformations were
selected as representatives from each simulation by k-medoids
clustering. The interface RMSD of the selected representatives
ranges from 0.85 to 3.43 Å for MD-generated conformations and
from 0.78 to 2.14 Å for FRODA-generated conformations.
Finally, the PocketAnalyzer program58 was applied for pocket
detection. Pockets embraced by at least 70% of the interface
residues were identified as interface pockets. As for the crystal

structures, all small-molecule bound structures displayed inter-
face pockets with volumes ranging from 107 to 234 Å3, with all of
these pockets being located between residues Lys35, Arg38, and
Phe42. No pocket was present in the unbound IL-2 structure as
well as the IL-2/IL-2Rα complex.
In 33% of the selected FRODA conformations, an interface

pocket was detected (Figure 4). The average volume of these
pockets is 138Å3, withminimal (maximal) values of 104Å3 (215Å3).
Similar to the crystal structures, all interface pockets from
FRODA-generated conformations were located between residues
Lys35, Arg38, and Phe42. As for MD-generated conformations,
an interface pocket was identified in 22% of the conformations,
with an average volume of 159 Å3 (min., 103 Å3; max., 240 Å3).
Notably, 2/3 of these interface pockets are located between
Lys43, Tyr45, and Phe42 and, thus, deviate in position from the
pockets found in the bound crystal structures.
Docking into Transient Pockets. We then investigated

whether simulated IL-2 conformations with transient pockets
in the protein�protein interface can be used as receptor struc-
tures for docking. Therefore, we selected those 10 representative
structures from each simulation that showed the largest interface
pocket volume (Table S3, Supporting Information). Each of the
five known IL-2 ligands (Table 1) was then docked into this set of
conformations. To exclude any bias due to the knowledge of the
experimentally determined complex structures, the placement
of the potential grids for docking (Figure 5) was solely based on
(I) all hot spots identified by MM-PBSA except Arg83 (see
above, Figure 2) and (II) all amino acids lining the identified
interface pocket (Table S4, Supporting Information). Docking
was considered successful when the ligand pose with the lowest

Figure 4. Detection of interface pockets in the cluster representatives of IL-2 structures generated by (a) FRODA and (b)MD simulation. The box plots
depict pocket volumes computed by PocketAnalyzer. In addition, the two largest pockets found in IL-2 structures generated by either simulationmethod
are shown. Notably, the locations of these pockets differ for both methods.
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intermolecular docking energy in the largest cluster had an
RMSD < 2.0 Å to the native pose.
For comparison, we first redocked the five IL-2 ligands into the

corresponding IL-2 complex structure. Likewise, we also per-
formed docking of these ligands to an apo structure of IL-2 (PDB
code: 1m47). Since no interface pocket could be detected in this
apo structure, the same potential grid definition as for the
redocking approach was used for the apo-docking. The redocking
was successful in all cases, whereas apo-docking failed (Table 2).
The latter is not unexpected due to the absence of any pro-
nounced indentation in the protein�protein interface. Addition-
ally, the success and convergence of the redocking is demon-
strated by the occurrence of g25 poses in the largest cluster for
IL-2/FRB, IL-2/FRI, and IL-2/FRH and >80 poses in the largest
cluster for IL-2/FRG and IL-2/CMM.
The results of docking into transient pockets of simulated

conformations are summarized in Table 3. Notably, docking into
MD-generated conformations was not successful because in no
case was a docked pose with RMSD < 2 Å obtained, and in only
2 out of 50 dockings was a pose with RMSD < 2.5 Å identified.
This failure is a result of the interface pockets being located at a
different position than the pockets found in the bound crystal
structures. A more detailed inspection of the MD-generated
conformations showed that correctly localized transient pockets
do exist (data not shown). However, these pockets are much less
pronounced than those occurring in FRODA-generated snap-
shots and, hence, are not among the 10 largest pockets chosen for
the docking experiments. This is because a hydrophobic channel

embraced by Lys35, Arg38, and Phe42 must open for the
transient pockets to be correctly localized.5 Such an opening
tends to be less pronounced in MD-generated ensembles, as
demonstrated by the lower hydrophobicity of these pockets
when compared to pockets found in crystal structures.7

In contrast, we were able to identify the hydrophobic channel
in all of the selected FRODA-generated snapshots, possibly due
to the absence of solvent in the simulation process. As a con-
sequence, docking to at least one transient pocket was successful
for all IL-2 ligands but FRB (Table 3). This is exemplarily shown
for the ligand FRG in Figure 5b.

Table 2. Results of Redocking and apo-Docking

redocking apo-docking

ligand PDB codea RMSDb scorec cluster size ligand PDB codea RMSDb scorec cluster size

FRG 1m48 1.50 �13.84 84 FRG 1m47 2.58 �10.93 19

CMM 1m48 1.37 �15.69 82 CMM 1m47 3.08 �12.53 40

FRB 1pw6 0.59 �13.01 25 FRB 1m47 4.63 �10.82 51

FRH 1py2 0.87 �15.38 53 FRH 1m47 3.80 �14.10 9

FRI 1qvn 1.14 �14.65 27 FRI 1m47 8.10 �13.30 9
a PDB code of the IL-2 complex structure. bRMSD of the ligand pose with the lowest energy in the largest cluster with respect to the native structure, in
Ångstroms. c In kilocalories per mole.

Table 3. Number of Successful Attempts of Docking into
Snapshots with Identified Transient Pockets

RMSDa

MD FRODA

ligand <2.0 <2.5 <3.5 g3.5 <2.0 <2.5 <3.5 g3.5

FRG 0 2 1 7 2 6 1 1

CMM 0 0 4 6 2 4 4 0

FRB 0 0 3 7 0 0 7 2

FRH 0 0 0 10 1 2 4 3

FRI 0 0 0 10 1 1 0 8
aRMSD of the ligand pose with the lowest energy in the largest cluster
with respect to the native structure, in Ångstroms.

Figure 5. Definition of the potential grid and exemplary docking result for IL-2. The interface region of IL-2/IL-2Rα is colored white. (a) The hot spots
identified by MM-PBSA decomposition (red spheres) and the transient pocket (blue surface) were used to define the location and size of the potential
grid (seeMaterials andMethods). The grid dimensions are represented by a blue box. (b) Predicted binding pose of the ligand FRG (blue sticks) docked
into a FRODA snapshot containing an identified transient pocket. The RMSD between the predicted and crystallographic binding pose (PDB code:
1m48, green sticks) is 1.28 Å.
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These results are encouraging in that a drop in docking
accuracy compared to redocking is often found to be mirrored
by the degree to which a protein moves upon ligand binding.78,79

Thus, docking to an apo form usually shows the largest
deterioration.80 Being able to start from the apo IL-2 structure
and identify transient pockets in trajectories of computationally
inexpensive FRODA simulations that are adequate for ligand
docking thus is a valuable achievement.
Docking Enrichment in a Large Set of Decoys. In order to

demonstrate that the identified hot spots and transient pockets

could also be used for structure-based virtual screening (VS),
we performed a retrospective VS for IL-2 PPIMs. As known
binders, the five IL-2 ligands in complex structures (Table 1)
and 52 structures with similar scaffolds and known IC50 values
were used.6,17,48 Decoys were selected from the “purchasable
subset” of the ZINC database61 following the procedure de-
scribed for creating the directory of useful decoys (DUD).60 The
DUD procedure aims at selecting decoy structures that are
physicochemically similar to known binders in order to avoid
any bias in enrichment calculations. This led to 996 unique decoy
structures with a total of 1297 protonation and tautomerization
states. We note that during docking, the docking scores were
normalized by the square root of the molecular weight of a ligand
in order to correct for any size related bias, too.81

For the 57 (5) known IL-2 ligands (in complex structures) we
found good enrichments for the individual transient binding
pockets (Table 4, Figure 6, Figure S6, Supporting Information)
with EFmax = 16.2�23.8 (EFmax = 57.8�260.4) and EF1 =
13.6�23.8 (EF1 = 37.2�92.2), and area under the curve values
of receiver operator curves of AUC g 0.89 (AUC g 0.93).
We note that these enrichments may be too optimistic

compared to a real-life scenario and, hence, should be interpreted
cautiously because the VS has likely benefitted from the fact that
the known IL-2 ligands were structurally optimized for binding to
IL-2 and partially violate Lipinski’s rules.82 Hence, even though
the decoys were selected following the DUD procedure, in
some cases, a perfect match of the property distribution curves
between binders and decoys could not be achieved (Figure S7,
Supporting Information). This is particularly true for the proper-
ties “molecular weight”, “no. of hydrogen bond donors”, and “no.
of amidino and guanidino groups”. Still, with respect to the aim of
this study, our results demonstrate that known IL-2 ligands could
successfully be screened from a set of decoys using only informa-
tion about hot spots and transient pockets on the protein side.
Rankingof IL-2 Ligands.Binding effective energies calculated

by the MM-PBSA single trajectory method appear to be con-
verged and remain stable throughout simulation lengths of
6�14 ns (Table S5 and Figure S8, Supporting Information).

Figure 6. Ranking of docked structures. The best poses (as defined in Materials and Methods) of docked binders and decoy structures were ranked by
intermolecular energy divided by the square root of the molecular weight. The 10 FRODA structures with the largest transient pocket are indicated by
their snapshot number at the bottom. The 57 known IL-2 ligands and the decoys are depicted with green and black lines, respectively. In addition, the five
IL-2 ligands with available complex crystal structures are highlighted by arrows.

Table 4. Docking Enrichment of Known IL-2 Ligandsa

FRODA

snapshotb EFmax
c,d EF20

c,d EF3
c,d EF1

c,d AUCd,e

6 23.7 (260.2) 4.6 (5.0) 17.4 (26.0) 22.0 (74.3) 0.95 (0.99)

117 23.8 (173.6) 4.4 (5.0) 18.0 (32.5) 22.1 (74.4) 0.95 (0.99)

169 23.7 (260.0) 4.8 (5.0) 22.0 (32.5) 23.7 (92.9) 0.98 (1.00)

301 23.8 (260.4) 4.9 (5.0) 19.7 (26.0) 18.7 (55.8) 0.99 (0.99)

418 23.8 (260.4) 4.8 (5.0) 10.4 (26.0) 11.9 (37.2) 0.94 (0.98)

514 19.0 (97.6) 5.0 (5.0) 16.2 (32.5) 17.0 (55.8) 0.98 (0.99)

534 23.8 (86.8) 4.4 (5.0) 11.0 (26.0) 13.6 (37.2) 0.92 (0.98)

657 16.2 (57.8) 4.0 (4.0) 10.4 (19.5) 15.3 (55.8) 0.89 (0.93)

698 23.8 (260.4) 4.1 (5.0) 16.2 (32.5) 23.8 (55.8) 0.94 (0.99)

729 23.8 (86.8) 4.6 (5.0) 12.2 (26.0) 13.6 (55.8) 0.95 (0.99)
aThe set of known IL-2 ligands consists of five IL-2 ligands with available
complex crystal structures as well as 52 structures with similar scaffolds
and known IC50.

6,17,48 The set of decoys consists of 996 unique
structures with a total of 1297 protonation and tautomerization states.
bConsecutive number of the snapshot from a total of 1000 snapshots
uniformly extracted from the 10 000 000 FRODA-generated structures
starting from the unbound IL-2 structure (PDB code: 1m47). The 10
snapshots with the largest pocket volumes were used. c EF1, EF3, EF20,
and EFmax correspond to the enrichment factors at 1%, 3%, and 20% of
the ranked database and the maximal enrichment factors over the whole
data set. dValues correspond to all 57 known IL-2 ligands, while values in
parentheses correspond to the five IL-2 ligands with available complex
crystal structures only. eArea under the receiver operator curve (ROC).
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Absolute binding effective energies computed for the five IL-2
ligands starting from crystal structures of the complexes are about
45 kcal mol�1 more negative than the experimentally determined
free enthalpies of binding (Figure 7, Table 1). Two reasons account
for this. First, disfavorable energetic contributions due to confor-
mational strain of the binding partners are not taken into account in
the single trajectorymethod. These contributions can be as high as
36 kcal mol�1.83 Second, we neglect any changes in the config-
urational entropy of the binding partners, which accounted for
contributions to the free energy of 20�30 kcal mol�1 at 300 K in
related studies.22,84 However, these two points do not have amajor
impact on relative binding effective energies as demonstrated by a
good (R2 = 0.81) and significant (p < 0.05) linear correlation
of computed and experimentally determined binding energies,
allowing for a successful ranking of four out of the five ligands
(Figure 7a). This result is all the more remarkable in that
the range of experimentally determined binding affinities is only
3 kcal mol�1. To our knowledge, this is one of only a few reports
so far of successfully applying MM-PBSA to rank PPIMs.69,85

When using the GBmodel, no significant correlation is obtained. In
particular, the binding effective energies of ligands FRI and CMM
show strong deviations from the correlation line (Figure 7b). A per
residue decomposition of the binding effective energies using the
GBmodel did not allow one to assign the origin of these deviations
to contributions by a particular set of residues (data not shown).
For ranking docked IL-2/small-molecule complex structures

(Figure 7), first, reasonable poses obtained by docking into
FRODA-generated structures with transient pockets were se-
lected without making use of any knowledge of the bound crystal
structures (Table S6, Supporting Information). Then, MD
simulations and MM-PB(GB)SA calculations were applied as
in the case of the crystal structures. The linear correlation of
computed MM-PBSA binding effective energies with respect
to experimentally determined binding free energies is fair
(R2 = 0.59) and weakly significant (p = 0.13; Figure 7c). Again, no
significant correlation was obtained in the case ofMM-GBSA. The
largest deviations from the correlation line are observed for ligands

FRH and FRI in the case of MM-PBSA, which also show the
largest structural deviations from the native pose in the start-
ing structures (Table S6). These results demonstrate that for
MM-PBSA calculation to be successful in ranking PPIMs, (at least)
good starting structures (RMSD < 2.5 Å) are required. Never-
theless, it is encouraging to note that the quality of the generated
docking poses was still sufficient to successfully discriminate
between the subgroups of high and low affinity ligands.

’CONCLUSION

We have presented for the first time a computational strategy
that simultaneously considers aspects of energetics and plasticity
in the context of PPIM binding to a protein interface. In
particular, our strategy aims at identifying the determinants of
small-molecule binding, hot spots and transient pockets, in a
protein�protein interface in order tomake use of this knowledge
for predicting binding modes of and ranking PPIMs with respect
to their affinity. Although performed in a retrospective manner
on the well-investigated system of IL-2, we note that at no point
in the study did we utilize information from the experiment about
the binding mode and affinity of PPIMs. Thus, our strategy
will be applicable also in a prospective manner where nothing
other than a protein�protein complex structure is known; hence,
it can well be the first step in a structure-based endeavor to
identify PPIMs.

Perhaps the most surprising result from a methodological point
of view is that the computationally much cheaper constrained
geometric simulation method FRODA outperforms state-of-the-
art MD simulations in sampling transient pockets in the IL-2
interface. Apparently, the neglect of solvent in FRODA not only
leads to a reduced computational burden but also facilitates the
opening of a hydrophobic channel. Although applied to only one
protein�protein interface in the present study, we note that the
good performance of FRODA in sampling relevant conforma-
tional transitions is in line with results obtained by this74 and a
related method86 on other systems.

It is encouraging that geometrical parameters summarized in
the PPIAnalyzer method sufficed to successfully identify transient
pockets. On the one hand, this finding alleviates the need to
resort to conformational free/effective energies for identifying
such pockets. Using energetic criteria is hampered by the demand
for very precise computations due to the fact that small differ-
ences in conformational energies must be calculated from large
absolute values. On the other hand, this finding reconfirms the
FRODA results, as it demonstrates that the most pronounced
pockets only opened up where expected. As FRODA strongly
depends on a preceding flexibility analysis of the protein, it is thus
tempting to speculate that regions that are prone to open
transient pockets could be identified by such a flexibility analysis.
This knowledge could then be used to focus other locally
enhanced sampling schemes on that particular region.87

Finally, we consider it a valuable achievement that the sequence
of, first, docking to identified transient pockets; second, starting
structure selection based on hot spot information, RMSD cluster-
ing, and intermolecular docking energies; and third, MM-PBSA
calculations allowed one to discriminate between subgroups of
IL-2 PPIMs with low and high affinity. Also, we obtained good
enrichments for the individual transient binding pockets in a
docking-based, retrospective virtual screening for IL-2 PPIMs.
Together with the fact that the known PPIMs of IL-2 were
identified to mimic many of the interactions also found in the

Figure 7. Correlation of computed binding effective energies (ΔGeff,calc)
with respect to experimental free enthalpies of binding (ΔGeff,exp).
Binding effective energies were calculated using the Poisson�
Boltzmann continuum solvation model (a and c) and the generalized
Born continuum solvation model (b and d) within the MM-PB(GB)SA
single trajectory method. MM-PB(GB)SA calculations were based on
either crystallographic (a and b) or docked (c and d) starting structures.
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IL-2/IL-2Rα region, this suggests that current computational
methods can assist the knowledge-driven process of PPIM identi-
fication when starting from a given protein�protein complex.
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formations (Figure S5); the enrichment of known IL-2 ligands
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and decoys (Figure S7); the time series of the effective ener-
gies (Figure S8); and the multiple sequence alignment of
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Structure preparation 
Starting structures for the simulations of human IL-2 and its complexes were taken from 

the Protein Data Bank1 (PDB codes: 1m47, 1m4c, 1m48, 1m49, 1pw6, 1py2, 1qvn, and 1z92). 

These structures were modified to achieve consistency with respect to the sequence and 

number of amino acids. Solvent and buffer molecules were removed except for crystal waters 

bound to protein chains, which were considered in the MD simulations. Histidine protonation 

and rotation states were assigned manually such that all IL-2 chains have the same 

constitution and that histidines can form optimal local interactions. In the case of multiple 

identical chains, the one with the lowest number of unresolved residues was chosen. Missing 

residues (Figure S9) were modeled with MODELLER 7v72 using other IL-2 structures as 

templates, as was done for the Ala69Val mutation in the structure with PDB code 1QVN. The 

flexible loop between Ser64 and Leu100 (all IL-2Rα residues are highlighted in italics, 

whereas all IL-2 residues are depicted in “normal” font) of IL-2Rα was not resolved in the 

crystal structure (PDB code: 1z92).3 As the loop does not contact the binding interface,3 it 

was not considered any further. This should not influence the structural integrity of IL-2Rα 

during MD simulations because either end of the loop is bound to the residual IL-2Rα 

structure by a disulfide bond. Ligand structures were extracted from the complexes. For 

docking, the ligands were converted to MOL2 files using the PRODRG24 server. Atom types 

were corrected manually if necessary. Flexible torsions were determined by AutoTors from 

the AutoDock suite of programs.5 

 

Molecular dynamics simulations 
MD simulations were performed with the AMBER 9 package of molecular simulation 

programs6 using the Cornell et al. force field7 with modifications introduced by Hornak et al. 

(ff99SB)8 and the general amber force field (GAFF)9 for proteins and small molecules, 

respectively. Partial charges of small molecules were generated according to the RESP 

procedure.9-10 The structures were solvated in a truncated octahedron of TIP3P water11 such 

that the distance between the edges of the box and the closest solute atom was at least 11 Å. 

Periodic boundary conditions were applied using the particle mesh Ewald (PME) method12 to 

treat long-range electrostatic interactions. Bond lengths involving bonds to hydrogen atoms 

were constrained by SHAKE.13-14 The time step for all MD simulations was 2 fs, and a direct-

space non-bonded cutoff of 8 Å was applied. After minimization the system was heated from 

100 K to 300 K using canonical ensemble (NVT) MD. Then, the solvent density was adjusted 
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using isothermal-isobaric ensemble (NPT) MD. Positional restraints applied during 

equilibration were reduced in a stepwise manner over 50 ps followed by 50 ps of unrestrained 

canonical ensemble (NVT) MD at 300 K with a time constant of 2 ps for heat bath coupling. 

Snapshots were extracted every 10 ps from production runs for further analysis (Table 1). 

 

Docking 
All docking runs were performed with AutoDock 3.055 using DrugScore pair potentials15 

as a scoring function.16-17 The docking protocol for flexible ligand docking comprised 100 

independent runs per ligand using an initial population size of 100 individuals, 5.0 ( 103 

generations, a maximum number of 10.0 ( 106 energy evaluations, a mutation rate of 0.02, a 

crossover rate of 0.8, and an elitism value of 1. For the enrichment evaluation the maximum 

number of energy evaluations and the population size were reduced to 3.0 ( 106 and 50, 

respectively. Before calculating the DrugScore potential grids, all structures were aligned to 

the x/y-plane of the Cartesian coordinate system such that the rms distance between the 

interface amino acids and the plane is minimal. By doing so, the potential grids are optimally 

positioned for the mainly flat interface region of IL-2. The dimensions of the grids were 

chosen such that the grids extend beyond all hot spots as well as amino acids lining the 

identified interface pockets by at least 2.5 Å. In the case of apo-docking where no transient 

pocket is available, the same potential grid definition was chosen as for the re-docking 

approach. We note that this way no information about the known binding modes of the PPIM 

was considered for setting up the docking. The grid spacing was set to 0.375 Å. Similar 

docking poses (RMSD < 1 Å) were clustered, and the intermolecular docking energy was 

calculated. As the final docking result, the ligand pose with the lowest intermolecular docking 

energy from the largest cluster was chosen. A docking experiment was considered successful 

when this ligand pose had an RMSD < 2.0 Å to the native pose. 

 



 Publication VI – Supporting Informatation 

213 

  Determinants of small-molecule binding to a protein-protein interface – Metz, Pfleger, Kopitz, Pfeiffer-Marek, 
Baringhaus, Gohlke   4 

 

Statistical significance of MM-PB/SA results 
To investigate the energetics of IL-2/IL-2R� and IL-2/small-molecule complex formation, 

the MM-PB/SA method was applied to compute effective energies as the sum of gas-phase 

energies and solvation free energies. Entropic terms resulting from translational, rotational, 

and vibrational contributions of the solutes were omitted. The gas-phase and solvation free 

energy values were averaged over 617 – 1379 snapshots (Table 1) taken at 10 ps intervals 

from the trajectories of the MD simulations. The correlation time for relaxation of effective 

energy fluctuations was computed to < 10 ps (data not shown), in agreement with related 

studies.18 Hence, the extracted snapshots should be uncorrelated, and mean values of binding 

effective energies computed by the single trajectory MM-PB/SA method can be estimated to 

within a standard error of the mean (SEM) between 0.13 – 0.37 kcal mol-1 (Table 1). 

Time-series of effective energies computed using the MM-PB/SA method are displayed in 

Figure S8 for snapshots of the unbound solutes and the IL-2/IL-2R� and IL-2/small-molecule 

complexes. In all cases, significant drifts and fluctuations in the absolute effective energies 

were found, which demonstrates the sensitivity of these values to conformational details and 

reflects structural variations throughout the MD trajectories. The observed energy drift 

(Table S5) depends on the size and conformational complexity of the solutes (Table 1) with 

IL-2/IL-2R� showing the largest drift (-11.02 kcal mol-1 ns-1), unbound IL-2 and the IL-

2/small-molecule complexes showing drifts of -0.56 – -6.03 kcal mol-1 ns-1, and the small 

molecules showing negligible drifts of -0.30 – 0.20 kcal mol-1 ns-1. 

These analyses indicate as to why MM-PB/SA binding effective energies computed by the 

multiple trajectory method for IL-2/small-molecule complexes do not correlate with 

experimental results (R2 < 0.1, data not shown). In contrast, in the case of the single trajectory 

method, binding effective energies show a much smaller drift (-0.63 – 0.74 kcal mol-1 ns-1, 

Table S5) due to a cancellation of internal energies.18 These results also provide an 

explanation as to why differentiating between conformational states of IL-2 based on absolute 

effective energies is not successful (Figure S8), in addition to the error introduced by 

neglecting changes in the solute’s configurational entropy. As the energy drifts are mainly 

caused by conformational transitions of the solute that occur, in particular, in modeled 

regions, loops, and termini, much longer simulation times would be required to obtain mean 

absolute effective energies that are stable over time. However, even when simulating for up to 

10 ns in related studies,18-23 this problem could not be alleviated, and comparable drifts were 

observed. 
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Tables 

Table S1: Heavy atom RMSD during MD simulation 

 RMSDa 

PDB code Complex IL-2b IL-2 interfacec Bound ligandd Unbound ligandd 

1m47 ─ 3.17 (3.63) 2.88 (3.70) ─ ─ 

1m4c ─ 3.16 (3.83) 2.44 (3.13) ─ ─ 

1m48 2.57 (3.08) 2.55 (3.03) 2.42 (3.00) 1.46 (2.02) 2.66 (4.21) 

1m49 2.66 (3.06) 2.68 (3.09) 2.13 (2.60) 1.06 (1.89) 2.64 (4.29) 

1pw6 2.70 (3.25) 2.72 (3.27) 2.20 (2.86) 0.89 (1.46) 2.01 (4.76) 

1py2 2.59 (3.09) 2.61 (3.12) 1.94 (2.36) 1.55 (2.03) 2.92 (4.94) 

1qvn 2.88 (3.21) 2.81 (3.17) 2.27 (3.03) 2.20 (3.94) 2.81 (5.52) 

1z92 3.50 (4.52) 3.46 (4.32) 2.49 (3.18) 2.98 (4.07) 3.77 (5.73) 
a Mean heavy atom RMSD with respect to the equilibrated structure; in Å. Five N-terminal 

amino acids of IL-2 were omitted. Maximum RMSD in parentheses. 
b Unbound IL-2 or IL-2 extracted from the MD trajectory of the complex. 
c IL-2 residues Tyr31, Asn33-Lys35, Thr37-Met39, Thr41-Tyr45, Glu60-Glu62, Lys64-

Val69, Asn71, Leu72, and Met104-Thr111. 
d Aligned with respect to the ligand. 
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Table S2: RMSD of the IL-2 interface region of experimentally determined bound IL-2 
conformationsa 

IL-2 structure IL-2/FRG IL-2/CMM IL-2/FRB IL-2/FRH IL-2/FRI 

Unbound structureb 1.77 1.69 3.08 1.50 1.69 

MDc 1.83 1.74 2.99 1.74 1.78 

FRODAc 1.66 1.58 2.98 1.42 1.51 
a All heavy atoms of the interface region (IL-2 residues Tyr31, Asn33-Lys35, Thr37-Met39, 

Thr41-Tyr45, Glu60-Glu62, Lys64-Val69, Asn71, Leu72, Met104-Thr111) are considered; in 

Å. 
b RMSD from the unbound IL-2 conformation (PDB code: 1m47). 
c Minimal RMSD obtained from snapshots generated by either MD or FRODA simulation 

starting from the unbound IL-2 conformation (PDB code: 1m47). 
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Table S3: Ten largest pocket volumes of selected FRODA and MD snapshots 

FRODA snapshota Volumeb MD snapshotc Volumeb 

6 159 123 175 

117 157 199 182 

169 148 215 180 

301 145 234 240 

418 148 269 181 

514 185 498 184 

534 188 782 163 

657 215 794 180 

698 176 843 173 

729 156 940 167 
a Consecutive number of the snapshot from a total of 1,000 snapshots uniformly extracted 

from the 10,000,000 FRODA-generated snapshots starting from the unbound IL-2 structure 

(PDB code: 1m47). 
b In Å3. 
c Consecutive number of the snapshot from a total of 1,021 snapshots 10 ps apart that were 

generated by MD starting from the unbound IL-2 structure (PDB code: 1m47). 
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Table S4: Pocket residues of IL-2 selected for the definition of the potential energy grids 

Protein 

structure 
Residues 

Crystal 

structuresa 

Ile28, Tyr31-Tyr45, Cys58, Glu61-Pro65, Glu68-Lys76, 

Tyr107, Ile114 

MD 
Tyr31, Pro34-Lys35, Arg38-Met39, Thr41-Tyr45, Glu60-Glu62, 

Lys64-Val69, Asn71-Leu72, Cys105, Tyr107, Thr111 

FRODA 
Tyr31, Pro34-Lys35, Thr37-Met39, Thr41-Tyr45, Glu61-Glu62, 

Lys64-Val69, Asn71-Leu72 
a Pocket residues identified in PDB codes 1m48 (chain A,B), 1m49 (chain A,B), 

1pw6 (chain A), 1py2 (chain A,B,C,D), and 1qvn (chain B,C,D). 
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Table S5: Drift of the effective energy 

PDB code Drift of effective energya 

 
Multiple 

trajectory methodb 
 

Single 

trajectory methodc 
 

Binding effective energy  

from single 

trajectory methodc 

 IL-2 ligand complex  IL-2 ligand  ─ 

1m47 -1.45 ─ ─  ─ ─  ─ 

1m4c -0.56 ─ ─  ─ ─  ─ 

1m48 ─ 0.03 -2.38  -2.33 0.13  0.20 

1m49 ─ -0.09 -3.08  -3.22 -0.05  0.19 

1pw6 ─ 0.20 -4.55  -4.05 -0.23  -0.27 

1py2 ─ -0.30 -5.33  -4.96 0.16  -0.63 

1qvn ─ -0.04 -6.03  -6.78 0.00  0.74 

1z92 ─ 0.16 -11.02  -8.24 -3.27  0.49 
a In kcal mol-1 ns-1. 
b Structures of IL-2, ligand, and complex were generated by separate MD simulations. 

c Structures of IL-2 and ligand were extracted from the MD trajectory of the respective 

complexes. 
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Table S6: Selection of poses from docking into FRODA snapshots 

Ligand PDB codea RMSDb Scorec Clustered posesd Cluster sizee 

FRG 1m48 2.08 -13.20 213 204 

CMM 1m48 2.59 -14.81 335 327 

FRB 1pw6 2.48 -12.78 105 94 

FRH 1py2 4.30 -15.77 272 78 

FRI 1qvn 3.22 -14.92 133 46 
a PDB code of the corresponding IL-2 complex structure. 
b RMSD of the ligand pose with the lowest intermolecular docking energy in the largest 

cluster with respect to the native pose; in Å. 
c In kcal mol-1. 
d The number of poses out of 1,000 docked poses (10 FRODA simulated structures with 

largest pocket volume times 100 docking runs) where the ligand’s guanidinium group is 

within 5 Å of the side chain heavy atoms of Glu62 that were subjected to hierarchical 

complete linkage clustering with R24 with a cluster distance of 5 Å. 
 e Number of ligand poses in the largest cluster. 
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Figures 

 
 

Figure S1: Workflow of the PPIAnalyzer method. The method contains three main steps: I. 

Analysis of geometrical properties in terms of root mean-square deviations (RMSD) and 

rotamer analysis. II. Reduction of the dataset by assessing the steric quality of the generated 

conformations and clustering with respect to the RMSD of heavy atoms of interface residues. 

III. Identification of transient pockets in the remaining conformations. Representative 

structures that show the largest interface pocket volume are then selected for the subsequent 

docking experiments. 
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Figure S2: RMSF values of IL-2 residues obtained by MD simulations of the unbound and 

bound states. The RMSF value of each residue is calculated as the average over all atoms. 

RMSF values are color-coded onto the respective starting structure of the MD simulations: 

a) 1m47 and b) 1m4c for unbound IL-2; c) 1m48, d) 1m49, e) 1pw6, f) 1py2, and (g) 1qvn for 

IL-2 bound to PPIM; h) 1z92 for IL-2 bound to IL-2Rα. The RMSF values were calculated 

for snapshots 10 ps apart. Prior to the RMSF calculations, all snapshots were structurally 

aligned to the starting structure of the MD simulation considering all heavy protein atoms. 

The highly mobile five N-terminal residues of IL-2 were neglected in the structural alignment. 

The protein is depicted in cartoon representation. Phe42 is depicted in stick representation to 

indicate the location of the small molecule binding pocket. Figures were generated by 

PyMOL.25 
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Figure S3: Rigid cluster decomposition obtained by FIRST. (a) The rigid clusters 

(transparent surfaces) are denominated RC1-6 in the order of decreasing size. RC1 (blue) 

covers helices A and D, RC2 (green) covers helix C, RC3 (magenta) covers parts of helix B’, 

RC4 (turquoise) covers helix A’, RC5 (gold) covers parts of helix B, and RC6 (light blue) is 

located at the N-terminus of IL-2. (b) 25.5% of all interface atoms are part of the rigid clusters 

RC3, RC4, and RC5. All flexible atoms (red) can move freely in FRODA simulations. 

Figures were generated by PyMOL.25 
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Figure S4: Overlay of the protein-protein interface region of IL-2 in unbound (red) and 

bound (green) conformation. Exemplarily, one snapshot from a FRODA simulation started 

from the unbound state is shown (blue), demonstrating that the movement of Phe42 can even 

be observed in the absence of the ligand, leading to a transient pocket opening. Regions for 

which no movements were observed by experiment (around Glu60 and Asp109) also remain 

immobile during the simulation. Figure was generated by PyMOL.25 
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Figure S5: Mean absolute effective energies Geff of IL-2 in its unbound and bound 

conformations. Conformational stress and changes in solvation and configurational entropy 

are expected to increase the free energy of a bound conformation over an unbound one (lane 

A). In contrast, computed Geff of IL-2 extracted from MD trajectories of IL-2/small molecule 

complexes (lane C) or from the IL-2/IL-2R� complex (lane D) are lower than Geff of unbound 

IL-2 (lane B). We attribute this observation to neglecting changes in configurational entropy 

upon the conformational transitions and the occurrence of significant drifts of Geff over time 

(see Table S5 and Figure S8). Figure was generated by gnuplot.26 
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Figure S6: Docking enrichment of known IL-2 ligands. The number of the FRODA snapshot 

with a transient pocket used for docking is indicated in the left row. Enrichment plots for all 

57 IL-2 ligands (1st vertical lane) and the five IL-2 ligands with available complex crystal 

structure (2nd lane) as well as ROC curves for all 57 IL-2 ligands (3rd lane) and the five IL-2 

ligands with available complex crystal structure (4th lane) are given. 
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Figure S7: Property distribution of the known IL-2 ligands and decoys. The red line 

represents all 57 IL-2 ligands. The black line represents the decoy set generated with the aim 

of similar physicochemical properties to the five IL-2 ligands with available complex crystal 

structures following the DUD procedure. Figures were generated by gnuplot.26 
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Figure S8: Time series of effective energies. The effective energies were calculated by 

applying the MM-PB/SA method to snapshots extracted every 10 ps from MD trajectories for: 

(1) unbound IL-2 [PDB-code: 1m47]; (2) unbound IL-2 [1m4c]; IL-2 in complex with (3) 

FRG [1m48], (4) CMM [1m49], (5) FRB [1pw6], (6) FRH [1py2], (7) FRI [1qvn], and (8) 

IL-2Rα [1z92]; IL-2 extracted from the trajectories of the complexes of IL-2 with (9) FRG 

[1m48], (10) CMM [1m49], (11) FRB [1pw6], (12) FRH [1py2], (13) FRI [1qvn], and (14) 

IL-2Rα [1z92]; IL-2 ligands extracted from the trajectories of the complexes of IL-2 with (15) 

FRG [1m48], (16) CMM [1m49], (17) FRB [1pw6], (18) FRH [1py2], (19) FRI [1qvn], and 

(20) IL-2Rα [1z92]; unbound ligands of IL-2 (21) FRG [1m48], (22) CMM [1m49], (23) FRB 

[1pw6], (24) FRH [1py2], (25) FRI [1qvn], and (26) IL-2Rα [1z92]. In addition, MM-PB/SA 

single trajectory binding effective energies are depicted for the complexes of IL-2 with (27) 

FRG [1m48], (28) CMM [1m49], (29) FRB [1pw6], (30) FRH [1py2], (31) FRI [1qvn], and 

(32) IL-2Rα [1z92]. The range of the ordinate values is identical in all plots (1) – (32). For 

reasons of clarity, MM-PB/SA single trajectory binding effective energies are depicted again 

with a magnified ordinate scale for the complexes of IL-2 with (33) FRG [1m48], (34) CMM 

[1m49], (35) FRB [1pw6], (36) FRH [1py2], (37) FRI [1qvn], and (38) IL-2Rα [1z92]. 

Figures were generated by gnuplot.26 
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Figure S9: Multiple sequence alignment of sequences of IL-2 crystal structures (PDB codes: 

1m47, 1m4c, 1m48, 1m49, 1pw6, 1py2, 1qvn, and 1z92). Residues that have not been 

resolved are indicated by a dash (-) and were modeled using MODELLER 7v72 to match the 

full length wild-type sequence (wt). Ala69 of one of the crystal structures (PDB code: 1qvn) 

was mutated to alanine using MODELLER 7v7 to match the wt sequence. The multiple 

sequence alignment was created using CLUSTAL-W.27 
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