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The first principle is that you must not fool yourself – and you are the easiest 
person to fool. So you have to be very careful about that. After you've not fooled 
yourself, it's easy not to fool other scientists. You just have to be honest in a 
conventional way after that. 

 
Richard Feynman 

 
 
 
 
 
… it's like seeing a watch and wondering how actually it works. So in short, 
what we developed is a way, which requires a computer, to look, to take the 
structure of a protein and then to eventually understand how exactly it does 
what it does. Like if you have enzymes that digest food, and the structure exists, 
you want to understand how this is happening, and then you can use it for 
example to design drugs or just, like in my case, to satisfy your curiosity. 

 
Arieh Warshel 
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ZUSAMMENFASSUNG  
Protein/Protein Interaktionen (PPIs) sind essenziell für alle biologischen Prozesse. Durch ihre 

Funktion als zentrale Schalt- und Kontrollelemente ist die Fehlfunktion von PPIs eine der Haupt-

ursachen von Krebs und anderen Erkrankungen. Daher ist ein zielgerichteter Eingriff in PPIs, speziell 

mit kleinen, für die pharmakologische Therapie geeigneten Molekülen, das Ziel intensiver Forschung. 

Diese Forschung zu PPIs führte zu einer Reihe niedermolekularer Protein/Protein Interaktions-

Modulatoren (PPIMs). Doch nur wenige PPIMs wurden mittels rationaler, strukturbasierter Ansätze 

entdeckt. Dies liegt an Schwierigkeiten bei der direkten Wiederverwendung computergestützter 

Methoden, die sich zur Identifizierung von Liganden konventioneller Targets bewährt haben. 

Naturgemäß binden konventionelle Targets kleine Moleküle in ausgeprägten komplementären 

Bindetaschen. Dagegen sind Protein/Protein Interaktionsflächen (PPIfaces) oft groß und frei von mar-

kanten Taschen. Daher ist es schwer, kleine Moleküle mit adäquater Affinität und Spezifität zu finden, 

um eines der beiden Proteine zu verdrängen. Die vermehrte Entdeckung (wirkstoffähnlicher) PPIMs 

zeigt jedoch: diese Aufgaben sind lösbar, und PPIs sind nicht generell pharmakologisch unangreifbar. 

Ziel dieser Arbeit war die Entwicklung einer computergestützten Strategie zur rationalen Identi-

fizierung von PPIMs, speziell von NHR2-Inhibitoren, nur auf Grundlage der Protein/Protein 

Komplex-Struktur (PPI-Struktur). Diese Aufgabe umfasst die vier Schwerpunkte meiner Dissertation. 

Zuerst überprüfte ich den Wissenstand zu PPIs, zu PPIMs, zu bestimmenden Faktoren ihrer 

Interaktionen als auch zur computergestützten Identifizierung von Wirkstoff-Bindestellen und PPIMs. 

Als zweites entwickelte ich eine Strategie, die mit Hilfe von aus PPI-Strukturen ermittelten Hot Spots 

und transienten Taschen ein struktur-basiertes virtuelles Screening leitet. Die Wiederauffindung 

bekannter Interleukin-2 Inhibitoren aus einer Vielzahl inaktiver Substanzen validierte diese Strategie. 

Als drittes analysierte ich die Eignung von Teroxazolen als neue Klasse hydrophiler α-Helix-

Mimetika. Diese präsentieren Reste in ähnlicher räumlicher Anordnung wie eine α-Helix, allerdings in 

einer neuartigen Sequenzabfolge. Als viertes identifizierte ich die ersten mikromolaren Inhibitoren der 

NHR2-vermittelten Tetramerisierung von RUNX1-ETO (RE) aus Dimeren, einer Bedingung für 

Ausbruch und Fortbestand der RE-abhängigen akuten myeloischen Leukämie (RE-AML). 

Vorhergesagte Hot Spots nahe der größten Tasche im PPIface leiteten die computergestützte 

identifizierung wirkstoffartiger PPIMs. Diese imitieren Hot Spots, zielen auf das PPIface und 

inhibieren die Dimer-Assoziation sowie die Proliferation RE-abhängiger Zellen. 

Als Werkzeug zur Untersuchung von Auswirkungen der NHR2-Tetramerisierung sind diese 

PPIMs ein wichtiger Schritt in Richtung einer personalisierten RE-AML Therapie. Vor allem kann die 

vorgestellte Strategie als erster Schritt für vergleichare Vorhaben zur Identifizierung oder zum Design 

von PPIMs dienen, selbst wenn nur eine PPI-Struktur mit eher flachem PPIface bekannt ist.



 ABSTRACT xiv 

 

ABSTRACT  
Protein/protein interactions (PPIs) are essential for all biological processes. Their role as central 

control switches and checkpoints in signaling and regulation makes their dysfunction an eminent cause 

of cancer and other diseases. Thus, a target-oriented intervention with PPIs, in particular by small 

molecules suitable for a pharmacological therapy, is the object of intense research. 

In the recent years, this research of PPIs yielded a number of low-molecular protein/protein 

interaction modulators (PPIMs). However, only a few PPIMs were identified by rational or structure-

based considerations. The reason is that it is difficult to directly re-use well-established computational 

methods to identify ligands of conventional targets, such as enzymes, receptors, or transporters. 

Conventional targets naturally bind small molecules via pronounced complementary binding 

pockets. In contrast, many protein/protein interfaces (PPIfaces) are large and lack pronounced 

pockets. Thus, it is hard to find small molecules with an affinity and specificity that is adequate to 

displace one of the binding proteins. Nevertheless, the widespread discovery of (drug-like) PPIMs 

shows: these challenges can be overcome, and PPIs are not undruggable in general. 

The goal of this thesis was to develop a computational strategy for the rational identification of 

PPIMs, notably of NHR2 inhibitors, starting only with a protein/protein complex structure (PPI 

structure). This task subdivides into the four core themes of this thesis. 

First, I reviewed the knowledge about PPIs, PPIMs, the determinants of their interactions as well 

as computational methods for the identification of druggable sites and PPIMs. Second, I implemented 

a strategy that uses a PPI-structure based prediction of hot spots and transient pockets to guide a 

structure-based virtual screening. As a validation, I retrieved known PPIMs that bind to the PPIface of 

interleukin-2 from a large set of non-binders. Third, I analyzed the potential of teroxazoles as a new 

class of hydrophilic α-helix mimetics. These present side chains similar to α-helices and mimic a 

sequence pattern that has not yet been considered. Fourth, I identified the first micromolar inhibitors 

of the NHR2-mediated tetramerization of RUNX1-ETO (RE) from dimers, a prerequisite for the onset 

and maintenance of RE-dependent acute myeloid leukemia (RE-AML). Predicted tetramerization hot 

spots close to the largest pocket in the PPIface guided the computational identification of drug-like 

PPIMs. These PPIMs mimic NHR2 hot spots, aim at the PPIface, and inhibit dimer association as well 

as the proliferation of RE-dependent cells. 

These PPIMs are valuable as probes and tools to study the effects of NHR2 tetramerization and 

are an important step towards a personalized therapy of RE-AML. Most importantly, however, the 

presented strategy can well be the first step in any comparable structure-based endeavor to identify or 

design PPIMs, even in cases where only a PPI structure with a rather flat PPIface is known. 
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1 INTRODUCTION AND BACKGROUND  
The interaction of molecules is fundamental for all chemical and biological processes. In fact, 

living cells are densely packed with an immense number of molecules of a large variety of 

types.[6] However, their interactions are tightly controlled to maintain the highly ordered and 

extremely complex system that a living cell is.[7,8] That means, for any time and state, certain 

interactions occur due to the affinity between the binding molecules, which is absent between 

non-binding molecules, hence, causing specificity. Evolution has resulted in different 

mechanisms that ensure binding affinity and specificity and enable molecular recognition. 

The most familiar of these mechanisms is the binding of a low-molecular ligand into the 

pronounced and complementary binding pocket of a protein. The underlying lock-and-key 

model was already suggested by Emil Fischer.[9,10] Here, the interface area and, hence, the 

number and strength of physicochemical interactions is increased by enclosing the ligand in 

an accurately fitting cavity (Figure 1). Exclusively ligands whose shape and physicochemical 

properties are complementary to those of the cavity can bind with high affinity. Notably, the 

majority of enzymes, receptors, transporters, and ligand-gated ion channels[11] specifically 

recognize and bind their low-molecular substrates and effectors by this mechanism. 

Thus, binding to these conventional targets is also the point of intervention used by most 

low-molecular bioactive molecules, both naturally occurring effectors and xenobiotics, such 

as pharmaceutical drugs (hereinafter "drugs"). Ultimately, binding to a target is the premise 

for any drug to work as subsumed by the expression Corpora non agunt nisi fixata (drugs will 

not work unless they are bound) coined by Paul Ehrlich.[13] In addition, small molecules are 

particularly suited as drugs, primarily due to their often favorable bioavailability. 

 
Figure 1. Cross section of the binding pocket of carbonic anhydrase (PDB code: 3P25[12]). 
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However, the number of conventional drug targets is limited.[15] An estimated 7% of the 

protein coding human genes (1,620 out of 22,218) have explicit disease associations with only 

105 used protein targets.[16] The reported total number of drug targets varies roughly between 

200 and 400,[16-18] slightly exceeding 2,000 when including also experimental drug 

targets.[19,20] On the drugs’ side, the DrugBank data base lists a total of 7,681, amongst these 

1,545 approved low-molecular drugs (as of May 2014).[21] 

Even when assuming that only a much lower proportion of the estimated 100,000 to 

650,000 human protein/protein interactions[22-24] (PPIs; Figure 2) are druggable,[25] then the 

potential number of additional PPI drug targets would be in the thousands.[22,26,27] In brief, it 

would be a waste to neglect the modulation of PPIs as a potentially valid therapeutic 

approach.[28,29] This is all the more true in the light of stagnant drug development pipelines[30-

33] and the so-called “drug drought”.[34-36] 

Nevertheless, the development of a new drug is risky and costly. The reported R&D costs 

are often reported to have surpassed $US 800 million[35,37-39] reaching $US 4 – 12 billion[40] 

for individual marketed new molecular entities (NME), overall about $US 50 billion per year 

(Figure 3).[16,41] The bulk of these costs arises from drug candidates that fail in the later 

clinical stages of development. Only about one-fifth of the drugs that enter clinical trials ulti-

mately get approved by the Food and Drug Administration (FDA).[37] Nevertheless, still about 

 

Figure 2. The human protein/protein interaction network. The left side shows the experimentally determined 
human PPIN with 9,376 proteins (nodes) and 31,021 PPIs (edges).[14] The right side shows 133 direct interactions 
to p53 (red), indicating its role as a central control switch. The node size indicates the number of PPIs. 
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30% of the R&D costs are incurred even before entering clinical trials.[37] Accordingly, it is 

important to select the most adequate targets early on. Hence PPIs, which have commonly 

been considered high risk targets or even undruggable,[15] were for a long time neglected by 

the pharmaceutical industry.[42,43] To access PPIs as drug targets, one needs reliable rational 

methods to predict which PPIs are druggable,[42,44,45] whose modulation is pharmaceutically 

meaningful,[18,46,47] and, of course, appropriate drugs to address these targets.[48] 

With this goal in mind, I introduce and discuss the aspects relevant for my endeavor to 

predict the determinants of PPIs in the context of the current state of the science. In particular, 

I focus on determinants of the tetramerization of the nervy homology region 2 (NHR2) protein 

and how to use their prediction to identify low-molecular protein/protein interaction 

modulators or, more particularly, inhibitors (PPIMs or PPIIs; unless stated otherwise meaning 

low-molecular molecules). After a general explanation of why PPIs are worthwhile and 

promising targets (Chapter 1.1), I discuss the molecular nature and determinants of PPIs and 

why it is a challenging task to identify PPIMs that interfere with PPIs (Chapter 1.2). In spite 

of these challenges, numerous PPIMs (> 1,650[49,50]) and PPI crystal structures (> 50[51]) have 

been identified to date. Subsequently, I will discuss conclusions to be drawn from known 

PPIMs regarding the rational identification of new PPIMs and to assess the prospects for a 

PPIM-based pharmacological therapy. Finally, I introduce the two particular PPIs that I used 

as test cases in my studies: the well-investigated interaction between interleukin-2 (IL-2) with 

the IL-2 receptor subunit α (IL-2Rα),[52] for which PPIMs are known (Chapter 1.3), and the 
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Figure 3. R&D expenditure of the PHARMACEUTICAL RESEARCH AND MANUFACTURERS OF AMERICA (PhRMA) 
companies and the number of NMEs, including biologics, approved by the FDA.[41] 
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NHR2 oligomerization domain of the RUNX1-ETO (RE) oncofusion protein, a new target in 

AML (Chapter 1.4). 

Although I focus on the computational prediction of the determinants of PPIs with the 

goal to identify PPIMs, such predictions need prior knowledge and rigorous experimental 

verification. This is all the more true because PPIs are less established than conventional 

targets. The relevant experimental methods were reviewed exhaustively.[45,53-56] 

Turning to computational methods, various of these can help investigate and identify PPIs 

and PPIMs, e.g. virtual screening (VS)[57-59] and docking.[60,61] These and other computational 

methods were reviewed in Publication I. Nevertheless, I introduce the two methods MM-

PBSA (Chapter 1.5.1) and ROCS (Chapter 1.5.2) in more detail, because they were crucial 

for my hot spot predictions and the structure-based identification of PPIMs. 

After reasoning the scientific framework, I describe the key objectives and the thematic 

relation between the individual tasks that had to be accomplished (Chapter 2). For that, I 

detail how I addressed these tasks in the four publications compiled in this thesis 

(Pubs. I to IV)[1-4] and summarize my findings (Chapter 3 to 6). 

(IV) Select Clustered 
Subset of Hot Spots

(V) Virtual Screening of
Hot Spot Mimetic PPIMs

(VI) Experimental
Testing

(I) Determine
Hot Spots

(II) Derive Peptide
with Hot Spots

(III) Design 
Peptidomimetic

(VI) Experimental
Testing

 
Figure 4. Strategy to identify PPIMs starting from a PPI structure. Successively, we (I) determine hot spots[62] of 
the protein/protein association, (II) derive an inhibitory peptide that contains these hot spots, (III) design 
peptidomimetic PPIMs decorated with the essential functional groups of the hot spots, and (IV) use an adequate, 
clustered subset of these hot spots for (V) a virtual screening of conveniently available PPIMs that mimic these 
hot spots. (VI) In every step, we use biochemical and cellular experiments, in conjunction with hot spot alanine 
mutants, to validate the target and confirm the predicted hot spots and PPIMs. The illustrations depict the NHR2 
tetramer[63] as an example (Chapter 1.4). 
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In essence, I reviewed the state-of-the-art in computational PPI analysis and PPIM 

identification and presented exemplary test cases for rational PPIM identification 

(Chapter 3).[1] Based on this knowledge, I devised a new strategy for identifying PPIMs 

(Figure 4). To this end, I combined computational predictions and experimental results[a] to 

identify PPI hot spots, i.e. those amino acids that form the core interactions of a PPI and 

account for the bulk of the binding free energy. Preferably, a druggable pocket is located, or 

can form, close to these hot spots. Hot spots and optionally pockets then guide a VS. 

Retrieving known PPIMs of IL-2 from a large number of non-binders demonstrated the 

reliability and performance of this strategy (Chapter 4).[2] 

Finally, I used predicted hot spots of the NHR2 tetramerization to guide the identification 

of PPIMs that target the protein/protein interface (PPIface) between the NHR2 dimers. Two 

routes were pursued simultaneously in order to identify such PPIMs. First, I analyzed the 

potential of teroxazoles as α-helix mimetics.[a] These privileged scaffolds project side chains 

with launch vectors similar to an α-helix and, thus, allow them to mimic hot spots 

(Chapter 5).[3] In addition, I identified conveniently available mimetics of the NHR2 hot 

spots by VS (Chapter 6).[4] This led to the first drug-like PPIMs of NHR2 tetramerization, 

which prevent the proliferation of RE-dependent cells. More importantly, my strategy needs 

only a protein/protein complex structure (PPI structure) and can thus be the first step in any 

comparable structure-based endeavor to identify PPIMs. 

[a] All chemical syntheses as well as biochemical and cell biological experiments were performed by Cristiano 
Pinto Gomes, Jan. W. Bats, and Michael W. Göbel at the INSTITUTE OF ORGANIC CHEMISTRY AND CHEMICAL 
BIOLOGY of the GOETHE-UNIVERSITY (Frankfurt)[3] and Julia Schanda, Christian Wichmann, and Manuel Grez 
at the INSTITUTE FOR BIOMEDICAL RESEARCH GEORG-SPEYER-HAUS (Frankfurt),[4] respectively. 
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1.1 PPIs: 
Promising Targets or Too Much Risk? 

PPIs are essential in all biological processes. In particular, PPIs play important roles as 

control switches and checkpoints in signaling and regulation.[64] Some proteins are “hubs” 

that interact with dozens or hundreds of other proteins and/or are bottlenecks of important 

pathways.[65,66] Thus, the dys- or malfunction of a few or even a single PPI[67] and the 

dysregulated expression or aberrant localization of the involved proteins can have severe, if 

not fatal, consequences.[68] 

It was suggested that the size of an organism´s protein/protein interaction network 

(PPIN)[22-24] may be a better measure for its apparent biological complexity[22] than its 

genome size or number of proteins.[69-71] For example, the number of roughly 20,000 protein 

coding human genes[72] is only about equal or even lower than that of some plants, insects, 

and protozoa.[69] In contrast, the estimated number of human PPIs (100,000 to 650,000)[22-24] 

exceeds that of allegedly simpler organisms, such as D. melanogaster and C. elegans.[22] 

More complex organisms also tend to have a higher proportion of multidomain proteins.[73,74] 

By bringing together multiple domains with different functions in one protein and, in turn, 

multiple such proteins via PPIs, the grade of organization and complexity is greatly increased. 

Examples include complex signaling pathways, assembly lines, molecular machines, and cell 

adhesion. Ultimately, the NHR2 oligomerization domain described later also acts as an 

adapter module of the RE multidomain protein, which recruits other proteins that contain 

NHR2 and/or other adapter domains,[75] such as transcription factors (Chapter 1.4).[76,77] 

Of course, there are additional mechanisms that add to this complexity, such as epigenetic 

regulation,[78,79] differential expression, alternative splicing, somatic hyper mutation, 

posttranslational modification, degradation, sequestration,[75,80,81] subcellular location,[75,82,83] 

compartmentalization, molecular crowding,[84] folding, and regulation by low-molecular 

effectors or by physicochemical changes in the proteins´ environment. All of these 

mechanisms are, in the end, mutually dependent on PPIs. 

In this light, it is obvious that modulating aberrant or regular PPIs allows influencing 

complex biological PPINs.[47] Although inevitably incomplete, the following list of disease-

relevant PPIs may convey an idea of the wide range of potential applications for PPIMs. 

Illustrative examples in which dysfunctional or dysregulated PPIs cause a disease[68,85,86] 

are: (i) the mutation or overexpression of oncoproteins that are involved in PPIs that 
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contribute to causing cancer,[87-89] such as Ras/Raf,[90-93] c-Myc/Max,[29,94-97] ERK,[98] or other 

members of the MAPK/ERK pathway,[99] the sequestration of tumor suppressor p53 by 

HDM2,[28,100-103] antiapoptotic Bcl-2 proteins that act by binding proapoptotic proteins, such 

as BAK or BAX,[28,104] or the oligomerization of multidomain fusion proteins,[75] such as 

BCR-ABL and RE; (ii) protein aggregation, such as with amyloid-β or α-synuclein proteins 

that cause amyloidoses and neurodegenerative diseases (e.g. Alzheimer´s or Parkinson´s 

diseases)[105,106] or as with hemoglobin in sickle cell anemia;[107] (iii) cell-surface receptors 

that bind proteins or peptides, such as excessive human growth hormone in acromegaly, 

integrin/fibrinogen binding in coagulation and infarct, or as with hyperinsulinemic hypogly-

cemia; (iv) G protein-coupled receptors (GPCRs) that release an intracellular G protein upon 

binding an allosteric extracellular ligand;[108] or (v) enzymes with protein or peptide 

substrates, such as proteases (e.g. caspases in apoptosis, blood clotting factor VIII, factor Xa, 

thrombin, and plasmin in hemostasis, and the renin-angiotensin system), protein kinases[109] 

(e.g. tyrosine kinase receptors, MAP kinases, and cyclin-dependent kinases (CDKs) in 

oncogenesis), or histone acetyltransferases and deacetylases in chromatin remodeling.[110,111] 

In addition, PPIs are by no means restricted to interactions within a single organism or 

species. For example, some viruses corrupt or assume control of essential parts of their hosts´ 

complex PPINs[112-118] despite possessing only a few proteins themselves.[28,65,119] In the most 

general sense, microorganisms and viruses cause or avoid all kinds of PPI moderated effects, 

such as immune response, infection, cellular internalization, and the action or modulation of 

enzymes with protein substrates.[120] Finally, prions, like autogenic misfolded proteins, can 

transmit their misfolded state and cause diseases, such as bovine spongiform encephalopathy 

(BSE), scrapie, kuru, or Creutzfeldt-Jakob disease (CJD).[121] 

In summary, PPIs are essential for many diseases and indeed promising targets. Thus, it 

is desirable to modulate PPIs by a pharmaceutical therapy. Not without reason, inhibiting 

PPIs by antibodies is also an important aspect of how vertebrate immune systems fight 

diseases. Indeed, antibodies are currently the most successful class of PPI inhibiting drugs.[122-

124] They are conveniently accessible high-affinity PPIs and can also help to reveal druggable 

epitopes, understand binding mechanisms,[125] and even inspire PPIM design[126] by 

complementing insights from non-antibody PPIs.[127] Antibodies, however, usually lack oral 

bioavailability and cell permeability and are, thus, mostly suited for extracellular targets.[128] 

The situation is further complicated because PPIs and the resulting complex PPINs[112-115] 

(Figure 2) are, despite increased efforts, still far from being thoroughly understood, especially 
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when interactions with non-protein molecules are considered. Therefore, it is not obvious 

which PPIs may serve as drug targets.[42,44,47,129] It is not sufficient that a particular PPI is an 

essential cause for a disease. Rather, one of the proteins that is involved in the PPI must be 

able to bind a drug-like PPIM molecule[43,48] that has adequate pharmacokinetic 

properties,[48,130-132] specificity, and causes a pharmacologically meaningful effect.[18,46,47] 

The identification of drug-like PPIMs is usually considered difficult. This is primarily 

because of the size of their PPIface, the absence of pronounced, i.e. large, deep, and buried, 

binding pockets,[133] and the high stability of PPIs.[43] Encouragingly, the widespread 

identification of PPIMs shows that this challenge can be overcome.[129,134,135] Although the 

majority of these PPIMs are far from being ready-to-use drugs and non drug-like in Lipinski´s 

sense,[48,131] some of these PPIMs are bioavailable and others could be made so by new drug 

delivery[136] and prodrug strategies.[137] The disregard of PPIMs as drugs and the fact that 

most PPIMs originate from screening libraries that are assorted for conventional targets[26,138] 

suggest that there is considerable space for optimizing their pharmacokinetics and pharmaco-

dynamics. Indeed, the small but growing number of PPIMs that have entered clinical 

trials[135,139-145] may still just be limited by the sparse efforts directed at modulating PPIs.[146] 

Nevertheless, also non-drug PPIMs are valuable as versatile probes or tools[147] in chemi-

cal biology,[148-150] assay development, as diagnostic agents, and to study effects of a graded 

PPI-modulation in vivo and in vitro. In this way, PPIMs can improve our understanding of 

PPIs, PPINs, and the underlying molecular processes. A fundamental understanding of the 

determinants and structure-activity relationships (SARs) of PPIs and PPIMs would allow a 

rational approach towards designed PPIs,[151] personalized[115,152,153] or multicomponent 

therapies,[154,155] polypharmacology,[16,47,156-160] avoiding adverse effects,[161] identifying and 

understanding biologically active agents such as drugs, biocides, or toxins, as well as even 

more remote applications, such as biomaterials,[162,163] biointerfaces,[164-166] or biosensors.[167] 

However, the important question that remains is: Which particular disease-relevant PPIs 

are druggable? Undoubtedly, despite all promises, PPIs pose an increased risk of failure in 

drug development,[28] as I discuss in Chapter 1.2. Nevertheless, the right solution is certainly 

not to neglect PPIs as drug targets. Instead, this risk of failure can be reduced by: (i) adapting 

rational methods of molecular modeling and computer-aided drug design (CADD) for the 

characteristics of PPIs and PPIMs in order to identify (ii) druggable PPIs, (iii) druggable sites 

in PPIfaces, and (iv) drug-like PPIMs (v) while concomitantly validating each prediction 

experimentally. 
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1.2 The Molecular Nature of PPIs 

Four reasons usually given for why PPIs are hard and risky drug targets are that PPIfaces are 

large, they are flat, they lack pronounced binding pockets, and PPIs are stable. To partially 

disprove these points, I will address them in the given order, compare PPIfaces with binding 

sites of conventional targets, and point out the consequences for drug design at PPIfaces. In 

addition, I describe recurring characteristics of PPIs that may be exploited to identify PPIMs. 

1.2.1 Surface Size and Shape 

Surface size and shape pose a challenge for the modulation of PPIs by PPIMs. With respect to 

surface size, PPIfaces are usually larger than the interface between a conventional 

pharmacological receptor protein (hereinafter "receptor") and its low-molecular ligand (Figure 

5). Protein/ligand interface areas are typically about 300 to 1,000 Å2 in size,[168-170] while 

PPIface areas usually range from ca. 1,500 to 3,000 Å2 and can even be larger.[51,171-174] 

With respect to surface shape, PPIfaces usually lack the pronounced binding pockets of 

conventional receptors. Most conventional receptors naturally bind small molecules. 

Therefore, binding sites evolved in a way that enables binding with adequate affinity and 

specificity.[170,177] Pockets are perfectly suited for this task for the following four reasons: 

(i) Surrounding a low-molecular ligand from all sides enlarges the interface area and, thus, the 

number of interactions that contribute to the binding free energy. (ii) The complementarity of 

these interactions, but also of the size and shape of the binding pockets and their ligands, 

prevents undesired and non-complementary ligands from binding and, thus, causes 

specificity. (iii) Excluding solvent molecules from the interface upon binding[62] strengthens 

   
Figure 5. Size and shape of PPIfaces compared to protein/ligand interfaces. Crystal structures show that the 
interface (orange) of a protein receptor bound to a drug-like ligand lines a pronounced binding pocket and is 
much smaller (left, carbonic anhydrase[12], compare Figure 1) than the relatively flat interface between the bound 
proteins of a typical PPI (center, IL-2/IL-2Rα complex[175]). In comparison, the interface of the IL-2 protein to a 
PPIM at its PPIface has a shallow pocket and an intermediate interface area (right, IL-2/FRH complex[176]).



 INTRODUCTION AND BACKGROUND 10 

 

polar and hydrophobic interactions with the ligand. (vi) Finally, replacing or displacing 

unfavorably confined water molecules can be enthalpically or entropically favorable.[178,179] 

In contrast, many PPIfaces lack pronounced binding pockets, although there are 

noteworthy exceptions that I will discuss later (Chapter 1.2.2). However, PPIs compensate 

for this lack as demonstrated by their affinity and specificity, which often even surpass those 

of small-molecule binding (Chapter 1.2.3). In particular, the apparent disadvantage of 

interacting through relatively flat surfaces is compensated in three ways: (i) the lack of 

wrapping by a binding pocket is compensated by an enlarged interface area; (ii) the surfaces´ 

remaining roughness, caused by indentations and bulges, increases the interface area and 

requires geometrical complementary of the binding partners;[180,181] (iii) and also flat surfaces 

can exclude solvent molecules as described by the O-ring theory[62] (Chapter 1.2.4). 

Nevertheless, the flat shape of PPIfaces is a problem for the design of PPIMs targeting 

them. A relatively flat PPIface cannot completely enclose the PPIM. Consequently, a portion 

of the PPIM´s surface, along with functional groups that otherwise could have contributed to 

affinity and specificity, are not addressed by the PPIM. To compensate for these missing 

contributions to binding affinity, PPIMs are usually somewhat larger than the drug-like 

ligands of conventional receptors.[48] This, in turn, increases the interface area between the 

protein surface and the PPIM (Figure 5, right). Nevertheless, often some parts of a PPIM, in 

particular its solvent-facing backside, do not interact with the protein. Consequently, PPIMs 

have to be larger than ligands of conventional receptors to achieve the same affinity.[133] This 

is reflected by the ligand´s or PPIMs´ ligand efficiency (LE), which is defined as the free 

energy of binding per non-hydrogen atom.[182]  

For tightly binding PPIMs, this LE is often lower (LE ≈ 0.24 kcal mol-1 atom-1) than that 

of ligands of conventional receptors (LE ≈ 0.25 to 0.4 kcal mol-1 atom-1), but still of the same 

order of magnitude.[28,48,133,183] In comparison, Wells et al. stated that the interface areas of six 

well-studied PPIs are about twice as large as those of corresponding PPIMs with comparable 

binding affinities.[28] Hence, the LE of these PPIs is only about half of the LE of the 

corresponding PPIMs.[28] In addition, Villoutreix et al. pointed out that a 

LE ≈ 0.3 kcal mol-1 atom-1 would necessitate PPIMs with a molecular weight of MW ≥ 645 Da 

in order to achieve a dissociation constant of Kd ≤ 10 nM.[48] This violation of Lipinski´s 

rules[131] indicates that it might be hard to identify orally available PPIMs. However, although 

this implies that special attention is advisable, the oral availability of some non drug-like 

PPIMs shows that Lipinski´s rules are no rigorous exclusion criteria.[184] 
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1.2.2 Absence of Pockets 

Binding pockets are cavities or pockets in the protein surface or interior that can bind small 

molecules.[177] Most PPIfaces lack pronounced binding pockets and are relatively flat. The 

reason for this is that the binding partners are simply too large to completely wrap around 

each other. Some exceptional multiprotein complexes can temporarily accommodate an entire 

protein or large parts of it, such as the proteasome,[185] chaperonins,[186] nuclear pores,[187] and 

the transporters of the TAT[188] and the peroxisomal import pathway.[189] However, such large 

cavities are not well-suited to tightly wrap around and bind a drug-like ligand. 

In any case, the presence of a binding pocket on the protein surface is necessary for the 

development and binding of PPIMs, but not sufficient, as pointed out by Cheng et al.[168] 

Consequentially, identifying such binding pockets is usually the first step in assessing target 

druggability and serves as a starting point for structure-based drug design (SBDD).[42,56,190-197]  

Fortunately, PPIfaces are not featureless (Figure 6), but often rough, angled, or provided 

with crevices.[180,198] Nussinov et al. highlighted that PPIfaces do have pockets, mostly 

preformed in the unbound state, that upon binding are either left unfilled or complemented 

and, in this case, essential for the PPI.[199] However, since pockets in PPIfaces are usually 

smaller than those of conventional targets[42] the question is which of them are druggable.[200] 

Experimentally determined structures of protein/PPIM complexes reveal that preformed 

pockets often constitute PPIM binding sites. For this, PPIMs may also address multiple 

smaller pockets whose combined volume is comparable to conventional binding pockets.[42] 

More pronounced pockets exist in PPIfaces that bind uneven, protruding, or extended 

substructures of the protein ligand.[201] Examples are antibodies, protein kinases, and 

proteases,[42,202] which often have extended active site clefts. Accordingly, although a PPIface 

may extend beyond such a cleft, a small non-globular peptide is often sufficient for binding. 

 
Figure 6. Roughness of a PPIface and complemented pockets. Depicted is a longitudinal section through 
PPIface between the two dimers of the NHR2 homotetramer (PDB code: 1WQ6[63]).
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Alternatively, drug-like ligands can efficiently bind to just a sub-region of such a cleft, 

usually in or close to the active site. Examples include marketed drugs, such as serine 

protease inhibitors[205] and non-ATP[a] competitive (type III) protein kinase inhibitors.[206-208] 

However, while the inhibition of enzymes that act on protein substrates is obviously a 

type of PPI-modulation, here the key interactions usually do not form between large surfaces 

of entire folded proteins or domains. Rather, only an exposed substructure of the substrate 

binds to the active site cleft, similar to a drug-like ligand that binds to the pronounced binding 

pocket of a conventional target. Thus, inhibitors that bind to active sites or native co-factor 

and effector binding sites, such as type I and II protein kinase inhibitors[206] or inhibitors of 

the dimerization of nuclear receptors,[209] are usually not considered PPIMs in the strict sense. 

In contrast, conventional targets can be modulated by PPIMs that bind to “true” PPIfaces. 

First, PPIMs may exclusively target, or at least extend to,[208,210,211] allosteric sites[212-216] 

remote from the active site (Figure 7),[204,217] either within or outside of the PPIface,[218,219] 

such as exosites[b] of proteases,[205,220,221] protein kinases,[203,207,210,217,222] or methyl 

  
Figure 7. Binding sites of enzymes with protein substrates. Depicted is c-Jun N-terminal kinase 1 (JNK1; left; 
PDB code: 2XRW[203]) with an ATP-competitive inhibitor in the active site (green sticks) and a co-crystallized 
inhibitory peptide in a shallow cleft outside of the active site (cyan sticks). An inhibitor of the JNK3 homolog 
exemplifies the case of ligands extending beyond the active site cleft (right; yellow sticks; PDB code: 2R9S[204]). 

[a] ATP: adenosine triphosphate; [b] exosite: region of the enzyme distant from the active site that is responsible 
for specific enzyme/substrate interactions. 
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transferases.[223] Second, some PPIMs act by inhibiting the active oligomeric state of an 

enzyme.[211,212,220,224,225] Finally, PPIMs can act by binding the macromolecular substrate 

instead of the enzyme,[218,226-228] but there are only a few reported examples and structures.[146] 

In any case, this raises the question of why one should inhibit enzymes through PPIfaces if 

there is already a pronounced binding pocket. The disadvantage of targeting such pockets is 

that they are often conserved across protein families and different genera, as required for 

binding similar substrates and co-factors. Thus, modulation via a PPIface may provide 

superior specificity compared to targeting active site binding pockets.[208,210,229] 

Nevertheless, there are also many cases of non-enzyme PPIs where an exposed 

substructure of the protein ligand forms key interactions to the receptor interface,[42] often by 

means of hot spots.[62] An examination by Bullock et al. revealed that 62% of the PPI 

complexes in the Protein Data Bank (PDB)[236] have an α-helix in their interface[237] and, thus, 

could potentially be targeted by α-helix mimetics[184,238-242] (Pub. II). Figure 8 shows three 

disease relevant targets that demonstrate how exposed secondary structure elements that bind 

to a PPIface are accommodated in druggable pockets or clefts: (i) the antiapoptotic B-cell 

lymphoma-extra large (Bcl-XL) protein, which either binds the α-helical Bcl-2 homology 

domain 3 (BH3) of the proapoptotic Bcl-2-associated death promoter protein (BAD)[230] or the 

   

   
Figure 8. Binding sites of secondary structure elements in PPIfaces. Depicted are exemplary PPIfaces with 
bound secondary structure elements (top; cartoon) or PPIMs that bind in the respective binding cleft (bottom; 
sticks). Left: Bcl-XL binding the interface α-helix of BAD (PDB code: 2BZW[230]) or the PPIM ABT-737 (PDB 
code: 2YXJ[231]). Center: HDM2 binding the interface α-helix of p53 (PDB code: 1YCR[232]) or the PPIM 
Nutlin-2 (PDB code: 1RV1[233]). Right: TNFα homotrimer with the TNFα dimer binding a β-sheet of the 
remaining TNFα monomer (PDB code: 1TNF[234]) or a PPIM (PDB code: 2AZ5[235])
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PPIM ABT-737,[231] (ii) the human double minute 2 (HDM2) protein, which either binds an 

interface α-helix of the tumor suppressor protein 53 (p53),[232] thereby negatively regulating 

the latter, or the PPIM Nutlin-2,[233] (iii) and tumor necrosis factor α (TNFα), an 

immunomodulatory regulator that is active as a homotrimer in which a TNFα dimer binds a 

β-sheet of the remaining TNFα monomer,[234] or a competitive PPIM instead.[235] 

The structures of PPI and protein/PPIM complexes and the unbound proteins demonstrate 

that preformed druggable pockets exist in some PPIfaces. Bourgeas et al. investigated the 

structures of PPIs that are known to bind PPIMs. He pointed out that such PPIs actually have 

a below-average PPIface area, do not undergo large conformational changes upon PPIM 

binding, and that each respective PPIface has only a few pronounced pockets.[174] To some 

degree, this resembles the situation of conventional targets and suggests that the PPIM targets 

reported so far may have been easier to target than stereotypically flat PPIfaces. Nevertheless, 

there exist many PPIfaces that exhibit pronounced pockets if unbound or in a PPI complex. 

Notably, PPIfaces that bind PPIMs are more predisposed to pocket formation than the 

remaining protein surface.[44,243-245] Transient pockets can form in previously flat PPIfaces 

(Figure 9). Preexisting pockets can reshape to accommodate and complement PPIMs.[42,245,246] 

Due to this high mobility,[28,44,247,248] binding at PPIfaces often deviates from the lock-and-key 

model,[9,10] instead following an induced fit[249] or conformational selection model.[250,251] In 

this case, it is difficult to detect pockets based on a single non-PPIM-bound structure. Never-

theless, conformational sampling and pocket identification algorithms can identify transient 

pockets,[194,244,245,252,253] i.a. in the PPIfaces of Bcl-XL, IL-2, HDM2,[247] and XIAP-BIR2.[248] 

By the example of the IL-2/IL-2Rα complex[175], I explored the application of SBDD to 

identify druggable sites and transient pockets in a flat PPIface (Pub. II). Predicted transient 

pockets guided the identification of PPIMs from a large number of non-binders. Thus, confor-

mational sampling and pocket identification can help to identify PPIMs even for flat PPIfaces. 

  
Figure 9. Cross section perpendicular to the PPIface of IL-2 with IL-2Rα. Depicted are the PPIface between 
IL-2 and IL-Rα in the unbound state (left; PDB code: 1M47[243]) and the same interface with a bound PPIM in a 
binding pocket that was previously not, or not completely, present (right, PDB code: 1PY2[176]). 
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1.2.3 Stability of PPIs 

PPIs cover a wide range of affinities, with micro- to picomolar Kd values.[254-256] This 

corresponds to free enthalpy changes upon binding of ΔGbind = -6 to -19 kcal mol-1.[198] The 

essential question is: are there PPIMs with sufficient affinity to compete with a given PPI at a 

reasonable, i.e. physiologically attainable and non-toxic, concentration? 

The ability of a competitive inhibitor to efficiently prevent the interactions between two 

proteins depends on two factors: the binding affinity of the inhibitor, here a PPIM, and the 

concentration and affinity of the natural ligand, here the protein receptor and the protein 

ligand.[254] Wells et al. already dispelled the misconception that all native PPI complexes have 

a generally higher affinity than protein/PPIM complexes and, thus, could not be displaced.[28] 

Nevertheless, the high MW of most high-affinity PPIMs may affect their bioavailability.[28,48] 

In fact, the affinity ranges of PPIs and low-molecular ligands largely overlap.[28,182] However, 

the physiological concentrations of the interacting molecules can be very different. 

Regarding the proteins, their number ranges from less than 50 to more than 106 molecules 

per cell.[257] Of particular interest are receptors on the cell surface, which account for 60% of 

the exploited drug targets.[16] Cell-surface receptors are typically expressed at low levels, 

ranging from 102 – 103 molecules per cell.[258,259] Protein ligands of such cell-surface 

receptors include protein hormones, which usually have nanomolar plasma concentrations 

that vary by less than one order of magnitude, and cytokines, which in contrast have 

picomolar plasma concentrations that can increase up to 1,000 fold during trauma or 

infection.[260] The number of transcription factors in Escherichia coli is typically low 

(< 100 molecules per cell)[261-263] but can be much higher in eukaryotic cells (104 –

 3 x 105 molecules per cell).[264] Maiwald et al. also reported numbers (and concentrations) for 

signaling proteins associated with the JAK–STAT pathway[a] downstream of interferon 

receptors that range from 2 x 103 molecules per cell (≙ 10 nM) for PIAS (protein inhibitor of 

activated STATs) to 4.74 x 105 molecules per cell (≙ 1,500 nM) for STAT1.[265] 

Regarding the small molecules, either their plasma concentration or their cellular 

concentration is relevant, depending on the location of the target. The relevant plasma 

concentrations of drugs mostly depend on the administered dose, bioavailability, and the 

volume of distribution.[266] Typical peak plasma concentration of anticancer agents after 

maximum tolerated doses are in the nanomolar[267,268] to low micromolar range[269] with 

similar values for other drugs,[270-272] but even millimolar concentrations are attainable for less 

[a] JAK–STAT pathway: Janus kinase – signal transducer and activator of transcription pathway 
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toxic molecules.[273] Effective free drug concentrations in cells, not to mention in live 

organisms, are much harder to measure.[274] However, intracellular drug concentrations 

reaching the nanomolar[275] to micromolar range[276] have been reported. 

The competitive inhibition of a PPI by a PPIM can be described as an equilibrium 

(Eq. 1): the protein receptor (R) binds either the protein ligand (L) to form the bimolecular 

PPI complex (RL) or to the competitive inhibitor (I) to form the protein/PPIM complex (RI), 

with the respective dissociation constants KRL and KRI. 

  (Eq. 1) 

This equilibrium can be described analytically and allows to determine molecular 

concentrations and IC50 values (Figure 10).[277] An analysis of this equilibrium reveals that 

even PPIMs with moderate affinity (KRI = 1000 nM) can inhibit strong PPIs (KRL = 1 nM) at 

physiologically attainable inhibitor concentration (IC50 = 10 µM) if the protein concentrations 

are low ([R]0 = [L]0 = 10 nM). In addition to this, PPIMs with affinities below the single-digit 

nanomolar range have been reported.[278] High affinity inhibitors (KRI = 10 nM) are sufficient 

to inhibit either strong PPIs (KRL = 1 nM) at high protein concentrations 
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Figure 10. Half maximal inhibitory concentrations (IC50) of competitive PPIMs of heterodimeric PPIs in varied 
conditions: dissociation constant between the protein receptor and either the protein ligand (KRL) or the PPIM 
inhibitor (KRI) as well as the total concentration of the protein receptor [R]0 and the protein ligand [L]0. Colors 
indicate calculated[277] IC50 ≤ 10 nM (yellow), IC50 ≤ 1 µM (green), IC50 ≤ 10 µM (blue), IC50 > 10 µM (red).
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([R]0 = [L]0 = 1000 nM) at a physiologically attainable inhibitor concentration 

(IC50 = 5.9 µM) or slightly weaker PPIs (KRL = 10 nM) at moderate protein concentrations 

([R]0 = [L]0 = 100 nM) at nanomolar inhibitor concentration (IC50 = 160 nM). Indeed, many 

potential PPI targets have a lower PPI affinity,[279] including such with known PPIMs.[51,174] 

It should be added, however, that the physiological situation is more complicated in 

various aspects. If the PPIM does not completely prevent the PPI formation the result can be a 

partial competitive inhibition.[254,280] There can be multiple binding sites, potentially 

connected allosterically,[281] and non-specific binding.[282] Macromolecular crowding affects 

PPI affinity and specificity.[6,84,283-288] In addition, the interacting molecules are often distri-

buted heterogeneously due to their association with subcellular compartments,[83] membranes, 

lipid rafts,[289] organelles, oligonucleotides, cytoskeleton, nuclear matrix,[290] extracellular 

matrix, or other macromolecular complexes. In addition, cooperative PPIs can amplify the 

effect of small concentration changes of a bound PPI species on an interaction network.[291-293] 

For this purpose, processes such as gene expression and repression,[294-296] protein synthesis 

and degradation,[297] enzymatic modification,[298] sequestration,[299-301] or localization[302,303] 

can form (futile) cycles and cascade motifs that synergistically boost signal sensitivity.[304,305] 

In addition to affinity, the kinetics of PPIs and protein/PPIM interactions are relevant for 

PPI inhibition. Transient PPIs may dissociate sufficiently often to allow binding of a PPIM to 

the interface. However, because the dissociation constant is the ratio between off and on rates, 

in particular strong PPIs may dissociate slowly[306,307] or rarely. The resulting hysteresis of the 

inhibition[308] may affect the pharmacokinetics of PPIMs. Even permanent quaternary struc-

tures may form[309] so that PPIMs cannot target the occupied PPIface[310,311] and have to bind 

before the formation of the PPI complex.[312] However, in some cases PPIMs have been found 

to actively disrupt PPIs in a concerted or pre-dissociation independent manner,[28] as observed 

for the PPIM induced 600-fold accelerated disruption of the TNFα trimer (Figure 8).[235,311] 

Notably, not all PPIs need a high affinity to ensure specificity and can thus be 

reversed.[313] Instead, complementarity, plasticity, and adaption of intrinsically unstructured 

regions[96,246,314] can facilitate promiscuous yet selective binding.[66,315] The similarity of 

protein folding and protein/protein binding has long been recognized.[316-320] Moreover, the 

marginal stability of folded proteins (ΔG = -5 to -15 kcal mol-1)[321-323] and the affinity of PPIs 

are on the same magnitude. Thus, the energetic cost for ordering disordered structures[313,324] 

or forming transient pockets[243,245] upon binding is naturally small. Consequentially, there are 

many scenarios where it is possible to inhibit PPIs by PPIMs under physiological conditions. 
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1.2.4 Mechanisms of PPI and Hot Spots 

Although the fundamental principles of molecular interactions are universal, proteins have 

unique characteristics that determine the way they interact with each another. However, PPIs 

are not as uniform a class as other targets. For example, while all ATP binding pockets bind 

the same small molecule, PPIs occur between very diverse interfaces. 

The combinatorial diversity of PPIfaces emerges from the assembly of complementary 

and cooperatively interacting functional groups into recognition motifs. In conjunction with 

their larger interface area, this suggests PPIfaces are more diverse than conventional targets. 

While this diversity allows highly specific binding at PPIfaces, it is also a reasonable 

explanation why there is, as yet, no unified structure-based approach for PPIM discovery.[325] 

Consequentially, any PPIM, and likewise any attempt for its identification, may have to 

be tailored for the respective PPIface of interest. However, this is not a severe limitation for 

PPIM development, as demonstrated by hundreds of PPIMs for more than 40 different 

proteins that cover most folding classes.[325] In fact, the structural and physicochemical 

similarities of known PPIMs (Pub. I) suggest that there are common features in their binding 

mechanisms.[48,325,326] Conversely, this suggests that there are common features in the binding 

mechanisms of PPIs that are mimicked by the respective PPIMs.[327] 

The detailed structural characterization of an increasing number of PPIs is continuously 

improving our understanding of PPIs.[43,56,328] Evidence suggests that proteins interact in 

preferred ways.[198] The size, shape, and absence of pockets in PPIfaces have already been 

discussed (Chapters 1.2.1 and 1.2.2). As an additional aspect, many PPIfaces, in particular of 

homodimers, are more hydrophobic than the remaining protein surface.[329,330] A good 

example is the elongated hydrophobic PPIface of leucine zippers, such as that of NHR2[63] 

(Figure 11, Pub. IV). In this regard, PPIfaces resemble the hydrophobic core of folded 

proteins.[316-320] In contrast, PPIfaces that mediate specific PPIs reportedly have more 

Figure 11. Hydrophobicity of PPIfaces. The rear (left) and frontal dimer (right) of the NHR2 tetramer crystal
structure[63] are laterally displaced by 110 Å. The revealed PPIface of the rear dimer is largely hydrophobic 
(wheat) with hydrophilic amino acids lining the elongated rim (blue). In contrast, the solvent exposed surface is
largely hydrophilic (red) with scattered hydrophobic patches (white). 
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hydrogen bonds than non-specific PPIfaces and crystal contacts.[329] In turn, this suggests that 

not purely hydrophobic epitopes may bind more specific PPIMs[331] (Pub. IV). 

Although the exclusion of water from a hydrophobic PPIface causes a favorable 

hydrophobic effect,[329,332] hydrophobicity alone is usually not a distinctive mark for the 

identification of PPIfaces.[329,333] Not all PPIfaces are dry.[334,335] Rather, interfacial water 

molecules highlight their importance for mediating hydrophilic interactions in PPIs.[179,336-339] 

Thus, water-mediated interactions,[340] displacement of structurally bound water, and the 

action of water as a dielectric are critical for both PPIs and PPIM binding. 

An even more important aspect for PPIM binding is that not all parts of a PPIface 

contribute equally to the binding free energy. Often, just few hot spots that form core 

interactions account for the bulk of binding free energy. Hot spots are amino acid residues 

(hereinafter "residues") that contribute significantly to binding and, in the original definition, 

cause a drop in the binding free energy of ≥ 2 kcal mol-1 if they are mutated to alanine.[62,173] 

In a complementary definition, binding hot spots are regions on protein surfaces that interact 

strongly with ligands,[341-345] anchor residues,[201] or hot spots. Naturally, hot spots on one face 

of the PPIface often pack against hot spots on the other protein´s surface (Figure 12).[62] 

Unlike a situation where essential interactions are scattered across the PPIface, hot spots 

tend to cluster in stable patches in the center of PPIfaces.[197] A narrow cluster of hot spots, a 

hot region,[316,349] is an excellent starting point to identify PPIMs that address or mimic hot 

spots and may be a prerequisite for PPIM binding altogether.[350,351] Notably, diverse 

mechanisms of PPIs make use of recurring topologies that are suited for drug design.[352] For 

this reason, I will now introduce two important and frequently exploited mechanisms of PPI. 

 
Figure 12. Complementary hot spots in the PPIface of a human growth hormone receptor monomer (left) with 
human growth hormone (right) that are enveloped by an O-ring. Amino acid residues are colored by their 
energetic contribution to binding energy, as measured by experimental alanine scanning (blue: ≤ 0.5 kcal mol-1, 
green: 0.5 ≤ 2.0 kcal mol-1, orange: 2.0 ≤ 3.5 kcal mol-1, red: > 3.5 kcal mol-1, white: no data).[173,346-348] 
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First, the O-ring theory describes a frequently encountered PPIface topology and an 

elaborate mechanism that explains the clustering of hot spots in the center of PPIfaces.[62] 

Here, hot spots are occluded from the solvent by a ring of energetically less important but 

densely packed residues (Figure 12).[340] This desolvation may progress towards the center of 

a PPIface.[335] However, although water-free hot spots are favorable,[353,354] some hot spots 

again require interactions that are mediated by structural water molecules.[179,339,340] 

Nevertheless, the lowered dielectric constant in the center of an O-ring strengthens 

electrostatic and hydrogen bonding interactions. In this regard, the ambiance within an O-ring 

resembles that in a hydrophobic binding pocket or the inside of a folded protein.[317,318] 

Strikingly, hot spots are often occluded from solvent (> 70% burial on average), although 

occlusion alone is not a sufficient condition for a hot spot.[62] O-rings can also strengthen 

hydrophobic interactions by hindering the interloping of water into a PPIface, thus decreasing 

the dissociation rate. Consequentially, O-rings favor hot spots that are capable to form both 

hydrogen bonding and aromatic interactions, such as tryptophan, tyrosine, and arginine.[62,354] 

Regarding PPIMs, there are two obvious consequences. On the one side, the spatial 

clustering of hot spots by itself is allegedly the very basis for PPIM binding at PPIfaces.[356] 

On the other side, it is rather unlikely that a drug-like molecule could mimic an entire O-ring. 

However, quite recently a molecular tweezer has been reported that binds a single surface-

exposed lysine in the PPIface of the 14-3-3 adapter protein and inhibits its PPIs with the c-Raf 

(cellular rapidly accelerated fibrosarcoma) protein and the ExoS (exoenzyme S) protein.[357] 

In a way, this is the reversal of the situation with an O-ring, at which the center of a large 

PPIface is buried and occluded from solvent: here a large ligand buries a local protein feature, 

the exposed lysine side chain, in its hydrophobic interior. While this molecular tweezer 

certainly is not a good example for drug–likeness, it illustrates the importance of burial and 

solvent occlusion for hot spots and PPIM binding, in line with the O-ring theory. 

  

Figure 13. α-Helix of BIM (Bcl-2 interacting mediator of cell death) buried in a groove in the PPIface of Bcl-XL 
(left)[355] and the mode of action of α-helix mimetics (right): the arrangement and interactions of hot spots (small 
circles) on an α-helix (green) are mimicked by an α-helix mimetic. Depiction based on Ref. [184]. 
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As the second prevalent mechanism of PPI, I describe the binding of α-helices in 

PPIfaces.[237,358,359] Such α-helices illustrate that burial and solvent occlusion can also be 

achieved by the binding of exposed compact substructures of one protein into a rather 

pronounced cavity of its PPI binding partner (Figure 8). There are many examples of non-flat 

PPIfaces, in particular if they bind α-helices (see Chapter 1.2.2). It is thus not surprising that 

such α-helix binding cavities in PPIfaces have been widely exploited for ligand identification. 

This led to what is likely the best-investigated class of PPIMs: α-helix mimetics, organic 

scaffolds that project chemical moieties similar to an α-helix (Figure 13; Pub. III).[184,238-242] 

While loops, β-sheets, and other surface exposed protein substructures may similarly 

form protruding epitopes that bind into PPIface cavities, α-helices and comparable helices 

offer at least four inherent advantages with respect to the identification of PPIMs. 

First, α-helices are the most frequent secondary structure elements in PPIfaces,[237] 

making their mimicry appealing for a wide variety of potential PPI targets. One reason for this 

prevalence is that (amphipathic) helices may direct their hydrophobic face[184] towards the in-

terior of their supporting protein while the remaining face is exposed to the solvent or binding 

partner. Such an amphiphilicity is less common for other secondary structure elements. 

Second, α-helices are fairly stable by themselves because their backbone hydrogen bond 

donors and acceptors are internally saturated by forming interactions between consecutive α-

helix turns.[360,361] Actually, many proteins interact by a single detached α-helices,[184] i.a. 

BH3-only proteins,[81,362] leucine zippers,[363] and also NHR2[63,76] (Pub. IV). This facilitates 

deriving short, helical, pre-stabilized inhibitory peptides that can be excised from the PPIface 

region of a PPI protein. By presenting a continuous and ideally hot spot-containing 

epitope[364] of the originating PPIface, such peptides are valuable for target validation, drugga-

bility assessment, and as starting points for the identification of PPIMs and CADD.[359,365] 

Third, α-helices are intrinsically compact[361] (diameter ≈ 7 – 15 Å[366]) rod-like structures 

that can be enclosed by an extended crevice or groove (Figure 8 and Figure 13). Such grooves 

necessarily, but not exclusively, arise from a parallel arrangement of helices, like in helix-

bundle and coiled-coil structures,[367] even in the case of optimal hexagonal packing.[368] 

Further, the similar dimension of drug-like molecules and helix-containing cavities can 

promote druggability and provide the foundation for more intricate details of the binding 

mechanisms. This facilitates rational PPIM discovery, as in case of α-helical nuclear-receptor 

box peptides that bind to nuclear receptors.[369,370] Here, a charge clamp of oppositely charged 



 INTRODUCTION AND BACKGROUND 22 

 

residues that stabilize the inherent helix dipole in the PPI is also exploited by antagonistic 

PPIMs,[371] which were identified by a mixed structure- and peptide/ligand-based VS.[372] 

Finally, α-helixes project amino acid side chains radially in a very determinate manner. 

The ca. 3.6 amino acids per α-helix turn[361] place an amino acid triplet at sequence positions 

i, i+3 or i+4, and i+7, in direct succession on one face, and in parallel to the longitudinal axis, 

of their supporting α-helix[239] (Figure 13, Pub. III). These side chains cluster in a continuous, 

often buried epitope on the α-helix that is parallel to the accommodating PPIface. In turn, 

α-helix mimetics are privileged scaffolds that mimic this regular side chain arrangement and 

have proven themselves as competitive inhibitors for various PPIs. This encouraged me to 

investigate the capability of teroxazoles as α-helix mimetics[184,238-242] (Pub. III), also with the 

aim to design inhibitors of the tetramerization of the α-helical NHR2 protein (Pub. IV). 

Aside from these quite general mechanisms, molecular details are crucial for PPIs and 

PPIM binding. At T = 300 K, a change of 1.4 kcal mol-1 in ΔGbind corresponds to a 10-fold 

change in Kd. Hence, even a single missing or suboptimal hydrogen bond, repulsive methyl 

group, or inadequately replaced water can make a big difference for binding or non-binding. 

Additionally, proteins and their ligands are often not rigid and can mutually adjust to op-

timize their complementarity. In contrast, the most common structure determination method, 

X-ray crystallography, affords static conformations and very limited flexibility or mobility in-

formation. Nuclear magnetic resonance (NMR) spectroscopy affords structural ensembles and 

increasingly, but still limited, flexibility or mobility information. The plasticity of PPIfaces, 

however, allows the formation or widening of previously absent or shallow pockets[44,246-248] 

and ligand binding in line with the induced fit[249] or conformational selection model.[250] 

Thus, the rational identification of PPIMs must account for the important details of 

molecular structures, interactions, and plasticity while keeping a reasonable cost-benefit ratio 

(Chapter 3). To this end, I developed a computational strategy for PPIM identification that 

simultaneously considers aspects of energetics and plasticity in form of predicted hot spots 

and transient pockets. First, I validated this strategy by retrieving known PPIMs of IL-2 from 

a large number of non-binders (Chapter 4). Using this strategy, I identified the first PPIMs 

that inhibit the tetramerization of NHR2 (Chapter 6). This general strategy is applicable to a 

large number of targets because it was designed to identify PPIMs starting from only a PPI 

structure. In the following, I will discuss the relevance and interactions of IL-2 and NHR2, 

which served as test cases in my retrospective and prospective investigations, respectively. 
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1.3 The PPI of Interleukin-2 and its α-Receptor 

IL-2 is a key cytokine involved in the regulation of the immune system.[374] It is relevant for 

immunological diseases, transplant medicine, and cancer.[52,375,376] Binding of IL-2[377] to the 

trimeric IL-2 transmembrane receptor[378,379] is initiated by the association of IL-2 to the 

extracellular α-helical domain of the receptor’s α subunit (IL-2Rα).[175] Inhibiting the IL-2/IL-

2Rα interaction is potentially advantageous compared to the severe adverse effects associated 

with other intervention points in the IL-2 signaling pathway.[380,381] Crystal structures of apo 

IL-2, IL-2 bound to five PPIMs, the IL-2/IL-2Rα complex (Figure 14) as well as affinity data, 

also for 52 additional PPIMs, are known.[382-384] Thus, IL-2 is an ideal test case for 

investigating the determinants of PPI and PPIM binding and for establishing and validating a 

rational strategy to identify competitive PPIMs starting from only the PPI structure (Pub. II). 
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Figure 14. The crystal structures of IL-2,[243] IL-2/IL-2Rα,[175] and IL-2 in complex with one exemplary PPIM 
(FRH[176]) in an schematic equilibrium that illustrates the competitive inhibition of IL-2/IL-2Rα by the five 
PPIMs with known crystal structures in complex with IL-2 (bottom).[176,243,373]
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Before my investigation, alanine mutation experiments had confirmed the existence of 

shared hot spots for the binding of IL-2Rα and PPIMs.[176,373,382,385] In this case, the PPIMs of 

IL-2 mimic hot spots of IL-2Rα.[373] Given the large surface area of most PPIfaces, e.g. 

2500 Å2 for the IL-2/IL-2Rα interaction, such hot spots are an excellent starting point for the 

identification of PPIMs. However, when dedicated knowledge about PPIMs is missing these 

hot spots must be predicted differently, e.g. based on the PPI structure. 

Moreover, PPIM-bound IL-2 structures exhibit a binding pocket that is absent or shallow 

in non-PPIM-bound IL-2 structures (Figure 9). Naturally, the absence of this pocket is a major 

obstacle for any attempt to identify PPIMs based on a non-PPIM-bound IL-2 structure. Thus, 

it may not be surprising that the first PPIMs of IL-2 were not found in a structure-based 

design effort to identify IL-2 ligands but by serendipity, notably, in an empirical screening for 

IL-2Rα ligands that mimic hot spots of IL-2.[385,386] Only later, second generation PPIMs of 

IL-2 were designed using structural knowledge of IL-2/PPIM complexes partially obtained by 

covalent ligand tethering[387-390] or fragment-based ligand design.[229,382,383,391] 

Nonetheless, Eyrisch and Helms identified, concurrently with to my own efforts 

(Pub. II), transiently opening pockets in the PPIfaces of unbound IL-2 and other PPIs.[247] To 

this end, surface plasticity had to be considered adequately, e.g. by searching pockets in a 

conformational ensemble generated by MD simulations of the protein.[247] Molecular docking 

into these transient pockets, in line with the conformational selection model,[250] produced 

binding poses close (RMSD < 2 Å)[a] to the respective PPIM-bound crystal structures.[247] 

These results indicate that hot spots and transient pockets are complementary determi-

nants of PPIM binding at the IL-2 PPIface. The VS for PPIMs of IL-2 that I performed 

integrates both aspects by considering binding energetics and surface plasticity (Chapter 4). 

1.4 The NHR2 Oligomerization Domain of RUNX1-ETO 

NHR2 is the α-helical oligomerization domain of the RE fusion protein[392] (hereinafter “RE”; 

abbreviations in footnotes). RE is present in ca. 12% of all de novo cases of AML (40% of 

FAB[393] subtype M2)[394] as a consequence of translocation t(8;21) that joins the 

hematopoietic[395,396] master regulator gene RUNX1[397-399] on chromosome 21 (also AML1, 

CBFα2, or PEBP2αB) and the ETO gene on chromosome 8 (also MTG8, RUNX1T1, or 

[a] RMSD: root mean square deviation; FAB: French–American–British classification system of acute 
leukemias; NHR2: nervy homology region 2; RUNX1: Runt-related transcription factor 1; ETO: eight twenty-
one; AML: acute myeloid leukemia; CBFα2: core-binding factor subunit α2; PEBP2αB: polyomavirus enhancer 
binding protein 2 αB; MTG8: myeloid transforming gene on chromosome 8; MTG16: myeloid transforming 
gene on chromosome 16; RUNX1T1: Runt-related transcription factor 1; translocated to, 1 
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CBFA2T1[a]).[400] Thus, RE contains the 177 N-terminal amino acids of RUNX1, including 

the DNA-binding Runt domain, fused to almost the entire ETO protein,[401] including the four 

nervy homology regions NHR1 to NHR4 (Figure 15).[402,403] Notably, the structurally equal 

homolog RUNX1-ETO2[404,405] is also found in de novo[406] and therapy-related AML.[407,408] 

The regulatory network related to RE is only partially understood and a thorough 

description beyond the scope of this thesis.[409-412] A short summary of the interactions 

associated with RE domains is given in the Appendix (Chapter 9.2). Briefly, different 

domains of RE interact with regulatory DNA,[110,413] p53,[414] PKA,[415,416] and various nuclear 

proteins, i.a., involved in transcriptional regulation including epigenetic 

mechanisms.[63,76,400,410,417-440] Modulating the (epigenetic)[79,441] action and PPIs of these RE-

associated co-factors suggests various strategies against RE-dependent AML (RE-

AML).[216,442,443] However, although some co-factors bind RE monomers,[63,400,444] only the 

α-helical NHR2 homotetramer bundle binds HEB,[76] recruits NHR2-containing ETO 

homologs (ETO, ETO2, MTGR1),[445] mediates RE self-association,[63,400,402] and increases 

the affinity to preferably duplicate RUNX1 binding motifs.[400,446] 

The resultant high molecular weight complex (MW > 2 MDa)[312,402] allows a cooperative 

regulation of gene expression.[76,110,447] Here, RE generally, but not exclusively,[76,410,448,449] 

represses RUNX1 target genes,[76,418,430,431,439] i.a. by chromatin remodeling[110,111] and block 

or sequestration of transcription factors.[450,451] This blocks myeloid precursor cell differentia-

tion and promotes RE-AML.[400,402] Thus, the presence of RE, or its NHR2-containing splice 

variants,[452,453] is an essential prerequisite for RE-AML,[402,454,455] yet needs additional genetic 

aberrations[456-458] in line with the multiple-hit hypothesis.[459] Although RE-AML usually has 

a favorable prognosis,[460,461][b] subsets are associated with poor prognoses and relapses after 

chemotherapy,[462] e.g. if featuring c-Kit mutations[409] or therapy-related RE-AML.[463,464] 

Various studies indicate the critical role of NHR2 and RE in leukemia. ETO2 (also 

CBFA2T3) is a hematopoietic regulator,[465,466] tumor suppressor,[467-469] affects cell metabo-

lism via NHR2,[470] and is part of two fusion proteins related to poor outcome in leukemia: 

(i) NFIA-CBFA2T3 in AEL[471] and (ii) CBFA2T3-GLIS2 in pediatric CN-AML[472] and 

linked to an aggressive subtype of non-DS-AMKL.[473,474] An alternate RE fusion protein that 

[a] CBFA2T1, 2, 3: CBFA2; translocated to, homolog 1, 2, 3; HEB: HeLa E-box binding protein; c-Kit: cellular 
v-kit Hardy-Zuckerman 4 feline sarcoma viral oncogene homolog; NFIA: nuclear factor 1 A-type, a dimeric 
DNA-binding transcription factor; AEL: acute erythroid leukemia; GLIS2: glioma-associated oncogene (GLI)-
similar protein 2; CN-AML: cytogenetically normal AML; non-DS-AMKL non-Down syndrome pediatric acute 
megakaryoblastic leukemia; [b] Still relapse rate ≈ 40% and long-term survival < 50%. 
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retains the PRMT1 target site synergizes with BCR-ABL in CML.[475] Gene fusion with the 

IGH switch region dysregulates ETO2 in Burkitt lymphoma and DLBCL.[476] Strikingly, 

replacing NHR2 by FKBP allowed a PPIM-induced disassembly of oligomeric RE constructs, 

which selectively interfered with leukemogenesis in transfected cells.[477] Cleavage of RE by 

caspases-3 before NHR2[478-481] or by cathepsin G[482] causes anti-leukemic effects. Moreover, 

oncogenic RUNX1 mutants and fusion proteins exist,[399,483-492] RE-AML even depends on 

native RUNX1,[482,485] and ETO homologs are involved in non-leukemic cancer.[467,493-495] 

The homotetramerization of NHR2,[63,110,400] more precisely the dimer-tetramer transition 

(hereinafter "NHR2 tetramerization"),[400] is a key step in the onset and maintenance of RE-

AML (Figure 15). Crucial to this finding was a computational hot spot prediction 

(Chapter 6),[92,496,497] which revealed five residues in the NHR2 PPIface that are essential for 

NHR2 tetramerization (hereinafter "NHR2 hot spots"; W498, W502, D533, E536, and W540; 

Figure 16). Notably, the NHR2 hot spots are located close to the largest pocket in the NHR2 

PPIface, not in the flat center of the hydrophobic leucine zipper (Figure 11) but clustered at 

both of the remote ends (Figure 16).[400][b] Notably, alanine mutations of these NHR2 hot 

spots interfere with NHR2 tetramerization but preserve the α-helical structure of NHR2.[400] 

The NHR2 hot spots allowed validating NHR2 as a target as follows.[400] RE lacking 

NHR3 and NHR4 (REtr) blocked myeloid differentiation in vitro and induced leukemia in 

mice,[498] unlike the dimeric fivefold hot spot alanine mutant (REtr-m5).[400] The intracellular 

expression of NHR2-containing peptides inhibited RE oligomerization, prevented the prolife-

ration, and induced the differentiation of RE-transformed cells.[400,402] Cell-penetrating 

 
Figure 15. Domain structure and schematic mode of action of RE. 

[a] PRMT1: Protein arginine N-methyltransferase 1; BCR-ABL: BCR-ABL fusion protein (BCR breakpoint 
cluster region protein; ABL: Abelson murine leukemia viral oncogene) CML: chronic myeloid leukemia; 
IGH: immune-globulin heavy chain; DLBCL: diffuse large B-cell lymphoma; FKBP: FK506 binding protein; 
[b] The author contributed fruitful discussions to this study. 
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TAT[a]-NHR2 fusion peptides reduced the proliferation of RE-dependent Kasumi-1 cells and 

promoted their apoptosis.[312] Finally, complementing MTG16-/- cells[b] by a MTG16 variant 

that lacked most of NHR2 except for the three crucial hot spots partially reconstituted T-cell 

development in mice.[465] 

In summary, inhibiting the NHR2-mediated tetramerization of oncoproteins is a valid 

strategy for molecular intervention towards a personalized therapy of RE-AML.[76,400,402,460,499] 

The predicted hot spots are an excellent starting point for SBDD and encouraged me to search 

for the first NHR2 inhibitors, which aim at the NHR2 PPIface and prevent NHR2 

tetramerization from dimers (Chapter 6). 

 
Figure 16. Hot spots of NHR2 tetramerization. Top view onto the PPIface on one NHR2 dimer in the 
conformation of the homotetrameric crystal structure (center).[63] Contributions of individual amino acids to the 
computed binding free energy,[92,400] calculated by the MM-GBSA method (Chapter 1.5.1), are plotted against 
the amino acid sequences of each monomer (top and bottom; RE sequence numbering).[392] Hot spots are 
highlighted (bold and colored surface) and cluster at the tips of the NHR2 dimer (boxes). 

[a] TAT: trans-activator of transcription; [b] LSK (Lineage-/Sca1+/c-Kit+) cells



 INTRODUCTION AND BACKGROUND 28 

 

1.5 Selected Computational Methods 

The mutual complementarity of computational and experimental methods can promote the 

efficiency and reliability of molecular investigations. Computational methods to analyze 

molecules and identify ligands of conventional targets are well-established.[57-59,500] However, 

these methods must be adapted to the particular challenges of PPIs (Chapter 1.2). In 

Publication I, I reviewed the state-of-the-art in computational PPI analysis and PPIM identi-

fication. Here, I introduce two methods, MM-PBSA and ROCS, that were crucial for the later 

described hot spots detection and the structure-based identification of NHR2 inhibitors. 

1.5.1 Hot Spot Prediction by the MM-PBSA Method 

The MM-PBSA (MM: molecular mechanics, PB: Poisson-Boltzmann, SA: surface area) 

method performs a physics-based calculation of binding free energies (ΔGbind).[92,93,501-503] 

Recently, the method was reviewed in detail.[504] In the following, I introduce its key aspects. 

As an end-point free energy method, MM-PBSA calculates ΔGbind (Eq. 2) as the 

difference of the free energies of bound (Gcomplex) and unbound species (Greceptor, Gligand). 

 ligandreceptorcomplexbind GGGG −−=Δ  (Eq. 2) 

To account for conformational flexibility and mobility, average free energies are calcu-

lated based on conformational ensembles (⟨…⟩) from molecular dynamics (MD) simulations. 

Statistically independent conformations are extracted from the simulation trajectories and the 

solvent is discarded. The absolute free energy (Gtot) of each species is then calculated as the 

sum of four terms (Eq. 3): internal energy based on an MM force field (EMM), electrostatic 

solvation free energy based on the PB continuum method (GPB),[505,506] non-polar solvation 

free energy as a function of SA (GSA), and a configurational entropy contribution (-TS). 

 TSGGEG SAPBMM
tot −++=  (Eq. 3) 

Two simplifications are often made in MM-PBSA. First, neglecting the entropic term in 

Eq. 3 leaves an effective energy (Geff). This allows satisfactory energy predictions and per-

residue energy decompositions for similar ligands[507] but avoids costly harmonic or slowly 

converging quasiharmonic entropy approximations.[507-509] Second, extracting unbound con-

formations from the complex trajectory (1-trajectory approach) saves simulating the unbound 

states (3-trajectory approach). This neglects the reorganization energy upon association but 

leads to a cancellation of errors arising from non-converged sampling and noise.[92,93,179,510] 
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Besides its value for predicting binding affinities, MM-PBSA allows decomposing ΔGbind 

into residue-wise contributions (Figure 16) and, hence, predicting PPI hot spots as shown first 

for the interaction of Ras (rat sarcoma) with Ras effector proteins.[92] Likewise, hot spots of 

NHR2 tetramerization were identified[400] that guided my identification of NHR2 inhibitors 

(Pub. IV). Both studies used the MM-GBSA variant, in which the PB method is replaced by 

the more efficient Generalized Born (GB) approximation.[501,502,511] However, the PB method 

showed better affinity predictions for PPIMs of IL-2. Thus, for the identification of IL-2 hot 

spots, we extended the energy decomposition scheme by the PB method (Pub. II). 

As an alternative to MM-PBSA, computational alanine scanning[512-514] predicts changes 

of ΔGbind (ΔΔGbind) caused by virtual alanine mutations. However, the resultant perturbations 

may transcend specific localized interactions in a PPIface and may, thus, lead to misinter-

pretations.[92] In contrast, MM-PBSA decompositions do not perturb the protein structure and, 

thus, reveal druggable sites as they are present in the PPIface of the native PPI complex. 

1.5.2 3D Similarity and Superposition by ROCS 

ROCS (rapid overlay of chemical structures) compares molecules by their shape and 

distribution of physicochemical properties (termed colors, Figure 17).[515-518] Rigid confor-

mers[515,519,520] are rapidly superimposed by optimizing the overlap of atom-centered Gaussian 

functions[517] that describe shape and colors. The 3D similarity is quantified by the Tanimoto 

index.[521] Shape and colors (hydrogen bond donor/acceptor, anion/cation, hydrophobe, and 

ring) describe general molecular features and, thereby, allow identifying similar molecules 

but also distinct isofunctional molecular structures (scaffold- or lead-hopping).[521-523] 

[a] Implemented by Hannes Kopitz. 
Figure 17. ROCS superimposition (box) of two molecules (left) by shape (surface) and physicochemical 
properties (spheres, for color types see legend below). Graphics by vROCS.[515] 
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Methodically, conformers are pre-generated[a] for a large set of molecules, which may be 

filtered by prior steps of VS.[b] Each color is defined by a set of substructural patterns that 

describe (iso)functional groups in the context of a color force field (ImplicitMillsDean),[524] 

which is later used to optimize the color overlap. These patterns are described in SMARTS[c] 

line notation[525] and can be customized. To describe shape and color distributions, spherical 

Gaussian functions are centered on the respective atoms or color features. 

Gaussians allow rapidly calculating molecular volumes and optimizing their overlap. The 

smoothness of Gaussians prevents “getting stuck” in local minima, as occurs often with hard 

sphere models. In addition, the overlap between any number of atoms is calculated using, 

again, Gaussians,[d] whose volume can be calculated analytically, tabulated, and retrieved 

efficiently.[516,526-528] This allows processing thousands or even millions[528,529] of conformers 

per second and large (virtual) combinatorial libraries (> 108 conformers) in a timely manner. 

A similar shape and color distribution often indicates a similar biological function. ROCS 

calculates this similarity requiring no experimental structure.[518,530,531] Searching by similarity 

to bound conformations, instead of to calculated low-energy conformers,[515,519,520] can be 

beneficial.[532-534] Complementary to SBDD and docking, also shape-similarity methods[518,535] 

allow efficient VS[536] and can identify new chemotypes, which may elucidate SARs,[518,533] 

extend chemical accessibility, and improve the prospects for lead optimization.[537,538] 

In this manner, ROCS has been applied previously for the ligand-based identification of 

PPIMs, e.g. of ZipA/FtsZ,[521] CD4/gp120,[540] JNK/protein,[541] and other PPIs.[542-544] 

Likewise, a peptide ligand or a PPI structure can help to identify low-molecular ligands[28] by 

computational methods,[527,545-547] such as pharmacophore-[138,548-560] or shape-based 

VS.[527,561]. Peptide ligands can help to identify binding hot spots[202] and PPI binding 

motifs[550,562] to support receptor-based pharmacophore searches.[545,563] So far, most cases 

addressed conventional targets.[536] A single study used ROCS to directly identify competitive 

mimetics of a small (MW = 534 Da) cyclic peptide, a ligand of integrin receptor αvβ3,[561] that 

was deduced as a minimum pharmacophore by alanine scanning and deletion experiments.[564] 

Using a negative image of a peptide binding pocket as a ROCS shape query[565] was reported 

for an undisclosed PPI target.[527] In contrast, I used ROCS in a novel unprecedented fashion, 

to identify PPIMs by searching mimetics of hot spots as present in a PPI structure (Pub. IV). 

[a] e.g. using the OMEGA software;[515,519,520] [b] e.g. according to physicochemical properties and functional 
groups using the FILTER software;[515] [c] SMILES (Simplified molecular-input line-entry system)[539] arbitrary 
target specification; ZipA/FtsZ: Z-ring interacting protein A/filamenting temperature-sensitive mutant Z; 
CD4/gp120: cluster of differentiation 4/envelope glycoprotein 120; [d] Gaussian Contraction formula[515] 
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2 SCOPE OF THE THESIS  
In this thesis, I pursued two key objectives. The first objective was to develop and test a 

general strategy that uses a prediction of the determinants of PPI to guide the identification of 

PPIMs. The second objective was to apply this strategy to identify low-molecular inhibitors of 

the tetramerization of the NHR2 domain of RE. 

The original idea, to investigate protein/protein and protein/PPIM interactions in order to 

rationally identify PPIMs, was inspired by the increasing number of reports of structural and 

affinity data for PPIs and PPIMs. These cases, as well as previous approaches to identify 

PPIMs and druggable sites in PPIfaces, are reviewed in Publication I. 

To address the first objective, I envisioned a general strategy to identify PPIMs. By 

decomposing the binding energy of a PPI complex into residue-wise contributions 

(Chapter 1.5.1), MM-PBSA reveals hot spots that form the core interactions of that PPI. We 

hypothesized that such PPI hot spots are also important for PPIM binding, so that predicted 

hot spots can guide the identification of PPIMs even if only a PPI structure is known. 

Using IL-2 as a test case, I validated this concept as described in Publication II. Crystal 

structures of apo IL-2, IL-2 bound to five PPIMs, the IL-2/IL-2Rα complex as well as affinity 

data, also for 52 additional PPIMs, were known (Chapter 1.3). Here, I revealed that common 

hot spots are determinants for binding both protein and PPIM ligands at the IL-2 PPIface to 

IL-2Rα. The simultaneous consideration of binding energetics and plasticity allowed predict-

ting a druggable site in this PPIface without using prior knowledge of PPIMs or PPIM-bound 

conformations. This is remarkable given the absence of a binding pocket in the unbound or 

protein-bound IL-2 structures. Above all, I could retrieve PPIMs of IL-2 from a large number 

of non-binders by a docking-based VS that was guided by predicted hot spots and pockets.[a] 

To address the second objective, I used previously predicted hot spots of NHR2 tetrame-

rization from dimers (Chapter 1.4). These hot spots in the NHR2 PPIface had been identified 

using MM-PBSA.[400] In contrast to wild type NHR2, structure-preserving alanine mutations 

of these hot spots prevented the tetramerization of NHR2 in vitro, the block of myeloid dif-

ferentiation as well as the self-renewal of hematopoietic progenitor cells, and the induction of 

leukemia in a murine transplantation model.[400] This validated these hot spots and established 

NHR2 inhibition as a strategy for treating RE-AML. Three hot spots clustered at the largest 

pocket mark two equivalent druggable sites at each end of the elongated PPIface of NHR2. 

[a] Pocket identification and virtual screening were performed in collaboration with Christopher Pfleger. 
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Hence, it was my objective to mimic and compete with key interactions of these clustered 

hot spots, as I had observed for PPIMs of IL-2. To this end, I suggested a hot spot-containing 

α-helical 18mer peptide, which inhibited NHR2 tetramerization. This finding demonstrated 

for the first time that NHR2 can be inhibited by a molecule that is significantly smaller than 

the NHR2 domain but carries the hot spots´ relevant functional groups. In order to identify 

non-peptidic PPIMs that also mimic these hot spots, I followed two simultaneous approaches. 

The first approach was to design α-helix mimetics, which project side chains in the same 

manner as an α-helix. Mimicking the arrangement of functional groups that form the hot 

spots´ crucial interactions by equal or bioisosteric groups would effectively result in a 

competitive NHR2 inhibitor. In Publication III, I investigated the potential of teroxazoles as 

α-helix mimetics and demonstrated that teroxazoles preferably mimic positions i, i+3, and 

i+6. In doing so, teroxazoles adapt a minimum energy conformation that was subsequently 

confirmed by crystal structures of teroxazoles generated by a modular solid-phase synthesis. 

These results demonstrated that teroxazoles can mimic side chains that project from one face 

of an α-helix. In doing so, teroxazoles exhibit a new projection pattern, that complements pre-

vious α-helix mimetics and are at the same time conveniently more hydrophilic than the latter. 

The second approach was to identify mimetics of NHR2 hot spots by VS as described in 

Publication IV. Here, I used the spatial arrangement of pharmacophoric features involved in 

the key interactions of the three clustered NHR2 hot spots in the context of a 3D similarity 

search with ROCS (Chapter 1.5.2). That way, I performed a ROCS-based VS of ≈ 6 x 106 

molecules from the purchasable subset of the ZINC data base, which was prefiltered to match 

the physicochemical properties of the NHR2 hot spots and of PPIMs in general as outlined in 

Publication I. By this novel strategy, I effectively enriched hot spot mimetics that are 

potential inhibitors of NHR2, as was confirmed in subsequent experimental assays. 

Finally, experimental testing of hand selected in silico hits led to the first drug-like 

PPIMs that mimic the key interactions formed by the NHR2 hot spots, aim at the PPIface 

between NHR2 dimers, inhibit their association, and thereby prevent the proliferation of RE-

dependent cells. Most importantly, I demonstrated that the here proposed strategy can be the 

first step in any comparable structure-based endeavor to identify or design PPIMs, even in 

cases where only a PPI structure with a relatively flat PPIface is known. 
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3 PPIs: RATIONAL APPROACHES REGARDING 
DRUGGABILITY, DETERMINANTS, AND 
MODULATORS (Publication I)  

The essential role of PPIs in biology is notorious but insufficiently understood.[566-572] 

Recently, the interest in PPIs as drug targets increased[28,129,135] because their malfunction is a 

frequent cause of disease.[85,105,218,573,574] Despite the challenges of inhibiting PPIs, several 

studies provided a proof of concept that PPIs are valuable targets with therapeutic potential. 

Here, I reviewed the state-of-the-art in computational PPI analysis and PPIM identification. 

3.1 Functional and Structural Aspects of PPIs 

First, I summarized the characteristics that discriminate PPIs from conventional protein/ 

ligand interactions and discussed the resulting challenges for drug discovery. In contrast to the 

small interfaces of conventional targets,[168-170] many PPIfaces are large[171,172] and lack 

preformed druggable binding pockets for low-molecular ligands (Figure 5). Consequentially, 

it is often hard to identify druggable sites in PPIfaces.[28] The high affinity and promiscuity of 

some PPIs[212,575] further complicates the identification of specific PPIMs. 

PPIs need adequate specificity and affinity, so that in a crowded cellular environment 

only the proper PPIs occur at the right time and condition.[576,577] Knowing the determinants 

of this specificity and affinity is crucial to identify PPIMs. In the following, I will outline 

recurring mechanisms by which PPIs achieve affinity and specificity.[198]  

The hydrophobic effect is a strong driving force for most PPIs.[332,578-580] Nevertheless, 

the existence of water-mediated interactions in PPIfaces[181,581,582] and the elevated propensity 

of tryptophan, tyrosine, and arginine[583] highlights the importance of polar interactions.[327] 

Affinity and specificity are achieved by shape and physicochemical complementarity of a 

ligand and its binding pocket[341] or of the interacting PPIfaces.[199] Even if permanent 

binding-compatible pockets are absent in individual unbound experimental structures, 

proteins exist as an ensemble of conformational states. This plasticity can allow the opening 

of transient pockets that bind a ligand as described by the conformational selection model.[198] 

Hot spots are residues that form important interactions in a PPIface and that, if mutated to 

alanine, cause a drop in binding free energy of ≥ 2 kcal mol-1.[173,584] Reportedly, hot spots are 

often spatially clustered, preordered, rigidified, conserved, excluded from solvent by pockets 

or an O-ring, and complement one another across PPIfaces.[62,199,212,585-588] 
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3.2 Determinants of Druggability and Modulators of PPIs 

Next, I described how the characteristics of PPIs can be exploited for drug design. The 

presented applications showed that computational methods are able to successfully predict the 

druggability of PPIs, their druggable sites, and PPIMs. Moreover, I presented a survey of the 

PPIMs discovered so far, discussed their drug–likeness, and what can be learned from them. 

The druggability of PPIs had traditionally been rated poor due to setbacks in early 

screening attempts. Besides the structural challenges of PPIs, this failure was likely related to 

the mismatch between the physicochemical properties of PPIMs and molecules in screening 

libraries that were assembled following conventional drug–likeness criteria.[131] On average, 

PPIMs have a higher MW, hydrophobicity, rigidity, and more aromatic moieties than 

conventional drugs.[325] My representative survey of known PPIMs confirmed this finding 

(Figure 2 in Pub. I). However, the druggability of at least some PPIs was demonstrated by a 

number of PPIMs in advanced clinical trials and even some marketed drugs.[566,589-593] 

Notably, PPIs that bind PPIMs often have a pronounced preformed binding pocket 

(Figure 8).[28,43,212,574] Such pockets naturally bind exposed substructures of the protein ligand, 

frequently α-helices, which exist in ≈ 62% of the reported PPI structures.[237] Often, clustered 

hot spots, preferably located close to a pocket, form a narrow epitope with a large interface 

area that forms strong interactions and can thus be addressed or mimicked by PPIMs.[28,583] 

For this reason, the (computational) identification of hot spots and pockets that indicate 

druggable sites is a crucial prerequisite to guide the rational identification of PPIMs.[193,194] 

Algorithms for identifying pockets were reviewed exhaustively before but mostly dealt 

with conventional targets.[45,194,195,594] Geometry-[595-602] and energy-based algorithms[603-609] 

require a structure, but there are also some sequence-based algorithms.[610-614] However, only 

few applications considered protein dynamics or plasticity.[45,247,615-618] Reportedly, geometry-

based algorithms are hampered by the flatness of PPIface pockets.[247] Nevertheless, 

Q-SiteFinder[42,605] and PocketFinder,[609] which cluster favorable interaction points, identified 

up to 90% of the investigated pockets correctly[605] including pockets in unbound PPIfaces.[42] 

In combination with molecular simulations, newly formed or widened pockets were identi-

fied,[619,620] even those undetectable in unbound PPIfaces, i.a. of Bcl-XL, IL-2, and HDM2.[247] 

MD simulations with co-solvent[244,621] or small probe molecules[622-624] allowed identifying 

favorable binding sites and plastic interface regions. A pocket, however, may not be sufficient 

for PPIM binding[168] if important interactions, such as those formed by hot spots, are missing. 
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For identifying hot spots, X-ray crystallography[625,626] and NMR spectroscopy[56,627-629] 

are very valuable methods, but provide only limited details about flexibility or mobility.[630] 

Tethering,[388-390,631,632] co-crystallization,[625,626] SAR by NMR,[627,628] and alanine 

scanning[173,512] can identify hot spots and binding sites of low-molecular and protein ligands. 

Such data is stored in data bases.[55,328,584,633-635] However, complementary hot spot predictions 

suggest the appropriate experiments, thereby enhance efficiency, and improve understanding. 

Computational alanine scanning[512-514] and MM-PBSA[504] (Chapter 1.5.1) are 

prominent methods for predicting hot spot. The main difference between both methods is that 

computational alanine scanning predicts ΔΔGbind due to in silico alanine mutations whereas 

MM-PBSA predicts a residue´s contribution to ΔGbind without perturbing the structure, thus 

avoiding relaxation issues. Both methods need a PPI structure, or preferably a conformational 

ensemble of such, to predict the contribution of each residue to ΔGbind. Different methods are 

used for conformational sampling, i.a. MD[92,93] or constrained geometric simulations,[636] and 

for calculating ΔG, i.a. physics-based force fields[501] and empirical[637-641] or knowledge-

based[60,641-643] scoring functions. Convincingly, several studies predicted hot spots with high 

sensitivity and with a good agreement between predicted and known hot spots.[54,60,92,93,644] 

Finally, I illustrated three case studies. First, I described how computational analyses 

and predictions contributed to the identification of PPIMs of HDM2,[645-649] which has a 

pronounced binding cleft similar to conventional targets (Figure 8). The remaining case 

studies dealt with PPIMs of IL-2 and NHR2 and are described in Publication II and IV. 

3.3 Conclusions and Significance 

The review of computational methods for PPI analysis, PPIM identification, and self-

conducted case studies of their application led me to conclude that: 

 The characteristics of PPIs are a challenge for PPIM identification, but known PPIMs 
demonstrate: PPIs are not undruggable, however PPIMs differ from classical drugs 

 Computer-aided drug design can help to identify PPIMs but must be adapted for PPIs 

 Hot spots close to transient or permanent pockets indicate druggable sites in PPIfaces 

Based on these findings, I proposed a strategy for identifying PPIMs that requires only a 

PPI structure. The validation (Pub. II) and prospective application (Pub. IV) of this strategy 

will be discussed in Chapter 4 and Chapter 6, respectively. 
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4 INTERLEUKIN-2: 
HOT SPOTS, TRANSIENT POCKETS, AND 
PPIM IDENTIFICATION (Publication II)  

Although the number of PPIMs is increasing, few of them were found due to rational conside-

rations. Their large PPIfaces,[171,173] missing pockets,[172] and stability led to considering PPIs 

hard to target.[28] Methods for the computational prediction of druggable sites and ligands of 

conventional targets have to be adapted for the characteristics of PPIs. Here, I presented a 

strategy that uses structure-based hot spot and pocket predictions to guide the identification, 

binding pose prediction, and ranking of PPIMs. IL-2 served as a validation example with 

known structures and affinities for the binding of IL-2Rα and five PPIMs (Chapter 1.3). 

4.1 A Structure-Based Strategy to Identify PPIMs 

Methodologically, the strategy was implemented as follows (Figure 18). Starting from PPI 

structures, we generated conformational ensembles by (Ia.) MD and (Ib.) constrained 

geometric simulations with FRODA (framework rigidity optimized dynamics algorithm).[618] 

Based on these conformations, we predicted (IIa.) hot spots by MM-PBSA per-residue 

decomposition of ΔGbind and (IIb.) transient pockets by structural investigations using the 

PocketAnalyzer program.[650] (III.) With 

these hot spots and pockets, we defined 

the druggable site, guided a VS for 

PPIMs, and predicted their binding 

poses by docking. (IV.) Finally, the 

identified PPIMs were ranked by their 

MM-PBSA[501] binding effective energy 

(ΔGeff, Chapter 1.5.1) that was 

calculated based on the conformational 

ensembles from MD simulations started 

from docked binding poses. 

To test this strategy at conditions as 

similar as possible to a “real-life” 

scenario, I retrieved known PPIMs of 

IL-2 from a large set of physicoche-

mically similar non-binders (decoys). 

 
Figure 18. Outline of the presented strategy for hot spot 
and pocket identification, docking, and ranking of 
PPIMs using only a PPI structure as the starting point.
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4.2 MM-PBSA for the Prediction of Hot Spots 

Using MM-PBSA per-residue decompositions of ΔGbind,[93] I predicted hot spots of the 

different IL-2 interactions (Figure 19). To account for mobility and the opening of transient 

pockets in the PPIface, I performed short (t ≥ 6 ns) MD simulations of unbound IL-2 and IL-2 

bound to either IL-2Rα or five PPIMs. These simulations were started from crystal structures 

using established procedures,[92] force fields,[651-653] and the AMBER 9 software.[92,654] 

To compare MM-PBSA variants, I performed MM-PBSA and MM-GBSA calculations 

using the 1- and 3-trajectory approaches (Chapter 1.5.1). Hannes Kopitz therefore extended 

the decomposition scheme[92] to consider PB electrostatic solvation free energy.[506,655] 

Figure 19. MM-PBSA per-residue contributions to ΔGbind for binding of IL-2Rα (top) and five PPIMs to IL-2. 

Interface residues (bold) and hot spots of IL-2/IL-2Rα with ΔΔGbind ≥ 2 kcal mol-1 are highlighted (black bars). 
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Notably, ΔGbind was stable over the simulation time if calculated with the 1-trajectory 

approach, but not for the 3-trajectory approach. The reason was a drift of Gtot for the short 

MD simulations, as had been observed earlier.[92,93,656-659] Extracting unbound conformations 

from the complexes with the 1-trajectory approach led to a drastic reduction of the statistical 

uncertainty of the free energy components.[54,93,660] Similarly, the drift of Gtot cancelled out in 

the calculation of Gbind (Eq. 2 in Chapter 1.5.1). This suggested that the 1-trajectory approach 

is suited for identifying hot spots even with short MD simulations. 

Using the MM-PBSA 1-trajectory approach, I identified five hot spots of the IL-2/IL-2Rα 

interaction (Lys35, Arg38, Phe42, Glu62, and Leu72) that agreed with results from mutation 

experiments.[373,382] One remote hot spot (Arg83) was neglected for guiding the subsequent 

docking. However, three of the clustered hot spots were also important for binding the five 

PPIMs (Figure 19). In doing so, the PPIMs mimicked interactions that occur between IL-2 hot 

spots and IL-2Rα. The identified hot spots cluster together (Figure 20) and form a functional 

epitope that covers only ≈ 20% (500 Å2) of the PPIface area. This suggested that hot spot 

predictions based on a PPI structure can define druggable sites and guide PPIM identification. 

4.3 Prediction of Transient Pockets 

Analyzing the PPIfaces of non-PPIM-unbound IL-2 conformations confirmed the absence of 

a binding pocket. However, crystal structure suggested that PPIMs bind to IL-2 via a confor-

mational selection mechanism.[250] Thus, we set out to identify interface pockets in conforma-

tional ensembles generated by MD and FRODA simulations that started from unbound IL-2. 

Figure 20. MM-PBSA per-residue contributions to ΔGbind for binding of IL-2Rα and five PPIMs to IL-2 (see 

Figure 19) mapped onto the crystal structure of IL-2 bound to IL-2Rα. Color-code has a linear scale. 
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To this end, Christopher Pfleger developed the PPIAnalyzer method, which uses the 

geometry-based PocketAnalyzer algorithm,[596,650] which identifies interface pockets in struc-

turally diverse conformations with high stereochemical quality. He found that conformations 

from FRODA simulations came closer to the PPIM-bound crystal structures and had more 

adequately located transient pockets compared to the conformations from MD simulations. 

We attribute the success of FRODA to an appropriate rigidity-based coarse-graining 

algorithm,[618] which identified residues not involved in pocket opening. Thus, motions were 

focused to residues that are involved in pocket opening, such as the gate keeper hot spot 

Phe42.[243,373] In the MD simulations, friction and the exposure of a hydrophobic pocket to 

explicit solvent impeded the opening of an adequately located pocket. 

For the subsequent docking experiments, we selected representative conformations with 

the 10 largest pocket volumes for each of the MD- or FRODA-generated ensembles. 

4.4 Binding Pose Prediction by Docking 

The five PPIMs with known bound crystal structures were docked into each selected 

conformation. The docking was performed using established procedures (AutoDock 3.05[661] 

with DrugScore[662,663]). To exclude any bias due to the knowledge of the IL-2/PPIM crystal 

structures, we placed the potential grids for docking solely based on (I) the five identified 

clustered hot spots and (II) the amino acids that lined the identified interface pockets. A 

docking was considered successful if the 

ligand pose in the largest cluster with the 

lowest intermolecular docking energy 

had an RMSD < 2.0 Å to the native pose. 

As a control, re-docking into PPIM-

bound crystal structures was successful 

in all cases while apo-docking failed due 

to the absent pocket. Docking into the 

MD-generated conformations also failed 

because our unbiased method selected 

misplaced pockets. In contrast, docking 

into at least one selected FRODA-

generated conformation was successful 

for four out of five PPIMs (Figure 21). 

 
Figure 21. Predicted binding pose of a PPIM (FRG, 
blue sticks) docked into a FRODA snapshot containing 
an identified transient pocket (blue volume) close to the 
hot spots (red). The RMSD between the predicted and 
crystallographic binding pose (green sticks) is 1.28 Å. 
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In contrast to re-docking, docking into unbound apo conformations usually leads to 

deteriorated docking poses[664] depending on the degree to which a protein conformation 

changes upon ligand binding.[665,666] Thus, being able to start from the apo IL-2 structure and 

identify transient pockets in trajectories of computationally inexpensive FRODA simulations 

that are adequate for ligand docking is a valuable achievement. 

4.5 MM-PBSA for the Ranking of Binding Poses 

Based on poses from crystal structures and docking, I predicted ΔGbind of the five PPIMs 

using the MM-PBSA 1-trajectory approach. The PPIMs´ similarity justified neglecting 

conformational strain and configurational entropy changes upon binding. The calculated 

binding effective energies (ΔGeff,calc) were stable throughout the MD simulations. 

My MM-PBSA calculations based on IL-2/PPIM crystal structures correctly ranked 

four out of five PPIMs. The linear correlation of computed and experimental ΔGbind was good 

and significant (R2 = 0.81; p < 0.05; Figure 22). This was particularly remarkable because the 

range of experimentally determined binding affinities was only 3 kcal mol-1. So far, this was 

one of only a few successful applications of MM-PBSA for the ranking of PPIMs.[667,668] 

MM-PBSA calculations for docked IL-2/ 

PPIM structures were based on selected poses 

from docking into FRODA-generated conforma-

tions, where the PPIM formed a salt bridge with 

hot spot Glu62. The linear correlation of compu-

ted ΔGeff,calc and experimentally determined 

ΔGeff,exp was fair and weakly significant 

(R2 = 0.59; p < 0.13). Larger deviations of 

ΔGeff,calc were observed for PPIMs with large 

structural deviations between docked and native 

binding poses. These results demonstrated that 

MM-PBSA calculations require at least good 

starting structures (RMSD < 2.5 Å) to allow 

ranking PPIMs correctly. Still, the quality of the 

generated docking poses was sufficient to 

successfully discriminate subgroups of high- and 

low-affinity ligands (Figure 22). 

 
Figure 22. Correlation of experimentally 
determined free enthalpies of binding (ΔGeff,exp) 
and effective energies computed by MM-PBSA 
(ΔGeff,calc) based on crystal structures (top) or 
docked binding poses (bottom). 
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4.6 Docking Enrichment in a Large Set of Decoys 

To show that my prediction of hot spots close to a pocket can guide the identification of 

PPIMs, I performed a retrospective VS for PPIMs of IL-2. To this end, I retrieved known 

PPIMs from a large set of decoys using the same docking procedure as for pose predictions. 

As known binders, I selected the five PPIMs from bound crystal structures (Figure 14) 

and 52 PPIMs with known IC50.[382-384] As decoys, I selected 996 molecules from the 

“purchasable subset” of the ZINC data base[669] following the directory of useful decoys 

(DUD)[670] procedure. This procedure maximized the physicochemical similarity between 

known binders and decoys in order to prevent any bias due to trivial dissimilarities, such as of 

logP, MW, the number of rotatable bonds, hydrogen bond donors/acceptors, and specific 

functional groups.[670] Still, the known PPIMs were optimized for binding to IL-2 and 

partially violate Lipinski’s rules[131] so that the properties of PPIMs and decoys did not match 

perfectly. To correct the often observed size-related bias to the ranking (Figure 23), I divided 

each ligand´s docking score by the square root of its MW.[671] 

Docking the 57 (5) PPIMs (with known bound crystal structures) into the 10 largest 

FRODA-generated pockets led to good enrichment factors at 1% of the ranked datasets of 

EF1 = 13.6 to 23.8 (EF1 = 37.2 to 92.2) and receiver operating characteristics (ROC) with area 

under the curve values of AUC ≥ 0.89 (AUC ≥ 0.93). Thus, I used predicted hot spots and 

transient pockets to successfully guide the identification of PPIMs in a large set of decoys. 
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Figure 23. Performance of docking PPIMs and decoys into one of the largest FRODA-generated pockets. In the 
ranking (left), the 57 PPIMs (green) and the five PPIMs with bound crystal structures (►) ranked higher than the
decoys (black). In the enrichment (center) and ROC curves (right, red), the 57 PPIMs (top) and the five PPIMs 
with known bound crystal structures (bottom) were selected much earlier than with a random selection (black).
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4.7 Conclusions and Significance 

In this study, I presented the first generally applicable computational strategy that 

simultaneously considers aspects of energetics and plasticity in order to identify PPIMs that 

bind to a PPIface. Predicted hot spots and transient pockets guided the identification of PPIMs 

starting from only a PPI structure. The major results of my computational investigations are: 

 Calculated per-residue contributions to the effective ΔGbind from MM-PBSA revealed 
that most hot spots of the IL-2/IL-2Rα interaction are also hot spots of PPIM binding 

 A geometry-based algorithm revealed transient pockets that formed during molecular 
simulations started from a pocketless non-PPIM-bound IL-2 structure 

 Docking into transient pockets, guided by hot spots, led to correct PPIM binding poses 
and allowed identifying PPIMs in a large set of physicochemically similar decoys 

 Ranking docked poses by MM-PBSA discriminated high- from low-affinity PPIMs  

To mimic a “real-life” scenario, I did not use any knowledge of the PPIMs or PPIM-bound 

conformations for other purposes than comparing them to my predictions. Because my 

strategy for identifying PPIMs requires only a PPI structure, it will be applicable in a 

prospective manner in a wide variety of cases. It can thus be the first step in any comparable 

structure-based endeavor to identify PPIMs. To sustain this claim, I set out to identify the first 

inhibitors of NHR2 tetramerization. For this purpose, I pursued two complementary strategies 

simultaneously. On the one side, I analyzed the capability of teroxazoles to act as a new class 

of hydrophilic α-helix mimetics (Chapter 5). This was also encouraged by the location of 

three clustered NHR2 hot spots on a contiguous α-helix.[400] On the other side, I performed a 

prospective structure-based VS for small molecules that mimic the arrangement of relevant 

functional groups of these three clustered hot spots (Chapter 6). 
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5 TEROXAZOLES: A NEW HYDROPHILIC 
α-HELIX MIMETIC SCAFFOLD (Publication III)  

The majority of the PPI complexes in the PDB (62%) have an α-helix in their PPIface.[237] 

Such α-helices often present linearly arranged hot spot side chains that project from one of 

their faces into a cavity of the interacting protein (Figure 13). Imitating such an arrangement 

of side chains by α-helix mimetics[184,238-242] is a frequently pursued strategy for inhibiting 

α-helix mediated PPIs. 

5.1 Computational Investigation of Teroxazoles 

A review of α-helix mimetics scaffolds[242] revealed that they are still limited regarding syn-

thetic access to diverse substitutions, available projection patterns, and hydrophobicity. Most 

α-helix mimetics present substituents on linearly connected and often coplanar aromatic rings. 

By computational investigations, I found that teroxazoles suggested by M. W. Göbel can act 

as polar α-helix mimetics with a novel projection pattern mimicking α-helix positions i, i+3, 

and i+6. C. Pinto Gomes and M. W. Göbel performed the modular solid-phase synthesis of 

diversely substituted teroxazole derivatives as a new class of α-helix mimetics. 

Using MM-PBSA,[504] (Chapter 1.5.1) I calculated the effective energy of teroxazole 1 

as a function of the inter-ring torsion angles ν and ω (Figure 24). In compliance with the ge-

neral AMBER force field, I parameterized torsion angle potentials and atomic partial charges 

of 1 based on quantum chemical computations.[653] This revealed a preference of the coplanar 

orientation of the oxazole rings in agreement with crystal structures solved by J. W. Bats. 

   
Figure 24. Markush structure of the teroxazole scaffold with highlighted inter-ring torsion angles ν and ω (left). 
Relative MM-PBSA effective energies of teroxazole 1 (R1-R4 = CH3) as a function of ν and ω (center). 
Superimposition of Cβ atoms of side chains at positions i, i+3, and i+6 of a canonical α-helix onto the 
corresponding substituent atoms of R1-R3 of 1 in a low-energy conformation (ν = 0°, ω = 0°). 
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The substitution sites of the minimum effective energy conformer superimpose excellent-

ly with Cβ atoms at helix positions i, i+3, and i+6 (RMSD = 0.35 Å), covering a broad region 

on one face of an α-helix that until then had not been addressed by other α-helix mime-

tics.[672,673] Rotating one or both torsion angles by 180° increased the effective energy by ≈ 2 

or 4 kcal mol-1 due to a less favorable solvation of antiparallel oxazole dipoles. These flipped 

ring conformations, however, may also use R4 and mimic helix positions i, i+2, i+6, and i+7. 

During a 250 ns long MD simulation of teroxazole 1, the rings rotated repeatedly (Figure 

25) in agreement with a rotational barrier of ≈ 5.5 kcal mol-1 calculated by MM-PBSA. The 

rings deviated by up to 50° from coplanarity, corresponding to a calculated energetic cost of 

≈ 3.0 kcal mol-1. This limited flexibility improves the ability to project side chains with 

distances and angles as they are found in α-helices and allows induced-fit upon binding.[674] 

Finally, computed logP values[675] suggested that teroxazoles are more polar 

(logP = 0.34) and may offer increased solubility compared to the popular terphenyl[676-679] 

(logP = 3.34) and oxazole-pyridazine-piperazine[680,681] (logP = 0.96) α-helix mimetics. 

5.2 Conclusions and Significance 

The major results of my investigation of teroxazoles as potential α-helix mimetics are: 

 Teroxazoles can mimic α-helix positions i, i+3, and i+6 without conformational strain 

 The limited flexibility of the inter-ring torsion angles of the otherwise coplanar 
oxazoles allows adjusting the arrangement of substituents for optimal α-helix mimicry 

 Computed logP values show teroxazoles are polar and may offer increased solubility 

This led to the synthesis of diversely substituted teroxazoles as hydrophilic α-helix mimetics, 

the first to mimic positions i, i+3, and i+6. Varied linker length may allow mimicking NHR2 

hot spots in positions i, i+3, and i+7, but has not been tested. Importantly, however, my com-

putational analysis of a chemical scaffold´s capability to present side chains like an α-helix 

can serve as a general approach to investigate the conformational properties of new PPIMs. 

 
Figure 25. Torsion angles ν (left) and ω (right) of 1 as a function of simulation time and as histograms. 
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6 RUNX1-ETO: IDENTIFICATION OF THE FIRST 
INHIBITORS OF NHR2-MEDIATED 
OLIGOMERIZATION (Publication IV)  

The RE fusion protein, result of translocation t(8;21), connects the DNA-binding Runt 

domain of RUNX1 and most of ETO including its NHR2 homotetramerization domain 

(Chapter 1.4). Hot spots close to the largest pocket,[400] predicted just as in Publication II, 

constitute an essential structural motif in the NHR2 PPIface (Figure 26). Alanine mutations 

of these hot spots had demonstrated that NHR2 tetramerization from dimers is essential for 

the onset and maintenance of RE-AML, thus validating the NHR2 PPIface as a target.[400] 

Here, I presented a general strategy and its prospective application for the identification of 

PPIMs that mimic clustered hot spots of NHR2 in order to inhibit its tetramerization. 

6.1 Structure-Based Identification of NHR2 Inhibitors 

Structure-based approaches have helped identifying PPIMs,[196,682] but mostly started from 

peptide- or ligand-bound structures. In contrast, I identified NHR2 inhibitors based on the 

essential structural motif as present in the NHR2 tetramer (Figure 26).[63] The hot spots D533, 

E536, and W540 were chosen as the most suitable template motif for a VS for the following 

reasons: these hot spots cover one face of each α-helix of an NHR2 dimer, project side chains 

in sequence positions i, i+3, and i+7 just as known α-helix mimetics,[240,683,684] are clustered 

   
Figure 26. Essential structural motif in the NHR2 interface. Left: Five hot spots on one dimer[400] (cyan sticks) 
bind to the targeted NHR2 dimer (surface; PDB code: 1WQ6[63]). Hot spots on the targeted PPIface are 
highlighted (orange). Hot spot D533 extends into the deepest pocket (transparent blue; identified by 
PocketAnalyzer[650]). Right: The polar (yellow) and hydrophobic interactions of three hot spots form the template 
motif used for VS (D533, E536, and W540) at the targeted NHR2 interface (cartoon). All five hot spots (cyan 
sticks), important residues on the targeted NHR2 interface (grey sticks, italic labels with grey background), and 
two water molecules mediating interactions between D533 and the targeted NHR2 interface are highlighted. 
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sufficiently close to allow mimicry by PPIMs (Pub. I), and extend into the deepest interface 

pocket (D533). The mix of charged/acceptor (D533, E536) and aromatic/donor (W540) 

interactions should lead to PPIMs with lower hydrophobicity than common α-helix mimetic 

scaffolds[239,240,683] and higher specificity than provided by purely hydrophobic interactions. 

Based on this template motif, I suggested the α-helical 18mer peptide P1 as an NHR2 

inhibitor. P1 was derived from the NHR2 domain (Figure 1 in Pub. IV) and comprises the 

template motif. Convincingly, chemical cross-linking experiments revealed that P1 inhibits 

the NHR2 tetramerization with IC50 ≈ 250 μM (Figure 2 in Pub. IV). This moderate IC50 

reflects the competition of P1 against the strong tendency of NHR2 dimers to self-

associate.[400] Still, P1 provided the first proof-of-principle that the NHR2 tetramerization can 

be inhibited by a molecule significantly smaller than the NHR2 domain itself. Replacing the 

hot spots in P1 by alanines abolished the inhibitory effect, confirming the hot spots´ 

importance. Thus, I used the known location and orientation of these hot spots´ side chains as 

present in the NHR2 crystal structure for a VS of PPIMs that mimic the hot spot interactions. 

To this end, I designed three queries (Figure 27) containing (I) the carboxylic and indole 

functional groups of D533, E536, and W540, (II) the functional groups from (I) decorated on 

a terpyridine α-helix mimetic scaffold[684] that overlaps with the helix that should be replaced, 

or (III) the functional groups from (I) plus custom repulsive Gaussian potentials centered on 

adjacent target atoms (≤ 4 Å distance). These repulsive Gaussian potentials were implemented 

as a modification of the color force field to penalize molecules that clashed with the PPIface. 

With these queries, I searched the refined purchasable subset of the ZINC 11 data base[669] 

(≈ 6 × 106 molecules) using ROCS[515] (Chapter 1.5.2). ROCS superimposes pre-

 
Figure 27. The three ROCS queries. Query I (left), query II (center), and query III (right) are explained in the 
main text. The used ROCS colors are highlighted as follows: donor (blue mesh), acceptor (red meshes), anionic 
(red spheres), ring (green spheres), repulsive Gaussian potentials (golden spheres). The functional groups of the 
template motif and the terphenyl scaffold (cyan sticks) are enclosed by a shape volume (grey surface mesh). The 
targeted NHR2 interface is depicted for clarity (transparent surface) and is not part of any ROCS query. 
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generated[515] conformers based on the spatial overlap of molecular shape and pharmacophoric 

color features. The ZINC data base was refined by selecting drug-like (OpenEye default 

filter[515]), non-positively charged, purchasable ZINC entries with a MW ≤ 650 Da. That way, 

I accounted for the twofold negative charge and large stretch (14–16 Å) of the template motif. 

To also account for conformational variability, I performed two ROCS searches for each 

query (I-III) that used the different hot spot configurations (RMSD = 0.3 Å) on either end of 

the NHR2 dimer (Figure 29). To favor compounds that mimicked the hot spots´ functional 

groups, I re-ranked all ROCS poses by their color overlap. For each query, I combined the top 

scoring ZINC entries obtained for both hot spot configurations and removed duplicates. 

The resulting ROCS poses vividly illustrate the overlap of each ZINC entry and the hot 

spots´ functional groups (Figure 28). We assessed the 1000 top-scoring ROCS poses for each 

query visually with respect to interaction complementarity, steric overlap with the PPIface as 

well as the competing α-helix, conformational strain, and structural diversity. That way, we 

selected 80 compounds (Table S1 in Pub. IV) for experimental testing.[a] 

ELISA and ABCD assays[b] revealed seven compounds with consistent and selective 

inhibition in both assays (Table S2 in Pub. IV) and activities comparable to P1 (42.8% 

inhibition at c = 500 μM and IC50 = 390 ± 30 μM by ELISA). The most promising molecule 

7.18 (Figure 29) exhibited an NHR2 inhibition of 80.3% (c = 1 mM) in the ABCD assay and 

of 47.7% (c = 2 mM) in the ELISA assay but was inactive in cells. The PPIMs´ selectivity for 

NHR2 was demonstrated by a reduced inhibition when the NHR2 domain of the reporter 

construct was replaced with the BCR tetramerization domain (Figure S2 of Pub. IV). This 

finding also demonstrated that the NHR2 inhibition was not caused by non-specific binding. 

 
Figure 28. Exemplary ROCS poses of the most active inhibitors. ROCS poses of 7.18 generated with query III 
(left), of 7.44 generated with query I (center), and of 7.44 generated with query III (right). 

[a] All non-computational experiments of Publication IV were performed by Julia Schanda, Christian 
Wichmann, and Manuel Grez at the INSTITUTE FOR BIOMEDICAL RESEARCH GEORG-SPEYER-HAUS (Frankfurt). 
Experimental results are presented in Figure 2, Figure 3, and the Supplementary Information of Publication IV. 
[b] ELISA: enzyme-linked immunosorbent assay; ABCD assay: avidin biotin complex DNA assay 
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By a fingerprint-based similarity search,[685] I identified 7.44, a structural analog of 7.18 

(Figure 29). The improved activity of 7.44 (IC50 = 630 ± 24 μM by ELISA) was only 1.6-fold 

lower than that of P1. Notably, Hill coefficients of 7.44 and P1 of 1.8 and 1.9 show that only 

after binding a first PPIM, the second, equivalent binding site on the NHR2 dimer becomes 

accessible more easily. This cooperative effect is in accord with a mathematical model of the 

NHR2 equilibrium (Chapter 9.1). In addition, 7.44 selectively reduced the viability of RE-

dependent human SKNO-1 cells (EC50 < 10 μM) in agreement with the cellular effect caused 

by expressing an inhibitory NHR2-containing protein construct.[402] Negative controls with an 

in vitro inactive molecule or of RE-independent U937 cells with 7.44 showed no such effects. 

Structurally, 7.18 contains a central 4-oxobutanoic acid scaffold substituted by a 4-(1,3-

benzodioxolyl) and a 2-(3,4,5-trimethoxy-benzyl) moiety (Figure 29). The ROCS poses show 

(Figure 28) that the carboxylate group of 7.18 mimics that of E536, while the benzodioxolyl 

and trimethoxybenzyl groups of 7.18 mimic the indole of W540 and the carboxylate of D533, 

respectively. The similar ROCS pose of 7.44 clashed less with the PPIface, thus explaining its 

improved activity. Moreover, replacing the trimethoxybenzyl of 7.18 by the shorter, more 

compact, and less flexible second benzodioxolyl of 7.44 is entropically favorable. Finally, 

ROCS suggested preferred binding of the 2S stereoisomers of 7.18 and 7.44 and an additional 

reversed binding mode for 7.44. Crystal structures[225,686] and data from the SwissBioisostere 

data base[687] confirmed that carboxylate and indole can be mimicked by 1,3-benzodioxoles. 

The predicted binding modes of 7.18 and 7.44 are good starting points for lead 

optimization. This is because of the simple chemical structures of 7.18 and 7.44, their low 

MW (MW7.18 = 415 Da; MW7.44 = 341 Da), and a ligand efficiency on a par with PPIMs 

employed in the clinics[1,28] (LE7.44 = −0.18 kcal mol−1 related to IC50). 

 
Figure 29. The most potent NHR2 inhibitors 7.18 and 7.44 aim at the two equivalent binding regions in the 
PPIface between two NHR2 dimers. 
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Finally, I discussed possible alternative mechanisms that can explain the effects of our 

PPIMs. Kaould et al. excluded unspecific effects of 7.44 due to aggregation or redox cycling 

but showed that 7.44 inhibits JNK and affects the JNK-pathway in cells.[541] This may explain 

why 7.44 affected RE-dependent SKNO-1 cells with an EC50 that was lower than the IC50 of 

the in vitro inhibition of NHR2. In turn, I suggested that NHR2 inhibition may prevent the 

RE-mediated activation of the JNK-pathway,[688,689] as suggested by the absence of c-Jun up-

regulation by RE with hot spot alanine mutations.[400] Although 7.44 is similar to (epi)podo-

phyllotoxins, non-intercalating inhibitors of topoisomerase II[686] and microtubule forma-

tion,[690] the absence of these targets in our in vitro assays contradicts such a mode of action. 

6.2 Conclusions and Significance 

Hot spot and pocket prediction[650] (Pub. II) had previously revealed a structural motif that is 

essential for NHR2 tetramerization from dimers and allowed to validate NHR2 as a target.[400] 

On this basis, I suggested peptide P1 that contained three clustered hot spots and inhibits 

NHR2 tetramerization from dimers. This cluster of hot spots that are located close to the 

largest pocket in the NHR2 PPIface was used as a template motif for the structure-based VS 

of hot spot mimicking NHR2 inhibitors. The major results of my investigations are: 

 Using computational predictions, I identified the first low-molecular NHR2 inhibitors, 
which mimic clustered hot spots in the NHR2 tetramerization interface 

 Seven out of 80 tested compounds selectively inhibited NHR2 tetramerization in vitro 

 Using a fingerprint-based similarity search for analogs of the most potent primary hit 
(7.18), I identified an even more potent NHR2 inhibitor (7.44) that selectively also 
inhibited the proliferation of RE-dependent cells at low micromolar concentration 

In summary, my computational predictions led to the first NHR2 inhibitors. These can be 

used as, or developed into, diagnostic agents or therapeutics for a personalized therapy of 

RE-AML. For this purpose, only 80 molecules that were hand selected from the top ranked 

0.05% of a total of ≈ 6 × 106 molecules had to be tested. Two factors were essential to this 

success. First, we integrated complementary computational predictions and experimental 

validations in every step. Second, we predicted hot spots and pockets to guide the 

identification of PPIMs, a strategy that I had validated in Publication II. 

Most importantly, however, these results demonstrated that my computational strategy 

can identify PPIMs in cases where nothing else than a PPI structure is known. Even for the 

still rather shallow and narrow PPIface of NHR2, specific PPIMs were identified. Hence, this 

strategy can be the first step in any comparable structure-based endeavor to identify PPIMs. 
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7 SUMMARY AND PERSPECTIVES  
In this thesis, I developed and validated a general strategy that uses the prediction of hot spots 

and pockets based on a PPI structure to guide the computational identification of PPIMs. As 

variations of a common theme, docking identified PPIMs that address predicted hot spots 

while ROCS identified PPIMs that mimic them. Using the latter variant, I identified the first 

in vivo active low-molecular inhibitors of the leukemia associated tetramerization of NHR2. 

Recently, I developed a structure- and ligand-based consensus strategy to identify new 

NHR2 inhibitors, i.a. analogs of 7.44. Ranking a large screening library (≥ 105 compounds) 

by this strategy suggested 600 further compounds; preliminary experimental evaluations show 

three low-micro-molar NHR2 inhibitors. Ongoing experiments aim at discovering a potent 

lead and will reveal the efficiency of the ROCS-based VS (Pub. IV). A mid-term goal is to 

resolve inhibitor-bound NHR2 structures to aid SBDD and lead optimization.[691] To improve 

our understanding of the basis of affinity at the NHR2 PPIface, I suggested variants of P1 

based on affinity-maturated NHR2 mutants.[692] Ultimately, NHR2 inhibitors can serve as 

tools to study NHR2-dependent effects and as therapeutics for a personalized therapy of RE-

AML. Already, NHR2 inhibitors are used to study RE-dependent epigenetic regulation.[a] 

With regard to my analysis of teroxazoles (Pub. III), their suggested action as α-helix 

mimetics (Pub. III), in particular as NHR2 inhibitors, remains to be validated experimentally. 

Beyond that, however, similar analyses have already led to the synthesis of 

trispyrimidonamides as another promising new class α-helix mimetics.[693] 

As emphasized throughout this thesis, I presented a general strategy for VS of hot spot 

mimetic PPIMs that can be applied even if only a PPI structure is known (Pubs. II and IV). 

Only recently, this has been backed by analyses of the disease-related homooligomerization 

of human heat shock protein 90 (HSP90). Similar to my studies of IL-2 and NHR2, hot spot 

predictions revealed a druggable site in the HSP90 PPIface. In this case, hot spot predictions 

based on a homology model were later confirmed by similar predictions based on a new 

crystal structure and mutation experiments.[694,695] The implied usability of homology models, 

simplified access to free energy calculations by a new workflow tool,[503] and knowledge-

based scoring functions for predicting PPI hot spots[60] further extended the application area. 

Most importantly, my investigations point out a rational access to understanding PPIs and 

PPIMs on a molecular level, to predict PPIMs, and to efficiently assist experimental 

investigations of a large number of PPI targets that were previously thought undruggable. 
[a] Manuel Grez et al., unpublished results. 
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9 APPENDIX  

9.1 Mathematical Model of NHR2 Equilibrium 

In all experimental assays, we obtained ligand effectivities as IC50 values or relative activities 

at specific concentrations. These values depend on experimental parameters. To estimate the 

dissociation constant of the NHR2/PPIM complex (Klig) I developed a mathematical model of 

the equilibrium of NHR2 and the NHR2-containing complexes (Eq. S1). 

  (Eq. S1) 

All predictions by this model are based on three assumptions: (i) The only relevant 

molecular species are: NHR2 tetramer (T), unbound bivalent NHR2 dimer (D), NHR2 dimer 

bound to a single PPIM (DL), and NHR2 dimer bound to two PPIMs (DLL). (ii) All ligand 

binding sites are independent, i.e. the dissociation constants Klig for the first and second ligand 

binding event are equal. (iii) The experimentally meassured effect in each assay is only 

proportional to the concentration of the NHR2 tetramer ([T]). 

Naturally, the calculated Klig depends on the dissociation constant Ktet of the NHR2 

tetramer. However, Ktet could not be measured experimentally. Due to the stability of the 

NHR2 tetramer T, no dimer D could be detected. A lower limit of Ktet = 2.8 – 4 μM may be 

defined by measurements of the self-association of an NHR2 peptide[696] lacking all hot spots 

but W502.[400] However, I expect a much higher affinity for native NHR2 with Ktet in the 

nano- to picomolar range. 

In order to determine Klig as a function of IC50 and Ktet, I set up equations that describe 

the equilibria in Eq. S1. This set of equations was derived by (i) defining the equilibrium 

constants and defining the mass balance equations for (ii) the NHR2 dimer D and (iii) the 

PPIM L. In the following, I describe how this set of equations was derived. 

For any given concentration, the equilibrium of T and D is described by Ktet (Eq. S2). 

 
][
][ 2

T

D
Ktet =  (Eq. S2) 

In the absence of a PPIM L, the concentration of unbound NHR2 dimer D is [D]0 and the, in 

this case maximal, concentration of NHR2 tetramer T is [T]0; the respective concentrations at 

IC50 are [D]50 and [T]50. The total concentration of NHR2 dimer [D]tot is (Eq. S3): 
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 00 ][][2][ DTD tot +=  (Eq. S3) 

Substituting Eq. S3 into Eq. S2 and subsequent rearrangement leads to Eq. S4. 

 
0

2
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2
][][ 02

0 =−+ tottettet DKDK
D

 (Eq. S4) 

Solving the quadratic Eq. S4 with respect to [D] leads to Eq. S5. The negative solution of 

Eq. S4 has no physical meaning because of [D]0 ≥ 0 and was omitted. 
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 (Eq. S5) 

Substituting Eq. S5 into Eq. S3 and rearrangement leads to Eq. S6, 
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−+

=
 (Eq. S6) 

which allows to calculate the maximal concentration of tetramer [T]0 as a function of Ktet and 

[D]tot. Ktet is constant and [D]tot is the summed concentration of all NHR2-containing species. 

In the presence of a total PPIM concentration of [L]tot = IC50, the total concentration of 

NHR2 dimer [D]tot is defined by Eq. S7, 

 50505050 ][][][][2][ DLLDLDTD tot +++=  (Eq. S7) 

in which [T]50, [D]50, [DL]50, and [DLL]50 are the concentrations of the respective molecular 

species at a total PPIM concentration of [L]tot = IC50. 

In this case, [T]50 is half of the maximal tetramer concentration [T]0 at [L] = 0 (Eq. S8), 

 2
][][ 0

50
T

T =
 (Eq. S8) 

if one assumes that the experimentally meassured effect is proportional to [T]. 

The concentration of the unbound NHR2 dimer [D]50 is obtained by substituting Eq. S8 

into Eq. S2 and rearrangement leading to Eq. S9. The negative solution of the quadratic 

equation has no physical meaning because of [D]50 ≥ 0 and was omitted. 

 2
][

][ 0
50

TK
D tet=

 (Eq. S9) 
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Due to the definition of the dissociation constant of the PPIM-bound complexes Klig, the 

concentrations of the PPIM-bound complexes are given by Eq. S10 and by Eq. S11, 

 ligK

LD
DL 5050

50
][][

2][ =
 (Eq. S10) 

 
2

2
5050

50
][][

][
ligK

LD
DLL =

 (Eq. S11) 

if one assumes that the dissociation constants for both ligand binding events are equal, in 

agreement the remote ligand binding sites and our model (Eq. S1) that depends on the pre-

dissociation of T. [L]50 is the concentration of the unbound PPIM at IC50. The factor of two in 

Eq. S10 is a result of the two equivalen ligand binding sites of the NHR2 dimer. 

Substituting Eq. S10 and Eq. S11 into Eq. S7 and rearrangement leads to Eq. S12. 
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Solving the quadratic Eq. S12 with respect to Klig leads to Eq. S13. The negative solution 

of Eq. S12 has no physical meaning because of Klig ≥ 0 and was omitted. 
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According to Eq. S8 and Eq. S9 the terms [D]50 and [T]50 in Eq. S12 are constants for 

given [T]0 and Ktet. Thus, Eq. S12 is a function of [L]50, which remains to be defined. 

For [L]tot = IC50, the total concentration of PPIM [L]tot is defined by Eq. S14. 

 50505050 ][2][][][ DLLDLLICL tot ++==  (Eq. S14) 

Substituting Eq. S10 and Eq. S11 into Eq. S14 and rearrangement leads to Eq. S15. 
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 (Eq. S15) 



 APPENDIX 55 

 

Solving the quadratic Eq. S15 with respect to [L]50 leads to Eq. S16. The negative 

solution of Eq. S15 has no physical meaning because of [L]50 ≥ 0 and was omitted. 
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According to Eq. S9, [D]50 in Eq. S16 is constant for given [T]0. 

Finally, solving the system of Eq. 13 and Eq. 16 allows calculating Klig. for given [D]tot, 

Ktet, and IC50. For this purpose, [D]tot is the total concentration of NHR2 dimer in the assay. In 

this case [D]50 and [T]50 are constants calculated by Eq. S8 and Eq. S9, respectively. Of 

course Klig can also be calculated for any relative activitiy of a PPIM at a specific 

concentration in an analogous manner. 

An estimated Ktet = 1 nM and measured IC50 = 630 mM or IC50 = 390 mM for 7.44 or P1 

at [D]tot = 95.9 nM for the NHR2 dimer in the ELISA leads to Klig(7.44) = 274 μM or 

Klig(P1) = 170 μM. At these conditions, the equilibrium model leads to dose-response curves 

(Figure S1) with Hill coefficients of 2.0 for both cases. This demonstrates the ermergent 

cooperativity caused by the two equivalent binding sites in the NHR2 PPIface and is in good 

agreement with the experimentally determined Hill coefficients of 1.8 for 7.44 and of 1.9 for 

P1 (Pub. IV).[4] 

 
Figure S1. Dose-response curves of 7.44 (■) and P1 (▲) according to the equilibrium model. The relative 
concentration of NHR2 ([T]rel) is assumed proportional to the assay signal. Conditions described in main text. 
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9.2 Interactions of RE Domains 

Different RE domains interact with regulatory DNA (such as RUNX and PU.1 

promoters),[110,413] p53,[414] PKA,[415,416] and recruit nuclear proteins,[410,417-419] such as E 

proteins (i.a. HEB and E2A),[76,420,421] the vitamin D3 receptor,[422] the apoptosis-related 

protein SON,[423] DNA methyltransferases,[63,424,425] ubiquitin-ligases,[426] protein arginine 

methyltransferases,[427,428] histone deacetylases (such as HDAC1),[429,430] and nuclear co-

repressors (such as N-CoR, SMRT, mSIN3A, and MTGR1).[400,431-436] The trans-activation 

domain of RUNX1[437] that binds histone acetyltransferases (such as p300, CBP, and 

P/CAF)[427,438,439] is missing in RE,[418] but p300 may still bind via NHR1.[438,440] 

9.3 Figure Generation 

All 3D representations of molecules were generated with PyMOL[697] with the following 

exceptions. Figure 16 and Figure 24 (right) were generated with VMD.[698] Figure 17 was 

generated with vROCS.[515] 

All 2D data plots were generated with gnuplot.[699] 

Figure 2 was generated with Gephi v0.8.2.[700] 

Figure 5 was adapted from a design by Christopher Pfleger. 

[a] PKA: protein kinase A; HEB: HeLa E-box binding protein; SON: SON DNA-binding protein; 
HDAC1: histone deacetylases 1; N-CoR: nuclear receptor co-repressor; SMRT: silencing mediator for retinoid 
or thyroid-hormone receptors; mSIN3A: mammalian suppressor interacting 3 homolog A of transcriptional 
repressor Sin3; MTGR1: myeloid translocation gene-related 1; CBP: CREB (cAMP response element-binding 
protein)-binding protein; P/CAF: p300/CBP-associated factor; CBFβ: core-binding factor subunit β; 
SMMHC: smooth muscle myosin heavy chain 
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Modulating Protein-Protein Interactions: From Structural Determinants of Binding 
to Druggability Prediction to Application 
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Abstract: During the last decades, a large amount of evidence has been gathered on the importance of protein-protein interactions in tun-
ing and regulating most important biological processes. Since many of these pathways are deeply involved in diseases, extensive research 
efforts have been undertaken towards the modulation of protein-protein interactions. At the early stage of this challenge most of the atten-
tion was drawn to the drawbacks of such a therapeutic approach. Encouragingly, however, several recent studies provided a proof of con-
cept that protein-protein interactions are actually valuable targets and that they do have a promising therapeutic potential. 

This review is divided into three sections. In the first section we summarize the general features of protein-protein interfaces, focusing on 
the characteristics that make them different from classical protein-ligand binding sites, as well as on problematic aspects that hamper the 
application of classical drug discovery approaches. In the second section, we present how some of the characteristics of protein-protein 
interactions can be exploited fruitfully in drug design, hence focusing on the druggability of protein-protein interfaces. Methods success-
fully applied to protein-protein interactions will be introduced, giving special attention to the computational ones. In the third section, 
three case studies are presented. First, we describe protein-protein interaction modulators targeting HDM2 and the computational meth-
ods applied to identify them. Next, we present the retrospective application of the discussed approaches on the well-examined target IL-2. 
We conclude with a prospective application to the NHR2 protein, a target just recently validated experimentally with the aid of computa-
tional methods. 

Keywords: Alanine scanning, binding pocket detection, druggability, DrugScore, high throughput screening, hot spots, IL-2, MM-GBSA, 
NHR2, virtual screening. 

INTRODUCTION 
 Recently, multiprotein complexes have become attractive tar-
gets for drug discovery [1, 2] due to the essential role of non-
covalent association of proteins in the communication of cell com-
ponents [3]. This is highlighted by the importance of these systems 
in signaling [4-7] and the regulation of, e.g., cellular growth [1] and 
apoptosis [8, 9]. It does not come as a surprise then that protein-
protein interactions (PPIs) are involved in many diseases, such as 
cancer, neurodegenerative diseases [10], and viral and bacterial 
infections [11]. For this reason, interfering with PPIs has a great 
therapeutic potential, providing attractive opportunities for pharma-
cological intervention [3, 11-14]. However, modulating PPIs is a 
daunting task. First, in contrast to “classical” targets such as en-
zymes or receptors, much less experience has been gained so far 
due to the novelty of many protein-protein targets. Second, the 
intrinsic complexity of PPIs requires innovative methodological 
approaches. Encouragingly, extensive investigations have proved 
the general feasibility of interfering with PPIs as a valuable ap-
proach for treating a number of diseases [3, 11-15]. Here, the most 
important goal is to identify small molecules protein-protein inter-
action modulators (PPIMs) that efficiently and selectively affect 
processes involving protein-protein binding. These successes have 
benefited from remarkable steps towards an understanding of PPI 
properties, the determinants of binding to protein-protein interfaces, 
as well as the implications of modulating PPIs for biological sys-
tems. This knowledge originates from an interdisciplinary ap-
proach, including the fields of structural biology, biochemistry, 
genomics, medicinal chemistry, and computational chemistry. 
 In this review, first, we present those characteristics of PPIs that 
are important for molecular recognition with a special emphasis on 
how to identify the determinants of binding of PPIMs, which  
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Düsseldorf, Germany; Tel: (+49) 211 81-13662, Fax: (+49) 211 81-13847, 
E-mail: gohlke@uni-duesseldorf.de 
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is important from a drug discovery point of view. Second, we focus 
on the question of how to estimate the druggability of protein-
protein interfaces. Finally, we describe case studies that elucidate 
the application of the approaches discussed in the first two parts. 

PROTEIN-PROTEIN INTERACTIONS: FUNCTIONAL AND 
STRUCTURAL ASPECTS 
 “Classical” targets versus PPIs. In the case of protein-ligand 
binding, an enzyme or receptor (hereafter together referred to as 
“receptor”) interacts with a small molecule or a peptide within a 
relatively small and well-defined binding site located in a cavity on 
the receptor surface. When there are no conformational changes on 
the binding site of the receptor, this situation can be described by 
the simplistic “lock-and-key” model already suggested by Emil 
Fischer [16]. According to this model, high affinity and specificity 
are achieved through shape and chemical complementarity, leading 
to a compact and tight fit between the binding partners [17]. When 
trying to interfere with such a system, the most direct and obvious 
approach is to develop small molecules resembling the natural 
ligand, i.e., bearing chemical groups that can be accommodated by 
and form interactions with the binding site of the receptor. Espe-
cially for enzyme targets, it is possible to identify protein families 
that share the same biological function [14]. Usually, members of 
the same protein family have common interaction mechanisms and 
binding pocket architectures. This allows exploiting information 
gained on one enzyme when trying to identify small-molecule 
ligands for other targets of the same family [18-22]. As discussed in 
the following, PPI targets are intrinsically different from “classical” 
targets, such as enzymes and G protein-coupled receptors. This 
makes it difficult to target protein-protein interfaces by approaches 
established for classical targets.
 Surface size and shape of PPIs. Structural characteristics pro-
vide the biggest challenge when aiming at modulating PPIs. First, 
on a global level, protein-protein interfaces are generally much 
larger than binding site regions of classical targets. In fact, ligand-
receptor contact areas are typically about 300 to 1000 Å2 in 
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size [23-25], while protein-protein contact areas can range from 
~1500 to 3000 Å2 or even be larger [26, 27]. Second, protein-
protein interfaces are often shallow and lack deep grooves or inden-
tations (Fig. 1a) that are usually present in classical targets (Fig. 
1b). Third, interactions between protein binding partners often oc-
cur through several, not necessarily sequentially connected spots, 
thus leading to a discontinuous epitope. All of the above make iden-
tification of a spatially defined region within the interface that is 
responsible for binding a difficult task. Encouragingly, counterex-
amples have been presented that benefited from a deep knowledge 
of the respective protein-protein interface [11]. Finally, proteins are 
usually promiscuous molecules [28, 29] that are able to bind more 
than one binding partner, possibly even at the same site. While this 
allows proteins to take part in intricate interaction networks, it in-
creases the level of difficulty for finding a small molecule that 
modulates a specific protein-protein interaction only. 
 Specificity and complementarity. Cells are crowded environ-
ments and, hence, potentially all molecules populating the same 
cellular compartment can contact each other [30, 31]. Accordingly, 
it is especially important for proteins that essential interactions 
maintain a high degree of specificity and occur only when needed, 
limiting the myriad of possible contacts [30, 32]. Thus, identifying 
the determinants of binding at protein-protein interfaces is an im-
portant goal in molecular biology with high relevance also in re-
lated fields, notably in pharmacology, genomics, and biological 
chemistry. Although no common strategy can be devised to achieve 
binding affinity and specificity in PPIs, one can nevertheless iden-
tify some mechanisms that occur preferentially in PPIs. First, pro-
teins are marginally stable molecules [33] forming an ensemble of 
conformational states, each of which could potentially interact with 
a binding partner [31]. These conformational changes can result in 
the formation of cavities in the interfaces that could not be detected 
by visual inspection of the static representation of a crystal struc-
ture [34, 35]. That way, proteins can exhibit grooves that allow for 
molecular recognition and binding [36]. Therefore, it is worth in-
vestigating conformational ensembles in solution by analyzing the 
dynamics of the protein of interest in detail. Several tools can assist 
in this task, among them NMR and scattering techniques [37, 38] 
for determining protein structures in solution and molecular dynam-
ics (MD) simulations for exploring the dynamic behavior of the 
system by computational means [34, 39-45]. The importance of 
accounting for receptor flexibility to identify adequate receptor 
conformations complementary to a PPIM is demonstrated in a study 
by Isvoran et al. [46] combining both experimental and computa-
tional approaches. Here, docking into multiple crystallographic and 
NMR receptor structures in connection with complex relaxation and 
rescoring identified binding poses of a terphenyl PPIM with 
calmodulin and human centrin 2 that are considerably closer to the 
native one than those from docking into individual, non-relaxed, 
and non-complementary structures. 
 Nussinov et al. pointed out that in protein-protein interfaces 
unfilled pockets and complemented pockets can be distin-
guished [47]. Unfilled pockets are present both before and after 
protein-protein association. They are not crucial for complex forma-
tion, but are important for the overall flexibility. In contrast, com-
plemented pockets are detectable at the interface before binding, 
but disappear after association. These pockets are then filled by the 
binding partner, being responsible for tight and highly complemen-
tary binding of the proteins involved. The same authors also dem-
onstrated that pre-existing pockets do not undergo significant rear-
rangement after binding. This means that complemented pockets 
offer a favorable setting for binding interactions. Interestingly, they 
also found that there is a weak correlation between the conservation 
of residues and their frequency of occurrence in complemented 
pockets [47]. Such residues are often also hot spots because of their 
enlarged contact area and the exclusion from solvent [47, 48]. Con-
versely, this implies that it should be possible to identify hot spots 

and, hence, complemented pockets through the identification of 
conserved amino acids [49]. 
 Hot spots. A fundamental characteristic of protein-protein in-
terfaces is their energetic non-homogeneity [50]. Evidence from 
alanine scanning experiments shows that the binding energy is not 
equally distributed among all amino acids participating in the inter-
action [51-54]. Within the large surfaces involved in the interaction, 
generally some patches suffice for complex formation, the so-called 
hot regions [55]. These often have a conserved residue composition 
for binding similar proteins but can also differ in composition for 
promiscuous binding by the same interface [56]. Furthermore, only 
some of the residues belonging to these regions account for most of 
the binding energy. These amino acids are called hot spots if, by 
definition, a mutation to alanine leads to a change in the binding 
free energy of � 2 kcal mol-1 [57]. Hot spot amino acids on one face 
of the complex are usually located in correspondence to hot spots 
on the other face, forming interactions that lead to complex stabili-
zation [29]. Within the hot regions, there is a very tight geometric 
and energetic complementarity between the binding partners. Thus, 
bulky side chains on one protein are accommodated in indentations 
on the other protein, hydrophobic groups on one protein form close 
contacts with hydrophobic groups on the other protein, and polar 
residues establish hydrogen bonds or salt bridges between the two 
proteins. Rajamani et al. showed that anchor residues, which are 
highly buried, preordered in the unbound state, (structurally) con-
served, and often energetic hot spots of PPIs, are present in many 
protein-protein interfaces and can possibly be exploited as starting 
points for PPIM development [58]. Similarly, Yogurtcu et al. found 
that hot spots are more rigid than the surrounding interface in MD 
simulations [59]. Hot spots within one hot region work together in a 
cooperative fashion, thereby stabilizing the complex [31, 55, 60]. In 
contrast, energetic contributions from different patches are addi-
tive [61-63], suggesting that hot regions are independent from each 
other. As a consequence, protein-protein interfaces appear to have a 
hierarchical and modular architecture being formed by separate 
patches, within which each hot spot amino acid strongly depends on 
the other close-by amino acids for an efficient interaction [31]. 
Interestingly, hot spots are among the most conserved residues [47, 
48, 64, 65]. This relation has also been proposed to be a way to 
distinguish between binding interfaces and otherwise exposed pro-
tein surfaces [48]. This hypothesis is strengthened by the observa-
tion that no residue conservation was found within solvent exposed 
surfaces [48]. Overall, this highlights the importance of hot spots 
for protein-protein complex formation and explains why evolution-
ary changes rarely lead to a significant modification in hot spot 
composition [64].  
 Although the leading role in driving the interaction between 
protein binding partners relies on hot spots, the surroundings amino 
acids are also important. According to the O-ring theory [51], sur-
rounding residues have the function to protect hot spots from sol-
vent molecules, favoring hydrophilic or even hydrophobic interac-
tions that would be otherwise disturbed by the presence of water. A 
high degree of complementarity between the binding partners is 
sometimes also achieved through water mediated interactions [66-
68]. Such structural water molecules are particularly important in 
regulating hydrogen bond networks within the interface: I) by 
bridging interactions between the binding partners or II) by favor-
ing the formation of a dry core in the interface that maximizes the 
interactions between hot spots surrounded by a rim of amino acids 
and water molecules [24].
 Interaction types and amino acid composition. Given that 
protein-protein interfaces have considerable areas of hydrophobic 
residues, resembling cores of globular proteins [69], it has been 
suggested that the hydrophobic effect is the driving force leading to 
protein-protein association [70-72]. However, a careful analysis 
shows a situation similar to protein folding: the hydrophobic effect 
is a leading force but the proteins do not necessarily adopt a con-  
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formation with optimally buried non-polar surface area [73-76]. 
This hints at further mechanisms being involved. In fact, even 
though hydrophobicity is important in this context, the role of elec-
trostatic interactions cannot be neglected [77-80]. In fact, the hy-
drophobicity of protein-protein interfaces is usually intermediate 
between the one found for a protein core and a solvent exposed 
protein surface. The amino acid composition in the hot spots, which 
has been shown to be non-random [81], reflects this situation. In 
fact, it has been observed that hot spots are enriched in tryptophan, 
tyrosine, arginine, and, to a lesser extent, isoleucine [50], whereas 
leucine, serine, threonine, and valine were found slightly de-
pleted [48, 51]. One could argue that large side chains just contrib-
ute more, but functional considerations prevail. In particular, tyro-
sine and tryptophan allow establishing stacking and hydrophobic 

interactions owing to their aromatic, non-polar side chains, but at 
the same time offer the possibility to create hydrogen bonds due to 
the phenolic OH group and the indolic nitrogen. On the contrary, 
arginine, being a polar amino acid bearing a charged guanidinium 
group, is mostly involved in hydrogen bonds and salt bridges across 
the interface although the electron delocalization of the guanidi-
nium �-system also confers a pseudo-aromatic character [51]. This 
dual side chain behavior exemplifies the two-faced chemical nature 
of protein-protein interfaces. As a word of caution, even though the 
mentioned residues are the most frequent ones in PPIs, this knowl-
edge should neither lead to neglecting the importance of other 
amino acids for binding nor to uncritically considering these resi-
dues hot spots just because of their occurrence in an interface. 

Fig. (1). Druggable binding sites at protein-protein interfaces. (a) Protein-protein interfaces usually lack deep pockets in the unbound state, as depicted for 
unbound IL-2 (left panel, PDB code: 1m47). Still, surface flexibility can allow for the formation of druggable pockets, as depicted for a PPIM-bound confor-
mation of IL-2 (right panel, PDB code: 1py2). (b) In contrast classical targets have narrow and deep binding pockets, as depicted for carbonic anhydrase in 
complex with an inhibitor (PDB code: 3p25). The surface coloring in (a) and (b) highlights polar (blue) and non-polar (beige) atoms; Zn2+ highlighted in pur-
ple. (c) Strategy for PPIM identification on protein-protein interfaces. Surface coloring of hot spots (red) on a linear color scale as calculated by per-residue 
free energy decomposition; pocket volume depicted as blue surface. (d) Hot spots (W498, W502, D533, E536, and W540) in the dimer/dimer interface of 
NHR2 (PDB code: 1wq6) calculated by per-residue MM-PBSA free energy decomposition. The dotted line represents the border between the two antiparallel 
�-helices C1 and C2. (e) Potentially druggable pocket in the dimer/dimer interface of NHR2. The blue dots mark the location of the largest indentation in the 
binding epitope. Intermolecular contacts involving (f) hot spots W540, D533, and E536 on helix C2 as well as (g) hot spots W502 and W498 on helix C1. 
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DRUGGABILITY OF PROTEIN-PROTEIN INTERACTIONS 
 PPIs are far from being widely exploited targets in drug devel-
opment. Even though there are some examples of marketed small-
molecule drugs acting on PPIs [3, 82-86] and some further mole-
cules are in advanced clinical trials (Fig. 2) [1, 87-92], PPIs are 
usually considered high risk targets by pharmaceutical compa-
nies [2, 93]. This is for two reasons: First, initial attempts to iden-
tify PPIMs by high-throughput screening (HTS) were mostly un-
successful, particularly when using chemical libraries designed for 
traditional targets [11]. Second, the wideness of protein-protein 
interfaces, the lack of defined binding pockets, and the stability of 
PPIs led to PPIs being considered difficult to target if not undrug-
gable [93, 94]. Also due to this overgeneralization, there is still a 
large gap between the knowledge gathered on these systems [1, 3, 
12-14] and its actual use in the development of therapeutics. Yet, 
some prominent counterexamples, such as the well-studied systems 
p53/MDM2 [11, 14] and Bcl-xL/Bac [11], have contributed signifi-
cantly to expose the myth depicting PPIs as undruggable 
systems [29, 94]. 
 A big challenge associated with PPIs is the high degree of di-
versity in terms of the molecular recognition properties encoun-
tered. Each interface is unique, bearing its own particular character-
istics and, thus, requiring a specifically tailored approach. In fact, 
binding sites at protein-protein interfaces are often not well con-
served, which is different from enzymes that bind the same type of 
substrate and, therefore, share many common features in the bind-
ing regions if they belong to the same family [14]. Nevertheless, as 
the amount of structural data of bound PPIMs increases approaches 
that exploit PPIM binding information from homologues [95] will 
become increasingly applicable. Furthermore, there are differences 
between protein-protein interfaces and the non-interacting surface 
of a protein that allow the sequence- and structure-based prediction 
of residues in the interface and an enrichment of hot spots, which 
often stand out in such analyses [53, 96-100]. 
 For establishing the suitability of a protein-protein interface as a 
target for drug discovery, first, one needs to define what is meant 
by “druggability” in this context. In the straightforward definition 
of Egner and Hillig, druggability can be considered as the likeli-
hood of finding a selective, low molecular weight molecule that 
binds with high affinity to the target [101]. But what are the charac-
teristics of a PPI that allow targeting the interface? Due to the in-
herent complexity of the issue, it seems impossible to answer this 
question unambiguously. Aside from the particular characteristics 
of protein-protein interfaces, as presented earlier, it is important to 
consider that druggability is not an absolute property of a target 
molecule such as chemical class, molecular weight, or logP, but 
always refers to a specific application. Accordingly, authors have 
provided different concepts for assessing druggability both qualita-
tively and quantitatively [14, 23, 101-106]. Utilizing computational 
techniques to assess a target’s druggability is appealing. An impor-
tant reason for this is that it should permit to cut down research 
costs relating to experimental investigations that otherwise must be 
carried out in a more extensive fashion. However, despite large 
research efforts, initial progress is only emerging in this field [107]. 
 Even though a unified approach to unarguably establish the 
druggability for a certain PPI is not available yet, there are some 
general considerations valid for all PPIs, which can be used for a 
preliminary assessment. An interesting approach to select protein-
protein interfaces suitable for drug discovery is the decision tree 
proposed by Chene [14]. The author showed that considerations on 
the physicochemical properties of an interface allow assessing 
whether a PPI could be a suitable target for the design of modula-
tors. A first point concerns the natural binding state of the protein of 
interest, i.e., whether it falls within the obligate or non-obligate
class of protein-protein complexes. In the former class, the mono-
mers involved do not exist in the non-associated form in the cell, 
while in the latter class the protein binding partners can be bound or 

dissociated at different times or conditions. Consequently, targeting 
a permanent PPI should be much harder than a transient one. Other 
important factors to be considered are the availability of structural 
information, the presence of cavities, the degree of interface hydro-
phobicity, and the size and complementarity of the interface. In an 
ideal case, there is a detailed characterization of the PPI by struc-
tural studies that clarifies the determinants of binding. Next, there 
should be cavities on the surface with appropriate sizes to accom-
modate PPIMs and to allow specific targeting. In addition, the 
overall hydrophobic character of the interface should be intermedi-
ate, permitting to develop molecules with an adequate trade-off 
between optimal binding and favorable pharmacokinetic properties. 
 Another important factor influencing the druggability of PPIs is 
the presence of helices at the interface. With �-helices being the 
most frequently occurring type of secondary structure both in the 
protein core and in exposed regions [108, 109], helices located on 
accessible surfaces are often responsible for molecular recognition. 
Along these lines, a survey on the Protein Data Bank [110] by 
Arora et al. revealed that 62% of the protein-protein complexes 
present in the database have helical interfaces [105, 106]. Further-
more, the authors divided these interfaces into three categories ac-
cording to the helical character: I) receptors containing a cleft for 
helix binding, where a minimum of two close amino acids contrib-
ute importantly to the interaction (as in the p53/MDM2 
complex [11, 14, 111]); II) extended interfaces where strong bind-
ing is achieved through multiple contacts between two- to five-turn 
helices and a higher number of residues; III) proteins featuring both 
of the described characteristics and showing quite weak interac-
tions [106, 108]. From a drug discovery point of view, it appears 
obvious that complexes belonging to the first category offer better 
chances for developing PPIMs than complexes falling in the second 
and third categories. In addition, knowledge about how amino acids 
are arranged within interfacial helices can guide the design of 
�-helix mimetics with different chemical scaffolds [108]. This may 
be a first step in the development of PPIMs. 
 Any analysis of a protein-protein interface should take these 
aspects into account in order to assess the druggability of the sys-
tem. In addition, (computer-aided) binding pocket and hot spot 
detection have a great impact for characterizing the PPI and assess-
ing the druggability of a protein-protein interface. These methods
will therefore be presented in the following. 

BINDING POCKET DETECTION 
 Identifying binding pockets in protein-protein interfaces.
Identifying binding pockets is often the first step in assessing target 
druggability and has important implications for docking and struc-
ture-based drug design [102, 112]. In fact, when the goal is to de-
velop a PPIM with drug-like characteristics (e.g., as compliant as 
possible with Lipinski’s rules [113]) it is necessary to figure out 
where such a molecule can efficiently bind to the target interface. In 
an ideal situation, knowledge on experimentally validated binding 
sites is available from the literatures but this is not always the case. 
Additionally, proteins are usually part of complex interaction net-
works [114] such that multiple binding interfaces can be 
present [112], which may even be interlinked allosterically. There-
fore, the choice of the correct target site is affecting the entire drug 
discovery pipeline, and caution should be taken in identifying and 
evaluating this site. 
 Binding is a complex event arising from several factors of 
which shape and physicochemical complementarity are of major 
importance [112]. Accordingly, binding pocket detection algo-
rithms have been developed that can be sub-divided into two major 
classes [36], geometry-based [115-122] and energy-based ones 
[123-130]. Methods using structure and sequence comparison [131-
135] or techniques taking into account the dynamics of protein 
structures [34, 35, 107, 136-139] have been reported less fre-
quently. Several authors reviewed the available methods [36, 107,  
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112, 140], especially those applied to the identification of protein-
ligand binding sites in classical targets. In this review, we focus on 
methods applied to detect binding pockets at protein-protein inter-
faces. 
 Pocket detection algorithms applicable to classical targets might 
not be readily applicable to protein-protein interfaces due to the size 
and flatness of the latter. Fuller et al. compared protein-ligand and 
protein-protein binding interfaces with Q-SiteFinder [93, 125]. Q-
SiteFinder scans the protein surface with hydrophobic probes, clus-
ters positions of favorable interaction energy, and ranks these clus-
ters by their accumulated interaction energy to identify the most 
important binding sites. This procedure confirmed that classical 
targets exhibit larger pocket volumes than pockets located in pro-
tein-protein interfaces. Thus, inhibitors of classical targets tend to 
target a single high-volume pocket, while PPI inhibitors target mul-
tiple smaller pockets [93, 125]. The immediate consequence is that 
the identification of binding sites in a protein-protein interface 
solely based on geometrical considerations is challenging [34]. Q-
SiteFinder could also successfully identify the actual PPIM binding 
pocket in the unbound conformation of PPIM targets [93]. Even 
when employing a rather stringent scheme to assess the accuracy of 
found pockets, penalizing overly large pockets reaching beyond the 
ligand, Q-SiteFinder was able to find the correct binding pocket in 
the top three predicted sites for 90% of the investigated 
proteins [125]. As an alternative, PocketFinder defines pockets 
enveloping grid points with attractive Lennard–Jones poten-
tial [130]. With PocketFinder, from 5,616 ligand bound pockets 
95% were detected successfully with comparable results for apo
structures; likewise, pockets involved in PPIs were successfully 
detected. Bourgeas et al. compared binding pockets/interfaces of 
PPIMs and the corresponding protein-protein interfaces found in 
the 2P2I database to those of heterodimeric protein-protein com-
plexes without known PPIM and identified discriminating proper-
ties [141, 142]. In addition, the authors classified those protein-
protein interfaces with known PPIMs into two groups, either with a 
single important secondary structure element or a more globular 
domain in the interface, by principal component analysis and clus-
tering with respect to the discriminating physicochemical descrip-
tors of the proteins [141]. The physicochemical properties of 
PPIMs, in comparison to common drugs, were found to be shifted 
towards higher molecular weights, hydrophobicity, and rigidity as 
well as towards an increased occurrence of aromatic moieties [142]. 
 Molecular dynamics simulations for binding pocket detec-
tion. As it is often not possible to identify well-defined binding 
pockets at the interface present in the crystal structure of a protein-
protein complex, it is important to go beyond analyzing the static 
structure of PPIs and take into account protein dynamics [29, 44, 
45]. This yields a more detailed view of the conformational space 
accessible to a protein-protein interface. For example, it was shown 
that nanosecond MD simulation started from an unbound conforma-
tion can sample a bound conformation in many cases [34, 35, 143]. 
Accordingly, Eyrisch and Helms successfully applied a pocket de-
tection protocol that makes use of MD simulation-derived confor-
mations and the PASS (putative active sites with spheres) algo-
rithm [122]. Starting from the crystal structure of unbound Bcl-xL,
IL-2, and MDM2, the authors were able to detect binding pockets 
that would have been missed when just applying any of the avail-
able algorithms to the unbound conformation because of the tran-
sient nature of these pockets [34]. Mimicking the experimental 
multiple solvent crystal structure (MSCS) [144] and NMR solvent 
mapping experiments, cosolvent MD simulations favor the opening 
of hydrophobic binding pockets that would be unfavorable in purely 
aqueous environment. Yang et al. recently demonstrated the feasi-
bility of this approach for Bcl-xL [43]. Miranker and Karplus pre-
sented the multiple copy simultaneous search (MCSS) where thou-
sands of probe molecules are positioned on a protein interface and 
energy minimized to identify favorable binding sites [145] and 

potentially plastic interface regions [146]. MCSS has been applied 
to identify anchor residues in PPIs and to design pepidic Ras/Raf 
inhibitors [147]. Landon et al. applied the CS-MAP computational 
solvent mapping method [148] to a clustered structural ensemble of 
H5N1 avian influenza neuraminidase generated by MD simulation 
to identify novel hot spots while accounting for target flexibility 
[149]. Eyrisch et al. presented a comparative study showing that 
more and larger pockets open in methanol cosolvent MD simula-
tions than when performing conformational sampling based on 
normal mode analysis or by (t)CONCOORD [42]. Coarse-grained 
simulations have been shown to be capable of sampling the bound 
state of proteins starting from an unbound one, too [150, 151]. Ac-
cordingly, the grid-based pocket detection algorithm PocketAnalyz-
erPCA [152] was successfully applied to identify PPIM binding sites 
in ensembles of IL-2 generated by a constrained geometric simula-
tion method; these sites provided an entry point for a subsequent 
virtual screening (see also below) [35]. 
 Machine learning approaches. Machine learning-based and 
empirical scoring functions have been applied as binding site pre-
diction methods for PPIs. These methods make use of the character-
istic differences between binding sites in protein-protein interfaces 
and the remaining protein surface, e.g., with respect to sequence 
conservation, amino-acid occurrence, secondary structure, solvent 
accessibility, and side chain conformational entropy [153]. For a 
description of the numerous tools and web servers available we 
refer to more detailed reviews [53, 153]. Recently, Li et al. used ray 
casting to identify pockets and protrusions in protein surfaces, 
which can be used as a filter for detecting surface shape comple-
mentarity and help speeding up protein-protein docking [154]. Tan 
et al. presented a pocket detection algorithm based on depth [155], 
i.e., the distance of a residue to the solvent, which has been pro-
posed to be superior to using the solvent accessible surface area 
(SASA) for the prediction of shallow binding pockets [156]. 
Ertekin et al. showed that residues near cavities exhibit high fre-
quency vibrations (HFVs) that can be identified using an elastic 
network model [157]. Fragment docking has been presented as a 
valuable tool to identify pockets and evaluate their 
druggability [158]. 
 A characterization of a protein-protein interface that aims at 
identifying potential binding sites for small molecules is definitely 
an important starting point for any drug discovery project targeting 
a PPI. Nevertheless, as already pointed out by Cheng et al., the 
presence of a pocket on the protein surface is “necessary but not 
sufficient” for the development of PPIMs [23], and additional in-
vestigations of the interface are in order.

HOT SPOT DETECTION 
 Spatially clustered hot spots are crucial for the binding of small 
drug-like PPIMs in a large protein-protein interface [11, 50]. Thus, 
methods for the detection of hot spots [96] do not only provide a 
more detailed understanding of the energetic determinants of bind-
ing but yield information that complements the one derived from 
binding pocket detection. Initially, we will briefly introduce ex-
perimental methods for hot spot determination, which is followed 
by a more detailed discussion of computational methods. 
 Experimental hot spot detection. Mutagenesis of interface 
amino acids is the most significant method to detect and validate 
hot spots. Mutating selected or, seldom, all such amino acids to 
alanine is called alanine scanning and yields a finger print of the 
amino acids important for a PPI [54, 159]. A mutation to alanine is 
usually chosen because it has a small neutral side chain devoid of 
polar interactions and does not significantly influence the protein 
backbone as, e.g., glycine would do. Still, even a mutation to 
alanine can potentially introduce larger structural changes in the 
complex or influence the unbound state of a protein such that 
changes in relative binding free energies observed between wild-
type and mutant complex do not necessarily originate from interac-  
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tions lost in the interface [159]. Also, if alanine partially carries 
over interactions of the original amino acid, e.g., in terms of back-
bone interactions or because the original amino acid is similar to 
alanine, the change of affinity upon mutation will be less than the 
total contribution of the original amino acid. Furthermore, alanine 
scanning is very laborious because it requires protein purification 
and analysis. This bottleneck can be alleviated by combinatorial 
alanine scanning using phage display [160, 161] or combinatorial 
solid-supported peptide libraries [162]. Alternatively, methods of 
fragment-based drug design, including covalent tethering [163-
166], co-crystallization [167], SAR by NMR [168, 169], and SOS-
NMR [170], can identify binding fragments of rather low affinity 
and, thereby, probe druggability [171]. Also, solvent mapping by 
MSCS [172] and chemical shift perturbation (CSP) NMR experi-
ments [173, 174] are methods that suggest where organic molecules 
will preferably bind and so have been exploited in data-driven 
docking [107, 175]. All these methods can help identify a smaller, 
druggable, and hot spot-containing sub-region of the interface, even 
if there is no open binding pocket detectable in the unbound state of 
the receptor [176]. Information about experimentally determined 
hot spots are available in several databases [57, 177-181], although 
the coverage is low when compared to the number of PPIs consid-
ered to be interesting drug targets.
 Since experimental methods for detecting hot spots are labori-
ous, there is a high demand for computational prediction methods. 
Methods for performing in silico hot spot detection can be catego-
rized into: in silico alanine scanning, non-perturbing fully atomistic 
approaches, machine learning approaches, and approaches using 
nothing but unbound protein structures. 
 In silico alanine scanning. Among the computational alterna-
tives for hot spot detection that require experimentally determined 
or modeled structures of protein-protein complexes as input, in 
silico alanine scanning [159, 182, 183] is the most straightforward 
analogue of the above described experimental method. Here, a rela-
tive binding (free) energy is calculated for a wild-type complex and 
one with alanine mutants in the interface. Usually, intermolecular 
energy and (de)solvation free energy terms are considered for this, 
sometimes also intramolecular energies and entropic contributions. 
In silico alanine scanning often uses simple physical models or 
empirical (scoring) functions for assessing the energy change [182]. 
Therefore, in silico alanine scanning is usually fast and computa-
tionally modest, allowing a rapid detection of binding determinants. 
As a downside, these methods rely on approximations that often 
reduce their accuracy. FoldX [184] and Robetta [185-187] are 
widely used implementations of this approach. The alanine mutants 
are generated by side chain truncation with subsequent structural 
relaxation of the environment or the whole complex. The energy 
change is determined by an energy function whose terms have been 
parameterized based on experimental data. Kiel et al. performed an 
alanine scanning for Ras/RalGDS and Ras/Raf-RBD complexes and 
found very good correlations (R > 0.95) between experimentally 
measured changes in the free energy of binding and the prediction 
of FoldX [188]. In a similar study on various members of the ubiq-
uitin domain superfold family, experimentally found hot spots 
could be determined by FoldX elucidating the basis of binding 
specificity, even though using homology models as input struc-
tures [189]. Carbonell et al. investigated the distribution of hot 
spots in protein-protein complexes of the non-redundant yeast in-
teractome by FoldX alanine scanning and found that hot spots of 
promiscuous binding are located in independent modules while 
those of specific binding are arranged predominantly in one mod-
ule [190]. Ivanov et al. predicted alanine mutations that disrupt the 
rabies virus phosphoprotein dimerization by FoldX, which agreed 
with results from a yeast two-hybrid assay [191]. Kortemme et al.
correctly identified 79% out of 233 experimentally validated hot 
spots from 19 protein-protein complexes using the Robetta alanine 
scanning method [187]. Jochim et al. applied Robetta to all helix-

mediated PPIs in the PDB and analyzed the distribution of hot spots 
in these helices to propose new PPI targets and assess their drugga-
bility, e.g., by helix mimetics [105, 108]. Donald et al. predicted 
hot spots by Robetta that are located in the interface of the extracel-
lular stalk region of the �3 and the complementary �IIb and �v
integrin subunits whose mutation lead to destabilization and thereby 
activation in vivo, although the energy threshold for predicting a hot 
spot was alleviated to � 0.3 kcal mol-1 [192]. Recently, Liu et al.
applied a consensus strategy exploiting FoldX, Robetta, KFC, and 
their Z-score approach, a measure for the significance of the contri-
bution to binding of a residue derived from knowledge-based pair-
wise potentials and available surface area, to compare the determi-
nants of binding of H1N1 hemagglutinin antigen variants to an 
antibody [193]. Perez et al. predicted hot spots of the betaine trans-
porter BetP membrane protein by applying FoldX alanine scanning 
to crystal structures and a structural ensemble generated by MD 
simulation; the hot spots were later found to disrupt the trimer 
[194]. We recently developed a webservice (http://cpclab.uni-
duesseldorf.de/dsppi) for hot spot prediction in PPIs by in silico 
alanine scanning that uses the knowledge-based scoring function 
DrugScorePPI. DrugScorePPI consists of pair potentials derived from 
atom type-specific pair distribution functions from 851 experimen-
tal protein-protein complex structures. The weights of the pair po-
tentials have been adapted by partial least squares regression on 
relative binding affinities for the so far largest set of 309 alanine 
scanning results [195]. DrugScorePPI efficiently predicted affinity 
changes for an external set of 22 alanine mutants of the 
Ras/RalGDS complex showing higher correlation to experiment 
(R = 0.66) than FoldX (R = 0.52), Robetta (R = 0.43), and CC-
PBSA (R = 0.23). Tuncbag and Keskin et al. presented the HotPoint 
method [196], an empirical model based on knowledge-based resi-
due pair-distribution potentials [197] and solvent occlusion to pre-
dict hot spots. Notably, many methods for hot spot prediction are 
applied to single experimental or modeled structures of a protein-
protein complex. However, caution is needed because the hot spot 
detection outcome from a single complex structure may be less 
representative if the proteins are flexible in vivo. Therefore, it is 
preferable to perform calculations on conformational ensembles of 
the proteins, e.g., obtained from MD or coarse-grained simulations. 
 Non-perturbing fully atomistic approaches. As a comple-
mentary alternative to in silico alanine scanning, there are methods 
that calculate the contribution of individual amino acids to the free 
energy of binding without mutating them. In one of the first studies, 
Novotny et al. correctly predicted residues important for binding in 
antigen-antibody complexes by a physics-based energy approxima-
tion [198]. Similarly, the nowadays most widely used molecular 
mechanics-generalized Born surface area (MM-GBSA) [35, 199, 
200] and the molecular mechanics-Poisson Boltzmann surface area 
(MM-PBSA) methods allow a per-residue decomposition of the 
binding free energy. A critical review of these methods also cover-
ing PPI applications has been published recently [201]. Both meth-
ods predict the total binding free energy by means of endpoint free 
energy calculations. The underlying energy function consists of 
electrostatic and van-der-Waals terms from the molecular mechan-
ics (MM) force field, which are complemented by polar (based on 
the generalized Born (GB) or Poisson-Boltzmann (PB) continuum 
models) and non-polar (surface area-dependent (SA)) contributions 
to the (de)solvation free energy. Entropy changes upon binding can 
be determined from normal mode analysis or quasi-harmonic analy-
sis. All of these terms can be decomposed into contributions of 
individual residues, which allows revealing hot spots. It is also 
possible to further decompose the binding free energy into pair-
wise contributions, which highlights important interactions between 
pairs of amino acids. The method is usually used for post-
processing ensembles from MD simulation trajectories. If the un-
bound proteins and the protein-protein complex are sampled indi-
vidually, this leads to the conceptually rigorous three trajectory
approach, which takes into account energetic differences caused by  
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conformational changes upon complex formation but is also com-
putationally demanding. A widely used alternative is the single 
trajectory approach in which the unbound structures are extracted 
from the trajectory of the complex without further relaxation. The 
latter approach, besides being faster, was shown to accurately re-
produce experimental alanine scanning data. Indeed, the single 
trajectory approach often proved to be superior to the three trajec-
tory alternative due to the cancellation of errors [35, 52]. However, 
it has to be mentioned that the MM-PB(GB)SA energy function has 
also been applied for in silico alanine scanning on structural en-
sembles from MD simulation [183, 202]. In this context, Moreira et
al. found improved predictions when using different dielectric con-
stants to account for the varying extent of relaxation upon mutating 
charged, polar, and non-polar residues to alanine [203]. 
 CC-PBSA [204] is a conceptually related method using similar 
terms to calculate binding free energies but CONCOORD [205] for 
conformational sampling. CONCOORD generates conformational 
ensembles by iteratively satisfying geometrical constraints starting 
from a random structure. Here, weighting factors for the energy 
terms had to be derived by fitting to experimental data. Further-
more, the linear interaction energy approach (LIE) [206] has been 
applied to compare the binding energy of a large set of mutated 
proteases and their inhibitor proteins [207]. In the LIE approach, 
the binding free energy is calculated as the weighted sum of inter-
molecular energies and the (de)solvation energy of the ligand, and 
the weights are derived by fitting to experimental data.  
 Machine learning approaches. In addition to merely training 
an empirical physical model on experimental data, machine learn-
ing approaches can use structural, physicochemical, or sequence 
descriptors for hot spot prediction without the need for a model 
based on first principles. Chen et al. compared various hot spot 
prediction methods to support vector machine (SVM) models 
trained on different sets of sequence and structure-based descriptors 
and found a sequence-based SVM to outperform FoldX and Robetta 
amongst others on an independent test set [208]. Cho et al. used 
decision-tree based feature selection to identify properties that dis-
criminate hot spots with their SVM model MINERVA [209]. They 
found hydrophobicity and �-� interactions to be hallmarks of hot 
spots. Additionally, they found the atomic packing density 
weighted by the fraction of the available surface area buried upon 
complex formation to be highly predictive in contrast to the raw 
coordination number. Even in the crystal structure of the unbound 
proteins, the weighted atomic packing density of hot spots was 
found to be significantly higher than for the remaining surface resi-
dues, although calculating the surface area buried upon complex 
formation still required a complex structure. Kosloff et al. predicted 
hot spots of various G protein-RGS (regulator of G protein signal-
ing) protein interactions [210] by a combination of structure-based 
sequence alignment, continuum electrostatics-based per-residue 
electrostatics, and buried surface area-dependent non-polar interac-
tion energy [211]. In contrast to Robetta alanine scanning, they 
could identify hot spots with important backbone or long-range 
electrostatic interactions. Combining sequence conservation with 
hot spots energetics they distinguish significant & conserved from 
modulatory residues, the former ones being essential for overall 
binding affinity and the latter ones for binding specificity of com-
plexes. The authors could redesign low-affinity RGS proteins to 
higher affinity ones by mutating modulatory residues. A compari-
son of experimental hot spots from the alanine scanning energy 
database (ASEdb) [57] and those predicted by decision trees and 
SVM based on buried SASA, sequence conservation, and hot spot 
propensity can be found in the HotSprint database [181]. Darnell et
al. created the decision-tree based KFC model using a combination 
of shape specificity and descriptors of interaction types; both de-
scriptors show a lower accuracy when used alone [212]. Here, the 
decision-tree machine-learning algorithm preformed slightly better 
than SVM and Bayesian networks or Robetta alanine scanning 

when applied to the (training) dataset. Nevertheless, the successor 
model KFC2, which comes in two variants based on different de-
scriptors, is a SVM that was recently reported to outperform KFC 
and other machine learning methods [213]. Shulman-Peleg et al.
investigated the spatial distribution of 3D alignments of physico-
chemical interactions (hydrogen-bond donor and/or acceptor, aro-
matic) in protein-protein interfaces of functionally similar PPIs and 
found conserved distribution patterns to predominantly contain hot 
spots; conversely, this allows hot spot prediction without the neces-
sity of sequence conservation [64]. 
 In silico hot spot detection without a complex structure. The 
above methods require a complex structure as input. As this may 
often be not available, methods have been developed that aim at 
predicting hot spots solely based on protein sequence information 
or unbound protein structures. ISIS [214], a neural network based 
method using only sequence information, predicted hot spots with 
high precision [100] at the cost of a low sensitivity due to a strict 
threshold for the discrimination of hot spots [96]. To predict hot 
spots based on the unbound structure of a protein, the principle 
behind NMR solvent mapping and MSCS has been transferred into 
computational algorithms [215]. Cosolvent MD simulations, previ-
ously mentioned in the context of inducing pocket opening, provide 
the location of sites occupied by different cosolvent probes. The 
site’s population with a cosolvent can be used to approximate a 
maximal binding affinity of residues at this site by applying the 
inverse Boltzmann principle [216]. Although other methods for 
sampling probe populations could be considered, e.g., Monte Carlo 
simulation, docking, or MCSS, these methods do not account for 
plasticity or do not generate a Boltzmann ensemble, thus aggravat-
ing the estimation of energy and entropy of binding. Nevertheless, 
Grosdidier et al. presented an approach to predict hot spots by pro-
tein-protein docking [217]. Here, the normalized interface propen-
sity (NIP) of individual amino acids calculated from docking poses 
could predict hot spots with a high accuracy without the need to 
approximate an energy [218]. Recently, Geppert et al. presented 
iPred [219], which predicts protein-protein interfaces and hotspots 
based on the difference of local intramolecular atom- and residue-
specific pair potentials between interface and non-interface resi-
dues. In conjunction with the geometry based pocket detection al-
gorithm PocketPicker [120], iPred identified druggable sites in the 
interface of the unbound structure of interferon IFN-� to its receptor 
IFNAR. These sites could subsequently be addressed by pharma-
cophore based screening and docking to yield an in vivo active 
PPIM of the IFN-�/IFNAR interaction from a set of only six tested 
compounds [220]. In a retrospective study on more than 15 PPIs 
with known PPIM structures, Kozakov et al. predicted hot spots 
and binding sites to assess interface druggability by computational 
solvent mapping of 16 different probe molecules with 
FTMAP [221]. They found druggable sites to be structurally con-
served between bound and unbound structures and that local side 
chain rearrangements, implemented by a rotamer search followed 
by energy minimization, suffice to accommodate for most adapta-
tions in PPIM binding. 
 In summary, several comparative studies showed encouraging 
results in terms of agreement between experimental and computed 
results for hot spot detection [52, 195, 199, 200, 202]. 

CASE STUDIES 
 During the last two decades many studies have investigated 
PPIs and identified PPIMs using both experimental and computa-
tional approaches. The available experimental data has been inte-
grated into PPI-specific databases [6, 141, 222]. Antibodies are 
currently the most successful class of drugs [223] inhibiting 
PPIs [224, 225]. As conveniently accessible high affinity PPIs, they 
can help reveal druggable epitopes, understand binding mecha-
nisms [226], and may even inspire PPIM design [227] by comple-
menting insights from non-antibody PPIs. As a drawback, antibod-  
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Indole derivative [235]
(PDZ/PTEN)

(Ki > 100 �M; 0.31)

�-strand mimetic Ac-K-@E-SLV [236]
(�1-syntrophin PDZ/effector)

(KD = 320 nM; 0.27)

NSC668036 [237]
(PDZ/Frizzled)

(KD = 237 �M; 0.37)

Sulindac [238]
(PDZ/Frizzled)

(Ki = 10.7 �M; 0.56)

Sulindac sulfide [239]
(Ras/Raf)

(Ki = 50 �M; 0.55)

MCP1 [240, 241]
(Ras/Raf)

(IC50 = 17.9 �M; 0.22)

BI-78D3 [242]
(JNK/JIP)

(IC50 = 500 nM; 0.27)

Polychloropyriminine [243]
(JNK/JIP)

(Ki = 5 �M; 0.12)

Maraviroc [244]
(CCR5/HIV-1 gp120)

(Ki < 1 nM; 0.28)

Eltrombopag [245]
(Thrombopoietin receptor agonist)

(EC50 = 30 - 300 nM; 0.08)

cyclic(RCDPC) mimetic [246]
(Integrin �4 �1/VCAM-1)

(Ki = 0.1 nM; 0.41)

Cilengitide [84]
(Integrin av�3/vitronectin)

(IC50 = 0.6 nM; 0.63)

SC-68448 [247]
(Integrin av�3/vitronectin)

(IC50 = 1 nM; 0.42)

LM-11 [248]
(Arf-GDP/ARNO)
(Ki = 50 �M; 0.16)

BV01 [249]
(14-3-3�/c-Abl)

(LD50 = 1.7 �M; 0.10)

Pro-modified N-capped
Smac mimetic [250]

(BIR/caspase)
(EC50 = 13 nM; 0.67)

SM-164 (bivalent Smac mimetic) [251]
(BIR/caspase)

(IC50 = 1.4 nM; 0.19)

SM-337 [252]
(BIR/caspase)

(IC50 = 31 nM; 0.50)

AT-406 [253]
(BIR/caspase)

(IC50 = 144 nM; 0.42)

NSC88915 [254]
(CDK5/p25)

(IC50 = 5 �M; 0.14)

28RH-NCN-1 [255]
(c-Myc/Max)

(IC50 = 29 �M; 0.26)

LEDGIN-6 [256]
(HIV integrase/LEDGF)
(IC50 = 1.37 �M; 0.21)

BMS-378806 [257]
(CD4/gp120)

(IC50 = 100 nM; 0.48)

M119 [258]
(G�1�2/PLC�2)

(IC50 = 3 �M; 0.42)

N-Nitro-hydrazinecarboximidamide [259, 260]
(ERK/ELK-1 and RSK-1)

(IC50 = 3 �M; 0.19)

Indanone 1 [261]
(HPV/E2)

(Ki = 7.8 �M; 0.29)

Indanone 2 [262]
(HPV/E2)

(Ki = 350 nM; 0.18)

Indanone 3 [262]
(HPV/E2)

(Ki = 20 nM; 0.03)

97-6 [263]
(BCL6/BBD)

(Ki = 147 �M; 0.52)

WAI [264]
(ZipA/FtsZ)

(Ki = 12 �M; 0.04)

non-pY SH2 PPIM [265]
(p56Lck-SH2/ITAM)
(KD = 4 �M; 0.24)

Cappsin 1 [266]
(AICAR Tfase dimerization)

(IC50 = 3.1 �M; 0.45)

TNF�-TNFR1 inhibitor [267]
(TNF� dimer/TNF� monomer)

(IC50 = 22 �M; 0.15)

BBS-2 [268]
(allosteric iNOS dimerization inhibitor)

(IC50 = 28 nM; N.A.)

2-Aminothiazole derivative [269]
(allosteric RUNX1/CBF� inhibitor)

(IC50 = 1.1 �M; 0.75)

Poloxin [270]
(Plk1-PBD/phosphoproteins)

(IC50 = 4.8 �M; 0.07)

Nutlin-3 [271]
(p53/MDM2)

(Ki = 36 nM; 0.30)

MI-63 [271]
(p53/MDM2)

(Ki = 3 nM; 0.35)

MI-219 [271]
(p53/MDM2)

(Ki = 5 nM; 0.15)

Benzodiazepindione [272]
(p53/MDM2)

(Ki = 80 nM; 0.33)

WW298 [273]
(p53/MDM2)

(Ki = 109 nM; 0.24)

Benzamide helix mimetic [274]
(p53/HDM2)

(IC50 = 8 �M; 0.11)  
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Fig. (2). A survey of protein-protein interaction modulators. Labels contain the PPIM name followed by a reference detailing the potency. Below, (PPI tar-
get/PPI competitor) and (potency; Drug-Score) in the first and second parentheses, respectively. Labels of marketed drugs or compounds that have been the 
subject of clinical trials are highlighted in bold. The Drug-Score was calculated by OSIRIS Property Explorer (http://www.organic-
chemistry.org/prog/peo/druglikeness.html). 

ies are not cell permeable and lack oral bioavailability [228]. We 
thus focus this section on small-molecule PPIMs. As related studies 
and discovered PPIMs have been the subject of many detailed re-
views already [3, 11, 87, 107, 229-234], we solely give a survey of 
the so far identified PPIMs with their reported potency (Fig. 2)
without claiming completeness. In this list of PPIMs we also added 
a druglikeness measure, the so-called Drug-Score calculated by the 
OSIRIS druglikeness server. The score highlights that not all of the 
so far discovered PPIMs are drug-like; this also includes those be-

ing marketed or tested in clinical trials for their potential pharma-
cological relevance. 
 In addition, we describe three case studies in more detail. First, 
we describe PPIM design for p53/HDM2, one of the most thor-
oughly investigated PPI systems, as an example where a preformed 
binding pocket exists in the interface. Then, we describe a retro- 
and a prospective study from our lab concerning interleukin-2 (IL-
2) and nervy homology region 2 (NHR2) proteins. 
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Sbi2 [275]
(p53/S100B)

(KD = 4.5 �M; 0.28)

Sbi3 [275]
(p53/S100B)

(KD = 120 �M; 0.08)

Sbi4 [275]
(p53/S100B)

(KD = 2.0 �M; 0.91)

Sbi6 [275]
(p53/S100B)

(KD = 18.3 �M; 0.33)

Sbi7 [275]
(p53/S100B)

(KD = 8.1 �M; 0.39)

SC0332 [276]
(p53/S100B)

(KD = 55.2 �M; N.A.)

SC0067 [276]
(p53/S100B)

(KD = 696 �M; 0.55)

SC0844 [276]
(p53/S100B)

(KD = 10.7 �M; N.A.)

Pentamidine [275]
(p53/S100B)

(KD = 1 �M; 0.45)

Terphenyl helix mimetic [277]
(Bcl-xL /Bak-BH3)

(Ki = 114 nM; 0.04)

Benzoylurea helix mimetic [278]
(Bcl-xL /Bak-BH3)
(Ki = 2.4 �M; 0.11)

Navitoclax (ABT-263) [92]
(Bcl-xL/BH3)

(Ki = 0.4 nM; 0.07)

ABT-737 [169]
(Bcl-xL/BH3)

(Ki < 1 nM; 0.08)

Antimycin A [279]
(Bcl-xL/BH3)

(IC50 = 2.7 �M; 0.25)

TM12-06 [280]
(Bcl-xL/BH3)

(Ki = 638 nM; 0.41)

TW-37 [281]
(Bcl-xL/BH3)

(Ki = 1.1 �M; 0.08)

BH3I-1 [282]
(Bcl-xL/BH3)

(Ki = 2.4 �M; 0.48)

BH3I-2‘ [282]
(Bcl-xL/BH3)

(Ki = 3.3 �M; 0.21)

Chelerythrine [283]
(Bcl-xL/BH3)

(IC50 = 1.5 �M; N.A.)

Obatoclax (GX-15) [279]
(Bcl-xL/BH3)

(IC50 = 4.69 �M; 0.32)

Purpurogallin [284]
(Bcl-xL/BH3)

(IC50 = 2.2 �M; 0.46)

Gossypol (AT-101) [284]
(Bcl-xL/BH3)

(Ki = 0.48 �M; 0.07)

Apogossypol [285]
(Bcl-xL/BH3)

(Ki = 2.3 �M; 0.08)

FRG [286]
(IL-2/IL-2R�)

(KD = 8.2 �M; 0.37)

CMM [287]
(IL-2/IL-2R�)
(N.A.; 0.30)

FRB [288]
(IL-2/IL-2R�)

(IC50 = 10 �M; 0.52)

FRH [289]
(IL-2/IL-2R�)

(IC50 = 60 nM; 0.38)

FRI [290]
(IL-2/IL-2R�)

(IC50 = 2 �M; 0.25)
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HDM2 
 In many tumors, p53 acts as a tumor-suppressor protein [291-
293]. However, binding of the human double minute 2 (HDM2) 
protein (or the mouse analog MDM2), which is overexpressed in 
many tumors, blocks transactivation by p53 and increases p53’s 
degradation. Thus, the p53/HDM2 interaction is an important 
pharmaceutical target for cancer treatment. Crystallographic struc-
tures revealed that the key interaction in the p53/MDM2 complex 
arises from the binding of a 15-residue �-helix of p53 into a hydro-
phobic cleft [111]. Furthermore, alanine-scanning revealed three 
hot spots on the helix [294]. Notably, this binding site suits most of 
the criteria in the decision tree proposed by Chene [14]. Initially, 
PPIMs binding to HDM2, e.g., nutlins [87, 295, 296], benzodi-
azepinediones [272], and others (Fig. 2) [229, 297-299], were iden-
tified via HTS. Structure-based design and molecular modeling 
were then used for ligand screening and optimization [300-304] 
leading to in vitro activities down to IC50 = 3 nM [302]. Several 
computational techniques have helped designing and screening for 
ligands of HDM2 or MDM2. (I) MD simulation and computational 
alanine scanning could accurately predict the hot spots of the 
p53/MDM2 interaction already by the efficient post-processing of 
wild-type trajectories [183]. In the same study, also the change in 
binding affinity due to other covalent modifications, e.g., methyla-
tion of the hot spot tryptophane of p53, could be confirmed in good 
agreement with experimental data. Finally, the opening or widening 
of the binding pocket into a PPIM binding-competent conformation 
could be sampled by MD and detected computationally [34, 42]. 
(II) The molecular diversity of compound libraries (e.g., benzodi-
azepinediones) was maximized to optimize molecules for HTS and 
synthesis strategies [304, 305]. (III) Molecular docking [271, 306], 
also in combination with de novo design [299, 302, 306], was ap-
plied to predict binding modes and optimize the design of PPIMs. 
(IV) Virtual Screening [303, 307], QSAR [303], and receptor-based 
pharmacophore models using ensembles of receptor struc-
tures [308] were also applied. From this, the following general 
strategy emerges: If there is no binding-competent pocket in the 
apo or protein-bound structure of a PPI target, such structures can 
potentially be found if multiple receptor conformations from NMR 
ensembles or crystallography are available [46] or if an ensemble 
can be generated by molecular simulations, e.g., MD simulation, 
preferentially in solvent less polar than water [42], or constrained 
geometric simulation [35, 42] (Fig. 1c). Furthermore, post-
processing schemes including complex relaxation and rescoring 
have been demonstrated to improve the ranking and identification 
of native like binding poses [46]. In summary, many computational 
methods used in conventional computer-assisted drug design could 
be applied successfully to HDM2, also as a consequence of the 
deep binding cleft that is already preformed in the unbound HDM2 
structure. 

INTERLEUKIN-2 
 IL-2 is a key cytokine involved in the regulation of the immune 
system with relevance for immunological diseases, transplant medi-
cine, and cancer [309]. Binding of the �-helical IL-2 to the trimeric 
IL-2 receptor is initiated by the association of IL-2 to the extracellu-
lar domain of the receptor’s � subunit (IL-2R�). The IL-2/IL-2R�
complex has been the subject of extensive studies that provided 
crystallographic structures and thermodynamic characterization of 
the protein-protein complex and five IL-2/PPIM complexes (Fig. 
2), rendering this system a perfect test case for structure-based 
computational methods on PPIM design. For the binding of a 
PPIM, a pocket in the flat but flexible interface of unbound (or 
receptor-bound) IL-2 has to open (Fig, 1a-b). The absence of such a 
pocket is a major obstacle for structure-based design if based solely 
on the unbound or receptor-bound structure of IL-2. Additionally, it 
is difficult to decide which part of the large IL-2/IL-2R� interface 
(~2500 Å2) to address with a small molecule. Thus, it is not surpris-
ing that the first known PPIMs binding to IL-2 were not found by 

structure-based design but rather by high-throughput screening. 
Later, IL-2 PPIMs were designed using structural knowledge ob-
tained by tethering experiments and/or fragment-based ligand de-
sign [163]. This resulted in PPIMs with affinities down to the 
nanomolar range [289]. 
 As to the question of transient pockets, we were able to show 
that conformational sampling of the unbound IL-2 structure by a 
constrained geometric simulation method resulted in the opening of 
such pockets, whereas MD simulations in explicit solvent failed in 
doing so, probably due to the pockets being rather hydropho-
bic [35]. Not using any knowledge about known IL-2 PPIMs, we 
were then able to identify these pockets from the ensemble struc-
tures based on geometric criteria as provided by PocketAnalyzerPCA 

[152]. Notably, molecular docking into these pockets closely repro-
duced the bound state of the known IL-2 PPIMs as could these 
PPIMs be successfully ranked by MM-PB(GB)SA calculations and 
enriched in a large set of decoys. As to the question of the hot re-
gion, a narrow cluster of hot spots was predicted [35] by MM-
PB(GB)SA effective binding free energy decomposition [199] start-
ing from the IL-2/IL-2R� complex. Performing such decomposition 
for IL-2/PPIM complexes showed that essentially the same hot 
spots are also used for PPIM binding, pointing to mimicry of the 
PPI by the small molecules. Notably, two recent studies applying 
the energy based pocket detection algorithm Q-SiteFinder [93] and 
the solvent mapping algorithms FTMAP [221] showed that the 
druggable site could also be identified in the unbound structure of 
IL-2. Still, the need to account for interface flexibility persists, be-
cause apo-docking into the unbound structure of IL-2 was unsuc-
cessful. Being able to accurately predict transient pockets from an 
unbound structure, and hot spot positions and binding energetics 
from complex structures, strongly suggests that the strategy and 
methods used here (Fig. 1c) will also be applicable in a prospective 
manner where nothing else than a protein-protein complex structure 
is known. Hence, this approach can well be the first step in a struc-
ture-based endeavor to identify PPIMs. 

NHR2 
 NHR2 (nervy homology region 2) is the �-helical oligomeriza-
tion domain of the RUNX1-ETO fusion protein present in approxi-
mately 12% of all acute myeloid leukemia (AML) [310]. The for-
mation of NHR2 homotetramers from dimers has been shown to be 
essential for the leukemogenic activity of RUNX1-ETO [311]. In a 
prospective study, spatially clustered hot spots in the tetramer inter-
face were predicted by MM-GBSA free energy decomposition (Fig. 
1d) and were subsequently validated by in vitro and in vivo experi-
ments [311]. The results reveal that alanine mutants of the hot spots 
prevent tetramerization of NHR2 and abolish AML formation in a 
mouse transplant model, thereby validating NHR2 as a promising 
target. As for the druggability of this PPI, a shallow elongated cav-
ity was detected next to the hot spots (Fig. 1e). The anti-parallel 
orientation of helices C1 and C2 in the NHR2 dimer places D533, 
E536, and W540 (Fig. 1f) in close proximity to residues W498 and 
W502 (Fig. 1g), which results in a spatially compact arrangement 
of the hot spot residues. Furthermore, these residues are not located 
in the center of the interface, which is rather flat, but at its edges. 
These findings provided the incentive to develop a short peptide 
derived from the wild-type NHR2 sequence as an initial NHR2 
tetramerization inhibitor (unpublished results). Based on this proof-
of-principle, a virtual screening for small molecules was performed 
on the ZINC database [312] exploiting the knowledge about the 
predicted and validated hot spots. Encouragingly, some of the top-
ranking small molecules from this screening exhibit in vitro PPIM 
activity in NHR2 tetramerization assays (unpublished results). 
 In summary, it was possible to (I) identify hot spots of the 
tetramerization of NHR2 that could be confirmed experimentally. 
These hot spots were (II) transferred to a peptide that is currently 
further optimized. After identifying a potent peptidic PPI modulator 
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(III) virtual screening for molecules exhibiting an arrangement of 
pharmacophoric groups as found in the peptide was carried out. 
These results lead us to conclude that the mutual integration of 
experimental and computational techniques is a promising approach 
to cope with the challenges of protein-protein interfaces in PPIM 
identification and design. 

CONCLUSIONS AND PERSPECTIVES 
 Targeting protein-protein interfaces is currently a topic of out-
standing interest in drug discovery. Since these targets offer great 
opportunities to interfere with PPI networks and, hence, for new 
therapeutics considerable effort has been undertaken for the devel-
opment of PPIMs. As a result, the detailed characterization of many 
PPIs brought us remarkably closer towards an understanding of 
PPIs and their druggability [94]. While many PPIMs have been 
discovered by HTS, the structural insight into PPIs from experi-
mentally determined protein-protein complexes and the experimen-
tal and computational methods for the identification of clustered hot 
spots and binding pockets has accelerated the rational design of 
PPIMs. Indeed, there are already a few examples of marketed 
small-molecule drugs acting on PPIs [3, 82-86, 225]. However, 
PPIs are different from classical targets in that binding pockets are 
often less pronounced, and hot spots are not in all cases arranged in 
a manner that they can easily be addressed by a small molecule. As 
pointed out by Morelli et al. along with the observation that there is 
not yet a unified approach for PPIM discovery, it appears that any 
such attempt has to be tailored for a specific PPI [142]. Neverthe-
less, the wealth of reported PPIMs shows that many PPIs are at 
least ligandable [94] (Fig. 2). With respect to the druggability of 
PPIs, it has to be mentioned that many of the so far developed 
PPIMs address PPIs that are predisposed by having preformed 
pockets and clustered hot spots and, accordingly, are more drugga-
ble than other PPIs. Also, it has to be mentioned that many of the 
reported PPIMs are not drug-like in the sense of Lipinki´s rules, 
leaving considerable space for improvement and optimization to 
achieve the desired specificity and ADME properties. With the 
increasing number of known PPIMs, it is becoming clear that their 
chemical space is not identical to that of the majority of marketed 
drugs [313]. In fact, many of the PPIMs with pharmacological and 
clinical relevance do not exhibit the characteristics classically con-
sidered to be preferable for a drug-like molecule. Consequently, 
most currently available compound libraries, predominantly com-
prised of molecules with characteristics appropriate for classical 
targets, are not ideal for the identification of PPIMs, and methods 
for tailoring libraries for PPIM identification are being developed 
[314]. 
 Note, however, that the trend in recently approved new molecu-
lar entities shows that the traditional criteria for drug-like proper-
ties, though desirable, are not a strict criterion for exclusion [313]. 
In addition, there are several examples for the optimization of non-
drug-like molecules [315] and novel drug delivery approaches 
[316] with which some of the barriers for non-drug-like PPIMs may 
be overcome. 
 Here, we reviewed methods applicable to PPI druggability pre-
diction and provided case studies of their successful application on 
PPI targets and for PPIM development. Many of these methods 
originate in druggability prediction of classical targets and have 
been adapted for application to PPIs where it is crucial to identify 
less pronounced potential binding sites to discern well druggable 
targets. Furthermore, methods for the detection of hot spots, based 
on the structure of the protein-protein complex, the unbound pro-
tein, the sequence, or a combination thereof, enable the identifica-
tion of regions in which a small-molecule PPIM can efficiently 
bind. Additionally, experimental evidence shows that the flexibility 
of protein surfaces and protein-protein interfaces enables the open-
ing of druggable pockets. Such pockets cannot be easily identified 
in the absence of a bound PPIM and, consequently, require an ade-

quate treatment of the protein’s flexibility, e.g., by molecular 
simulation methods. 
 We think that any attempt to identify or optimize PPIMs can 
greatly benefit from integrating computational and experimental 
methods of pocket and hot spot detection, screening, and rational 
design. However, even though the success of several such attempts 
has been reported, it is hard to decide which computational methods 
will work best for a specific PPI because many of the presented 
methods have only been applied to one or a few targets. Further-
more, the performance of general strategies for the prediction of 
pockets and hot spots is hardly comparable, for two reasons. First, 
the datasets used to validate many methods vary considerably, often 
as a consequence of the prerequisites each individual method has. 
Second, the definition of pockets and hot spots often varies, thus 
complicating a statistical comparison of the prediction performance. 
To overcome this situation there is a high demand for common 
benchmarking datasets and a comparative database with experimen-
tal data as well as predictions from the various methods for ena-
bling a comparison amongst subsets of known targets and to ex-
trapolate to new ones. Furthermore, adapting the content of (virtual) 
screening libraries in order to cover the chemical space of 
PPIMs [142, 314], e.g., by including large but preorganized scaf-
folds containing hydrophobic/aromatic groups as often found in 
PPIMs and privileged scaffolds such as peptidomimetics, will fa-
cilitate the identification of new PPIMs. In fact, the amount of 
available data on PPIs is still very low in comparison to classical 
targets. However, with the expected progress in experimentally 
determined PPI structures, targets, and affinity data thereof and of 
PPIMs it will eventually be possible to compare PPI targets, trans-
fer successful strategies, and exploit the potential of modulating 
PPIs to its full extent. 

CONFLICT OF INTEREST 
 The authors confirm that this article content has no conflicts of 
interest. 

ACKNOWLEDGEMENTS 
 We acknowledge a fruitful collaboration with the group of 
Manuel Grez at Georg-Speyer-Haus, Frankfurt, on modulating 
NHR2 tetramerization. We also thank D. Grimme and D. Krüger 
for critically reading the manuscript. We are grateful for financial 
support by the ”Strategischer Forschungs-Fonds” and computa-
tional support by the “Zentrum für Informations- und Medientech-
nologie“ (ZIM) at the Heinrich Heine University. 

ABBREVIATIONS 
PPI = Protein-protein interaction 
PPIM = Small-molecule protein-protein interaction 

modulator 
RMSD = Root mean-square deviation 
MD = Molecular dynamics 
IL-2 = Interleukin-2 
IL-2R� = �-subunit of the interleukin-2 receptor 
GB = Generalized Born 
PB = Poisson-Boltzmann 
MM-PBSA = Molecular mechanics Poisson-Boltzmann sur-

face area 
MM-GBSA = Molecular mechanics generalized Born surface 

area 
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’ INTRODUCTION

Protein�protein interactions (PPIs) are involved in nearly all
biological processes. Due to their universal occurrence, protein�
protein interfaces provide an important, yet neglected, new class
of drug targets.1 At present, the design of small-molecule
protein�protein interactions modulators (PPIMs) encounters
at least two challenges. First, in contrast to enzymes, protein�
protein interfaces are rather flat and usually lack a distinct binding
pocket.2 Second, due to the often large size of protein�protein
interfaces (∼1200 to∼4660 Å2)3,4 interactions that are favorable
for binding can be widely distributed over the interface.

Experimental evidence suggests that these challenges can be
overcome.5�8 Most strikingly, residues participating in impor-
tant interactions have been shown to be spatially clustered in
protein�protein interfaces, forming so-called “hot spot” regions.4,9�11
Mimicking localized interactions at these hot spots provides a
possibility for PPIM development.1,4,12�14 Furthermore, an
opening of so-called transient pockets was observed in protein�
protein interfaces.5 In fact, binding of several PPIMs to transient
pockets in protein�protein interfaces has been reported.7 The
most prominent example is given by small-molecule inhibitors
binding to interleukin-2 (IL-2). These PPIMs inhibit the inter-
action with the IL-2 α-receptor (IL-2Rα).5,15,16 Notably, the
small molecule-bound IL-2 exhibits pockets in the inter-
face region that are present neither in the unbound nor in the
IL-2Rα-bound crystal structure.5,17

Computational methods can aid in finding and in the design of
PPIMs if they are able to provide an accurate description of the
energetics and dynamics of small-molecule binding to protein�
protein interfaces.7,13,18�21 While many computational studies
have been reported that deal with the energetics13,22�33 and
dynamics7,13,19,34�39 of protein�protein interfaces per se, only a
few have focused on the aspect of small-molecule binding to
protein�protein interface regions,7,14,20,40�46 and none has
considered aspects of energetics and interface plasticity simulta-
neously in this context so far. Thus, in the present study, we set
out to evaluate the capability of state-of-the-art computational
methods to predict small-molecule binding to protein�protein
interfaces. In particular, we address five major questions that
consider aspects of structure, dynamics, and energetics important
for binding to protein�protein interfaces: (i) Can one identify
hot spots in a protein�protein interface based on a protein�
protein complex structure and make use of these hot spots for
predicting the binding mode of small-molecule ligands? (ii) Can
one sample the opening of transient pockets comparable to those
observed in the protein�protein interface of a bound protein, as
suggested by the conformational selectionmodel,47 starting from
an unbound protein conformation? (iii) Is it possible to identify
protein conformations with transient pockets by energetic or
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ABSTRACT: Protein�protein interfaces are considered difficult targets for small-molecule protein�
protein interaction modulators (PPIMs ). Here, we present for the first time a computational strategy
that simultaneously considers aspects of energetics and plasticity in the context of PPIM binding to a
protein interface. The strategy aims at identifying the determinants of small-molecule binding, hot
spots, and transient pockets, in a protein�protein interface in order to make use of this knowledge for
predicting binding modes of and ranking PPIMs with respect to their affinity. When applied to
interleukin-2 (IL-2), the computationally inexpensive constrained geometric simulation method
FRODA outperformsmolecular dynamics simulations in sampling hydrophobic transient pockets. We
introduce the PPIAnalyzer approach for identifying transient pockets on the basis of geometrical
criteria only. A sequence of docking to identified transient pockets, starting structure selection based on hot spot information,
RMSD clustering and intermolecular docking energies, and MM-PBSA calculations allows one to enrich IL-2 PPIMs from a set of
decoys and to discriminate between subgroups of IL-2 PPIMs with low and high affinity. Our strategy will be applicable in a
prospective manner where nothing else than a protein�protein complex structure is known; hence, it can well be the first step in a
structure-based endeavor to identify PPIMs.

 



 Publication II 118 

121 dx.doi.org/10.1021/ci200322s |J. Chem. Inf. Model. 2012, 52, 120–133

Journal of Chemical Information and Modeling ARTICLE

geometrical criteria? (iv) By docking to transient pockets, can
one reproduce binding modes of known PPIMs and enrich
PPIMs by virtual screening? (v) Can one rank known PPIMs
with respect to their affinity?

To answer these questions, we chose IL-2 as a model system
because of the wealth of information available for this system in
terms of crystal structures of unbound IL-2, IL-2 bound to IL-2Rα,
and IL-2 bound to five PPIMs as well as experimental binding and
inhibition data for the wild type and mutant protein.5,5,17,48 As to
the methodological strategy (Figure 1), we apply and compare
molecular dynamics (MD) and constrained geometric (FRODA)
simulations for generating structural ensembles, introduce the
PPIAnalyzer approach for investigating structural properties of
protein�protein interfaces within these ensembles, and apply the
MM-PB(GB)SA (molecular mechanics Poisson�Boltzmann
(generalized Born) surface area) approach to identify hot spots
and rank PPIMs.We note that when pursuing this strategy, we paid
particular attention to mimicking a “real-life” scenario in structure-
based ligand design. Thus, our strategy will be applicable also in a
prospective study where nothing else than a protein�protein
complex structure is known at the beginning.

’MATERIALS AND METHODS

Overall Strategy.As to themethodological strategy (Figure 1),
we pursued the following steps:
Ia/b. Starting from a given protein�protein complex struc-

ture, conformational ensembles are generated on the
basis of MD and FRODA simulations.

IIa. Hot spot residues of a protein�protein complex struc-
ture are identified by MM-PBSA free energy decom-
position on the basis of the structural ensemble generated
by MD simulation.

IIb. Transient pockets in the protein�protein interface are
identified by energetic or geometrical criteria in conforma-
tional ensembles generated either by MD or by FRODA.

III. PPIM binding poses are predicted by molecular docking
using the hot spot and transient pocket information
for guidance. This docking setup is also used to enrich
PPIMs from a large set of decoys, thus performing virtual
screening.

IV. PPIMs are ranked by their MM-PBSA binding effective
energies (ΔGeff = gas phase energy + solvation free energy
according to a continuum solvent model) calculated for
conformational ensembles from MD simulations that
were started from the docked binding poses.

These steps will now be described in more detail. Detailed
information about structure preparation and protocols for mole-
cular dynamic simulations and docking experiments is provided
in the Supporting Information.
FRODA Simulations. FRODA is a geometrical simulation

method that explores the internal mobility of biomolecular
systems. Details of the algorithm can be found in ref 49. The
FRODA simulation was performed with the FIRST 6.2 suite of
programs. For the rigid cluster decomposition with FIRST, a
hydrogen bond energy cutoff of �1.0 kcal mol�1 was applied
together with the “H 1” function for hydrophobic interactions.
For each system, 10 000 000 conformations were sampled, of
which every 10 000th conformation was stored. The random
displacement distance of the mobile atoms was set to 0.1 Å, and
the continuous motion (CM) method was applied.
MM-PB(GB)SA Calculations.MM-PBSA34,50 calculations were

carried out according to the “multiple trajectory method” and
the “single trajectory method”. For the multiple trajectory
method, snapshots of all of the IL-2 complexes, the unbound IL-2
structures, and the IL-2Rα subunit as well as the small-molecule
ligands were extracted from independent MD trajectories. Alter-
natively, for the single trajectory method, snapshots of the
binding partners were extracted from MD trajectories of the
complexes only. All counterions and water molecules were
stripped from the snapshots. Snapshots were extracted every
10 ps. Autocorrelation analysis of the effective energy of snap-
shots revealed that this time interval is sufficient for generating
statistically independent snapshots. The gas phase energy was
calculated on the basis of the ff99SB force field51 without
applying any non-bonded cutoff. The polar part of the solvation
free energy was determined by solving the linearized Poisson�
Boltzmann (PB) equation52 or by applying the “OBC” gener-
alized Born (GB) method (igb = 5) using mbondi2 radii.53

A dielectric constant of 1 and 80 for the interior and exterior of
the solute was applied, respectively. The polar contributions were
computed at 100 mM ionic strength. Nonpolar solvation
energies were calculated by a solvent-accessible surface area
(SASA) dependent term, using a surface tension proportionality
constant of γ = 0.0072 kcal mol�1 Å�2. Contributions from
vibrational entropy were neglected,54 which can be justified with
the small-molecule ligands being very similar. For calculating per
residue contributions, the decomposition scheme22 implemented
in the SANDER and MM-PBSA code of AMBER 10 was
extended to also consider the PB reaction field energy. This is done
on the basis of the concept of induced surface charges on the
dielectric boundary.55 The contribution of a residue k to the
reaction field energy Erf is then calculated without additional
computational costs as the sum of Coulomb interactions of all of

Figure 1. Outline of the strategy for hot spot and transient pocket
identification, docking, and ranking of PPIMs using only the struc-
ture of a protein�protein complex as a starting point. A similarity-
based virtual screening was not performed in this study. See text
for details.
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its atomic charges qi with all induced surface charges qj, with
r being the distance between the two charges (eq 1):

Erf ðkÞ ¼ ∑
i∈ k

∑
j

qiqj
4πε0r

ð1Þ

Identification of Residues in the Interface of IL-2/IL-2Rα
Residues that are e5 Å apart from IL-2Rα in the IL-2/IL-2Rα
complex structure (PDB code: 1z92) were chosen as interface
residues of IL-2. Residues pointing toward the interior of IL-2
and thus not contributing to the binding of IL-2Rα or small
ligands were excluded upon visual inspection. This resulted in a
set of 31 IL-2 interface residues: Tyr31, Asn33, Pro34, Lys35,
Thr37, Arg38, Met39, Thr41, Phe42, Lys43, Phe44, Tyr45, Glu60,
Glu61, Glu62, Lys64, Pro65, Leu66, Glu67, Glu68, Val69, Asn71,
Leu72, Met104, Cys105, Glu106, Tyr107, Ala108, Asp109, Glu110,
and Thr111.
Structural Analysis of Protein�Protein Interfaces. For

investigating structural properties of protein�protein interface
regions from conformational ensembles, we developed the
PPIAnalyzer method (Figure S1). The method comprises three
steps:
I. Structural changes of the interface are determined in

terms of root mean-square deviations (RMSD) of back-
bone and side chain atoms.

IIa. The steric quality of the generated conformations is
assessed.

IIb. Distinct interface conformations are selected on the basis
of a clustering with respect to the RMSD of heavy atoms
of interface residues.

III. Transient pockets are identified in those conformations.
In more detail, heavy atom RMSD values of interface residues

are calculated with respect to the small molecule-bound (PDB
codes: 1m48, 1m49, 1pw6, 1py2, and 1qvn) and unbound crystal
structures (PDB code: 1m47) after structurally aligning the
interface regions. We note that this RMSD calculation was only
done to retrospectively assess the sampling of bound interface
conformations; at no time of the study was knowledge of bound
conformations applied for the identification of protein confor-
mations that were subsequently used in docking experiments.
The stereochemical quality of each snapshot was assessed using
PROCKECK.56 Snapshots not satisfying all of the following
stereochemical criteria were excluded from further investigation:
I. At most, two bad contacts are present.
II. Less than 5% of the amino acids are in disallowed regions

of the Ramachandran plot.
III. At most two unfavorable main chain or side chain param-

eters are present. Of the remaining snapshots, 100 repre-
sentative structures were selected using a k-medoids
clustering algorithm57 with respect to the RMSD of the
interface residues.

Finally, potential binding pockets were detected using the
PocketAnalyzer program58 that implements a pocket identifica-
tion strategy similar to the one proposed by Hendlich et al.59

Details of the algorithm can be found in ref 58. Here, the
following parameters were used: minimal degree of buriedness:
9; minimal number of neighbors: 9; minimal cluster size: 50; grid
spacing: 1.0 Å. Snapshots for the subsequent docking experiments
were chosen with respect to their identified pocket volume.
Data Set of Useful Decoys. Following the procedure de-

scribed to generate the directory of useful decoys (DUD),60 we
selected compounds from the “purchasable subset” of the ZINC

database61 (as of May 19, 2010) that are similar with respect to
physicochemical properties to the five IL-2 ligands in complex
structures (Table 1). Descriptors for the ZINC compounds were
downloaded from the ZINC Web site or were calculated for the
IL-2 ligands using Molinspiration.62 The number of functional
groups was calculated using the OpenEye FILTER program.63

The pairwise dissimilarity between compounds was calculated as
the weighted root mean-cubed difference (RMCD; eq 2) of the
differences of normalized descriptorsXi (weightswi in parentheses)
logP (8); molecular weight (4); number of hydrogen bond donors
(4) and acceptors (4); number of rotatable bonds (4); number
of amide (1), amino (1), and carboxylic acid (1) groups; and the
sum of the numbers of amidino and guanidino groups (1).

RMCD ¼ 3

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑
i
wijX3

i j

∑
i
wi

vuuut ð2Þ

The ZINC compounds were then sorted by their pairwise
RMCDs to all five IL-2 ligands in complex structures. The
10 000 most similar ZINC compounds were clustered into
1000 clusters on the basis of the pairwise RMCD using
hierarchical clustering according toWard’s method as implemented
in the hclust module of R.64 Out of each cluster, the compound
with the smallest RMSD of pairwise RMCD to the reference
ligands was selected. Four compounds were not retrievable from
the ZINC. For the remaining 996 unique decoy structures, a total
of 1297 protonation and tautomerization states, as stored in the
ZINC database, were considered.
Ranking of Docked Structures. For ranking docked struc-

tures by MM-PBSA, appropriate starting structures for the MD-
based snapshot generation must be chosen initially. For this,
consider that 100 docking runs were performed for each of the 10
structures with the largest interface pocket volumes obtained by a
FRODA simulation of the unbound IL-2 structure and for each
ligand. The starting structure selection was based on hot spot
information, RMSD clustering, and intermolecular docking en-
ergy. First, it was required that a ligand’s guanidinium group be
within 5 Å of the side chain heavy atoms of the hot spot amino
acid Glu62. Second, all of the remaining docking poses were
clustered with respect to heavy atom RMSD of the PPIMs in the
docked complexes after aligning only the proteins. Hierarchical
complete linkage clustering was performed with R64 with a cluster
distance of 5Å.Compared to clustering docking results above, a larger
clustering distance of 5 Å was chosen to account for the fact that the
clustering is performed over complex structures with different
receptor conformations. Finally, the structure with the lowest inter-
molecular docking energy from the largest cluster was chosen as a
starting structure for MD simulation and subsequent MM-PB-
(GB)SA binding effective energy calculation. Equilibrations, produc-
tion runs, and MM-PB(GB)SA calculations were performed as
described in the Supporting Information for the crystal structures.
To allow the complex structures to relax after geometrical FRODA
simulations and subsequent docking, we performed 20 ns of unrest-
rained MD simulation, with only the last 10 ns being used for
snapshot extraction.

’RESULTS AND DISCUSSION

Structures fromMD Simulations. In order to investigate the
opening of transient pockets in the IL-2 interface and to calculate
effective energies byMM-PB(GB)SA, conformational ensembles of
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unbound IL-2 and IL-2 bound to either IL-2Rα or five PPIMs
were generated by MD simulations of at least 6 ns in length
(Table 1).
For all systems, the RMSD of heavy atoms with respect to

structures at the end of the equilibration procedure (see Sup-
porting Information) was determined (Table S1, Supporting
Information). Over all trajectories, IL-2 showed mean RMSD
values of 2.55�3.46 Å. These values are in good agreement with
those generally found during other MD simulations.65 The
interface regions of IL-2 showed generally lower RMSD values
of 1.94�2.88 Å, with the interface region of the two unbound
IL-2 structures showing the largest structural deviations
(2.44 and 2.88 Å). This agrees well with observations from
X-ray crystallography that show an opening of transient pockets
in this region (see below). The small-molecule ligands bound to
IL-2 showed RMSD values between 0.89 and 2.20 Å and, thus,
stayed close to the initial binding region. Overall, after an initial
rise during the first 2�4 ns, the RMSD values remain constant for
the remainder of the MD simulations (Table S1).
To investigate the mobility of IL-2 and its interface region, we

calculated root-mean-square fluctuations (RMSFs) of heavy
atoms of protein residues. Starting structures of MD simulations
with RMSF values mapped in a color-coded fashion are shown in
Figure S2 (Supporting Information). Unsurprisingly, the largest
fluctuations up to 9.58 Å were found for flexible loop regions and
the termini. Many of these mobile regions have not been resolved
in several of the crystallographic structures,5,66 which already
provides a hint as to their mobility. In contrast, all of the interface
residues of IL-2 show RMSF values <2.50 Å. Interestingly, the
mobility of Phe42 of IL-2, whose conformational transition is
crucial for the opening of a transient pocket (see below), was
found to be significantly higher in the unbound structure (RMSF =
1.86 Å (1.60 Å) for 1m47 (1m4c)) than in the bound structures
(RMSF between 0.57 and 1.15 Å).
MM-PB(GB)SA calculations, which make use of a con-

tinuum electrostatic model for evaluating (de)solvation effects,
may fail if structural waters are present in or close to the binding
interface.67,68 To identify such water molecules, we calculated
the RMSFs of all water molecules and, subsequently, investi-
gated the residence times of waters with low RMSFs by visual
inspection. First, the analysis did not reveal any long-lasting
(residence time >1 ns) water molecule on the outer surface of
the IL-2 interface except in the case of the IL-2/IL-2Rα
complex. However, none of these water molecules formed
strong interactions with the protein for the complete simulation
time. Second, in the interior of IL-2 adjacent to the binding
interface, long-lasting (residence time >1 ns) water molecules
were found at three distinct sites (I, in the interior of IL-2 close
to Glu62; II, inside of a loop region enclosed by Tyr45, Ala108,
Asp109, and Glu110; III, at the N-terminal end of helix D
enclosed by Met39, Phe42, and Leu114). However, none of
these waters is in direct contact with any of the IL-2 ligands.
Furthermore, these waters are conserved in almost all simula-
tions of unbound and bound IL-2 so that potential effects on
MM-PB(GB)SA results should cancel. Overall, these findings
lead us to expect only minor influences due to structural waters
on MM-PB(GB)SA results for hot spot prediction and ligand
ranking.
Identification of Hot Spots by MM-PBSA Free Energy

Decomposition. Mimicking localized interactions in hot spot
regions of protein�protein interfaces has proven valuable for
PPIM development.4We thus set out to computationally identify

hot spots in the protein�protein interface of IL-2/IL2Rα and
IL-2/small-molecule complexes (Figure 2). For this, we imple-
mented and applied the MM-PBSA per residue effective energy
decomposition,25,69 which complements the MM-GBSA effec-
tive energy decomposition introduced by us.22 Here, we applied
the MM-PBSA single trajectory method. While this method
neglects energetic contributions due to conformational changes
of the binding partners, it leads to a drastic reduction in the
statistical uncertainty of the free energy components.34,70,71

For validation, computed effective energy components were
compared to experimentally determined changes in the binding
free energy of IL-2/IL-2 Rα and IL-2/FRH complexes upon
mutations of IL-2 interface residues to alanine.6,15 The experi-
ments showed that for both IL-2Rα and FRH binding was
strongly disrupted (EC50,Ala/EC50,WT g 100, equivalent to
ΔG g 2.8 kcal mol�1 at 37 �C) when Phe42, Tyr45, or Glu62
were mutated to alanine. Encouragingly, the effective energy
decomposition also identified Phe42 and Glu62 as hot spot
residues (ΔGeff = �2.84 to �4.45 kcal mol�1) and only slightly
underestimated the contribution of Tyr45 (ΔGeff ≈ �1.3 kcal
mol�1). Thus, experimental and computational predictions
of hot spots are in good agreement. Moderate changes
in the binding affinity (EC50,Ala/EC50,WT g 10, equivalent to
ΔG g 1.4 kcal mol�1 at 37 �C) were observed for IL-2/IL-2Rα
when IL-2 residues Thr41, Lys43, or Phe44 were mutated to
alanine.15 Computed ΔGeff values are in the range of �0.4 to
�0.8 kcal mol�1 in these cases, demonstrating that smaller
effects on the binding affinity could be well identified by the
MM-PBSA effective energy decomposition, too. Finally, residues
Lys35, Arg38, and Leu72 were also identified as hot spots by
the MM-PBSA effective energy decomposition. However,
except for Leu72, which moderately disrupted the IL-2/FRH
complex (EC50,Ala/EC50,WT g 10) when mutated, all others did
only show a weak disrupting effect on IL-2Rα and FRH binding
(EC50,Ala/EC50,WT = 3�5).
The seemingly prominent interactions of Arg83 (ΔGeff ≈ �2.3

kcal mol�1) are dominated by an intermittent salt bridge to
Asp56 (IL-2Rα residues are highlighted in italics, whereas IL-2
residues are depicted in “normal” font), for which the proteins
needed to undergo structural changes during theMD simulation.
As Arg83 is far apart from the localized cluster formed by the
other hot spots, it was neglected for the guidance of the
subsequent docking. Finally, our calculations predict Glu68 to
contribute disfavorably (ΔGeff = +1.72 kcal mol�1) to the
binding of IL-2Rα; Glu68 thus is a “cold spot”. In summary,
the identified hot spots cluster together and form a functional
epitope localized on helices A0 and B0 with an approximate area of
500 Å2 corresponding to 20% of the total protein�protein
interface area.
Mimicry of Localized Interactions in Hot Spot Regions by

PPIMs. Next, we investigated to what extent the PPIMs mimic
IL2Rα as an interaction partner. If such mimicry existed, hot
spots identified in a protein�protein complex could be used for
guiding PPIM identification and development. Figure 2 reveals
that the energetic fingerprint of IL-2/IL-2Rα is indeed highly
similar to the energetic fingerprints of the IL-2/small-molecule
complexes. Three amino acids stand out in that respect: I. Phe42
is the center of a hydrophobic core forming contacts to other IL-2
residues (Met39, Val69, Leu72) as well as Met25, Asn27, Leu42,
and His120, which explains its hot spot character in the IL-2/
IL-2Rα case. Moreover, Phe42 forms favorable interactions with
the piperidine (FRI, FRH), pyrazole (FRB), or central phenyl
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Figure 2. Per-residue contributions to the binding effective energy as calculated by MM-PBSA decomposition. The per-residue contributions were
calculated by applying the single trajectory MM-PBSA method to the MD trajectories of IL-2 in complex with IL-2Rα (PDB code: 1z92) and the five
PPIMs FRG, CMM, FRB, FRH, and FRI (PDB codes: 1m48, 1m49, 1pw6, 1py2, and 1qvn). (a)The per-residue contribution is mapped onto the
crystal structure of IL-2 bound to IL-2Rα using a color-code with a linear scale for IL-2/IL-2Rα, IL-2/FRG, IL-2/CMM, IL-2/FRB, IL-2/FRH, and
IL-2/FRI. In (b) per-residue contributions of the six complexes are depicted as bar plots. At the top, the IL-2 sequence is depicted in single letter code
with all interface residues highlighted (bold). α-helices are marked as horizontal boxes in the line below. Hot spots (highlighted as black bars in the
energy plot and marked by black triangles (1) above the sequence) were selected based on the per-residue decomposition of the IL-2/IL-2Rα
trajectory by applying an energy cutoff of 2 kcal mol�1 (dashed line). See text for details on Arg83, which is marked by an asterisk (/) above the
sequence.
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ring of the tolane moiety (FRG, CMM) of the PPIMs and their
adjacent amide moieties, which makes Phe42 also a hot spot for
the binding of these PPIMs. II. Glu62 forms a stable salt bridge
with Arg36 in the protein�protein complex. Glu62 is also the
strongest anchor for the binding of the five PPIMs by salt-bridge
formation with the guanidinium groups present in all ligands. III.
The hydrophobic interaction of Leu72 with Met25 and Leu2 is
replaced by the phenyl and 1,2-dichlorophenyl moieties of FRI,
the 1,2-dichlorophenyl moieties of FRH or FRB, the indolyl
moiety of CMM, or the terminal phenyl ring of the tolane moiety
of FRG. In contrast, interactions involving Lys35 and Arg38,
which are important for IL-2/IL-2Rα affinity, are not or only
weakly mimicked by the PPIM.
In summary, these findings demonstrate that three out of five

computationally identified hot spots of the IL-2/IL-2Rα complex
are equally important for small-molecule binding to IL-2. Further-
more, all five computed hot spots cluster in a subregion of the
structural epitope of IL-2/IL-2Rα. Together, this strongly suggests
that hot spots computed from protein�protein complexes can be
used for guiding the identification and optimization of PPIM.
Opening of a Transient Pocket during Simulations Started

from the Unbound State. PPIMs have been found to be
particularly effective when they bind to well-defined clefts or
grooves in the protein�protein interface.5,9,72,73 Here, we in-
vestigate whether an opening of transient pockets in the rather
flat protein�protein interface of IL-2 can be observed when
sampling the conformational space of unbound IL-2, following
the “conformational selection” model.47 Two conformational
sampling techniques were used. First, as a state-of-the-art method,
we applied all-atom MD simulations in explicit solvent of
10 ns in length. This setup is similar to a study by Helms and
Eyrisch.7 Second, as a computationally cheaper alternative, we
applied the geometrical simulation method FRODA.49 FRODA
has already been successfully applied for identifying spontaneous
and relevant apo-to-holo conformational transitions of HIV-1
TAR RNA.74 FRODA relies upon a decomposition of a bio-
macromolecule into rigid and flexible regions.75 In the unbound
structure of IL-2, helices A, A0, B, B0, C, and D form discrete rigid
clusters that are interconnected by flexible hinges (Figure S3,
Supporting Information). With respect to the interface region,
only 25% of the atoms belong to rigid clusters. This ensures that
the majority of the interface atoms can move freely during the
FRODA simulation.
The interface heavy atom RMSD of all snapshots of MD and

FRODA simulations were calculated with respect to the PPIM-
bound and unbound IL-2 structures (Table S2, Supporting
Information). The overall structural changes between bound
and unbound IL-2 structures are small: in the best case, an in-
terface conformation coming as close as 1.42 Å RMSD to a
bound state was found, starting from a structural deviation
between bound and unbound structures of 1.50 Å. This can be
explained in that structural deviations between bound and
unbound structures are uniformly distributed over the interface
rather than caused by a large-scale collective movement. Inter-
estingly, when comparing the performance of FRODA and MD
simulations, FRODA snapshots were generally found to be more
similar to four out of five bound IL-2 structures than were MD
snapshots. We attribute this fact to an appropriate coarse-graining
of the unbound IL-2 structure prior to the FRODA simulation.
Apparently, residues were correctly identified to be part of a rigid
cluster that is not involved in pocket opening, leading to a focusing
of movements to that region where a pocket opens up (Figure S4,

Supporting Information). In contrast, in the MD simulations, all
residues are allowed to move freely, leading to larger overall
structural deviations in the protein�protein interface that do not
necessarily lead to a structure close to a bound conformation.
Of the residues that line the PPIM binding pocket, Phe42 has

been described as functioning as a gate keeper by flipping its
phenyl ring.5,15 In Figure 3, RMSD time series calculated from all
heavy atoms of Phe42 with respect to both unbound and bound
IL-2 structures are shown for FRODA and MD simulations. The
FRODA simulation shows an antidromic behavior of both time
series, and the simulated conformations repeatedly approach the
bound structure and depart from it. This leads to Phe42
approaching the small molecule bound conformation to <1.0 Å
RMSD in 18 cases during the simulation. In contrast, the RMSD
time series of the MD simulation showed a much less pro-
nounced antidromic behavior, and a conformation of Phe42 with
an RMSD <1.0 Å with respect to bound IL-2 was never detected
during the simulation.

Figure 3. Conformational analysis of the interface residue Phe42.
Consecutive snapshots generated by (a) FRODA and (b) MD simula-
tion of unbound IL-2 are compared to the bound (black, PDB code:
1m48) and unbound IL-2 structures (gray, PDB code: 1m47) regarding
the RMSD of Phe42 based on a structural alignment of heavy atoms of
the interface. For the FRODA simulation, the RMSD shows a clear
antidromic character that indicates the flipping of the aromatic ring. In
contrast, for the MD simulation, the antidromic character of the RMSD
curve is much less pronounced. Phe42 conformations that come closer
to the bound IL-2 state than 1 Å RMSD are marked by black triangles.
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Identification of Transient Pockets in Structural Ensem-
bles.Next, the question needs to be addressed as to how one can
identify binding-competent conformations from the generated
ensembles without already knowing the bound conformation
from experimental results. An evaluation based on energetic
criteria appears to be difficult34,76 (see the Supporting Information
on “Statistical significance of MM-PBSA results” and Figures S5
and S8) because the expected change in free energy accompanying
the opening of a transient pocket is on the order of kBT, which is
several orders of magnitude smaller than the total conformational
energy of the protein.77 Instead, we resorted to a sequential
scheme that involved checking the stereochemical quality of the
simulated conformations, clustering of similar conformations, and
identification of transient interface pockets based on volume and
the degree of “buriedness”. Thus, we only considered geometrical
parameters for the identification of transient pockets.
Conformations sampled by either MD or FRODA simulations

generally showed a high degree of stereochemical quality, as
determined by PROCHECK.56 In fact, none of the FRODA
conformations had to be excluded from further investigations,
whereas only 45MD conformations were discarded because they
had more than two unfavorable main chain parameters. In the
next step, 100 structurally varying interface conformations were
selected as representatives from each simulation by k-medoids
clustering. The interface RMSD of the selected representatives
ranges from 0.85 to 3.43 Å for MD-generated conformations and
from 0.78 to 2.14 Å for FRODA-generated conformations.
Finally, the PocketAnalyzer program58 was applied for pocket
detection. Pockets embraced by at least 70% of the interface
residues were identified as interface pockets. As for the crystal

structures, all small-molecule bound structures displayed inter-
face pockets with volumes ranging from 107 to 234 Å3, with all of
these pockets being located between residues Lys35, Arg38, and
Phe42. No pocket was present in the unbound IL-2 structure as
well as the IL-2/IL-2Rα complex.
In 33% of the selected FRODA conformations, an interface

pocket was detected (Figure 4). The average volume of these
pockets is 138Å3, withminimal (maximal) values of 104Å3 (215Å3).
Similar to the crystal structures, all interface pockets from
FRODA-generated conformations were located between residues
Lys35, Arg38, and Phe42. As for MD-generated conformations,
an interface pocket was identified in 22% of the conformations,
with an average volume of 159 Å3 (min., 103 Å3; max., 240 Å3).
Notably, 2/3 of these interface pockets are located between
Lys43, Tyr45, and Phe42 and, thus, deviate in position from the
pockets found in the bound crystal structures.
Docking into Transient Pockets. We then investigated

whether simulated IL-2 conformations with transient pockets
in the protein�protein interface can be used as receptor struc-
tures for docking. Therefore, we selected those 10 representative
structures from each simulation that showed the largest interface
pocket volume (Table S3, Supporting Information). Each of the
five known IL-2 ligands (Table 1) was then docked into this set of
conformations. To exclude any bias due to the knowledge of the
experimentally determined complex structures, the placement
of the potential grids for docking (Figure 5) was solely based on
(I) all hot spots identified by MM-PBSA except Arg83 (see
above, Figure 2) and (II) all amino acids lining the identified
interface pocket (Table S4, Supporting Information). Docking
was considered successful when the ligand pose with the lowest

Figure 4. Detection of interface pockets in the cluster representatives of IL-2 structures generated by (a) FRODA and (b)MD simulation. The box plots
depict pocket volumes computed by PocketAnalyzer. In addition, the two largest pockets found in IL-2 structures generated by either simulationmethod
are shown. Notably, the locations of these pockets differ for both methods.
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intermolecular docking energy in the largest cluster had an
RMSD < 2.0 Å to the native pose.
For comparison, we first redocked the five IL-2 ligands into the

corresponding IL-2 complex structure. Likewise, we also per-
formed docking of these ligands to an apo structure of IL-2 (PDB
code: 1m47). Since no interface pocket could be detected in this
apo structure, the same potential grid definition as for the
redocking approach was used for the apo-docking. The redocking
was successful in all cases, whereas apo-docking failed (Table 2).
The latter is not unexpected due to the absence of any pro-
nounced indentation in the protein�protein interface. Addition-
ally, the success and convergence of the redocking is demon-
strated by the occurrence of g25 poses in the largest cluster for
IL-2/FRB, IL-2/FRI, and IL-2/FRH and >80 poses in the largest
cluster for IL-2/FRG and IL-2/CMM.
The results of docking into transient pockets of simulated

conformations are summarized in Table 3. Notably, docking into
MD-generated conformations was not successful because in no
case was a docked pose with RMSD < 2 Å obtained, and in only
2 out of 50 dockings was a pose with RMSD < 2.5 Å identified.
This failure is a result of the interface pockets being located at a
different position than the pockets found in the bound crystal
structures. A more detailed inspection of the MD-generated
conformations showed that correctly localized transient pockets
do exist (data not shown). However, these pockets are much less
pronounced than those occurring in FRODA-generated snap-
shots and, hence, are not among the 10 largest pockets chosen for
the docking experiments. This is because a hydrophobic channel

embraced by Lys35, Arg38, and Phe42 must open for the
transient pockets to be correctly localized.5 Such an opening
tends to be less pronounced in MD-generated ensembles, as
demonstrated by the lower hydrophobicity of these pockets
when compared to pockets found in crystal structures.7

In contrast, we were able to identify the hydrophobic channel
in all of the selected FRODA-generated snapshots, possibly due
to the absence of solvent in the simulation process. As a con-
sequence, docking to at least one transient pocket was successful
for all IL-2 ligands but FRB (Table 3). This is exemplarily shown
for the ligand FRG in Figure 5b.

Table 2. Results of Redocking and apo-Docking

redocking apo-docking

ligand PDB codea RMSDb scorec cluster size ligand PDB codea RMSDb scorec cluster size

FRG 1m48 1.50 �13.84 84 FRG 1m47 2.58 �10.93 19

CMM 1m48 1.37 �15.69 82 CMM 1m47 3.08 �12.53 40

FRB 1pw6 0.59 �13.01 25 FRB 1m47 4.63 �10.82 51

FRH 1py2 0.87 �15.38 53 FRH 1m47 3.80 �14.10 9

FRI 1qvn 1.14 �14.65 27 FRI 1m47 8.10 �13.30 9
a PDB code of the IL-2 complex structure. bRMSD of the ligand pose with the lowest energy in the largest cluster with respect to the native structure, in
Ångstroms. c In kilocalories per mole.

Table 3. Number of Successful Attempts of Docking into
Snapshots with Identified Transient Pockets

RMSDa

MD FRODA

ligand <2.0 <2.5 <3.5 g3.5 <2.0 <2.5 <3.5 g3.5

FRG 0 2 1 7 2 6 1 1

CMM 0 0 4 6 2 4 4 0

FRB 0 0 3 7 0 0 7 2

FRH 0 0 0 10 1 2 4 3

FRI 0 0 0 10 1 1 0 8
aRMSD of the ligand pose with the lowest energy in the largest cluster
with respect to the native structure, in Ångstroms.

Figure 5. Definition of the potential grid and exemplary docking result for IL-2. The interface region of IL-2/IL-2Rα is colored white. (a) The hot spots
identified by MM-PBSA decomposition (red spheres) and the transient pocket (blue surface) were used to define the location and size of the potential
grid (seeMaterials andMethods). The grid dimensions are represented by a blue box. (b) Predicted binding pose of the ligand FRG (blue sticks) docked
into a FRODA snapshot containing an identified transient pocket. The RMSD between the predicted and crystallographic binding pose (PDB code:
1m48, green sticks) is 1.28 Å.
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These results are encouraging in that a drop in docking
accuracy compared to redocking is often found to be mirrored
by the degree to which a protein moves upon ligand binding.78,79

Thus, docking to an apo form usually shows the largest
deterioration.80 Being able to start from the apo IL-2 structure
and identify transient pockets in trajectories of computationally
inexpensive FRODA simulations that are adequate for ligand
docking thus is a valuable achievement.
Docking Enrichment in a Large Set of Decoys. In order to

demonstrate that the identified hot spots and transient pockets

could also be used for structure-based virtual screening (VS),
we performed a retrospective VS for IL-2 PPIMs. As known
binders, the five IL-2 ligands in complex structures (Table 1)
and 52 structures with similar scaffolds and known IC50 values
were used.6,17,48 Decoys were selected from the “purchasable
subset” of the ZINC database61 following the procedure de-
scribed for creating the directory of useful decoys (DUD).60 The
DUD procedure aims at selecting decoy structures that are
physicochemically similar to known binders in order to avoid
any bias in enrichment calculations. This led to 996 unique decoy
structures with a total of 1297 protonation and tautomerization
states. We note that during docking, the docking scores were
normalized by the square root of the molecular weight of a ligand
in order to correct for any size related bias, too.81

For the 57 (5) known IL-2 ligands (in complex structures) we
found good enrichments for the individual transient binding
pockets (Table 4, Figure 6, Figure S6, Supporting Information)
with EFmax = 16.2�23.8 (EFmax = 57.8�260.4) and EF1 =
13.6�23.8 (EF1 = 37.2�92.2), and area under the curve values
of receiver operator curves of AUC g 0.89 (AUC g 0.93).
We note that these enrichments may be too optimistic

compared to a real-life scenario and, hence, should be interpreted
cautiously because the VS has likely benefitted from the fact that
the known IL-2 ligands were structurally optimized for binding to
IL-2 and partially violate Lipinski’s rules.82 Hence, even though
the decoys were selected following the DUD procedure, in
some cases, a perfect match of the property distribution curves
between binders and decoys could not be achieved (Figure S7,
Supporting Information). This is particularly true for the proper-
ties “molecular weight”, “no. of hydrogen bond donors”, and “no.
of amidino and guanidino groups”. Still, with respect to the aim of
this study, our results demonstrate that known IL-2 ligands could
successfully be screened from a set of decoys using only informa-
tion about hot spots and transient pockets on the protein side.
Rankingof IL-2 Ligands.Binding effective energies calculated

by the MM-PBSA single trajectory method appear to be con-
verged and remain stable throughout simulation lengths of
6�14 ns (Table S5 and Figure S8, Supporting Information).

Figure 6. Ranking of docked structures. The best poses (as defined in Materials and Methods) of docked binders and decoy structures were ranked by
intermolecular energy divided by the square root of the molecular weight. The 10 FRODA structures with the largest transient pocket are indicated by
their snapshot number at the bottom. The 57 known IL-2 ligands and the decoys are depicted with green and black lines, respectively. In addition, the five
IL-2 ligands with available complex crystal structures are highlighted by arrows.

Table 4. Docking Enrichment of Known IL-2 Ligandsa

FRODA

snapshotb EFmax
c,d EF20

c,d EF3
c,d EF1

c,d AUCd,e

6 23.7 (260.2) 4.6 (5.0) 17.4 (26.0) 22.0 (74.3) 0.95 (0.99)

117 23.8 (173.6) 4.4 (5.0) 18.0 (32.5) 22.1 (74.4) 0.95 (0.99)

169 23.7 (260.0) 4.8 (5.0) 22.0 (32.5) 23.7 (92.9) 0.98 (1.00)

301 23.8 (260.4) 4.9 (5.0) 19.7 (26.0) 18.7 (55.8) 0.99 (0.99)

418 23.8 (260.4) 4.8 (5.0) 10.4 (26.0) 11.9 (37.2) 0.94 (0.98)

514 19.0 (97.6) 5.0 (5.0) 16.2 (32.5) 17.0 (55.8) 0.98 (0.99)

534 23.8 (86.8) 4.4 (5.0) 11.0 (26.0) 13.6 (37.2) 0.92 (0.98)

657 16.2 (57.8) 4.0 (4.0) 10.4 (19.5) 15.3 (55.8) 0.89 (0.93)

698 23.8 (260.4) 4.1 (5.0) 16.2 (32.5) 23.8 (55.8) 0.94 (0.99)

729 23.8 (86.8) 4.6 (5.0) 12.2 (26.0) 13.6 (55.8) 0.95 (0.99)
aThe set of known IL-2 ligands consists of five IL-2 ligands with available
complex crystal structures as well as 52 structures with similar scaffolds
and known IC50.

6,17,48 The set of decoys consists of 996 unique
structures with a total of 1297 protonation and tautomerization states.
bConsecutive number of the snapshot from a total of 1000 snapshots
uniformly extracted from the 10 000 000 FRODA-generated structures
starting from the unbound IL-2 structure (PDB code: 1m47). The 10
snapshots with the largest pocket volumes were used. c EF1, EF3, EF20,
and EFmax correspond to the enrichment factors at 1%, 3%, and 20% of
the ranked database and the maximal enrichment factors over the whole
data set. dValues correspond to all 57 known IL-2 ligands, while values in
parentheses correspond to the five IL-2 ligands with available complex
crystal structures only. eArea under the receiver operator curve (ROC).
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Absolute binding effective energies computed for the five IL-2
ligands starting from crystal structures of the complexes are about
45 kcal mol�1 more negative than the experimentally determined
free enthalpies of binding (Figure 7, Table 1). Two reasons account
for this. First, disfavorable energetic contributions due to confor-
mational strain of the binding partners are not taken into account in
the single trajectorymethod. These contributions can be as high as
36 kcal mol�1.83 Second, we neglect any changes in the config-
urational entropy of the binding partners, which accounted for
contributions to the free energy of 20�30 kcal mol�1 at 300 K in
related studies.22,84 However, these two points do not have amajor
impact on relative binding effective energies as demonstrated by a
good (R2 = 0.81) and significant (p < 0.05) linear correlation
of computed and experimentally determined binding energies,
allowing for a successful ranking of four out of the five ligands
(Figure 7a). This result is all the more remarkable in that
the range of experimentally determined binding affinities is only
3 kcal mol�1. To our knowledge, this is one of only a few reports
so far of successfully applying MM-PBSA to rank PPIMs.69,85

When using the GBmodel, no significant correlation is obtained. In
particular, the binding effective energies of ligands FRI and CMM
show strong deviations from the correlation line (Figure 7b). A per
residue decomposition of the binding effective energies using the
GBmodel did not allow one to assign the origin of these deviations
to contributions by a particular set of residues (data not shown).
For ranking docked IL-2/small-molecule complex structures

(Figure 7), first, reasonable poses obtained by docking into
FRODA-generated structures with transient pockets were se-
lected without making use of any knowledge of the bound crystal
structures (Table S6, Supporting Information). Then, MD
simulations and MM-PB(GB)SA calculations were applied as
in the case of the crystal structures. The linear correlation of
computed MM-PBSA binding effective energies with respect
to experimentally determined binding free energies is fair
(R2 = 0.59) and weakly significant (p = 0.13; Figure 7c). Again, no
significant correlation was obtained in the case ofMM-GBSA. The
largest deviations from the correlation line are observed for ligands

FRH and FRI in the case of MM-PBSA, which also show the
largest structural deviations from the native pose in the start-
ing structures (Table S6). These results demonstrate that for
MM-PBSA calculation to be successful in ranking PPIMs, (at least)
good starting structures (RMSD < 2.5 Å) are required. Never-
theless, it is encouraging to note that the quality of the generated
docking poses was still sufficient to successfully discriminate
between the subgroups of high and low affinity ligands.

’CONCLUSION

We have presented for the first time a computational strategy
that simultaneously considers aspects of energetics and plasticity
in the context of PPIM binding to a protein interface. In
particular, our strategy aims at identifying the determinants of
small-molecule binding, hot spots and transient pockets, in a
protein�protein interface in order tomake use of this knowledge
for predicting binding modes of and ranking PPIMs with respect
to their affinity. Although performed in a retrospective manner
on the well-investigated system of IL-2, we note that at no point
in the study did we utilize information from the experiment about
the binding mode and affinity of PPIMs. Thus, our strategy
will be applicable also in a prospective manner where nothing
other than a protein�protein complex structure is known; hence,
it can well be the first step in a structure-based endeavor to
identify PPIMs.

Perhaps the most surprising result from a methodological point
of view is that the computationally much cheaper constrained
geometric simulation method FRODA outperforms state-of-the-
art MD simulations in sampling transient pockets in the IL-2
interface. Apparently, the neglect of solvent in FRODA not only
leads to a reduced computational burden but also facilitates the
opening of a hydrophobic channel. Although applied to only one
protein�protein interface in the present study, we note that the
good performance of FRODA in sampling relevant conforma-
tional transitions is in line with results obtained by this74 and a
related method86 on other systems.

It is encouraging that geometrical parameters summarized in
the PPIAnalyzer method sufficed to successfully identify transient
pockets. On the one hand, this finding alleviates the need to
resort to conformational free/effective energies for identifying
such pockets. Using energetic criteria is hampered by the demand
for very precise computations due to the fact that small differ-
ences in conformational energies must be calculated from large
absolute values. On the other hand, this finding reconfirms the
FRODA results, as it demonstrates that the most pronounced
pockets only opened up where expected. As FRODA strongly
depends on a preceding flexibility analysis of the protein, it is thus
tempting to speculate that regions that are prone to open
transient pockets could be identified by such a flexibility analysis.
This knowledge could then be used to focus other locally
enhanced sampling schemes on that particular region.87

Finally, we consider it a valuable achievement that the sequence
of, first, docking to identified transient pockets; second, starting
structure selection based on hot spot information, RMSD cluster-
ing, and intermolecular docking energies; and third, MM-PBSA
calculations allowed one to discriminate between subgroups of
IL-2 PPIMs with low and high affinity. Also, we obtained good
enrichments for the individual transient binding pockets in a
docking-based, retrospective virtual screening for IL-2 PPIMs.
Together with the fact that the known PPIMs of IL-2 were
identified to mimic many of the interactions also found in the

Figure 7. Correlation of computed binding effective energies (ΔGeff,calc)
with respect to experimental free enthalpies of binding (ΔGeff,exp).
Binding effective energies were calculated using the Poisson�
Boltzmann continuum solvation model (a and c) and the generalized
Born continuum solvation model (b and d) within the MM-PB(GB)SA
single trajectory method. MM-PB(GB)SA calculations were based on
either crystallographic (a and b) or docked (c and d) starting structures.
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IL-2/IL-2Rα region, this suggests that current computational
methods can assist the knowledge-driven process of PPIM identi-
fication when starting from a given protein�protein complex.
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Structure Preparation 
Starting structures for the simulations of human IL-2 and its complexes were taken from the 
Protein Data Bank1 (PDB codes: 1m47, 1m4c, 1m48, 1m49, 1pw6, 1py2, 1qvn, and 1z92). 
These structures were modified to achieve consistency with respect to the sequence and 
number of amino acids. Solvent and buffer molecules were removed except for crystal waters 
bound to protein chains, which were considered in the MD simulations. Histidine protonation 
and rotation states were assigned manually such that all IL-2 chains have the same 
constitution and that histidines can form optimal local interactions. In the case of multiple 
identical chains, the one with the lowest number of unresolved residues was chosen. Missing 
residues (Figure S9) were modeled with MODELLER 7v72 using other IL-2 structures as 
templates, as was done for the Ala69Val mutation in the structure with PDB code 1QVN. The 
flexible loop between Ser64 and Leu100 (all IL-2Rα residues are highlighted in italics, 
whereas all IL-2 residues are depicted in “normal” font) of IL-2Rα was not resolved in the 
crystal structure (PDB code: 1z92).3 As the loop does not contact the binding interface,3 it 
was not considered any further. This should not influence the structural integrity of IL-2Rα 
during MD simulations because either end of the loop is bound to the residual IL-2Rα 
structure by a disulfide bond. Ligand structures were extracted from the complexes. For 
docking, the ligands were converted to MOL2 files using the PRODRG24 server. Atom types 
were corrected manually if necessary. Flexible torsions were determined by AutoTors from 
the AutoDock suite of programs.5 

Molecular Dynamics Simulations 

MD simulations were performed with the AMBER 9 package of molecular simulation 
programs6 using the Cornell et al. force field7 with modifications introduced by Hornak et al. 
(ff99SB)8 and the general amber force field (GAFF)9 for proteins and small molecules, 
respectively. Partial charges of small molecules were generated according to the RESP 
procedure.9-10 The structures were solvated in a truncated octahedron of TIP3P water11 such 
that the distance between the edges of the box and the closest solute atom was at least 11 Å. 
Periodic boundary conditions were applied using the particle mesh Ewald (PME) method12 to 
treat long-range electrostatic interactions. Bond lengths involving bonds to hydrogen atoms 
were constrained by SHAKE.13-14 The time step for all MD simulations was 2 fs, and a direct-
space non-bonded cutoff of 8 Å was applied. After minimization the system was heated from 
100 K to 300 K using canonical ensemble (NVT) MD. Then, the solvent density was adjusted 
using isothermal-isobaric ensemble (NPT) MD. Positional restraints applied during 
equilibration were reduced in a stepwise manner over 50 ps followed by 50 ps of unrestrained 
canonical ensemble (NVT) MD at 300 K with a time constant of 2 ps for heat bath coupling. 
Snapshots were extracted every 10 ps from production runs for further analysis (Table 1). 

Docking 

All docking runs were performed with AutoDock 3.055 using DrugScore pair potentials15 as a 
scoring function.16-17 The docking protocol for flexible ligand docking comprised 100 
independent runs per ligand using an initial population size of 100 individuals, 5.0 × 103 
generations, a maximum number of 10.0 × 106 energy evaluations, a mutation rate of 0.02, a 
crossover rate of 0.8, and an elitism value of 1. For the enrichment evaluation the maximum 
number of energy evaluations and the population size were reduced to 3.0 × 106 and 50, 
respectively. Before calculating the DrugScore potential grids, all structures were aligned to 



 Publication II – Supporting Information 132 

the x/y-plane of the Cartesian coordinate system such that the rms distance between the 
interface amino acids and the plane is minimal. By doing so, the potential grids are optimally 
positioned for the mainly flat interface region of IL-2. The dimensions of the grids were 
chosen such that the grids extend beyond all hot spots as well as amino acids lining the 
identified interface pockets by at least 2.5 Å. In the case of apo-docking where no transient 
pocket is available, the same potential grid definition was chosen as for the re-docking 
approach. We note that this way no information about the known binding modes of the PPIM 
was considered for setting up the docking. The grid spacing was set to 0.375 Å. Similar 
docking poses (RMSD < 1 Å) were clustered, and the intermolecular docking energy was 
calculated. As the final docking result, the ligand pose with the lowest intermolecular docking 
energy from the largest cluster was chosen. A docking experiment was considered successful 
when this ligand pose had an RMSD < 2.0 Å to the native pose. 

Statistical Significance of MM-PB/SA Results 

To investigate the energetics of IL-2/IL-2Rα and IL-2/small-molecule complex formation, the 
MM-PB/SA method was applied to compute effective energies as the sum of gas-phase 
energies and solvation free energies. Entropic terms resulting from translational, rotational, 
and vibrational contributions of the solutes were omitted. The gas-phase and solvation free 
energy values were averaged over 617 – 1379 snapshots (Table 1) taken at 10 ps intervals 
from the trajectories of the MD simulations. The correlation time for relaxation of effective 
energy fluctuations was computed to < 10 ps (data not shown), in agreement with related 
studies.18 Hence, the extracted snapshots should be uncorrelated, and mean values of binding 
effective energies computed by the single trajectory MM-PB/SA method can be estimated to 
within a standard error of the mean (SEM) between 0.13 – 0.37 kcal mol-1 (Table 1). 

Time-series of effective energies computed using the MM-PB/SA method are displayed in 
Figure S8 for snapshots of the unbound solutes and the IL-2/IL-2Rα and IL-2/small-molecule 
complexes. In all cases, significant drifts and fluctuations in the absolute effective energies 
were found, which demonstrates the sensitivity of these values to conformational details and 
reflects structural variations throughout the MD trajectories. The observed energy drift 
(Table S5) depends on the size and conformational complexity of the solutes (Table 1) with 
IL-2/IL-2Rα showing the largest drift (-11.02 kcal mol-1 ns-1), unbound IL-2 and the IL-
2/small-molecule complexes showing drifts of -0.56 – -6.03 kcal mol-1 ns-1, and the small 
molecules showing negligible drifts of -0.30 – 0.20 kcal mol-1 ns-1. 

These analyses indicate as to why MM-PB/SA binding effective energies computed by the 
multiple trajectory method for IL-2/small-molecule complexes do not correlate with 
experimental results (R2 < 0.1, data not shown). In contrast, in the case of the single trajectory 
method, binding effective energies show a much smaller drift (-0.63 – 0.74 kcal mol-1 ns-1, 
Table S5) due to a cancellation of internal energies.18 These results also provide an 
explanation as to why differentiating between conformational states of IL-2 based on absolute 
effective energies is not successful (Figure S8), in addition to the error introduced by 
neglecting changes in the solute’s configurational entropy. As the energy drifts are mainly 
caused by conformational transitions of the solute that occur, in particular, in modeled 
regions, loops, and termini, much longer simulation times would be required to obtain mean 
absolute effective energies that are stable over time. However, even when simulating for up to 
10 ns in related studies,18-23 this problem could not be alleviated, and comparable drifts were 
observed. 
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Tables 
Table S1: Heavy atom RMSD during MD simulation 

 RMSDa 

PDB code Complex IL-2b IL-2 interfacec Bound ligandd Unbound ligandd 

1m47 ─ 3.17 (3.63) 2.88 (3.70) ─ ─ 

1m4c ─ 3.16 (3.83) 2.44 (3.13) ─ ─ 

1m48 2.57 (3.08) 2.55 (3.03) 2.42 (3.00) 1.46 (2.02) 2.66 (4.21) 

1m49 2.66 (3.06) 2.68 (3.09) 2.13 (2.60) 1.06 (1.89) 2.64 (4.29) 

1pw6 2.70 (3.25) 2.72 (3.27) 2.20 (2.86) 0.89 (1.46) 2.01 (4.76) 

1py2 2.59 (3.09) 2.61 (3.12) 1.94 (2.36) 1.55 (2.03) 2.92 (4.94) 

1qvn 2.88 (3.21) 2.81 (3.17) 2.27 (3.03) 2.20 (3.94) 2.81 (5.52) 

1z92 3.50 (4.52) 3.46 (4.32) 2.49 (3.18) 2.98 (4.07) 3.77 (5.73) 
a Mean heavy atom RMSD with respect to the equilibrated structure; in Å. Five N-terminal 
amino acids of IL-2 were omitted. Maximum RMSD in parentheses. 
b Unbound IL-2 or IL-2 extracted from the MD trajectory of the complex. 
c IL-2 residues Tyr31, Asn33-Lys35, Thr37-Met39, Thr41-Tyr45, Glu60-Glu62, Lys64-
Val69, Asn71, Leu72, and Met104-Thr111. 
d Aligned with respect to the ligand. 
 

Table S2: RMSD of the IL-2 interface region of experimentally determined bound IL-2 
conformationsa 

IL-2 structure IL-2/FRG IL-2/CMM IL-2/FRB IL-2/FRH IL-2/FRI 

Unbound structureb 1.77 1.69 3.08 1.50 1.69 

MDc 1.83 1.74 2.99 1.74 1.78 

FRODAc 1.66 1.58 2.98 1.42 1.51 
a All heavy atoms of the interface region (IL-2 residues Tyr31, Asn33-Lys35, Thr37-Met39, 
Thr41-Tyr45, Glu60-Glu62, Lys64-Val69, Asn71, Leu72, Met104-Thr111) are considered; in 
Å. 
b RMSD from the unbound IL-2 conformation (PDB code: 1m47). 
c Minimal RMSD obtained from snapshots generated by either MD or FRODA simulation 
starting from the unbound IL-2 conformation (PDB code: 1m47). 
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Table S3: Ten largest pocket volumes of selected FRODA and MD snapshots 

FRODA snapshota Volumeb MD snapshotc Volumeb

6 159 123 175 

117 157 199 182 

169 148 215 180 

301 145 234 240 

418 148 269 181 

514 185 498 184 

534 188 782 163 

657 215 794 180 

698 176 843 173 

729 156 940 167 
a Consecutive number of the snapshot from a total of 1,000 snapshots uniformly extracted 
from the 10,000,000 FRODA-generated snapshots starting from the unbound IL-2 structure 
(PDB code: 1m47). 
b In Å3. 
c Consecutive number of the snapshot from a total of 1,021 snapshots 10 ps apart that were 
generated by MD starting from the unbound IL-2 structure (PDB code: 1m47). 

 

Table S4: Pocket residues of IL-2 selected for the definition of the potential energy grids 

Protein 
structure Residues 

Crystal 
structuresa 

Ile28, Tyr31-Tyr45, Cys58, Glu61-Pro65, Glu68-Lys76, 
Tyr107, Ile114 

MD Tyr31, Pro34-Lys35, Arg38-Met39, Thr41-Tyr45, Glu60-Glu62, 
Lys64-Val69, Asn71-Leu72, Cys105, Tyr107, Thr111 

FRODA Tyr31, Pro34-Lys35, Thr37-Met39, Thr41-Tyr45, Glu61-Glu62, 
Lys64-Val69, Asn71-Leu72 

a Pocket residues identified in PDB codes 1m48 (chain A,B), 1m49 (chain A,B), 
1pw6 (chain A), 1py2 (chain A,B,C,D), and 1qvn (chain B,C,D). 
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Table S5: Drift of the effective energy 

PDB code Drift of effective energya 

 
Multiple 

trajectory methodb 

Single 

trajectory methodc

Binding effective energy 

from single 
trajectory methodc 

 IL-2 ligand complex IL-2 ligand ─ 

1m47 -1.45 ─ ─ ─ ─ ─ 

1m4c -0.56 ─ ─ ─ ─ ─ 

1m48 ─ 0.03 -2.38 -2.33 0.13 0.20 

1m49 ─ -0.09 -3.08 -3.22 -0.05 0.19 

1pw6 ─ 0.20 -4.55 -4.05 -0.23 -0.27 

1py2 ─ -0.30 -5.33 -4.96 0.16 -0.63 

1qvn ─ -0.04 -6.03 -6.78 0.00 0.74 

1z92 ─ 0.16 -11.02 -8.24 -3.27 0.49 
a In kcal mol-1 ns-1. 
b Structures of IL-2, ligand, and complex were generated by separate MD simulations. 

c Structures of IL-2 and ligand were extracted from the MD trajectory of the respective 
complexes. 

 

Table S6: Selection of poses from docking into FRODA snapshots 

Ligand PDB codea RMSDb Scorec Clustered posesd Cluster sizee

FRG 1m48 2.08 -13.20 213 204 

CMM 1m48 2.59 -14.81 335 327 

FRB 1pw6 2.48 -12.78 105 94 

FRH 1py2 4.30 -15.77 272 78 

FRI 1qvn 3.22 -14.92 133 46 
a PDB code of the corresponding IL-2 complex structure. 
b RMSD of the ligand pose with the lowest intermolecular docking energy in the largest 
cluster with respect to the native pose; in Å. 
c In kcal mol-1. 
d The number of poses out of 1,000 docked poses (10 FRODA simulated structures with 
largest pocket volume times 100 docking runs) where the ligand’s guanidinium group is 
within 5 Å of the side chain heavy atoms of Glu62 that were subjected to hierarchical 
complete linkage clustering with R24 with a cluster distance of 5 Å. 
 e Number of ligand poses in the largest cluster. 
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Figures 

 
Figure S1: Workflow of the PPIAnalyzer method. The method contains three main steps: I. 
Analysis of geometrical properties in terms of root mean-square deviations (RMSD) and 
rotamer analysis. II. Reduction of the dataset by assessing the steric quality of the generated 
conformations and clustering with respect to the RMSD of heavy atoms of interface residues. 
III. Identification of transient pockets in the remaining conformations. Representative 
structures that show the largest interface pocket volume are then selected for the subsequent 
docking experiments. 
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Figure S2: RMSF values of IL-2 residues obtained by MD simulations of the unbound and 
bound states. The RMSF value of each residue is calculated as the average over all atoms. 
RMSF values are color-coded onto the respective starting structure of the MD simulations: 
a) 1m47 and b) 1m4c for unbound IL-2; c) 1m48, d) 1m49, e) 1pw6, f) 1py2, and (g) 1qvn for 
IL-2 bound to PPIM; h) 1z92 for IL-2 bound to IL-2Rα. The RMSF values were calculated 
for snapshots 10 ps apart. Prior to the RMSF calculations, all snapshots were structurally 
aligned to the starting structure of the MD simulation considering all heavy protein atoms. 
The highly mobile five N-terminal residues of IL-2 were neglected in the structural alignment. 
The protein is depicted in cartoon representation. Phe42 is depicted in stick representation to 
indicate the location of the small-molecule binding pocket. Figures were generated by 
PyMOL.25 
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Figure S3: Rigid cluster decomposition obtained by FIRST. (a) The rigid clusters 
(transparent surfaces) are denominated RC1-6 in the order of decreasing size. RC1 (blue) 
covers helices A and D, RC2 (green) covers helix C, RC3 (magenta) covers parts of helix B’, 
RC4 (turquoise) covers helix A’, RC5 (gold) covers parts of helix B, and RC6 (light blue) is 
located at the N-terminus of IL-2. (b) 25.5% of all interface atoms are part of the rigid clusters 
RC3, RC4, and RC5. All flexible atoms (red) can move freely in FRODA simulations. 
Figures were generated by PyMOL.25 

 

 
Figure S4: Overlay of the protein/protein interface region of IL-2 in unbound (red) and bound 
(green) conformation. Exemplarily, one snapshot from a FRODA simulation started from the 
unbound state is shown (blue), demonstrating that the movement of Phe42 can even be 
observed in the absence of the ligand, leading to a transient pocket opening. Regions for 
which no movements were observed by experiment (around Glu60 and Asp109) also remain 
immobile during the simulation. Figure was generated by PyMOL.25 
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Figure S5: Mean absolute effective energies Geff of IL-2 in its unbound and bound 
conformations. Conformational stress and changes in solvation and configurational entropy 
are expected to increase the free energy of a bound conformation over an unbound one (lane 
A). In contrast, computed Geff of IL-2 extracted from MD trajectories of IL-2/small-molecule 
complexes (lane C) or from the IL-2/IL-2Rα complex (lane D) are lower than Geff of unbound 
IL-2 (lane B). We attribute this observation to neglecting changes in configurational entropy 
upon the conformational transitions and the occurrence of significant drifts of Geff over time 
(see Table S5 and Figure S8). Figure was generated by gnuplot.26 
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Figure S6: Docking enrichment of known IL-2 ligands. The number of the FRODA snapshot 
with a transient pocket used for docking is indicated in the left row. Enrichment plots for all 
57 IL-2 ligands (1st vertical lane) and the five IL-2 ligands with available complex crystal 
structure (2nd lane) as well as ROC curves for all 57 IL-2 ligands (3rd lane) and the five IL-2 
ligands with available complex crystal structure (4th lane) are given. 
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Figure S7: Property distribution of the known IL-2 ligands and decoys. The red line 
represents all 57 IL-2 ligands. The black line represents the decoy set generated with the aim 
of similar physicochemical properties to the five IL-2 ligands with available complex crystal 
structures following the DUD procedure. Figures were generated by gnuplot.26 
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Figure S8: Time series of effective energies. The effective energies were calculated by 
applying the MM-PB/SA method to snapshots extracted every 10 ps from MD trajectories for: 
(1) unbound IL-2 [PDB-code: 1m47]; (2) unbound IL-2 [1m4c]; IL-2 in complex with (3) 
FRG [1m48], (4) CMM [1m49], (5) FRB [1pw6], (6) FRH [1py2], (7) FRI [1qvn], and (8) 
IL-2Rα [1z92]; IL-2 extracted from the trajectories of the complexes of IL-2 with (9) FRG 
[1m48], (10) CMM [1m49], (11) FRB [1pw6], (12) FRH [1py2], (13) FRI [1qvn], and (14) 
IL-2Rα [1z92]; IL-2 ligands extracted from the trajectories of the complexes of IL-2 with (15) 
FRG [1m48], (16) CMM [1m49], (17) FRB [1pw6], (18) FRH [1py2], (19) FRI [1qvn], and 
(20) IL-2Rα [1z92]; unbound ligands of IL-2 (21) FRG [1m48], (22) CMM [1m49], (23) FRB 
[1pw6], (24) FRH [1py2], (25) FRI [1qvn], and (26) IL-2Rα [1z92]. In addition, MM-PB/SA 
single trajectory binding effective energies are depicted for the complexes of IL-2 with (27) 
FRG [1m48], (28) CMM [1m49], (29) FRB [1pw6], (30) FRH [1py2], (31) FRI [1qvn], and 
(32) IL-2Rα [1z92]. The range of the ordinate values is identical in all plots (1) – (32). For 
reasons of clarity, MM-PB/SA single trajectory binding effective energies are depicted again 
with a magnified ordinate scale for the complexes of IL-2 with (33) FRG [1m48], (34) CMM 
[1m49], (35) FRB [1pw6], (36) FRH [1py2], (37) FRI [1qvn], and (38) IL-2Rα [1z92]. 
Figures were generated by gnuplot.26 
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wt   APTSSSTKKTQLQLEHLLLDLQMILNGINNYKNPKLTRMLTFKFYMPKKATELKHLQCLEEELKPLE
1m47 -----STKKTQLQLEHLLLDLQMILNGINNYKNPKLTRMLTFKFYMPKKATELKHLQCLEEELKPLE
1m4C -----STKKTQLQLEHLLLDLQMILNGINNYKNPKLTRMLTFKFYMPKKATELKHLQCLEEELKPLE
1m48 ---SSSTKKTQLQLEHLLLDLQMILNGINNYKNPKLTRMLTFKFYMPKKATELKHLQCLEEELKPLE
1m49 ---SSSTKKTQLQLEHLLLDLQMILNGINNYKNPKLTRMLTFKFYMPKKATELKHLQCLEEELKPLE
1pw6 ----SSTKKTQLQLEHLLLDLQMILNGINNYKNPKLTRMLTFKFYMPKKATELKHLQCLEEELKPLE
1py2 -----STKKTQLQLEHLLLDLQMILNGINNYKNPKLTRMLTFKFYMPKKATELKHLQCLEEELKPLE
1qvn ---SSSTKKTQLQLEHLLLDLQMILNGINNYKNPKLTRMLTFKFYMPKKATELKHLQCLEEELKPLE
1z92 -----STKKTQLQLEHLLLDLQMILNGINNYKNPKLTRMLTFKFYMPKKATELKHLQCLEEELKPLE
          **************************************************************
wt   EVLNLAQSKNFHLRPRDLISNINVIVLELKGSETTFMCEYADETATIVEFLNRWITFCQSIISTLT
1m47 EVLNLAQ--NFHLRPRDLISNINVIVLELKG----FMCEYADETATIVEFLNRWITFCQSIISTLT
1m4C EVLNLA---------RDLISNINVIVLELKGS---FMCEYADETATIVEFLNRWITFCQSIISTL-
1m48 EVLNLAQSK----NFRDLISNINVIVLELKGSETTFMCEYADETATIVEFLNRWITFCQSIISTLT
1m49 EVLNLAQ------RPRDLISNINVIVLELKGSETTFMCEYADETATIVEFLNRWITFCQSIISTL-
1pw6 EVLNLAQSKNFHLRPRDLISNINVIVLELKGSETTFMCEYADETATIVEFLNRWITFCQSIISTLT
1py2 EVLNLAQ------RPRDLISNINVIVLELKG-ETTFMCEYADETATIVEFLNRWITFCQSIISTL-
1qvn EALNLAQ------RPRDLISNINVIVLELKGSETTFMCEYADETATIVEFLNRWITFCQSIISTL-
1z92 EVLNLA-------RPRDLISNINVIVLELKGSETTFMCEYADETATIVEFLNRWITFCQSIISTLT
     *.****         ****************    ******************************

Figure S9: Multiple sequence alignment of sequences of IL-2 crystal structures (PDB codes: 
1m47, 1m4c, 1m48, 1m49, 1pw6, 1py2, 1qvn, and 1z92). Residues that have not been 
resolved are indicated by a dash (-) and were modeled using MODELLER 7v73 to match the 
full length wild-type sequence (wt). Ala69 of one of the crystal structures (PDB code: 1qvn) 
was mutated to alanine using MODELLER 7v7 to match the wt sequence. The multiple 
sequence alignment was created using CLUSTAL-W.27 
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α-Helices are ubiquitous structural elements of proteins and
are important in molecular recognition. Small molecules
mimicking α-helices have proven to be valuable biophysical
probes or modulators of protein-protein interactions. Here,
we present modeling studies and the modular solid-phase
synthesis of teroxazole derivatives as a new class of α-helix
mimetics. The synthesis is compatible with a variety of func-
tional groups and should thus be generally applicable for

Introduction

α-Helices are ubiquitous structural elements of proteins

and are important in molecular recognition.[1] Accordingly,

small molecules mimicking α-helices have proven to be

valuable biophysical probes or modulators of protein-pro-

tein interactions (PPI).[2] Typically, only some of the side

chains of an α-helix form interaction “hot spots” in PPI.[3]

Imitating these interactions by using α-helix mimetics thus

offers a route to the rational development of PPI modula-

tors.[4]

Initial approaches to mimic α-helices with non-peptidic

compounds began more than two decades ago.[2a,2c,5] Small

α-helix mimetics, such as derivatives of allenes, alkylidene

cycloalkanes, spiranes, biphenyls,[6] bicyclic indanes,[7] and

benzodiazepinediones[8] often mimic α-helix positions that

are at close range. A pioneering achievement was the design

and synthesis of terphenyl derivatives (Scheme 1, I) by the

Hamilton group.[9] Such extended scaffolds are substituted

with R groups that mimic the position and orientation of

Cα–Cβ launch vectors of side chains on one “face” of an α-
helix. Terphenyl derivatives have been shown to inhibit Bak/

Bcl-XL
[10] and p53/HDM2[11] interactions at submicromolar
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generating diversely substituted oligo-oxazole scaffolds. The
teroxazole scaffold is predicted to be polar and to project
peptidomimetic side chains at positions i, i+3, and i+6 of an
α-helix, which complements projection patterns of existing
helix mimetics. The scaffold retains sufficient conformational
flexibility to conform to induced-fit models of protein-protein
interaction inhibition.

concentrations.[9,12] However, terphenyls are rather hydro-

phobic, which led to the development of other scaffolds that

are more hydrophilic and/or amphiphilic including oligo-

pyridines,[13] phenylpyridals,[14] phenylenaminones,[15]

benzoylureas,[16] oxazole-pyridazine-piperazines (Scheme 1,

II) and oxazole-pyrrole-piperazines,[17] 1,4-dipiperazino

benzenes,[18] 5-6-5 imidazole-phenyl-thiazoles, terphthal-

imides,[19] biphenyl 4,4�-dicarboxamides,[20] oligobenz-

amides,[21] and 6/6/6/6 trans-fused polycyclic ethers.[22]

Scheme 1. Terphenyl (I), oxazole-pyridazine-piperazine (II), and
teroxazole (III) scaffolds for α-helix mimicry. R1–R4 = CH3 or pep-
tidomimetic side chain. The inter-ring torsion angles, ν and ω, of
III are highlighted in bold. Oxazole rings of III are labeled A, B,
and C.

Here, we describe molecular modeling studies and the

modular solid-phase synthesis of teroxazole derivatives

(Scheme 1, III)[23] as a new class of α-helix mimetics. The

modeling studies suggest that substituted teroxazoles are

hydrophilic and preferentially project R groups with launch

vectors similar to those of side chains at positions i, i+3,
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and i+6 of an α-helix. This suggestion was confirmed by

single-crystal structures. This projection pattern comple-

ments that of previous scaffolds and covers a broader re-

gion on the α-helix surface, which may be advantageous

when it comes to mimicking interactions between two heli-

ces that wrap around each other and/or are not arranged in

a collinear way.

Results and Discussion

Modeling Studies

Computation of relative molecular mechanics Poisson–

Boltzmann surface area (MM-PB/SA)[24] effective energies

as a function of inter-ring torsion angles ν and ω reveal that

teroxazoles can adopt low-energy conformations with an α-
helix-like arrangement of side chains (Scheme 1, III; Fig-
ure 1a). The conformation with both torsion angles eclipsed

(ν = 0°, ω = 0°) has the lowest energy. Rotating one or both

of the torsion angles by 180° increases the effective energy

by approximately 2 and 4 kcalmol–1, respectively. The pre-

valence of the (ν = 0°, ω = 0°) conformation can be ex-

plained by a parallel orientation of the ring dipoles leading

to a more favorable solvation contribution (data not

shown). The rotation around ν or ω is hindered by an en-

ergy barrier of ≈5.5 kcalmol–1, but nonetheless occurs mul-

tiple times during a molecular dynamics (MD) simulation

of 250 ns length (Figure 2). The torsion angle distributions

from the MD trajectory also reveal significant deviations of

ν and ω of up to 50° from a coplanar orientation of the

rings. This observation is in good agreement with the MM-

PB/SA computations that yield an energetic cost of

≈3 kcalmol–1 for such a deviation. The apparent torsional

flexibility is expected to enable the teroxazole scaffold to

Figure 1. Preferred conformation of a teroxazole scaffold in aqueous solution. (a) Relative MM-PB/SA[36] effective energies of terox-
azole 13a as a function of the inter-ring torsion angles ν and ω (Scheme 1, III). (b) Superimposition of Cβ atoms of side chains at positions
i, i+3, and i+6 of a canonical α-helical octapeptide onto the corresponding substituent atoms of R1–3 of a teroxazole in a low-energy
conformation (ν = 0°, ω = 0°). (c) Analogous alignments with the teroxazole scaffold reversed with respect to the α-helix axis. (d) Making
use of the substituent R4 of a rotated ring C (ν = 0°, ω = 180°). (e) If ring A is rotated instead (ν = 180°, ω = 0°), it is possible to align
all four substituents R1–4 with α-helix side chains at positions i, i+2, i+6, and i+7. Below, the α-helix/α-helix-mimetics superimpositions
were rotated by 90°. The N-terminus of the α-helix is oriented towards the viewer. The relative MM-PB/SA effective energies of the
conformations of 13a used for (b) or (c), (d), and (e) are 0.30, 2.48 and 1.96 kcalmol–1, respectively. Graphics by gnuplot[39] and VMD.[40]

Eur. J. Org. Chem. 2012, 3270–3277 © 2012 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim www.eurjoc.org 3271

project peptidomimetic side chains fulfilling distance and

angular requirements of an α-helix, and to conform to in-

duced-fit models of protein-protein interaction inhibi-

tion.[15]

Figure 2. Mutual orientation of teroxazole rings in aqueous solu-
tion. The inter-ring torsion angles, υ and ω, of 13a in explicit sol-
vent were calculated from a MD trajectory of 250 ns length at inter-
vals of 1 ns. Depicted are the inter-ring torsion angles (a) ν and
(b) ω as a function of the simulation time (left panels) and in terms
of histograms (right panels) with bins of 1°. The inter-ring torsion
angles are defined in Scheme 1, III.

Superimposing the substituents R1–R4 of coplanar ter-

oxazole conformations onto Cβ atoms of a canonical α-heli-
cal octapeptide reveals that the teroxazole scaffold can
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closely mimic the arrangement of peptide side chains (Fig-

ure 1b–e). Good agreement is found for the minimum en-

ergy conformation (ν = 0°, ω = 0°) with ring A pointing

towards the N-terminus of the α-helix, mimicking α-helix
positions i, i+3, and i+6 [root mean square deviation

(RMSD) = 0.35 Å; Figure 1b]. Reversing the orientation of

the teroxazole scaffold with respect to the α-helix axis does

not change the positional agreement between substituent

atoms and Cβ atoms but impairs the orientational agree-

ment between the respective bonds (Figure 1c). Rotating

ring C by 180° (ν = 0°, ω = 180°; Figure 1d) allows the

substituent at R4 to be used. In this conformation the dis-

tance between the substituents in ring A or B and ring C is

increased, which results in a poorer superimposition with

respect to Cβ atoms (RMSD = 1.03 Å). Because R3 and R4

are located on opposite edges of ring C, it is not possible

to align them to amino-acid side chains located on one

“face” of an α-helix. Nevertheless, in situations where the

mimicked α-helix is deeply buried, one could imagine mak-

ing use of all four substituents arranged as side chains in

positions i, i+2, i+6, and i+7 (RMSD = 0.84 Å, Figure 1e).

The side chains now form two pairs [(i, i+7) and (i+2, i+6)],

each of which is located on one “face” of an α-helix. Alter-

natively, if substituent R3 or R4 is not required to mimic

an important interaction site, it can be used to fine-tune

physicochemical and pharmacokinetic properties.

Terphenyl[10–12] and oxazole-pyridazine-piperazine[17] de-

rivatives mimic side chain positions i, i+3/i+4, and i+7. In

both cases, the side chains are located on one “face” of an

α-helix. On the contrary, the side chain positions i, i+3, and

i+6 addressed by coplanar teroxazole derivatives cover a

broader region on the α-helix surface that is rarely ad-

dressed by other α-helix mimetics.[25] This broader region

may be advantageous to mimic interactions between two

helices that wrap around each other and/or are not ar-

ranged in a collinear way. α-Helix mimetics based on ter-

phenyl scaffolds are rather hydrophobic (Scheme 1, I with

R1–R4 = CH3; logP = 3.34) that may compromise the water

solubility and, hence, the biocompatibility. Among

others[13,19] oxazole-pyridazine-piperazine scaffolds[17a] have

been developed as more polar alternatives to enhance solu-

bility (Scheme 1, II with R1–R4 = CH3; logP = 0.96). Like-

wise, the teroxazole scaffold introduced here is polar and

should offer increased solubility (Scheme 1, III with R1–

R4 = CH3: logP = 0.34). These modeling studies suggest

teroxazoles as a new class of α-helix mimetics, the R-groups

of which point in the directions of side chains of the α-helix
that are preferentially located on one face of the helix.

Chemistry

We envisioned a fast and reliable procedure to prepare

substituted teroxazoles starting from easily available precur-

sors. Owing to the fact that naturally occurring oligo-ox-

azoles bearing a C2–C4 linkage pattern are derived from

serine containing substrates,[26] substituents at C5 can be

obtained from functionalized β-hydroxy-α-amino acids.

www.eurjoc.org © 2012 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim Eur. J. Org. Chem. 2012, 3270–32773272

Starting from these precursors, construction of a peptide

followed by further oxazole building transformations is ex-

pected to result in the desired heterocycles (Scheme 2).

Scheme 2. Retrosynthetic disconnection of the teroxazole scaffold.

Wipf and Miller,[27] showed that β-hydroxy amides can

be efficiently converted to C5-substituted oxazole subunits.

The reaction conditions are very mild and therefore com-

patible with a variety of functional groups [e.g., amides, es-

ters, 9H-fluoren-9-ylmethoxycarbonyl (Fmoc), Boc, Alloc,

and Cbz]. Kessler et al.[28] extended this concept by apply-

ing it to solid-phase synthesis to offer a valuable tool for the

rapid construction of highly-substituted oxazole moieties.

Based on these findings we developed a general solid-phase

strategy for the preparation of a teroxazole scaffold. This

procedure allows incorporation of structurally different side

chains into the framework employing a modular concept.

Moreover, the method should be appropriate for use in par-

allel synthesis. The retrosynthetic approach is shown in

Scheme 2. The strategy includes incorporation of four com-

ponents to introduce structural diversity. Substituted β-hy-
droxy-α-amino acids and a simple carboxylic acid are re-

quired as building blocks for the synthesis. These mono-

mers can be readily connected by using standard amide

bond-forming reactions [1-hydroxybenzotriazole (HOBt)/

diisopropylcarbodiimide (DIC)], allowing rapid and ef-

ficient access to peptidic precursors for further transforma-

tions. We chose a solid-phase approach that benefits from

the facile purification and reaction work-up owing to the

immobilized substrate. The key step involves a modified

Gabriel–Robinson cyclization of the peptidic precursor.[27]

The required β-ketoamide is generated by oxidation of the

side chain alcohol and subsequently converted into the ox-

azole by cyclodehydration. Repeating the cycle of peptide

coupling, oxidation, and cyclodehydration led to the desired

teroxazole compounds.

Synthesis of the Building Blocks

The building blocks were prepared by aldol addition of

protected glycine derivative 1[29] and corresponding alde-

hydes to yield β-hydroxy-α-amino acid tert-butyl esters 2 as

racemic mixtures of diastereomers (Scheme 3). At this

stage both diastereomers could be separated by column

chromatography for analytical purposes. However, because

the newly generated stereocenters are lost in the oxidation-
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cyclodehydration sequence to form the resin-bound oxazole

moiety, there is no need for a stereoselective aldol reaction

or a separation of stereoisomers. Subsequent cleavage of the

tert-butyl esters under strongly acidic conditions afforded

the hydrochloride salt of the amino acids that were sub-

sequently protected resulting in 3. Finally, the secondary

hydroxy groups were converted into the trityl ethers in the

presence of in situ generated trityl triflate[30,31] to provide

the orthogonally protected β-hydroxy-α-amino acids 4.

Scheme 3. General synthesis of orthogonally protected β-hydroxy-
α-amino acids bearing nonpolar residues: (a) (i) 1 m Lithium hexa-
methyldisilazide (LHMDS), THF, –78 °C; (ii) RCHO, THF,
–78 °C; (iii) 1 m HCl, THF, 0 °C. (b) 6 m HCl, reflux. (c) N-(9H-
Fluoren-9-ylmethoxycarbonyloxy)succinimide, Na2CO3, 1,4-diox-
ane/water (1.2:1), 0 °C to room temp. (d) TrtCl, AgOTf, 2,6-luti-
dine, CH2Cl2, 0 °C to room temp. (2a: R = CH2CH2NHCbz; 2b
and 3b: R = Et; 2c, 3c, and 4: R = iBu; 2d and 3d: R = CH2-1-
naphthyl)

Solid-Phase Synthesis of Teroxazole Derivatives

The synthesis was performed on Rink amide 4-methyl-

benzhydrylamine hydrochloride salt (MBHA) resin (5) at a
scale of 0.25 mmol by using standard solid-phase tech-

niques and Fmoc/triphenylmethyl (Trt) synthetic pro-

cedures (Scheme 4). The resin-bound Fmoc group was re-

moved with piperidine in dimethylformamide (DMF; 20%,

v/v), followed by attachment of Fmoc-protected β-hydroxy-
α-amino acids 3 to the solid support in the presence of

HOBt/DIC. Treatment of the resin with piperidine and cou-

pling of Fmoc/Trt-protected β-hydroxy-α-amino acids 4
with HOBt/DIC formed the immobilized dipeptides 6. The
corresponding β-ketoamides 7 were obtained by oxidation

of the hydroxy group with Dess–Martin periodinane

(DMP). Subsequent treatment of the ketone with PPh3/I2
afforded oxazole derivatives 8 by a Robinson–Gabriel cyclo-

dehydration.[27] Cleavage of the trityl ether with 1% tri-

fluoroacetic acid (TFA) in dichloromethane in the presence

of a scavenger and removal of the Fmoc group with pip-

eridine were followed by coupling of 4 with HOBt/DIC to

provide resin-bound β-hydroxyamides 9. After oxidation to

the β-ketoamide with Dess–Martin periodinane, cyclodehy-

dration with PPh3/I2 resulted in resin-bound bioxazole de-

rivatives 10. Removal of the Fmoc protecting group with

piperidine was followed by coupling of the terminal carbox-

ylic acid (HOBt/DIC). After cleavage of the trityl ether with

diluted TFA, peptides 11 were subjected to oxidation and

Eur. J. Org. Chem. 2012, 3270–3277 © 2012 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim www.eurjoc.org 3273

cyclodehydration as before. Resin-bound teroxazole deriva-

tives 12 were finally cleaved from the support under acidic

conditions and purified by column chromatography afford-

ing 13.

Scheme 4. Solid-phase synthesis of the teroxazole scaffold: (a) Pip-
eridine/DMF (1:4). (b) Fmoc-protected amino acid 3, HOBt,
DIC, NMP. (c) Fmoc/Trt-protected amino acid 4, HOBt, DIC,
NMP. (d) Dess–Martin periodinane, CH2Cl2. (e) PPh3, I2, DIPEA,
CH2Cl2. (f) TFA/TIPS/CH2Cl2 (1:5:94). (g) Carboxylic acid, HOBt,
DIC, NMP or acetic anhydride, DIPEA, NMP. (h) TFA/TIPS/H2O
(95:2.5:2.5). (13a: R1–R4 = Me; 13b: R1 = Et, R2 = iBu, R3 = Me,
R4 = Bn; 13c: R1–R3 = iBu)

Applying this methodology, teroxazole derivatives 13a–
c (Scheme 5) were synthesized starting from protected β-
hydroxy-α-amino acids in overall yields of 19–24%, corre-

sponding to average yields per step above 90%. Solid-phase

syntheses are normally conducted on a small scale provid-

ing only small quantities of target compounds. However,

13a–c could be obtained in quantities of around 20 mg, suf-

ficient for most scientific purposes (0.25 mmol of resin-

bound NH2).

We also synthesized a set of monooxazoles bearing dif-

ferent types of side chains and functional groups to demon-

strate the structural diversity accessible by our method

(Scheme 6). The products obtained comprise alkyl, aryl, ba-

sic, and acidic residues.

To obtain the precursors of 14f and 14g, we had to mod-

ify some reaction conditions and protecting groups

(Scheme 7). In the case of 14f it was necessary to use milder
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Scheme 5. Teroxazole derivatives 13a–c synthesized in this study.

Scheme 6. Structures of the substituted monooxazoles 14a–g.

conditions for the cleavage of the tert-butyl ester 2a to pre-

vent premature loss of the Cbz group. The deprotection was

achieved with a mixture of TFA/CH2Cl2 (1:1) at room tem-

perature affording 15. The tert-butyl ester of O’Donnell

imine 1 needed to be replaced during the preparation of 14g
because the carboxyl group at the side chain of the aldehyde

already contained this protecting group. When benzyl ester

16 was used in the aldol reaction yielding 17, subsequent
hydrogenolysis at atmospheric pressure removed the benzyl

group furnishing free β-hydroxy-α-amino acid 18 that was

further protected as shown in Scheme 3.

Scheme 7. Modified preparation of unprotected β-hydroxy-α-
amino acids: (a) TFA/CH2Cl2 (1:1), room temp. (b) (i) 1 m
LHMDS, THF, –78 °C; (ii) R2CHO, THF, –78 °C; (iii) 1 m HCl,
THF, 0 °C. (c) H2, Pd/C, 1 bar, room temp.

www.eurjoc.org © 2012 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim Eur. J. Org. Chem. 2012, 3270–32773274

Single crystals of 13a and 13b suitable for X-ray crystal-

lographic analysis were obtained by slow solvent evapora-

tion (ethyl acetate). These structures confirm the coplanar

orientation of the oxazole rings found to be energetically

favorable in the modeling studies, with ν/ω values of 178.6/

179.4° and 6.9/–6.1° for 13a and 13b, respectively (Fig-

ure 3).

Figure 3. Single-crystal structures of (a) 13a and (b) 13b.

Conclusions

A modular solid-phase synthesis of a series of α-helix
mimetics based on a teroxazole scaffold is presented. The

synthesis starts from substituted β-hydroxy-α-amino acids,

is compatible with a variety of functional groups, and

should thus be applicable for generating diversely substi-

tuted oligo-oxazole scaffolds. Molecular modeling studies

demonstrate that teroxazoles are able to mimic the side

chains i, i+3, and i+6 of an α-helix, which cover a broader

region on the α-helix surface than peptidomimetic side

chains presented by terphenyl or oxazole-pyridazine-piper-

azine scaffolds. Furthermore, the teroxazole scaffold is

found to be more hydrophilic than the terphenyl scaffold

and as hydrophilic as the oxazole-pyridazine-piperazine

scaffold, which should result in improved solubility and bio-

compatibility. At present, a series of teroxazoles synthesized

with the methods presented above is being evaluated for its

potential to act as protein-protein interaction modulators.

Experimental Section
Conformational and Physicochemical Properties: The inter-ring tor-

sion angles ν and ω (Scheme 1, scaffold III and Figure 1a) are cru-

cial for the conformational properties of the teroxazole scaffold.

Hence, the respective torsion angle potential was parameterized for

use with other parameters of the molecular mechanics general

AMBER force field (GAFF).[32] Conformations of the bioxazole

derivative 2�,5,5�-trimethyl-[2,4�-bioxazole]-4-carboxamide (28, see
Supporting Information) were optimized at the MP2/6-31G* level

by using Gaussian 03,[33] with the inter-ring torsion angles υ and ω
constrained at intervals of 15° over a range of 360°. Likewise, the

conformations were optimized – constrained to the same inter-ring

torsion angles – by using the GAFF force field within
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AMBER 9.[34] Torsion potential energies for each torsion angle po-

sition were obtained by subtracting the GAFF molecular mechan-

ics energy, devoid of the contribution of the inter-ring torsion, from

the MP2/6-31G* energy of the corresponding optimized structures.

A new molecular mechanics torsion angle potential was then deter-

mined by fitting the appropriate GAFF term to these torsion po-

tential energies. This torsion angle potential was used for both in-

ter-ring torsions ν and ω of teroxazole 13a (Figure 1a with R1–4

= CH3) in the calculations below. Partial charges for the bi- and

teroxazoles were derived by multiconformational RESP fitting[35]

to the HF/6-31G* electrostatic potentials of the optimized confor-

mations with coplanar rings.

To determine the conformational preferences of 13a, relative MM-

PB/SA[36] effective energies were calculated for conformations that

had been optimized by using the GAFF force field with the inter-

ring torsion angles constrained at intervals of 5° over a range of

360° (Figure 1b). Next, minimization, equilibration, and MD simu-

lations of 13a in explicit solvent was carried out with the AM-

BER 9 program package by using the GAFF force field and stan-

dard procedures (TIP3P water model, PBC, PME, SHAKE, time

step of 2 ps). The distribution of torsion angles was analyzed over

a MD trajectory of 250 ns length (Figure 2).

logP values of α-helix mimetics in Scheme 1 were calculated by

Molinspiration MiLogP,[37] which has been shown to have good

predictive power (root mean square error = 1.10) in a recent study

on a dataset of ≈96000 compounds.[38]

General Procedures for Solid-Phase Reactions

Coupling of Carboxylic Acids or Protected Amino Acids: A solution

of the corresponding carboxylic acid or protected amino acid

(3 equiv.), HOBt·H2O (3 equiv.) and DIC (3 equiv.) in N-methyl-2-

pyrrolidone (NMP; 3 mL) was stirred (10 min) at room tempera-

ture and added to the resin-bound amine. The suspension was agi-

tated until the reaction was complete (monitored by the Kaiser

test). The resin was washed with NMP (5�).

Acylation with Anhydrides: A mixture of the corresponding an-

hydride (2�5 equiv.) and N,N-diisopropylethylamine (DIPEA;

2�5 equiv.) in NMP (5 mL) was added to the resin-bound amine

and agitated (2�30 min) at room temperature. After the reaction

was complete (monitored by the Kaiser test) the resin was washed

with NMP (5�).

Removal of Fmoc Protecting Groups: The resin-bound Fmoc-pro-

tected amine was treated with 20% piperidine in DMF (1�5 min,

1�20 min, 1�10 min) and washed with NMP (5�).

Removal of Triphenylmethyl Protecting Groups: A mixture of TFA/

triisopropylsilane (TIPS)/CH2Cl2 (1:5:94) was added to the resin-

bound Trt-protected alcohol, agitated (2�10 min, 3�5 min) at

room temperature and washed with CH2Cl2 (5�).

Cleavage from the Resin: The resin-bound oxazole derivative was

treated with a mixture of TFA/TIPS/H2O (95:2.5:2.5) at room tem-

perature (2 h). After washing the solid support with CH2Cl2 (3�),

the filtrate and washings were combined and concentrated in

vacuo.

Preparation of Teroxazoles

Typical Procedure: 2��-Benzyl-5-ethyl-5�-isobutyl-5��-methyl-
[2,4�:2�,4��-teroxazole]-4-carboxamide (13b): Rink amide MBHA

resin (391 mg, 0.25 mmol, 0.64 mmol/g loading) was swelled in

NMP (1 h), followed by removal of the Fmoc protecting group.

After coupling of amino acid 3b (R = ethyl, mixture of isomers,

267 mg, 0.75 mmol), the Fmoc protecting group was removed and

compound 4 (R = isobutyl, mixture of isomers, 469 mg, 0.75 mmol)
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was coupled to the resin. Washing with CH2Cl2 (5�) was followed

by treatment (2 h) of the resin with DMP (0.1 m, 7.5 mL,

0.75 mmol) in CH2Cl2. The resin was washed with CH2Cl2 (5�),

NMP (5�) and CH2Cl2 (5�), and a solution of PPh3 (656 mg,

2.50 mmol), iodine (635 mg, 2.50 mmol) and DIPEA (871 μL,
5.00 mmol) in CH2Cl2 (17 mL) was added. After shaking (12 h),

the Trt protecting group was cleaved, and the resin was washed

with NMP (5�). The Fmoc protecting group was removed and

Fmoc-O-trityl-l-threonine (438 mg, 0.75 mmol) was coupled to the

resin-bound amine. The resin was washed with CH2Cl2 (5�),

treated (2 h) with a solution of DMP (0.1 m, 7.5 mL, 0.75 mmol)

in CH2Cl2 and washed with CH2Cl2 (5�), NMP (5�) and CH2Cl2
(5�). A solution of PPh3 (656 mg, 2.50 mmol), iodine (635 mg,

2.50 mmol) and DIPEA (871 μL, 5.00 mmol) in CH2Cl2 (17 mL)

was added and agitated (12 h), followed by washing with CH2Cl2
(5�) and NMP (5�). After removal of the Fmoc protecting group,

phenylacetic acid (102 mg, 0.75 mmol) was attached to the resin-

bound amine. The resin was washed with CH2Cl2 (5�), the trityl

protecting group was removed and a solution of DMP (0.1 m,

7.5 mL, 0.75 mmol) in CH2Cl2 was added. The suspension was agi-

tated (2 h), washed with CH2Cl2 (5�), NMP (5�) and CH2Cl2
(5�) and treated (12 h) with a solution of PPh3 (656 mg,

2.50 mmol), iodine (635 mg, 2.50 mmol) and DIPEA (871 μL,
5.00 mmol) in CH2Cl2 (17 mL). The resin was washed with CH2Cl2
(5�), NMP (5�) and CH2Cl2 (5�), followed by cleavage of the

resin. The brown residue was purified by column chromatography

(silica gel; n-hexane/ethyl acetate, 1:1) and recrystallized (cyclohex-

ane), providing 13b (25 mg, 23%) as a colorless solid. M.p. 185–

187 °C. Rf = 0.52 (ethyl acetate/n-hexane, 9:1). IR (KBr): ν̃ = 3471

(m), 3350 (w), 3276 (w), 3131 (m), 2957 (m), 2871 (w), 1689 (s),

1649 (m), 1628 (m), 1586 (m), 1551 (w), 1496 (w), 1455 (m), 1419

(m), 1386 (w), 1368 (w), 1350 (w), 1248 (w), 1198 (m), 1161 (w),

1096 (w), 1064 (s), 1034 (s), 985 (w), 946 (w), 801 (w), 773 (w), 729

(m), 696 (m), 669 (w), 567 (w) cm–1. 1H NMR (250 MHz, CDCl3):

δ = 0.94 [d, J = 6.7 Hz, 6 H, (CH3)2CH], 1.27 (t, J = 7.6 Hz, 3 H,

CH3CH2), 2.13 [m, 1 H, (CH3)2CH], 2.61 (s, 3 H, ArCH3), 2.95 (d,

J = 7.2 Hz, 2 H, iPrCH2), 3.12 (q, J = 7.6 Hz, 2 H, CH2CH3), 4.08

(s, 2 H, CH2Ph), 5.43 (br. s, 1 H, NH2), 6.85 (br. s, 1 H, NH2),

7.17–7.30 (m, 5 H, C6H5) ppm. 13C NMR (101 MHz, CDCl3): δ =

11.8, 12.1, 19.4, 22.4, 28.3, 34.5, 34.5, 124.7, 126.1, 127.2, 128.7,

128.7, 128.8, 135.0, 150.8, 153.1, 153.1, 155.3, 158.2, 161.8,

163.8 ppm. C24H26N4O4 (434.49): calcd. C 66.34, H 6.03, N 12.89;

found C 66.11, H 5.95, N 12.88.

2��,5,5�,5��-Tetramethyl-[2,4�:2�,4��-teroxazole]-4-carboxamide (13a):
Monomers used: Fmoc-l-threonine, Fmoc-O-trityl-l-threonine

and acetic anhydride. The reaction gave 13a as colorless solid

(24%). M.p. 254–255 °C from ethyl acetate/n-hexane. Rf = 0.12

(ethyl acetate/n-hexane, 9:1). IR (KBr): ν̃ = 3455 (m), 3338 (w),

3272 (w), 3190 (m), 2929 (w), 1674 (s), 1648 (m), 1634 (w), 1622

(m), 1592 (m), 1575 (w), 1552 (m), 1429 (m), 1372 (w), 1334 (m),

1307 (w), 1291 (w), 1244 (m), 1206 (m), 1180 (w), 1122 (m), 1053

(s), 983 (m), 945 (w), 936 (w), 799 (w), 768 (w), 745 (w), 735 (w),

696 (w), 680 (m), 630 (w) cm–1. 1H NMR (250 MHz, CDCl3): δ =

2.48 (s, 3 H, CH3), 2.69 (s, 3 H, CH3), 2.72 (s, 3 H, CH3), 2.73 (s,

3 H, CH3), 5.91 (br. s, 1 H, NH2), 6.97 (br. s, 1 H, NH2) ppm. 13C

NMR (63 MHz, CDCl3): δ = 11.67, 11.69, 11.8, 13.7, 124.2, 125.4,

129.1, 149.9, 150.2, 153.3, 154.1, 155.0, 160.5, 165.0 ppm.

C14H14N4O4 (302.29): calcd. C 55.63, H 4.67, N 18.53; found C

55.71, H 4.78, N 18.25.

Benzyl 3-(4��-Carbamoyl-5,5�,5��-triisobutyl-[2�,4:2��,4�-teroxazole]-
2-yl)propanoate (13c):Monomers used: Fmoc-protected β-hydroxy-
α-amino acid 3c (R = isobutyl, mixture of isomers), Fmoc/Trt-pro-

tected β-hydroxy-α-amino acid 4 (R = isobutyl, mixture of isomers)
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and monobenzyl succinate (23). The reaction gave 13c as a colorless
semi-solid (19%). Rf = 0.42 (n-hexane/ethyl acetate, 1:1). IR (KBr):

ν̃ = 3471 (m), 3353 (w), 3279 (w), 3142 (w), 2958 (s), 2926 (m),

2870 (m), 1734 (s), 1686 (s), 1647 (w), 1624 (m), 1588 (m), 1546

(w), 1466 (m), 1430 (w), 1387 (w), 1368 (w), 1340 (w), 1196 (w),

1166 (m), 1095 (w), 1031 (m), 801 (w), 792 (w), 751 (w), 698 (m),

645 (w), 582 (w), 512 (m) cm–1. 1H NMR (400 MHz, CDCl3): δ =

0.96 [d, J = 6.7 Hz, 6 H, (CH3)2CH], 0.99 [d, J = 6.5 Hz, 6 H,

(CH3)2CH], 1.00 [d, J = 6.5 Hz, 6 H, (CH3)2CH], 2.03–2.22 [m, 3

H, (CH3)2CH], 2.92 (t, J = 7.6 Hz, 2 H, CH2CH2), 2.94 (d, J =

7.2 Hz, 2 H, iPrCH2), 3.00 (d, J = 7.1 Hz, 2 H, iPrCH2), 3.04 (d,

J = 7.1 Hz, 2 H, iPrCH2), 3.14 (t, J = 7.4 Hz, 2 H, CH2CH2), 5.14

(s, 2 H, CH2Ph), 5.65 (br. s, 1 H, NH2), 6.95 (br. s, 1 H, NH2),

7.28–7.40 (m, 5 H, Ph) ppm. 13C NMR (101 MHz, CDCl3): δ =

22.29, 22.30, 22.4, 23.4, 28.06, 28.07, 28.3, 31.0, 34.3, 34.4, 34.5,

66.6, 125.1, 126.1, 128.2, 128.3, 128.5, 129.9, 135.7, 152.9, 153.2,

153.6, 155.3, 156.5, 162.0, 163.8, 171.6 ppm. HRMS (MALDI):

calcd. for C32H40N4O6+H
+ [M + H+] 577.3021; found 577.3020.

CCDC-866342 (for 13a) and -866343 (for 13b) contain the supple-

mentary crystallographic data for this paper. These data can be

obtained free of charge from The Cambridge Crystallographic

Data Centre via www.ccdc.cam.ac.uk/data_request/cif.

Supporting Information (see footnote on the first page of this arti-

cle): Synthetic procedures, characterization data for all new com-

pounds, 1H and 13C NMR spectra and the crystal structure of bi-

oxazole 28.
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General remarks: All NMR spectra were recorded on a Bruker AM 250 (1H: 250 MHz, 13C: 63 MHz), 

Bruker AV 300 (1H: 300 MHz, 13C: 75 MHz) or Bruker AV 400 (1H: 400 MHz, 13C: 101 MHz). 1H 

chemical shifts (�) are reported in ppm relative to residual protons of CDCl3 (7.26 ppm), DMSO-d6 

(2.50 ppm) or acetic acid-d4 (2.04 ppm) as internal standards. Multiplicities are indicated as followed: s 

(singlet), br s (broad singlet), d (doublet), dd (doublet of doublets), ddd (doublet of doublet of 

doublets), t (triplet), q (quartet) or m (multiplet). 13C chemical shifts are reported with complete proton 

decoupling in ppm relative to CDCl3 (77.00 ppm), DMSO-d6 (39.43 ppm) or acetic acid-d4 (20.00 ppm) 

as an internal standard. FT-IR spectra were recorded on a Perkin-Elmer 1600 Series spectrometer. 

Peaks are reported in cm-1 and intensities are classified as s (strong), m (medium) or w (weak). 

Elemental analyses were performed on a Heraeus CHN Rapid instrument. HRMS spectra were 

recorded on a MALDI LTQ Orbitrap XL mass spectrometer from Thermo Fisher Scientific (Bremen, 

Germany). Melting points (uncorrected) were determined using a Kofler hot plate microscope. 

Analytical thin layer chromatography (TLC) was performed on alumina plates precoated with silica gel 

60 F254 indicator (Merck); visualisation by UV light (254 nm) or aqueous KMnO4. Flash column 

chromatography was performed using Merck silica gel (230-400 mesh). All commercially available 

reagents were were used without further purification. All solvents were used after distillation. THF was 

refluxed over and distilled from sodium/benzophenone. 2,6-lutidine was refluxed over and distilled 

from CaH2. Manual solid-phase synthesis was performed by using 20 mL polyethylene syringe 

reactors that were equipped with a fritted disc. Rink amide MBHA  resin (100-200 mesh) was obtained 

from Novabiochem (Switzerland). 

2-(Diphenylmethylene)glycine tert-butyl ester (1)[1], 2-(diphenylmethylene)glycine benzyl ester (16)[2], 

diphenylmethanimine (19)[3], glycine benzyl ester 4-toluenesulfonic acid salt (20)[4], 3-

benzyloxycarbonylamino-1-propanol (21)[5], succinic acid mono-tert-butyl ester (22)[6] and succinic acid 

monobenzyl ester (23)[7] were synthesized as described previously. 

 

Abbreviations: DIC: diisopropylcarbodiimide, DIPEA: N,N-diisopropylethylamine, Fmoc: 9H-fluoren-9-

ylmethoxycarbonyl, FmocOSu: N-(9H-fluoren-9-ylmethoxycarbonyloxy)succinimide, HOBt: 1-

hydroxybenzotriazole , LHMDS: lithium hexamethyldisilazide, NMP: N-methyl-2-pyrrolidone, Tf: 

trifluoromethylsulfonyl, Trt: triphenylmethyl. 
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3-(Benzyloxycarbonylamino)propanal (24) 
 

 
 

The oxidation of alcohol 21 was performed using a method similar to a published procedure.[8] 3-

Benzyloxycarbonylamino-1-propanol (21) (8.37 g, 40 mmol) and TEMPO (0.19 g, 1.2 mmol) in 

dichloromethane (80 mL) were added to a solution of NaIO4 (10.27 g, 48 mmol) and NaBr (0.41 g, 

4.0 mmol) in water (100 mL). After stirring for 12 h at rt, the organic layer was separated, washed with 

conc. Na2S2O3 and dried over MgSO4. The solvent was removed in vacuo and the residue was 

recrystallized from Et2O/n-hexane providing 24 (7.23 g, 87%) as a colorless solid. 

M.p. 52-54 °C (ref.[9] 57-58 °C). Rf = 0.36 (n-hexane/ethyl acetate 1:1). 1H NMR (300 MHz, CDCl3): 

� = 2.72 (t, J = 5.7 Hz, 2H, CH2CH2CHO), 3.48 (dt, J = 6.0, 6.0 Hz, 2H, CH2CH2CHO), 5.08 (s, 2H, 

OCH2Ph), 5.21 (s, 1H, NH), 7.27-7.40 (m, 5H, Ph), 9.78 ppm (s, 1H, CHO). 13C NMR (75 MHz, 

CDCl3): � = 34.5, 44.0, 66.7, 128.0, 128.1, 128.5, 136.4, 156.3, 201.0 ppm. IR (KBr): ��  = 3321 (s), 

3060 (w), 2950 (w), 2900 (w), 2851 (w), 2736 (w), 1712 (s), 1683 (s), 1540 (s), 1454 (w), 1420 (w), 

1386 (m), 1310 (m), 1284 (m), 1253 (m), 1142 (m), 967 (w), 905 (w), 842 (w), 785 (w), 752 (m), 723 

(m), 696 (m), 648 (w), 576 cm-1 (w). Elemental analysis calcd (%) for C11H13NO3 (207.23): C 63.76, H 

6.32, N 6.76; found: C 63.67, H 6.35, N 6.81. 

 
4-Hydroxybutanoic Acid tert-Butyl Ester (25) 
 

 
 

The reduction of carboxylic acid 22 was performed similarly to a published procedure.[10] Succinic acid 

mono-tert-butyl ester (22) (10.86 g, 62.3 mmol) and N-methylmorpholine (6.9 mL, 62.3 mmol) were 

dissolved in 1,2-dimethoxyethane (100 mL) and cooled to 0 °C. Afterwards, isobutyl chloroformate 

(8.1 mL, 62.3 mmol) was added dropwise and the resulting suspension was stirred for 5 min at 0 °C. 

The reaction mixture was filtered and the residue washed with cold 1,2-dimethoxyethane. The 

combined filtrates were added slowly to a freshly prepared solution of NaBH4 (3.54 g, 93.5 mmol) in 

water (50 mL) at -10 °C and stirred for 30 min. The ice bad was removed and the reaction mixture was 

stirred for further 30 min. After addition of conc. NaCl (100 mL) the solution was extracted with ethyl 

acetate, dried over MgSO4 and concentrated. The residue was filtered over a short column of alumina 

with dichloromethane/methanol (5:1) and the solvents were removed in vacuo from the filtrate 

providing 25 (9.50 g, 95%) as a colorless oil. 

Rf = 0.34 (n-hexane/ethyl acetate 1:1). 1H NMR (300 MHz, CDCl3): � = 1.45 (s, 9H, tBu), 1.84 (tt, 

J = 7.1, 7.1 Hz, 2H, HOCH2CH2CH2), 1.87 (br s, 1H, OH), 2.35 (t, J = 7.1 Hz, 2H, HOCH2CH2CH2), 

3.62-3.73 ppm (m, 2H, HOCH2CH2CH2). 13C NMR (75 MHz, CDCl3): � = 27.8, 28.0, 32.4, 62.1, 80.5, 

173.4 ppm. IR (film): ��  = 3434 (m), 2978 (m), 2934 (m), 2878 (w), 1731 (s), 1479 (w), 1457 (m), 1421 
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(m), 1393 (m), 1368 (s), 1322 (m), 1255 (m), 1153 (s), 1060 (m), 954 (w), 915 (w), 845 (m), 752 cm-1 

(w). Elemental analysis calcd (%) for C8H16O3 (160.21): C 59.97, H 10.07; found: C 59.78, H 10.16. 
 

Preparation of �-Hydroxy-�-amino Acid Esters 

Typical Procedure for the Aldol reaction. 
2-Amino-3-hydroxy-5-methylhexanoic Acid tert-Butyl Ester (2c) 
A solution of 2-(diphenylmethylene)glycine tert-butyl ester (1) (8.06 g, 27 mmol) in THF (80 mL) was 

added to a solution of LHMDS in THF (1.0 M, 30 mL, 30 mmol) at -78 °C. After the yellow mixture was 

stirred for 30 min, isovaleraldehyde (4.4 mL, 41 mmol) was added dropwise over 30 min. The solution 

was stirred at -78 °C for 2 h, quenched by the addition of saturated aqueous NaHCO3 (50 mL) and 

extracted with ethyl acetate (3 � 60 mL). The combined organic layers were washed with water 

(50 mL), dried over MgSO4, and the solvents were removed in vacuo. The yellow oil was dissolved in 

THF (100 mL) and cooled to 0 °C. To this solution was added aq. HCl (0.5 M, 63 mL, 30 mmol) 

dropwise over 30 min. After stirring for 1 h at 0 °C, the mixture was washed with diethyl ether 

(4 � 50 mL), neutralized with saturated aqueous NaHCO3 and extracted with ethyl acetate (3 � 60 mL). 

The combined organic extracts were dried over MgSO4, and the solvents were evaporated in vacuo. 

The light yellow residue was purified by column chromatography (silica gel; ethyl acetate/methanol, 

19:1), affording (�)-syn-2c (2.30 g, 39%) and (�)-anti-2c (1.77 g, 30%) as colorless oils. 

 

(2S*,3R*)-2-Amino-3-hydroxy-5-methylhexanoic Acid tert-Butyl Ester ((�)-syn-2c) 

 

 
 

Rf = 0.63 (ethyl acetate/methanol 4:1, 1% NEt3). 1H NMR (400 MHz, CDCl3): � = 0.87 (d, J = 6.6 Hz, 

3H, (CH3)2CH), 0.89 (d, J = 6.7 Hz, 3H, (CH3)2CH), 1.20 (ddd, J = 12.7, 9.0, 3.8 Hz, 1H, iPrCH2), 

1.36-1.46 (m, 1H, iPrCH2), 1.43 (s, 9H, tBu), 1.76 (m, 1H, (CH3)2CH), 2.22 (br s, 3H, CHNH2, CHOH), 

3.14 (d, J = 4.8 Hz, 1H, CHNH2), 3.72 ppm (ddd, J = 8.8, 4.9, 3.8 Hz, 1H, CHOH). 13C NMR (63 MHz, 

CDCl3): � = 21.9, 23.5, 24.6, 28.0, 43.1, 59.2, 70.2, 81.6, 173.4 ppm. IR (film): ��  = 3377 (m), 2956 (s), 

2870 (m), 1591 (m), 1469 (m), 1393 (m), 1368 (m), 1332 (s), 1252 (m), 1156 (m), 1075 (w), 1002 (w), 

983 (w), 955 (w), 849 (m), 754 cm-1 (w). Elemental analysis calcd (%) for C11H23NO3 (217.31): C 

60.80, H 10.67, N 6.45; found: C 60.52, H 10.72, N 6.24. The relative configuration was assigned by 

comparison with previously reported analytical data of (�)-syn-2c.[11]  
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(2S*,3S*)-2-Amino-3-hydroxy-5-methylhexanoic Acid tert-Butyl Ester ((�)-anti-2c) 

 

 
 

Rf = 0.45 (ethyl acetate/methanol 4:1, 1% NEt3). 1H NMR (400 MHz, CDCl3): � = 0.89 (d, J = 6.8 Hz, 

3H, (CH3)2CH), 0.91 (d, J = 6.8 Hz, 3H, (CH3)2CH), 0.97 (ddd, J = 13.7, 9.7, 2.5 Hz, 1H, iPrCH2), 1.34 

(ddd, J = 14.3, 10.5, 4.2 Hz, 1H, iPrCH2), 1.45 (s, 9H, tBu), 1.74-1.89 (m, 1H, (CH3)2CH), 2.01 (br s, 

3H, CHNH2, CHOH), 3.45 (d, J = 4.4 Hz, 1H, CHNH2), 3.86 ppm (ddd, J = 10.4, 4.2, 2.6 Hz, 1H, 

CHOH). 13C NMR (63 MHz, CDCl3): � = 21.5, 23.8, 24.3, 28.0, 40.9, 59.2, 70.1, 81.6, 173.1 ppm. IR 

(film): ��  = 3374 (m), 2956 (s), 2870 (m), 1732 (s), 1594 (m), 1469 (m), 1394 (m), 1368 (m), 1251 (m), 

1156 (s), 1069 (m), 1008 (w), 850 (m), 785 (w), 750 cm-1 (w). Elemental analysis calcd (%) for 

C11H23NO3 (217.31): C 60.80, H 10.67, N 6.45; found: C 61.02, H 10.69, N 6.55. The relative 

configuration was assigned by comparison with previously reported analytical data of (�)-anti-2c.[11]  

 

(2S*,3R*)-2-Amino-5-benzyloxycarbonylamino-3-hydroxypentanoic Acid tert-Butyl Ester ((�)-

syn-2a) 

 
 

Yield: 39%; colorless oil. Rf = 0.51 (ethyl acetate/methanol 5:1, 1% NEt3). 1H NMR (300 MHz, DMSO-

d6): � = 1.40 (s, 9H, tBu), 1.50-1.68 (m, 4H, CH2CH2NH, NH2), 2.93-3.21 (m, 2H, CH2CH2NH), 3.05 (d, 

J = 4.0 Hz, 1H, CHNH2), 3.66 (m, 1H, CHOH), 4.57 (d, J = 5.2 Hz, 1H, CHOH), 5.00 (m, 2H, OCH2Ph), 

7.23 (dd, J = 5.5, 5.5 Hz, 1H, CH2CH2NH), 7.27-7.41 ppm (m, 5H, Ph). 13C NMR (75 MHz, DMSO-d6): 

� = 27.6, 33.9, 37.5, 59.3, 65.0, 69.8, 79.7, 127.5, 127.6, 128.2, 137.2, 156.0, 173.4 ppm. IR (film): ��
 = 3368 (m), 3034 (w), 2977 (m), 2935 (m), 1722 (s), 1533 (m), 1456 (m), 1394 (w), 1368 (m), 1256 

(s), 1156 (s), 1027 (w), 847 (m), 776 (w), 752 (m), 698 cm-1 (m). Elemental analysis calcd (%) for 

C17H26N2O5 (338.40): C 60.34, H 7.74, N 8.28; found: C 60.34, H 7.78, N 8.24. The relative 

configuration was assigned by derivatization to thioxooxazolidine (�)-trans-26a. 

 

(2S*,3S*)-2-Amino-5-benzyloxycarbonylamino-3-hydroxypentanoic Acid tert-Butyl Ester ((�)-

anti-2a) 
O

O

OH

CbzHN
NH2

and enantiomer

 
 

Yield: 18%; colorless oil. Rf = 0.46 (ethyl acetate/methanol 5:1, 1% NEt3). 1H NMR (300 MHz, CDCl3): 

� = 1.46 (s, 9H, tBu), 1.50-1.62 (m, 2H, CH2CH2NHCbz), 2.31 (br s, 3H, CHOH, CHNH2), 3.25-3.37 
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(m, 1H, CH2CH2NHCbz), 3.38-3.53 (m, 1H, CH2CH2NHCbz), 3.46 (d, J = 4.9 Hz, 1H, CHNH2), 3.85 

(m, 1H, CHOH), 5.09 (m, 2H, OCH2Ph), 5.26 (m, 1H, NHCbz), 7.30-7.37 ppm (m, 5H, Ph). 13C NMR 

(75 MHz, CDCl3): � = 28.0, 31.9, 38.3, 58.8, 66.7, 70.5, 82.0, 128.1, 128.5, 136.6, 156.7, 172.7 ppm. 

IR (film): ��  = 3363 (m), 2977 (m), 2929 (m), 1722 (s), 1532 (m), 1455 (m), 1394 (w), 1369 (m), 1254 

(s), 1154 (s), 1084 (w), 1027 (m), 846 (m), 777 (w), 740 (m), 698 cm-1 (m). Elemental analysis calcd 

(%) for C17H26N2O5 (338.40): C 60.34, H 7.74, N 8.28; found: C 60.14, H 7.55, N 8.23. The relative 

configuration was assigned by derivatization to thioxooxazolidine (�)-cis-26a. 

 

(2S*,3R*)-2-Amino-3-hydroxypentanoic Acid tert-Butyl Ester ((�)-syn-2b) 

 

 
 

Yield: 27%; colorless oil. Rf = 0.46 (ethyl acetate/methanol 4:1, 1% NEt3). 1H NMR (300 MHz, DMSO-

d6): � = 0.86 (t, J = 7.4 Hz, 3H, CH3CH2), 1.32-1.56 (m, 2H, CH3CH2), 1.40 (s, 9H, iBu), 1.53 (br s, 2H, 

CHNH2), 3.07 (d, J = 3.9 Hz, 1H, CHNH2), 3.51 (m, 1H, CHOH), 4.46 ppm (d, J = 6.0 Hz, 1H, CHOH). 
13C NMR (75 MHz, DMSO-d6): � = 10.2, 26.5, 27.6, 58.6, 73.3, 79.5, 173.7 ppm. IR (film): ��  = 3375 

(m), 2976 (s), 2935 (m), 2878 (m), 1728 (s), 1595 (m), 1459 (m), 1394 (m), 1369 (s), 1284 (m), 1252 

(m), 1156 (s), 1084 (w), 1050 (w), 1019 (w), 978 (m), 847 (m), 779 (w), 770 (w), 753 (w), 602 cm-1 (w). 

Elemental analysis calcd (%) for C9H19NO3 (189.25): C 57.12, H 10.12, N 7.40; found: C 56.89, H 

9.90, N 7.34. The relative configuration was assigned by comparison with previously reported 

analytical data of free amino acid (�)-syn-27.[12]  

 

(2S*,3S*)-2-Amino-3-hydroxypentanoic Acid tert-Butyl Ester ((�)-anti-2b) 

 

 
 

Yield: 20%; colorless oil. Rf = 0.31 (ethyl acetate/methanol 4:1, 1% NEt3). 1H NMR (250 MHz, DMSO-

d6): � = 0.87 (t, J = 7.4 Hz, 3H, CH3CH2), 1.24-1.49 (m, 2H, CH3CH2), 1.40 (s, 9H, iBu), 1.61 (br s, 2H, 

CHNH2), 3.12 (d, J = 5.3 Hz, 1H, CHNH2), 3.40 (m, 1H, CHOH), 4.58 ppm (d, J = 6.1 Hz, 1H, CHOH). 
13C NMR (75 MHz, DMSO-d6): � = 10.2, 25.1, 27.7, 59.7, 74.1, 79.4, 173.1 ppm. IR (film): ��  = 3379 

(m), 2976 (s), 2934 (m), 2878 (m), 1732 (s), 1596 (m), 1458 (m), 1394 (m), 1384 (m), 1368 (m), 1310 

(w), 1249 (m), 1156 (s), 1048 (m), 980 (m), 948 (w), 912 (w), 849 (m), 787 (w), 751 (w), 714 cm-1 (w). 

Elemental analysis calcd (%) for C9H19NO3 (189.25): C 57.12, H 10.12, N 7.40; found: C 57.24, H 

9.98, N 7.43. The relative configuration was assigned by comparison with previously reported 

analytical data of free amino acid (�)-anti-27.[12]  
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(2S*,3R*)-2-Amino-3-hydroxy-4-(1-naphthyl)butanoic Acid tert-Butyl Ester ((�)-syn-2d) 

 

 
 

Yield: 23%; colorless semi-solid. Rf = 0.70 (ethyl acetate/methanol 4:1, 1% NEt3). 1H NMR (300 MHz, 

DMSO-d6): � = 1.36 (s, 9H, tBu), 1.75 (br s, 2H, CHNH2), 3.14 (d, J = 3.2 Hz, 1H, CHNH2), 3.16 (dd, 

J = 13.5, 7.3 Hz, 1H, CH2-1-Naphthyl), 3.37 (dd, J = 13.6, 6.1 Hz, 1H, CH2-1-Naphthyl), 4.10 (m, 1H, 

CHOH), 4.78-4.97 (m, 1H, CHOH), 7.39-7.61 (m, 4H, Ar), 7.78 (m, 1H, Ar), 7.87-7.95 (m, 1H, Ar), 

8.13-8.21 ppm (m, 1H, Ar). 13C NMR (75 MHz, DMSO-d6): � = 27.6, 37.2, 58.3, 72.3, 79.6, 123.8, 

125.29, 125.35, 125.6, 126.4, 127.4, 128.4, 131.8, 133.3, 135.3, 173.7 ppm. IR (KBr): ��  = 3368 (w), 

3312 (w), 3069 (w), 2982 (w), 2932 (w), 2866 (w), 2368 (w), 1730 (s), 1654 (w), 1596 (m), 1508 (w), 

1475 (w), 1458 (w), 1396 (m), 1367 (m), 1274 (w), 1250 (m), 1156 (s), 1130 (w), 1080 (w), 1056 (w), 

1019 (w), 998 (w), 949 (w), 851 (m), 801 (m), 777 (m), 734 (w), 671 (w), 581 (w), 578 cm-1 (w). 

Elemental analysis calcd (%) for C18H23NO3 (301.38): C 71.73, H 7.69, N 4.65; found: C 71.60, H 7.68, 

N 4.64. The relative configuration was assigned by derivatization to thioxooxazolidine (�)-trans-26c. 

 

(2S*,3S*)-2-Amino-3-hydroxy-4-(1-naphthyl)butanoic Acid tert-Butyl Ester ((�)-anti-2d) 

 

 
 

Yield: 35%; colorless oil. Rf = 0.66 (ethyl acetate/methanol 4:1, 1% NEt3). 1H NMR (300 MHz, DMSO-

d6): � = 1.44 (s, 9H, tBu), 1.87 (br s, 2H, CHNH2), 3.01 (dd, J = 13.9, 9.0 Hz, 1H, ArCH2), 3.30 (d, 

J = 5.2 Hz, 1H, CHNH2), 3.38 (dd, J = 14.0, 3.6 Hz, 1H, ArCH2), 3.88 (m, 1H, CHOH), 4.83 (d, 

J = 6.6 Hz, 1H, CHOH), 7.38-7.57 (m, 4H, Ar), 7.78 (dd, J = 6.9, 2.5 Hz, 1H, Ar), 7.86-7.95 (m, 1H, Ar), 

8.09-8.16 ppm (m, 1H, Ar). 13C NMR (75 MHz, DMSO-d6): � = 27.7, 35.9, 60.2, 73.4, 79.8, 123.8, 

125.2, 125.3, 125.4, 126.3, 127.6, 128.4, 131.9, 133.3, 135.5, 173.0 ppm. IR (KBr): ��  = 3375 (w), 

3048 (w), 2977 (w), 2932 (w), 1728 (s), 1654 (w), 1597 (w), 1509 (w), 1475 (w), 1458 (w), 1395 (w), 

1368 (m), 1250 (m), 1154 (s), 1070 (w), 846 (w), 796 (m), 777 (m), 735 (w), 672 (w), 550 cm-1 (w). 

Elemental analysis calcd (%) for C18H23NO3 (301.38): C 71.73, H 7.69, N 4.65; found: C 71.50, H 7.95, 

N 4.61. The relative configuration was assigned by derivatization to thioxooxazolidine (�)-cis-26c. 

 

Preparation of 2-Amino-3-hydroxyhexanedioic Acid 1-Benzyl-6-tert-butyl Ester 17 
4-Hydroxybutanoic acid tert-butyl ester 25 was oxidized to the aldehyde as described for 24. The 

subsequent aldol reaction was performed according to a procedure mentioned earlier (see preparation 

of 2c) using benzyl ester 16 instead of tert-butyl ester 1.  
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(2S*,3R*)-2-Amino-3-hydroxyhexanedioic Acid 1-Benzyl-6-tert-butyl Ester ((�)-syn-17) 

 
O

O
O

O
OH

NH2

and enantiomer

  
 

Yield: 25%; colorless oil. Rf = 0.60 (ethyl acetate/methanol 4:1, 1% NEt3). 1H NMR (300 MHz, DMSO-

d6): � = 1.37 (s, 9H, tBu), 1.61-1.74 (m, 4H, CH2CH2COOtBu, CHNH2), 2.24 (m, 2H, CH2CH2COOtBu), 

3.31 (d, J = 3.2 Hz, 1H, CHNH2), 3.70-3.84 (m, 1H, CHOH), 4.75 (d, J = 6.3 Hz, 1H, CHOH), 5.11 (s, 

2H, CH2Ph), 7.27-7.43 ppm (m, 5H, Ph). 13C NMR (75 MHz, DMSO-d6): � = 27.7, 28.2, 31.2, 59.7, 

65.3, 71.8, 79.2, 127.7, 127.8, 128.2, 136.1, 172.3, 173.9 ppm. IR (film): ��  = 3386 (m), 3066 (w), 

3034 (w), 2977 (m), 2933 (m), 1728 (s), 1588 (w), 1498 (w), 1456 (m), 1392 (m), 1368 (m), 1257 (m), 

1215 (w), 1153 (s), 1082 (w), 1029 (w), 952 (w), 848 (m), 752 (m), 699 cm-1 (m). Elemental analysis 

calcd (%) for C17H25NO5 (323.38): C 63.14, H 7.79, N 4.33; found: C 63.09, H 8.02, N 4.26. The 

relative configuration was assigned by derivatization to thioxooxazolidine (�)-anti-26b. 

 

(2S*,3S*)-2-Amino-3-hydroxyhexanedioic Acid 1-Benzyl-6-tert-butyl Ester ((�)-anti-17) 

 

 
 

Yield: 20%; colorless oil. Rf = 0.52 (ethyl acetate/methanol 4:1, 1% NEt3). 1H NMR (300 MHz, DMSO-

d6): � = 1.38 (s, 9H, tBu), 1.48-1.61 (m, 1H, CH2CH2COOtBu, CHNH2), 1.67-1.80 (m, 1H, 

CH2CH2COOtBu, CHNH2), 1.80 (br s, 2H, CHNH2), 2.13-2.36 (m, 2H, CH2CH2COOtBu), 3.27 (d, 

J = 6.1 Hz, 1H, CHNH2), 3.43-3.60 (m, 1H, CHOH), 4.88 (d, J = 5.0 Hz, 1H, CHOH), 5.11 (s, 2H, 

CH2Ph), 7.27-7.46 ppm (m, 5H, Ph). 13C NMR (75 MHz, DMSO-d6): � = 27.6, 29.1, 31.4, 58.5, 65.5, 

70.7, 79.3, 127.6, 127.8, 128.3, 136.1, 172.2, 174.3 ppm. IR (film): ��  = 3373 (m), 3066 (w), 3034 (w), 

2977 (m), 2933 (m), 1729 (s), 1588 (w), 1498 (w), 1456 (m), 1420 (w), 1392 (m), 1367 (m), 1257 (m), 

1215 (w), 1153 (s), 1074 (w), 953 (w), 848 (m), 753 (m), 698 cm-1 (m). Elemental analysis calcd (%) 

for C17H25NO5 (323.38): C 63.14, H 7.79, N 4.33; found: C 63.36, H 8.02, N 4.31. The relative 

configuration was assigned by derivatization to thioxooxazolidine (�)-syn-26b.  
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Preparation of Fmoc-protected �-Hydroxy-�-amino Acids. 

 
Typical Procedure for the Fmoc-protection. 
 

(2S*,3R*)-2-(9H-Fluoren-9-ylmethoxycarbonylamino)-3-hydroxy-5-methylhexanoic Acid ((�)-syn-

3c) 

 
 

To (2S*,3R*)-2-amino-3-hydroxy-5-methylhexanoic acid tert-butyl ester 2c (0.85 g, 3.9 mmol) was 

added aq. HCl (6 M, 6 mL) and the mixture was heated for 2 h under reflux. After evaporation of the 

solvent under reduced pressure, the residue was dissolved in water (5 mL) and lyophilized, affording a 

colorless solid in quantitative yield. The crude product was used without further purification. The 

resulting solid was added to a solution of Na2CO3 (0.62 g, 5.9 mmol) in water (20 mL) and cooled to 

0 °C. A solution of FmocOSu (1.32 g, 3.9 mmol) in 1,4-dioxane (15 mL) was added dropwise over 

30 min. The suspension was stirred for 1 h at 0 °C and for 20 h at room temperature. The resulting 

solution was acidified by the addition of HCl (6 M, 20 mL) and extracted with ethyl acetate (2 � 50 mL). 

The combined organic layers were washed with water (3 � 30 mL) and dried over MgSO4. After 

evaporation of the solvent under reduced pressure, the residue was recrystallized (ethyl acetate/n-

hexane), providing (�)-syn-3c (1.38 g, 92%) as a colorless solid. 

M.p. 161-163 °C. Rf = 0.45 (ethyl acetate/n-hexane 5:1, 1% HOAc). 1H NMR (300 MHz, DMSO-d6): 

� = 0.85 (d, J = 6.5 Hz, 3H, (CH3)2CH), 0.88 (d, J = 6.7 Hz, 3H, (CH3)2CH), 1.18 (ddd, J = 13.0, 7.9, 

4.7 Hz, 1H, iPrCH2), 1.38 (ddd, J = 14.5, 8.7, 5.9 Hz, 1H, iPrCH2), 1.55-1.75 (m, 1H, (CH3)2CH), 

3.93-4.07 (m, 2H, CHNH, CHOH), 4.18-4.40 (m, 3H, OCH2CH, OCH2CH), 4.62 (br s, 1H, CHOH), 7.04 

(d, J = 8.9 Hz, 1H, NHFmoc), 7.33 (dd, J = 7.4, 7.4 Hz, 2H, Ar), 7.42 (dd, J = 7.4, 7.4 Hz, 2H, Ar), 7.74 

(d, J = 7.4 Hz, 2H, Ar), 7.90 (d, J = 7.4 Hz, 2H, Ar), 12.62 ppm (br s, 1H, COOH). 13C NMR (75 MHz, 

DMSO-d6): � = 21.9, 22.9, 23.9, 42.6, 46.5, 58.8, 65.6, 68.5, 120.0, 125.1, 125.2, 126.9, 127.5, 

140.58, 140.61, 143.6, 143.7, 156.2, 172.3 ppm. IR (KBr): ��  = 3444 (m), 3301 (m), 3068 (w), 2957 

(m), 2866 (w), 1731 (s), 1695 (s), 1540 (s), 1468 (w), 1450 (m), 1420 (w), 1343 (w), 1316 (m), 1275 

(m), 1246 (m), 1178 (w), 1120 (w), 1082 (m), 1075 (m), 981 (w), 956 (w), 939 (w), 851 (w), 778 (w), 

757 (m), 740 (s), 692 (m), 622 cm-1 (w). Elemental analysis calcd (%) for C22H25NO5 (383.44): C 68.91, 

H 6.57, N 3.65; found: C 68.87, H 6.60, N 3.56.  
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(2S*,3S*)-2-(9H-Fluoren-9-ylmethoxycarbonylamino)-3-hydroxy-5-methylhexanoic Acid ((�)-anti-

3c) 

 
 

Yield 88%. M.p. 178-180 °C. Rf = 0.45 (ethyl acetate/n-hexane 5:1, 1% HOAc). 1H NMR (300 MHz, 

DMSO-d6): � = 0.86 (d, J = 6.6 Hz, 3H, (CH3)2CH), 0.89 (d, J = 6.9 Hz, 3H, (CH3)2CH), 1.19 (ddd, 

J = 12.6, 9.5, 2.6 Hz, 1H, iPrCH2), 1.47 (ddd, J = 14.0, 10.3, 4.4 Hz, 1H, iPrCH2), 1.68-1.88 (m, 1H, 

(CH3)2CH), 3.72-3.93 (m, 1H, CHOH), 4.04 (dd, J = 8.7, 5.6 Hz, 1H, CHNH), 4.17-4.40 (m, 3H, 

OCH2CH, OCH2CH), 4.88 (br s, 1H, CHOH), 7.33 (dd, J = 7.4, 7.4 Hz, 2H, Ar), 7.42 (dd, J = 7.2, 

7.2 Hz, 2H, Ar), 7.48 (d, J = 8.8 Hz, 1H, NHFmoc), 7.75 (d, J = 7.4 Hz, 2H, Ar), 7.88 (d, J = 7.4 Hz, 

2H, Ar), 12.55 ppm (br s, 1H, COOH). 13C NMR (75 MHz, DMSO-d6): � = 21.4, 23.6, 23.8, 41.8, 46.6, 

59.9, 65.7, 68.6, 120.0, 125.20, 125.22, 127.0, 127.5, 140.62, 140.64, 143.72, 143.74, 156.0, 

172.1 ppm. IR (KBr): ��  = 3325 (m), 3065 (w), 2955 (m), 1719 (m), 1696 (s), 1545 (m), 1467 (w), 1450 

(m), 1420 (w), 1384 (w), 1370 (w), 1310 (m), 1286 (w), 1263 (m), 1240 (w), 1144 (w), 1105 (w), 1081 

(w), 1056 (w), 1040 (w), 1008 (w), 993 (w), 932 (w), 850 (w), 774 (w), 756 (w), 736 (m), 692 (w), 

648 cm-1 (w). Elemental analysis calcd (%) for C22H25NO5 (383.44): C 68.91, H 6.57, N 3.65; found: C 

68.66, H 6.64, N 3.50. 

 

(2S*,3R*)-2-(9H-Fluoren-9-ylmethoxycarbonylamino)-3-hydroxypentanoic Acid ((�)-syn-3b) 

 

 
 

Yield: 74%; colorless solid. M.p. 147-148 °C. Rf = 0.56 (ethyl acetate/methanol 4:1, 1% HOAc). 
1H NMR (300 MHz, DMSO-d6): � = 0.85 (t, J = 7.4 Hz, 3H, CH3CH2), 1.41 (m, 2H, CH3CH2), 3.82 (m, 

1H, CHOH), 4.06 (dd, J = 9.3, 3.0 Hz, 1H, CHNH), 4.18-4.39 (m, 3H, OCH2CH, OCH2CH), 4.68 (br s, 

1H, CHOH), 7.02 (d, J = 9.3 Hz, 1H, NHFmoc), 7.33 (dd, J = 7.4, 7.4 Hz, 2H, Ar), 7.42 (dd, J = 7.2, 

7.2 Hz, 2H, Ar), 7.74 (d, J = 7.4 Hz, 2H, Ar), 7.89 (d, J = 7.4 Hz, 2H, Ar), 12.60 ppm (br s, 1H, COOH). 
13C NMR (63 MHz, DMSO-d6): � = 10.1, 26.7, 46.6, 57.9, 65.7, 72.0, 120.02, 120.04, 125.21, 125.25, 

127.0, 127.6, 140.6, 140.7, 143.7, 143.8, 156.3, 172.5 ppm. IR (KBr): ��  = 3387 (m), 3276 (m), 3063 

(m), 3038 (m), 2963 (m), 2934 (m), 2895 (w), 1735 (m), 1700 (s), 1545 (m), 1478 (w), 1450 (m), 1420 

(w), 1384 (w), 1341 (m), 1324 (m), 1295 (m), 1262 (m), 1108 (m), 1074 (m), 1036 (w), 996 (w), 968 

(w), 811 (w), 758 (m), 738 (m), 698 (w), 621 cm-1 (w). Elemental analysis calcd (%) for C20H21NO5 

(355.38): C 67.59, H 5.96, N 3.94; found: C 67.63, H 6.03, N 4.10.  
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(2S*,3S*)-2-(9H-Fluoren-9-ylmethoxycarbonylamino)-3-hydroxypentanoic Acid ((�)-anti-3b) 

 

 
 

Yield: 91%; colorless solid. M.p. 197-199 °C. Rf = 0.56 (ethyl acetate/methanol 4:1, 1% HOAc). 
1H NMR (250 MHz, DMSO-d6): � = 0.88 (t, J = 7.3 Hz, 3H, CH3CH2), 1.31-1.62 (m, 2H, CH3CH2), 

3.55-3.71 (m, 1H, CHOH), 3.99 (dd, J = 8.6, 6.1 Hz, 1H, CHNH), 4.16-4.37 (m, 3H, OCH2CH, 

OCH2CH), 4.89 (br s, 1H, CHOH), 7.33 (dd, J = 7.2, 7.2 Hz, 2H, Ar), 7.42 (dd, J = 7.1, 7.1 Hz, 2H, Ar), 

7.45 (d, J = 8.7 Hz, 1H, NHFmoc), 7.74 (d, J = 7.3 Hz, 2H, Ar), 7.89 (d, J = 7.4 Hz, 2H, Ar), 12.48 ppm 

(br s, 1H, COOH). 13C NMR (75 MHz, DMSO-d6): � = 10.0, 25.8, 46.5, 58.9, 65.6, 71.8, 120.0, 125.2, 

126.9, 127.5, 140.58, 140.59, 143.67, 143.71, 155.9, 172.2 ppm. IR (KBr): ��  = 3307 (m), 3070 (w), 

3018 (w), 2958 (w), 2936 (w), 2918 (w), 1726 (m), 1693 (s), 1554 (m), 1478 (w), 1451 (w), 1444 (w), 

1420 (w), 1384 (w), 1310 (m), 1266 (m), 1160 (w), 1106 (w), 1082 (w), 1043 (m), 980 (w), 938 (w), 895 

(w), 754 (w), 738 (m), 696 (w), 648 (w), 621 (w), 586 cm-1 (w). Elemental analysis calcd (%) for 

C20H21NO5 (355.38): C 67.59, H 5.96, N 3.94; found: C 67.86, H 6.15, N 3.95. 

 

(2S*,3R*)-2-(9H-Fluoren-9-ylmethoxycarbonylamino)-3-hydroxy-4-(1-naphthyl)butanoic Acid 

((�)-syn-3d) 

 
 

Yield: 77%; colorless solid. M.p. 122-125 °C. Rf = 0.39 (ethyl acetate/methanol 9:1, 1% HOAc). 
1H NMR (400 MHz, DMSO-d6): � = 3.22 (d, J = 7.1 Hz, 2H, CH2-1-Naphthyl), 4.04 (dd, J = 9.3, 2.4 Hz, 

1H, CHNH), 4.28-4.46 (m, 4H, CHOH, OCH2CH, OCH2CH), 5.16 (br s, 1H, CHOH), 7.28 (d, 

J = 9.4 Hz, 1H, NHFmoc), 7.29-7.58 (m, 8H, Ar), 7.77-7.87 (m, 3H, Ar), 7.89-7.95 (m, 3H, Ar), 

8.09-8.17 (m, 1H, Ar), 12.66 ppm (br s, 1H, COOH). 13C NMR (75 MHz, DMSO-d6): � = 37.2, 46.6, 

57.6, 65.8, 71.2, 120.0, 123.7, 125.2, 125.5, 125.9, 126.8, 127.0, 127.4, 127.6, 128.5, 131.6, 133.4, 

134.3, 140.7, 143.7, 143.8, 156.4, 172.3 ppm. IR (KBr): ��  = 3553 (m), 3348 (m), 3065 (m), 3042 (m), 

2955 (w), 1719 (s), 1527 (m), 1478 (w), 1420 (w), 1398 (w), 1340 (w), 1293 (w), 1258 (w), 1233 (m), 

1103 (w), 1070 (m), 1009 (w), 961 (w), 879 (w), 853 (w), 778 (m), 751 (m), 742 (w), 671 (w), 640 (w), 

621 (w), 569 cm-1 (w). Elemental analysis calcd (%) for C29H25NO5 (467.51): C 74.50, H 5.39, N 3.00; 

found: C 74.69, H 5.64, N 2.79.  
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(2S*,3S*)-2-(9H-Fluoren-9-ylmethoxycarbonylamino)-3-hydroxy-4-(1-naphthyl)butanoic Acid 

((�)-anti-3d) 

 
 

Yield: 63%; colorless solid. M.p. 238-240 °C (dec.). Rf = 0.39 (ethyl acetate/methanol 9:1, 1% HOAc). 
1H NMR (400 MHz, DMSO-d6): � = 3.12 (dd, J = 14.1, 9.1 Hz, 1H, CH2-1-Naphthyl), 3.34 (dd, J = 14.0, 

3.7 Hz, 1H, CH2-1-Naphthyl), 4.14 (m, 1H, CHOH), 4.18-4.36 (m, 4H, CHNH, OCH2CH, OCH2CH), 

5.10 (br s, 1H, CHOH), 7.26-7.36 (m, 1H, Ar), 7.36-7.48 (m, H, Ar), 7.52 (m, H, Ar), 7.73-7.84 (m, H, 

CHOH, Ar), 7.85-7.96 (m, H, Ar), 8.16 (d, J = 7.6 Hz, H, Ar), 12.76 ppm (br s, 1H, COOH). 13C NMR 

(75 MHz, DMSO-d6): � = 36.1, 46.5, 59.5, 65.7, 71.1, 120.0, 124.0, 125.2, 125.3, 125.6, 126.5, 127.0, 

127.5, 127.6, 128.4, 131.8, 133.3, 135.0, 140.6, 143.7, 156.1, 172.1 ppm. IR (KBr): ��  = 3293 (m), 

3063 (w), 3038 (w), 2963 (w), 2930 (w), 1702 (s), 1542 (m), 1509 (w), 1450 (w), 1414 (w), 1398 (w), 

1376 (w), 1340 (w), 1294 (m), 1276 (m), 1235 (m), 1185 (w), 1149 (w), 1100 (w), 1082 (w), 1035 (m), 

1020 (m), 1000 (m), 936 (w), 801 (m), 778 (m), 756 (m), 736 (m), 687 (m), 621 (w), 564 cm-1 (w). 

Elemental analysis calcd (%) for C29H25NO5 (467.51): C 74.50, H 5.39, N 3.00; found: C 74.54, H 5.58, 

N 3.08. 

 

(2S*,3R*)-5-Benzyloxycarbonylamino-2-(9H-fluoren-9-ylmethoxycarbonylamino)-3-hydroxy-

pentanoic Acid ((�)-syn-3a) 

 
 

Due to the presence of the Cbz-group, cleavage of the ester was carried out using mild conditions. 

tert-Butyl ester (�)-syn-2a (0.76 g, 2.25 mmol) was dissolved in dichloromethane (10 mL) and cooled 

to 0 °C. After addition of TFA (10 mL) the cooling bath was removed and the solution was stirred for 

3 h at rt. Subsequently, the solvents were removed and the residue was Fmoc-protected as described 

for 3c, affording (�)-syn-3a (0.77 g, 68%) as a colorless solid. 

M.p. 116-117 °C. Rf = 0.43 (ethyl acetate/methanol 10:1, 1% HOAc). 1H NMR (400 MHz, DMSO-d6): 

� = 1.57 (m, 2H, CH2CH2N), 2.98-3.20 (m, 2H, CH2CH2N), 4.00 (m, 1H, CHOH), 4.07 (dd, J = 9.2, 

2.9 Hz, 1H, CHNHFmoc), 4.16-4.38 (m, 3H, OCH2CH, OCH2CH), 4.76 (s, 1H, CHOH), 5.01 (m, 2H, 

OCH2Ph), 7.12 (d, J = 9.2 Hz, 1H, NHFmoc), 7.22-7.46 (m, 10H, Ar, CH2CH2NH), 7.75 (d, J = 7.4 Hz, 

2H, Ar), 7.89 (d, J = 7.5 Hz, 2H, Ar), 12.67 ppm (br s, 1H, COOH). 13C NMR (75 MHz, DMSO-d6): 

� = 33.9, 37.3, 46.6, 58.8, 65.1, 65.7, 68.2, 120.0, 125.17, 125.22, 127.0, 127.5, 127.6, 128.2, 137.2, 

140.60, 140.62, 143.6, 143.7, 156.0, 156.3, 172.1 ppm. IR (KBr): ��  = 3407 (m), 3312 (m), 3067 (w), 

2953 (w), 1720 (m), 1691 (s), 1673 (m), 1549 (s), 1478 (w), 1450 (m), 1384 (w), 1338 (w), 1271 (s),  
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1150 (w), 1108 (w), 1087 (w), 1061 (w), 1044 (w), 1014 (w), 778 (w), 758 (w), 738 (m), 696 (m), 

621 cm-1 (w). Elemental analysis calcd (%) for C28H28N2O7 (504.53): C 66.66, H 5.59, N 5.55; found: C 

66.75, H 5.66, N 5.57. 

 

Typical Procedure for the Fmoc-protection in presence of a tert-butyl ester.  
(2S*,3R*)-2-(9H-Fluoren-9-ylmethoxycarbonylamino)-3-hydroxyhexanedioic Acid 6-tert-Butyl 

Ester ((�)-syn-3e) 

 
 

To a solution of benzyl ester (�)-syn-17 (1.65 g, 5.1 mmol) in methanol (30 mL) was added Pd/C (10% 

palladium; 0.17 g). The reaction mixture was stirred for 4 h under a hydrogen atmosphere (1 bar). 

Afterwards, the suspension was filtered over a short plug of Celite and concentrated. According to the 

procedure described for (�)-syn-3c, the  residue was further converted to the Fmoc-derivative, 

affording (�)-syn-3e (1.86 g, 80%) as a colorless semi-solid. 

Rf = 0.62 (ethyl acetate/methanol 5:1, 1% HOAc). 1H NMR (400 MHz, DMSO-d6): � = 1.38 (s, 9H, tBu), 

1.62 (m, 2H, CH2CH2COOtBu), 2.25 (m, 2H, CH2CH2COOtBu), 3.92 (td, J = 6.7, 3.2 Hz, 1H, CHOH), 

4.03 (dd, J = 9.1, 3.1 Hz, 1H, CHNH), 4.22-4.35 (m, 3H, OCH2CH, OCH2CH), 7.09 (d, J = 9.1 Hz, 1H, 

NHFmoc), 7.33 (td, J = 7.4, 0.8 Hz, 2H, Ar), 7.42 (t, J = 7.4 Hz, 2H, Ar), 7.74 (d, J = 7.4 Hz, 2H, Ar), 

7.89 (d, J = 7.5 Hz, 2H, Ar), 11.82 ppm (br s, 1H, COOH). 13C NMR (101 MHz, DMSO-d6): � = 27.6, 

29.1, 31.2, 46.6, 58.5, 65.7, 69.5, 79.4, 120.00, 120.02, 125.18, 125.24, 127.0, 127.5, 140.61, 140.63, 

143.67, 143.73, 156.3, 172.0, 172.2 ppm. IR (KBr): ��  = 3420 (m), 3067 (w), 2977 (m), 2934 (w), 1727 

(s), 1526 (m), 1478 (w), 1450 (m), 1420 (w), 1394 (w), 1368 (m), 1323 (w), 1252 (m), 1152 (s), 1079 

(m), 952 (w), 844 (w), 759 (m), 740 (m), 671 (w), 621 cm-1 (w). Elemental analysis calcd (%) for 

C25H29NO7 (455.50): C 65.92, H 6.42, N 3.08; found: C 65.89, H 6.20, N 2.96. 

 

(2S*,3S*)-2-(9H-Fluoren-9-ylmethoxycarbonylamino)-3-hydroxyhexanedioic Acid 6-tert-Butyl 

Ester ((�)-anti-3e) 

 
 

Yield: 79%; colorless semi-solid. Rf = 0.62 (ethyl acetate/methanol 5:1, 1% HOAc). 1H NMR (400 MHz, 

DMSO-d6): � = 1.38 (s, 9H, tBu), 1.63-1.73 (m, 2H, CH2CH2COOtBu), 2.15-2.26 (m, 1H, 

CH2CH2COOtBu), 2.26-2.37 (m, 1H, CH2CH2COOtBu), 3.73 (m, 1H, CHOH), 4.01 (dd, J = 8.7, 5.8 Hz, 

1H, CHNH), 4.19-4.32 (m, 3H, OCH2CH, OCH2CH), 7.33 (td, J = 7.4, 0.8 Hz, 2H, Ar), 7.42 (t, 

J = 7.4 Hz, 2H, Ar), 7.50 (d, J = 8.8 Hz, 1H, NHFmoc), 7.74 (d, J = 7.4 Hz, 2H, Ar), 7.89 (d, J = 7.5 Hz, 

2H, Ar), 12.36 ppm (br s, 1H, COOH). 13C NMR (101 MHz, DMSO-d6): � = 27.7, 28.4, 31.3, 46.5, 59.2, 

65.7, 69.5, 79.4, 120.0, 125.21, 125.24, 127.0, 127.6, 140.61, 140.63, 143.7, 156.0, 172.0, 172.2 ppm. 

IR (KBr): ��  = 3406 (m), 3064 (w), 3040 (w), 2975 (m), 2935 (w), 1748 (w), 1716 (s), 1523 (m), 1478 
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(w), 1450 (m), 1398 (m), 1367 (m), 1324 (w), 1279 (m), 1234 (m), 1214 (w), 1199 (w), 1176 (m), 1162 

(m), 1083 (m), 1050 (w), 1008 (w), 956 (w), 920 (w), 849 (w), 774 (w), 759 (m), 740 (m), 622 cm-1 (w). 

Elemental analysis calcd (%) for C25H29NO7 (455.50): C 65.92, H 6.42, N 3.08; found: C 65.77, H 6.19, 

N 3.06. 

 

Preparation of Fmoc- and Trityl-protected �-Hydroxy-�-amino Acids 

Typical Procedure for the Tritylation. 

(2S*,3R*)-2-(9H-Fluoren-9-ylmethoxycarbonylamino)-5-methyl-3-(trityloxy)hexanoic Acid ((�)-

syn-4) 

 
 

To a mixture of AgOTf (1.16 g, 4.5 mmol) and 2,6-lutidine (524 �L, 4.5 mmol) in CH2Cl2 (5 mL) was 

added a solution of TrtCl (1.25 g, 4.5 mmol) in CH2Cl2 (4 mL) at 0 °C. To the resulting yellow 

suspension was added a solution of secondary alcohol (�)-syn-3c (0.58 g, 1.5 mmol) in CH2Cl2 (4 mL) 

dropwise over 15 min. The mixture was stirred for 1 h at 0 °C and for 12 h at room temperature. After 

addition of methanol (1 mL) the reaction mixture was stirred for 15 min and the solvents were 

evaporated in vacuo. The crude brown oil was purified by column chromatography (silica gel; n-

hexane/ethyl acetate, 4:1). The solvents were evaporated resulting in (�)-syn-4 (0.71 g, 75%) as a 

colorless foam. 

Rf = 0.39 (n-hexane/ethyl acetate 3:2, 1% HOAc). 1H NMR (300 MHz, DMSO-d6): � = 0.25 (d, 

J = 6.5 Hz, 3H, (CH3)2CH), 0.52 (d, J = 6.5 Hz, 3H, (CH3)2CH), 0.80-0.94 (m, 1H, iPrCH2), 1.12-1.25 

(m, 1H, (CH3)2CH), 1.54 (m, 1H, iPrCH2), 3.67 (m, 1H, CHOTrt), 4.22 (dd, J = 9.8, 2.2 Hz, 1H, CHNH), 

4.27-4.42 (m, 3H, OCH2CH, OCH2CH), 7.16-7.58 (m, 19H, Ph, Ar), 7.83 (d, J = 7.9 Hz, 1H, Ar), 7.87 

(d, J = 7.9 Hz, 1H, Ar), 7.92 (d, J = 7.9 Hz, 2H, Ar), 8.08 (d, J = 9.8 Hz, 1H, NHFmoc), 12.53 ppm 

(br s, 1H, COOH). 13C NMR (75 MHz, DMSO-d6): � = 20.2, 23.8, 23.9, 46.6, 56.2, 65.8, 73.5, 85.9, 

120.0, 125.3, 126.7, 127.0, 127.2, 127.4, 127.6, 128.8, 140.60, 140.62, 143.6, 143.8, 144.9, 156.7, 

172.2 ppm. IR (KBr): ��  = 3442 (m), 3059 (m), 3034 (w), 2956 (m), 2869 (w), 1725 (s), 1508 (m), 1491 

(m), 1449 (s), 1414 (w), 1319 (m), 1217 (m), 1118 (w), 1057 (m), 1033 (w), 1001 (m), 934 (w), 898 (w), 

758 (m), 741 (s), 705 (s), 633 (m), 621 cm-1 (w). Elemental analysis calcd (%) for C41H39NO5 (625.75): 

C 78.70, H 6.28, N 2.24; found: C 78.84, H 6.24, N 2.06. 

 

(2S*,3S*)-2-(9H-Fluoren-9-ylmethoxycarbonylamino)-5-methyl-3-(trityloxy)hexanoic Acid ((�)-

anti-4) 
 

 OH

O

NHFmoc

OTrt

and enantiomer
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Yield: 53%; colorless semi-solid. Rf = 0.39 (n-hexane/ethyl acetate 3:2, 1% HOAc). 1H NMR 

(300 MHz, DMSO-d6): � = 0.36 (d, J = 6.4 Hz, 3H, (CH3)2CH), 0.61 (d, J = 6.5 Hz, 3H, (CH3)2CH), 1.21 

(m, 1H, iPrCH2), 1.39 (m, 1H, (CH3)2CH), 1.54 (m, 1H, iPrCH2), 3.70 (m, 1H, CHOTrt), 4.04 (dd, 

J = 7.3, 3.0 Hz, 1H, CHNHFmoc), 4.18-4.32 (m, 3H, OCH2CH, OCH2CH), 7.18-7.50 (m, 20H, Ph, Ar, 

NHFmoc), 7.78 (d, J = 7.4 Hz, 1H, Ar), 7.79 (d, J = 7.5 Hz, 1H, Ar), 7.92 (d, J = 7.5 Hz, 2H, Ar), 

12.69 ppm (br s, 1H, COOH). 13C NMR (75 MHz, DMSO-d6): � = 22.1, 22.4, 23.7, 46.5, 57.4, 66.0, 

71.7, 86.4, 120.1, 125.25, 125.31, 127.0, 127.6, 128.5, 140.59, 140.62, 143.7, 143.8, 144.4, 155.9, 

171.4 ppm. IR (KBr): ��  = 3429 (m), 3060 (m), 2955 (m), 1723 (s), 1501 (m), 1448 (m), 1340 (w), 1222 

(m), 1126 (w), 1046 (m), 994 (w), 937 (w), 900 (w), 743 (m), 704 (m), 634 (m), 539 (w), 506 (w), 

423 cm-1 (w). Elemental analysis calcd (%) for C41H39NO5 (625.75): C 78.70, H 6.28, N 2.24; found: C 

78.83, H 6.41, N 2.18. 

 

Preparation of Thioxooxazolidines 

General Procedure. 

�-Hydroxy-�-amino acid ester 2 or 17 (0.2 mmol) and 1,1’-thiocarbonyldiimidazol (0.2 mmol) were 

solved in dichloromethane (5 mL). After stirring for 2 h at rt the solvent was removed in vacuo and the 

residue was purified by column chromatography. 

 

 

 

 

The relative stereochemistry was assigned by analysis of the coupling constant between CHOC=S 

and CHNHC=S. 

 
(4S*,5R*)-5-(2-Benzyloxycarbonylaminoethyl)-2-thioxooxazolidine-4-carboxylic Acid tert-Butyl 

Ester ((�)-trans-26a) 

NHO

S

CbzHN O
O

and enantiomer

 
 

Yield: 89%; colorless oil. Rf = 0.39 (n-hexane/ethyl acetate 1:1). 1H NMR (300 MHz, CDCl3): � = 1.46 

(s, 9H, tBu), 1.98-2.22 (m, 2H, CH2CH2NHCbz), 3.39 (dd, J = 6.4, 6.4 Hz, 2H, CH2CH2NHCbz), 4.17 

(d, J = 6.7 Hz, 1H, CHNHC=S), 4.88-4.98 (m, 1H, CHOC=S), 5.09 (s, 2H, CH2Ph), 5.21 (m, 1H, 

NHCbz), 7.27-7.39 (m, 5H, Ph), 8.22 ppm (br s, 1H, NHC=S). 13C NMR (75 MHz, CDCl3): � = 27.8, 

34.7, 36.9, 62.6, 66.8, 83.2, 84.5, 128.0, 128.1, 128.5, 136.2, 156.4, 166.9, 188.6 ppm. IR (KBr): ��
 = 3328 (m), 2979 (m), 1711 (s), 1517 (s), 1369 (m), 1250 (s), 1176 (s), 1156 (s), 1021 (m), 926 (w), 

840 (m), 741 (m), 699 (m), 456 cm-1 (w). HRMS (MALDI): m/z calcd for C18H24N2O5S+H+: 381.1479 

[M+H+]; found: 381.1473.  

NHO

S

R1 COOR2
HH



 Publication III – Supporting Information 171 

S89 

(4S*,5S*)-5-(2-Benzyloxycarbonylaminoethyl)-2-thioxooxazolidine-4-carboxylic Acid tert-Butyl 

Ester ((�)-cis-26a) 

 

 

 

 

Yield: 87%; colorless semi-solid. Rf = 0.36 (n-hexane/ethyl acetate 1:1). 1H NMR (300 MHz, CDCl3): 

� = 1.47 (s, 9H, tBu), 1.76-1.90 (m, 1H, CH2CH2NHCbz), 2.04-2.22 (m, 1H, CH2CH2NHCbz), 3.32-3.53 

(m, 2H, CH2CH2NHCbz), 4.48 (d, J = 8.9 Hz, 1H, CHNHC=S), 5.02-5.20 (m, 2H, CHOC=S, NHCbz), 

5.10 (s, 2H, CH2Ph), 7.28-7.39 (m, 5H, Ph), 7.70 ppm (br s, 1H, NHC=S). 13C NMR (75 MHz, CDCl3): 

� = 27.9, 30.2, 37.5, 61.1, 66.8, 82.2, 84.5, 128.1, 128.2, 128.5, 136.3, 156.5, 166.5, 189.7 ppm. IR 

(KBr): ��  = 3394 (m), 3186 (m), 2983 (m), 1730 (s), 1698 (s), 1523 (s), 1458 (w), 1369 (m), 1260 (s), 

1228 (m), 1179 (s), 1152 (s), 1080 (m), 1022 (w), 983 (m), 932 (w), 855 (m), 833 (m), 748 (m), 695 

(m), 637 (w), 551 (w), 457 cm-1 (w).  Elemental analysis calcd (%) for C18H24N2O5S (380.46): C 56.82, 

H 6.36, N 7.36, S 8.43; found: C 56.96, H 6.17, N 7.26, S 8.56. 

 

 
(4S*,5R*)-5-(3-(tert-Butoxy)-3-oxopropyl)-2-thioxooxazolidine-4-carboxylic Acid Benzyl Ester 

((�)-trans-26b) 

 

 

 

 

 

Yield: 92%; colorless oil. Rf = 0.42 (n-hexane/ethyl acetate 2:1). 1H NMR (300 MHz, CDCl3): � = 1.43 

(s, 9H, tBu), 2.13 (m, 2H, CH2CH2COOtBu), 2.46 (ddd, J = 7.5, 7.1, 1.7 Hz, 2H, CH2CH2COOtBu), 

4.29 (d, J = 6.3 Hz, 1H, CHNHC=S), 4.99 (m, 1H, CHOC=S), 5.18 (d, J = 12.0 Hz, 1H, CH2Ph), 5.25 

(d, J = 12.0 Hz, 1H, CH2Ph), 7.28-7.48 (m, 5H, Ph), 7.92 ppm (br s, 1H, NHC=S). 13C NMR (75 MHz, 

CDCl3): � = 28.0, 30.0, 30.2, 62.1, 68.3, 81.1, 84.3, 128.6, 128.8, 128.9, 134.2, 167.8, 171.3, 

188.9 ppm. IR (film): ��  = 3311 (m), 2977 (m), 2932 (w), 1727 (s), 1498 (m), 1456 (w), 1392 (w), 1368 

(m), 1254 (m), 1192 (m), 1153 (s), 1103 (w), 1030 (w), 972 (w), 943 (w), 921 (w), 845 (w), 750 (m), 

698 cm-1 (m). Elemental analysis calcd (%) for C18H23NO5S (365.44): C 59.16, H 6.34, N 3.83, S 8.77; 

found: C 59.29, H 6.45, N 3.67, S 9.03. 

NHO

S

CbzHN O
O

and enantiomer

NHO

S

O
O

O
O

and enantiomer

 



 Publication III – Supporting Information 172 

S90 

(4S*,5S*)-5-(3-(tert-Butoxy)-3-oxopropyl)-2-thioxooxazolidine-4-carboxylic Acid Benzyl Ester 

((�)-cis-26b) 

 

 

 

 

 

Yield: 88%; colorless solid. M.p. 94-95 °C from ethyl acetate/n-hexane. Rf = 0.34 (n-hexane/ethyl 

acetate 2:1). 1H NMR (300 MHz, CDCl3): � = 1.41 (s, 9H, tBu), 1.66-1.79 (m, 1H, CH2CH2COOtBu), 

1.92-2.03 (m, 1H, CH2CH2COOtBu), 2.46 (dd, J = 7.4, 6.7 Hz, 2H, CH2CH2COOtBu), 4.63 (d, 

J = 9.1 Hz, 1H, CHNHC=S), 5.09 (m, 1H, CHOC=S), 5.21 (s, 2H, CH2Ph), 7.29-7.40 (m, 5H, Ph), 

8.03 ppm (br s, 1H, NHC=S). 13C NMR (75 MHz, CDCl3): � = 25.4, 28.0, 30.6, 60.7, 68.1, 80.9, 83.2, 

128.7, 128.81, 128.83, 134.2, 167.5, 171.3, 189.6 ppm. IR (KBr): ��  = 3176 (m), 3034 (w), 2984 (m), 

2942 (w), 1746 (s), 1731 (s), 1523 (s), 1457 (w), 1438 (w), 1417 (w), 1392 (w), 1363 (m), 1342 (w), 

1277 (w), 1250 (m), 1213 (s), 1179 (m), 1149 (s), 1092 (m), 1072 (w), 1022 (w), 989 (w), 945 (w), 909 

(m), 852 (m), 756 (m), 730 (w), 699 (m), 635 (w), 574 cm-1 (w). Elemental analysis calcd (%) for 

C18H23NO5S (365.44): C 59.16, H 6.34, N 3.83, S 8.77; found: C 59.43, H 6.45, N 3.55, S 8.73. 

 

(4S*,5R*)-5-(1-Naphthylmethyl)-2-thioxooxazolidine-4-carboxylic Acid tert-Butyl Ester ((�)-trans-

26c) 
 

 

 

 

 

Yield: 92%; colorless solid. M.p. 135-137 °C  from ethyl acetate/n-hexane. Rf = 0.26 (n-hexane/ethyl 

acetate 3:1). 1H NMR (300 MHz, CDCl3): � = 1.26 (s, 9H, tBu), 3.52 (dd, J = 14.5, 6.6 Hz, 1H, CH2-1-

Naphthyl), 3.76 (dd, J = 14.5, 6.5 Hz, 1H, CH2-1-Naphthyl), 4.25 (d, J = 6.5 Hz, 1H, CHNHC=S), 5.15 

(ddd, J = 6.5, 6.0, 6.0 Hz, 1H, CHOC=S), 7.41-7.61 (m, 5H, Ar, NHC=S), 7.81 (m, 1H, Ar), 7.85-7.92 

(m, 1H, Ar), 8.01 ppm (dd, J = 8.2, 0.9 Hz, 1H, Ar). 13C NMR (75 MHz, CDCl3): � = 27.6, 37.5, 61.8, 

84.2, 84.8, 122.9, 125.6, 125.9, 126.6, 128.4, 129.1, 130.1, 131.9, 134.0, 166.9, 188.9 ppm. IR (KBr): 

��  = 3173 (m), 2973 (m), 2928 (w), 1750 (s), 1596 (w), 1517 (s), 1384 (w), 1368 (m), 1352 (w), 1343 

(w), 1293 (w), 1244 (s), 1179 (s), 1151 (m), 1100 (w), 1050 (w), 1018 (w), 983 (w), 953 (w), 922 (w), 

840 (w), 806 (w), 791 (m), 782 (m), 734 (w), 656 (w), 633 (w), 584 cm-1 (w). Elemental analysis calcd 

(%) for C19H21NO3S (343.44): C 66.45, H 6.16, N 4.08; found: C 66.32, H 6.29, N 4.15. 
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(4S*,5S*)-5-(1-naphthylmethyl)-2-thioxooxazolidine-4-carboxylic Acid tert-Butyl Ester ((�)-cis-

26c) 
 

 

 

 

 

Yield: 96%; colorless solid. M.p. 168-171 °C  from ethyl acetate/n-hexane. Rf = 0.17 (n-hexane/ethyl 

acetate 3:1). 1H NMR (300 MHz, CDCl3): � = 1.56 (s, 9H, tBu), 3.34 (dd, J = 15.0, 10.1 Hz, 1H, CH2-1-

Naphthyl), 3.68 (dd, J = 15.0, 3.2 Hz, 1H, CH2-1-Naphthyl), 4.67 (d, J = 8.9 Hz, 1H, CHNHC=S), 5.38 

(ddd, J = 10.1, 8.9, 3.2 Hz, 1H, CHOC=S), 7.40-7.60 (m, 5H, Ar, NHC=S), 7.76-7.83 (m, 1H, Ar), 

7.86-7.92 ppm (m, 1H, Ar). 13C NMR (75 MHz, CDCl3): � = 28.1, 33.1, 61.6, 83.9, 84.8, 122.6, 125.6, 

125.7, 126.5, 127.8, 128.1, 129.2, 131.1, 131.5, 133.9, 166.5, 189.8 ppm. IR (KBr): ��  = 3265 (m), 

2977 (m), 1732 (s), 1597 (w), 1496 (s), 1395 (w), 1371 (m), 1303 (m), 1262 (s), 1175 (s), 1157 (s), 

1082 (m), 1068 (m), 1044 (w), 1027 (w), 976 (w), 932 (w), 894 (w), 873 (w), 854 (w), 835 (w), 799 (m), 

782 (m), 766 (w), 741 (w), 718 (w), 626 (w), 596 cm-1 (w). Elemental analysis calcd (%) for 

C19H21NO3S (343.44): C 66.45, H 6.16, N 4.08; found: C 66.19, H 6.28, N 4.17. 

 

Preparation of Free Amino Acids 

General Procedure. 
A small amount of tert-butyl ester 2b was hydrolized with HCl (6 M). After removal of volatiles the 

residue was dissolved in water and filtrated over a short column of Amberlite IR-120 using aqueous 

NH3 (5%). The filtrate was concentrated and the residue was recrystallized from water/acetone. 

 

(2S*,3R*)-2-Amino-3-hydroxypentanoic Acid ((�)-syn-27) 

 

 

 

 

Colorless solid. M.p. 227-229 °C (dec.) (ref.[13] 229-230 °C (dec.)). 1H NMR (300 MHz, D2O): � = 0.98 

(t, J = 7.4 Hz, 3H, CH3), 1.48-1.71 (m, 2H, CH2), 3.65 (d, J = 4.4 Hz, 1H, CHNH2), 3.98 ppm (ddd, 

J = 8.5, 5.3, 4.5 Hz, 1H, CHOH). 13C NMR (75 MHz, D2O): � = 11.8, 28.8, 61.2, 73.7, 175.5 ppm. IR 

(KBr): ��  = 3444 (m), 3092 (m), 2971 (m), 2621 (m), 1659 (m), 1594 (s), 1520 (m), 1464 (w), 1410 (m), 

1367 (m), 1274 (w), 1173 (w), 1118 (w), 1058 (w), 1039 (w), 978 (m), 896 (w), 688 (w), 630 (w), 

520 cm-1 (m). Elemental analysis calcd (%) for C5H11NO3 (133.15): C 45.10, H 8.33, N 10.52; found: C 

45.19, H 8.49, N 10.36. 
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(2S*,3S*)-2-Amino-3-hydroxypentanoic Acid ((�)-anti-27) 

 

 

 

 

Colorless solid. M.p. 223-225 °C (dec.) (ref.[13] 223-224 °C (dec.)). 1H NMR (300 MHz, D2O): � = 0.99 

(t, J = 7.4 Hz, 3H, CH3), 1.45-1.60 (m, 2H, CH2), 3.83 (d, J = 3.7 Hz, 1H, CHNH2), 3.98 ppm (ddd, 

J = 7.5, 5.9, 3.7 Hz, 1H, CHOH). 13C NMR (75 MHz, D2O): � = 12.4, 26.8, 61.8, 73.7, 174.3 ppm. IR 

(KBr): ��  = 3448 (m), 3088 (m), 2962 (m), 2876 (m), 2590 (w), 1654 (m), 1613 (s), 1582 (s), 1428 (m), 

1352 (m), 1321 (w), 1189 (w), 1118 (w), 1084 (w), 1060 (w), 996 (w), 968 (w), 910 (w), 831 (w), 619 

(w), 490 cm-1 (w). Elemental analysis calcd (%) for C5H11NO3 (133.15): C 45.10, H 8.33, N 10.52; 

found: C 44.97, H 8.25, N 10.38. 

Preparation of Oxazoles 

Typical Procedure: 5-Isobutyl-2-methyl-1,3-oxazole-4-carboxamide (14c) 
 

 

Rink amide MBHA resin (313 mg, 0.20 mmol, 0.64 mmol/g loading) was swelled in NMP (1 h). After 

cleavage of the Fmoc protecting group, 2-(9H-fluoren-9-ylmethoxycarbonylamino)-3-hydroxy-5-

methylhexanoic acid (3c) (230 mg, 0.60 mmol) was coupled to the resin bound amino group. The 

Fmoc protecting group was cleaved, followed by acylation with acetic anhydride (120 �L, 2.00 mmol). 

Washing of the solid support with CH2Cl2 (5 �) was followed by treatment (2 h) with a solution of DMP 

(0.1 M, 6.0 mL, 0.60 mmol) in CH2Cl2. After washing with CH2Cl2 (5 �), NMP (5 �) and CH2Cl2 (5 �) a 

solution of PPh3 (525 mg, 2.00 mmol), iodine (508 mg, 2.00 mmol) and DIPEA (698 �L, 2.00 mmol) in 

CH2Cl2 (14 mL) was added to the resin and shaken (12 h). The resin was washed with CH2Cl2 (5 �), 

NMP (5 �) and CH2Cl2 (5 �) and cleaved from the resin. The brown residue was purified by column 

chromatography (silica gel; n-hexane/ethyl acetate, 1:1), affording 14c (26 mg, 71%) as a colorless 

solid. 

M.p. 133-135 °C from ethyl acetate/n-hexane. Rf = 0.39 (ethyl acetate/n-hexane 3:1). 1H NMR 

(250 MHz, CDCl3): � = 0.95 (d, J = 6.7 Hz, 6H, (CH3)2CH, 2.05 (m, 1H, (CH3)2CH), 2.41 (s, 3H, 

ArCH3), 2.92 (d, J = 7.2 Hz, 2H, iPrCH2), 5.41 (br s, 1H, NH2), 6.75 ppm (br s, 1H, NH2). 13C NMR 

(75 MHz, CDCl3): � = 13.7, 22.2, 27.9, 34.2, 129.0, 156.7, 158.4, 163.9 ppm. IR (KBr): ��  = 3376 (s), 

3297 (m), 3228 (m), 2960 (m), 2929 (w), 2872 (w), 1689 (s), 1662 (s), 1628 (m), 1616 (m), 1596 (m), 

1461 (w), 1437 (m), 1391 (m), 1342 (w), 1317 (w), 1286 (w), 1244 (m), 1192 (m), 1131 (w), 1087 (w), 

1054 (w), 1013 (w), 962 (w), 874 (w), 806 (w), 792 (w), 703 (m), 688 (w), 670 (w), 639 cm-1 (m). 
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Elemental analysis calcd (%) for C9H14N2O2 (182.22): C 59.32, H 7.74, N 15.37; found: C 59.51, H 

7.82, N 15.16. 

 

2,5-Dimethyl-1,3-oxazole-4-carboxamide (14a) 
 

 

 

Monomers used: Fmoc-L-Thr-OH and acetic anhydride. Yield: 63%; colorless solid. M.p. 159-161 °C 

from H2O (ref.[14] 234 °C from H2O). Rf = 0.18 (ethyl acetate/n-hexane 3:1). 1H NMR (300 MHz, acetic 

acid-d4): � = 2.43 (s, 3H, CH3), 2.57 ppm (s, 3H, CH3). 13C NMR (75 MHz, acetic acid-d4): � = 11.9, 

13.4, 128.8, 156.2, 161.4, 167.2 ppm. IR (KBr): ��  = 3357 (m), 3216 (m), 2928 (w), 1683 (s), 1662 (s), 

1628 (m), 1595 (w), 1439 (m), 1404 (w), 1390 (w), 1368 (m), 1306 (w), 1247 (m), 1201 (m), 1118 (m), 

1085 (m), 1048 (w), 986 (m), 938 (w), 794 (w), 780 (m), 696 (s), 666 cm-1 (m). Elemental analysis 

calcd (%) for C6H8N2O2 (148.20): C 51.42, H 5.75, N 19.99; found: C 51.58, H 5.87, N 20.15. 

 

2-(9H-Fluoren-9-ylmethoxycarbonylaminomethyl)-5-methyl-1,3-oxazole-4-carboxamide (14b) 
 

 
 

Monomers used: Fmoc-L-Thr-OH and Fmoc-Gly-OH. Yield: 71%; colorless solid. M.p. 226-227 °C 

from ethyl acetate/n-hexane. Rf = 0.40 (ethyl acetate/n-hexane 8:1). 1H NMR (300 MHz, DMSO-d6): 

� = 2.52 (s, 3H, CH3), 4.20-4.38 (m, 5H, CH2NHFmoc, OCH2CH, OCH2CH), 7.29 (m, 6H, Ar, NH2), 

7.70 (d, J = 7.4 Hz, 2H, Ar), 7.89 (d, J = 7.5 Hz, 2H, Ar), 8.00 ppm (t, J = 5.9 Hz, 1H, NHFmoc). 
13C NMR (75 MHz, DMSO-d6): � = 11.2, 37.4, 46.5, 65.6, 120.0, 125.0, 126.9, 127.5, 140.6, 143.7, 

152.4, 156.1, 158.2, 163.0 ppm. IR (KBr): ��  = 3429 (m), 3323 (m), 3167 (m), 3069 (w), 3016 (w), 

2963 (w), 2924 (w), 1701 (s), 1685 (s), 1627 (m), 1582 (w), 1547 (m), 1478 (w), 1467 (w), 1445 (m), 

1384 (w), 1348 (w), 1329 (w), 1268 (m), 1193 (m), 1156 (m), 1104 (w), 1083 (w), 1046 (w), 963 (w), 

917 (w), 800 (m), 758 (m), 738 (m), 697 (w), 644 (w), 622 (w), 570 cm-1 (m). Elemental analysis calcd 

(%) for C21H19N3O4 (377.39): C 66.83, H 5.07, N 11.13; found: C 66.80, H 5.25, N 10.91. 

 

 

2,5-Isobutyl-1,3-oxazole-4-carboxamide (14d) 
 

 

 

 

Monomers used: Fmoc-protected �-hydroxy-�-amino acid 3c and isovaleric anhydride. Yield: 62%; 

colorless solid. M.p. 48-50 °C from ethyl acetate/n-hexane. Rf = 0.53 (ethyl acetate/n-hexane 3:1). 
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1H NMR (250 MHz, CDCl3): � = 0.94 (t, J = 7.0 Hz, 12H, (CH3)2CH), 1.94-2.22 (m, 2H, (CH3)2CH), 2.57 

(d, J = 7.1 Hz, 2H, iPrCH2), 2.92 (d, J = 7.2 Hz, 2H, iPrCH2), 5.72 (br s, 1H, NH2), 6.81 ppm (br s, 1H, 

NH2). 13C NMR (63 MHz, CDCl3): � = 22.21, 22.22, 27.4, 27.9, 34.2, 36.8, 128.8, 156.4, 161.4, 

164.2 ppm. IR (KBr): ��  = 3474 (s), 3384 (w), 3352 (w), 3274 (w), 3139 (m), 2960 (s), 2928 (m), 2892 

(w), 2870 (m), 1689 (s), 1630 (s), 1582 (m), 1466 (w), 1433 (w), 1414 (m), 1390 (w), 1363 (w), 1338 

(w), 1317 (w), 1289 (w), 1231 (w), 1212 (w), 1187 (m), 1133 (w), 1082 (w), 1044 (m), 975 (w), 926 (w), 

870 (w), 823 (w), 792 (w), 762 (w), 700 (m), 586 cm-1 (w). Elemental analysis calcd (%) for C12H20N2O2 

(224.30): C 64.26, H 8.99, N 12.49; found: C 64.12, H 9.00, N 12.32. 

 

2-Benzyl-5-(1-naphthylmethyl)-1,3-oxazole-4-carboxamide (14e) 
 

 

 

Monomers used: Fmoc-protected �-hydroxy-�-amino acid 3d and 

phenylacetic acid. Yield: 64%; off-white solid. M.p. 128-132 °C from 

ethyl acetate/n-hexane. Rf = 0.24 (n-hexane/ethyl acetate 1:1). 1H NMR 

(300 MHz, CDCl3): � = 3.95 (s, 2H, CH2-1-Naphthyl), 4.87 (s, 2H, CH2Ph), 5.84 (br s, 1H, NH2), 6.89 

(br s, 1H, NH2), 7.13-7.34 (m, 5H, Ph), 7.37-7.60 (m, 4H, Ar), 7.78 (d, J = 7.9 Hz, 1H, Ar), 7.86 (dd, 

J = 7.3, 1.9 Hz, 1H, Ar), 8.28 ppm (d, J = 7.8 Hz, 1H, Ar). 13C NMR (75 MHz, CDCl3): � = 29.3, 34.3, 

124.2, 125.5, 125.7, 126.3, 127.1, 127.5, 127.7, 128.5, 128.6, 128.7, 128.8, 131.9, 132.8, 133.8, 

134.7, 155.0, 160.6, 164.0 ppm. IR (KBr): ��  = 3377 (m), 3220 (m), 3054 (w), 1679 (s), 1658 (s), 1624 

(m), 1581 (m), 1512 (w), 1494 (m), 1454 (w), 1430 (m), 1411 (m), 1398 (m), 1339 (m), 1293 (m), 1258 

(w), 1241 (m), 1215 (m), 1184 (m), 1156 (w), 1139 (m), 1099 (w), 1065 (m), 1029 (w), 1003 (w), 987 

(m), 966 (w), 942 (w), 918 (w), 903 (w), 864 (w), 841 (w), 828 (m), 790 (s), 773 (m), 735 (m), 717 (m), 

695 (s), 674 (w), 651 (w), 624 (m), 566 cm-1 (m). Elemental analysis calcd (%) for C22H18N2O2 

(342.39): C 77.17, H 5.30, N 8.18; found: C 76.93, H 5.22, N 8.01. 

 

2-Benzyl-5-(2-benzyloxycarbonylaminoethyl)-1,3-oxazole-4-carboxamide (14f) 
 

Monomers used: Fmoc-protected �-hydroxy-�-amino acid (�)-syn-3a and 

phenylacetic acid. Yield: 54%; colorless solid. M.p. 110-112 °C  from 

ethyl acetate/n-hexane. Rf = 0.40 (ethyl acetate/n-hexane 5:1). 1H NMR 

(300 MHz, CDCl3): � = 3.20 (t, J = 6.4 Hz, 2H, CH2CH2NH), 3.47 (dd, 

J = 11.9, 6.0 Hz, 2H, CH2CH2NH), 4.03 (s, 2H, OCH2Ph), 5.04 (s, 2H, ArCH2Ph), 5.70 (br s, 1H, NH2), 

6.13 (br s, 1H, NHCbz), 6.81 (br s, 1H, NH2), 7.15-7.42 ppm (m, 10H, Ph). 13C NMR (75 MHz, CDCl3): 

� = 26.0, 34.3, 39.6, 66.5, 127.3, 127.9, 128.0, 128.4, 128.7, 128.8, 129.8, 134.7, 136.6, 154.6, 156.4, 

160.8, 164.3 ppm. IR (KBr): ��  = 3411 (m), 3375 (m), 3280 (w), 3061 (w), 3033 (w), 2936 (w), 1696 

(s), 1685 (s), 1624 (m), 1583 (m), 1531 (m), 1497 (m), 1453 (w), 1424 (m), 1413 (m), 1366 (w), 1311 

(w), 1249 (m), 1218 (m), 1182 (w), 1146 (w), 1124 (w), 1093 (w), 1077 (w), 1039 (m), 1027 (m), 975 
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(w), 903 (w), 804 (w), 773 (m), 740 (m), 725 (m), 697 (m), 609 (m), 583 cm-1 (m). Elemental analysis 

calcd (%) for C21H21N3O4 (379.41): C 66.48, H 5.58, N 11.08; found: C 66.35, H 5.65, N 10.95. 

 

 
3-(2-Benzyl-4-carbamoyl-1,3-oxazole-5-yl)propanoic Acid (14g) 

 

Monomers used: Fmoc-protected �-hydroxy-�-amino acid 3e and 

phenylacetic acid. Yield: 60%; colorless solid. M.p. 212-215 °C from ethyl 

acetate/n-hexane. Rf = 0.68 (ethyl acetate/methanol 1:1, 1% HOAc). 
1H NMR (400 MHz, DMSO-d6): � = 2.55 (t, J = 7.6 Hz, 2H, CH2CH2COOH), 3.17 (t, J = 7.6 Hz, 2H, 

CH2CH2COOH), 4.11 (s, 2H, CH2Ph), 7.17-7.54 (m, 7H, NH2, Ph), 12.27 ppm (br s, 1H, COOH). 
13C NMR (75 MHz, DMSO-d6): � = 20.9, 31.4, 33.3, 126.8, 128.49, 128.54, 129.1, 135.4, 154.6, 159.7, 

162.9, 173.0 ppm. IR (KBr): ��  = 3357 (m), 3159 (m), 2927 (w), 2691 (w), 2595 (w), 1712 (s), 1682 (s), 

1625 (m), 1574 (m), 1497 (w), 1422 (m), 1291 (m), 1250 (w), 1191 (m), 1077 (m), 1011 (w), 918 (w), 

848 (w), 818 (w), 760 (w), 706 (m), 672 (m), 632 (w), 607 cm-1 (w). Elemental analysis calcd (%) for 

C14H14N2O4 (274.27): C 61.31, H 5.14, N 10.21; found: C 61.16, H 5.21, N 9.99. 

 

Preparation of a Bioxazole 

2',5,5'-Trimethyl-[2,4'-bioxazole]-4-carboxamide (28) 
 

Rink amide MBHA resin (391 mg, 0.25 mmol, 0.64 mmol/g loading) 

was swelled in NMP (1 h). The resin bound Fmoc protecting group was 

removed and Fmoc-L-Thr-OH (256 mg, 0.75 mmol) was coupled to the free amino group. After 

cleavage of the Fmoc protecting group, Fmoc-L-Thr(Trt)-OH (438 mg, 0.75 mmol) was coupled to the 

resin. The resin was washed with CH2Cl2 (5 �), treated (2 h) with a solution of DMP (0.1 M, 7.5 mL, 

0.75 mmol) in CH2Cl2 and washed with CH2Cl2 (5 �), NMP (5 �) and CH2Cl2 (5 �). A solution of PPh3 

(656 mg, 2.50 mmol), iodine (635 mg, 2.50 mmol) and DIPEA (871 �L, 5.00 mmol) in CH2Cl2 (17 mL) 

was added, and the suspension was shaken (12 h). The resin was washed with CH2Cl2 (5 �) and NMP 

(5 �), followed by cleavage of the Fmoc protecting group. After acylation with acetic anhydride (396 

�L, 3.75 mmol), the resin was washed with CH2Cl2 (5 �) and the Trt protecting group was removed. A 

solution of DMP (0.1 M, 7.5 mL, 0.75 mmol) in CH2Cl2 was added and the suspension was agitated 

(2 h), after which the resin was washed with CH2Cl2 (5 �), NMP (5 �) and CH2Cl2 (5 �). Treatment 

(12 h) with a solution of PPh3 (656 mg, 2.50 mmol), iodine (635 mg, 2.50 mmol) and DIPEA (871 �L, 

5.00 mmol) in 17 mL CH2Cl2 was followed by washing with CH2Cl2 (5 �), NMP (5 �) and CH2Cl2 (5 �). 

After cleavage of the resin, the brown residue was purified by column chromatography (silica gel; n-

hexane/ethyl acetate, 3:2), affording 28 (26 mg, 47%) as a colorless solid. 

M.p. 202-204 °C from ethyl acetate/n-hexane. Rf = 0.32 (ethyl acetate/n-hexane 9:1). 1H NMR 

(250 MHz, CDCl3): � = 2.49 (s, 3H, CH3), 2.63 (s, 3H, CH3), 2.70 (s, 3H, CH3), 6.07 (br s, 1H, NH2), 

7.02 ppm (br s, 1H, NH2). 13C NMR (63 MHz, CDCl3): � = 11.6, 11.8, 13.7, 124.3, 129.1, 149.9, 153.4, 
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153.7, 160.6, 164.6 ppm. IR (KBr): ��  = 3485 (m), 3307 (m), 3247 (m), 3150 (m), 3023 (w), 2953 (w), 

2921 (w), 2854 (w), 1687 (m), 1673 (s), 1646 (m), 1625 (m), 1596 (m), 1564 (m), 1449 (m), 1420 (m),  

1375 (m), 1343 (m), 1307 (w), 1280 (w), 1213 (m), 1200 (w), 1120 (m), 1062 (m), 984 (w), 952 (w), 

933 (w), 800 (w), 785 (w), 770 (w), 744 (w), 713 (w), 675 (m), 620 (w), 576 cm-1 (w). Elemental 

analysis calcd (%) for C10H11N3O3 (221.21): C 54.29, H 5.01, N 19.00; found: C 54.51, H 5.20, N 

18.71. 

A single crystal of 28 was obtained by slow solvent evaporation (dichloromethane). 

Crystal data for 2',5,5'-Trimethyl-[2,4'-bioxazole]-4-carboxamide (28): C10H11N3O3, Mr = 221.21, 

colorless rod, dimensions = 0.07 x 0.08 x 0.70 mm, orthorhombic, space group Pnma, a = 15.482(4), 

b = 6.6553(14), c = 10.512(3) Å, � = � = 	 = 90°, V = 1083.2(4) Å3, T = 163(2) K, 
 = 0.71073, Z = 4, 

�calcd = 1.357 Mg m-3, �max = 30.05°, F(000) = 464, �(MoK�) = 0.103 mm-1. 14894 reflections measured, 

1604 unique (Rint = 0.1194), final R1 = 0.0545, wR2 = 0.1039 for 911 observed reflections (I > 2(I)), 

GOF = 1.040. Data/restraints/parameters 1604/0/124. Largest difference Fourier peak and hole 0.231 

and -0.269 e Å-3. CCDC-866341 contains the supplementary crystallographic data for this paper. 

These data can be obtained free of charge from The Cambridge Crystallographic Data Centre via 

www.ccdc.cam.ac.uk/data_request/cif. 

 

 
Single-crystal structure of bioxazole 28. 
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3-(Benzyloxycarbonylamino)propanal (24) 
 

ppm (t1)
0.05.010.0

9.
78

3

7.
40

0
7.

26
8

7.
26

0

5.
21

1
5.

07
8

3.
50

8
3.

48
8

3.
46

8
3.

44
8

2.
73

9
2.

72
0

2.
70

1

3.12

2.09

2.05

0.93

5.00

Cbz
N
H

O

1H-NMR (300 MHz, CDCl3)

ppm (t1)
050100150200

20
1.

04
7

15
6.

26
7

13
6.

38
3

12
8.

47
9

12
8.

10
0

12
8.

02
5

77
.0

00

66
.7

10

44
.0

39

34
.4

68

Cbz
N
H

O

13C-NMR (75 MHz, CDCl3)

 



 Publication III – Supporting Information 181 

S99 

4-Hydroxybutanoic Acid tert-Butyl Ester (25) 
 

ppm (t1)
0.05.010.0

7.
26

0

3.
73

0
3.

62
4

2.
37

2
2.

34
8

2.
32

5
1.

88
6

1.
87

3
1.

86
4

1.
84

2
1.

82
0

1.
79

8
1.

44
5

2.94

1.98

1.99

9.00

1H-NMR (300 MHz, CDCl3)

O

O
HO

ppm (t1)
050100150200

17
3.

37
4

80
.4

51

77
.0

00

62
.1

50

32
.3

95
28

.0
45

27
.8

47

O

O
HO

13C-NMR (75 MHz, CDCl3)

 



 Publication III – Supporting Information 182 

S100 

(2S*,3R*)-2-Amino-3-hydroxy-5-methylhexanoic Acid tert-Butyl Ester ((�)-syn-2c) 
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(2S*,3S*)-2-Amino-3-hydroxy-5-methylhexanoic Acid tert-Butyl Ester ((�)-anti-2c) 
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(2S*,3R*)-2-Amino-5-benzyloxycarbonylamino-3-hydroxypentanoic Acid tert-Butyl 
Ester ((�)-syn-2a) 
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(2S*,3S*)-2-Amino-5-benzyloxycarbonylamino-3-hydroxypentanoic Acid tert-Butyl 
Ester ((�)-anti-2a) 
 

ppm (t1)
0.05.010.0

7.
37

0

7.
30

0
7.

26
0

5.
25

8

5.
09

1

3.
85

0
3.

52
5

3.
47

2
3.

45
6

3.
37

5
3.

36
5

3.
25

3

2.
31

3

1.
61

5
1.

49
8

1.
45

7

0.92

0.82

1.99

1.74
9.00

2.88

1.14

2.05

5.08

O

O

OH

CbzHN
NH2

and enantiomer

1H-NMR (300 MHz, CDCl3)

ppm (t1)
050100150200

17
2.

66
4

15
6.

70
6

13
6.

56
3

12
8.

49
1

12
8.

07
1

82
.0

34

77
.0

00

70
.5

04
66

.6
50

58
.7

56

38
.3

39

31
.8

78
28

.0
28

O

O

OH

CbzHN
NH2

and enantiomer

13C-NMR (75 MHz, CDCl3)



 Publication III – Supporting Information 186 

S104 

(2S*,3R*)-2-Amino-3-hydroxypentanoic Acid tert-Butyl Ester ((�)-syn-2b) 
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(2S*,3S*)-2-Amino-3-hydroxypentanoic Acid tert-Butyl Ester ((�)-anti-2b) 
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(2S*,3S*)-2-Amino-3-hydroxypentanoic Acid tert-Butyl Ester ((�)-anti-2b) 
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(2S*,3R*)-2-Amino-3-hydroxy-4-(1-naphthyl)butanoic Acid tert-Butyl Ester ((�)-syn-2d) 
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S108 

(2S*,3S*)-2-Amino-3-hydroxy-4-(1-naphthyl)butanoic Acid tert-Butyl Ester ((�)-anti-2d) 
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S109 

(2S*,3R*)-2-Amino-3-hydroxyhexanedioic Acid 1-Benzyl-6-tert-butyl Ester ((�)-syn-17) 
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S110 

(2S*,3S*)-2-Amino-3-hydroxyhexanedioic Acid 1-Benzyl-6-tert-butyl Ester ((�)-anti-17) 
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S111 

(2S*,3R*)-2-(9H-Fluoren-9-ylmethoxycarbonylamino)-3-hydroxy-5-methylhexanoic Acid 
((�)-syn-3c) 
 

ppm (t1)
0.05.010.015.0

12
.6

21

7.
90

9
7.

88
4

7.
75

2
7.

72
7

7.
44

5
7.

42
1

7.
39

6
7.

35
0

7.
32

6
7.

30
1

7.
05

0
7.

02
0

4.
62

3
4.

39
9

4.
18

3
4.

00
6

3.
98

0

2.
50

0
1.

75
0

1.
55

1

1.
45

1
1.

29
4

1.
25

1

1.
11

0
0.

89
4

0.
87

1
0.

86
0

3.97
0.87

1.99
1.76

0.78

1.93

0.77

6.00

0.98
0.95

0.94

3.01
OH

O

NHFmoc

OH
and enantiomer

1H-NMR (300 MHz, DMSO-d6)

ppm (t1)
050100150200

17
2.

32
1

15
6.

23
0

14
3.

72
2

14
3.

61
0

14
0.

60
5

14
0.

58
4

12
7.

51
0

12
6.

91
0

12
5.

16
0

12
5.

12
1

11
9.

96
4

68
.4

85
65

.6
41

58
.7

82

46
.5

35
42

.6
30

39
.4

30

23
.8

82
22

.9
12

21
.9

34

OH

O

NHFmoc

OH
and enantiomer

13C-NMR (75 MHz, DMSO-d6)



 Publication III – Supporting Information 194 

S112 

(2S*,3S*)-2-(9H-Fluoren-9-ylmethoxycarbonylamino)-3-hydroxy-5-methylhexanoic Acid 
((�)-anti-3c 
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S113 

(2S*,3R*)-2-(9H-Fluoren-9-ylmethoxycarbonylamino)-3-hydroxypentanoic Acid ((�)-syn-
3b) 
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S114 

(2S*,3S*)-2-(9H-Fluoren-9-ylmethoxycarbonylamino)-3-hydroxypentanoic Acid ((�)-anti-
3b) 
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S115 

(2S*,3R*)-2-(9H-Fluoren-9-ylmethoxycarbonylamino)-3-hydroxy-4-(1-naphthyl)butanoic 
Acid ((�)-syn-3d) 
 

ppm (t1)
0.05.010.015.0

12
.6

60

8.
17

3

8.
09

1

7.
95

1
7.

88
8

7.
87

4

7.
76

7
7.

57
9

7.
29

6
7.

28
6

7.
27

3

5.
15

9

4.
45

5
4.

27
5

4.
05

9
4.

05
3

4.
03

6
4.

03
0

3.
23

1
3.

21
3

2.
50

0

3.83

2.03

0.79

3.02
1.01

0.75

9.00

2.83

1.00
OH

O

NHFmoc

OH

and enantiomer

1H-NMR (400 MHz, DMSO-d6)

ppm (t1)
050100150200

17
2.

34
8

15
6.

41
7

14
3.

82
5

14
3.

67
2

14
0.

67
7

13
4.

32
7

13
3.

38
1

13
1.

63
2

12
8.

50
2

12
7.

57
0

12
7.

43
5

12
7.

00
2

12
6.

80
4

12
5.

87
9

12
5.

45
3

12
5.

24
8

12
3.

69
5

12
0.

01
2

71
.1

88

65
.7

64

57
.6

22

46
.6

40

39
.4

30
37

.1
64

OH

O

NHFmoc

OH

and enantiomer

13C-NMR (75 MHz, DMSO-d6)



 Publication III – Supporting Information 198 

S116 

(2S*,3S*)-2-(9H-Fluoren-9-ylmethoxycarbonylamino)-3-hydroxy-4-(1-naphthyl)butanoic 
Acid ((�)-anti-3d) 
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S117 

(2S*,3R*)-5-Benzyloxycarbonylamino-2-(9H-fluoren-9-ylmethoxycarbonylamino)-3-
hydroxypentanoic Acid ((�)-syn-3a) 
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S118 

(2S*,3R*)-2-(9H-Fluoren-9-ylmethoxycarbonylamino)-3-hydroxyhexanedioic Acid 6-tert-
Butyl Ester ((�)-syn-3e) 
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S119 

(2S*,3S*)-2-(9H-Fluoren-9-ylmethoxycarbonylamino)-3-hydroxyhexanedioic Acid 6-tert-
Butyl Ester ((�)-anti-3e) 
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S120 

(2S*,3R*)-2-(9H-Fluoren-9-ylmethoxycarbonylamino)-5-methyl-3-(trityloxy)hexanoic 
Acid ((�)-syn-4) 
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S121 

(2S*,3S*)-2-(9H-Fluoren-9-ylmethoxycarbonylamino)-5-methyl-3-(trityloxy)hexanoic 
Acid ((�)-anti-4) 
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S122 

(4S*,5R*)-5-(2-Benzyloxycarbonylaminoethyl)-2-thioxooxazolidine-4-carboxylic Acid 
tert-Butyl Ester ((�)-trans-26a) 
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S123 

(4S*,5S*)-5-(2-Benzyloxycarbonylaminoethyl)-2-thioxooxazolidine-4-carboxylic Acid 
tert-Butyl Ester ((�)-cis-26a) 
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S124 

(4S*,5R*)-5-(3-(tert-Butoxy)-3-oxopropyl)-2-thioxooxazolidine-4-carboxylic Acid Benzyl 
Ester ((�)-trans-26b) 
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S125 

(4S*,5S*)-5-(3-(tert-Butoxy)-3-oxopropyl)-2-thioxooxazolidine-4-carboxylic Acid Benzyl 
Ester ((�)-cis-26b) 
 

ppm (t1)
0.05.010.0

8.
02

9

7.
40

3
7.

29
1

7.
26

0

5.
21

4

5.
12

5
5.

11
5

5.
08

9
5.

08
4

5.
05

9
5.

04
9

4.
64

4
4.

61
3

2.
43

4
2.

41
2

2.
41

0
2.

38
7

2.
04

9

1.
88

5

1.
80

7

1.
41

3

0.98

0.99

9.00

0.99

1.10

2.02

2.00

5.11

0.94

NHO

S

O
O

O
O

and enantiomer

1H-NMR (300 MHz, CDCl3)

ppm (t1)
050100150200

18
9.

64
2

17
1.

32
0

16
7.

52
7

13
4.

16
1

12
8.

83
1

12
8.

80
9

12
8.

66
6

83
.1

85
80

.9
21

77
.0

00

68
.1

47

60
.7

27

30
.5

52
27

.9
73

25
.4

10

NHO

S

O
O

O
O

and enantiomer

13C-NMR (75 MHz, CDCl3)



 Publication III – Supporting Information 208 

S126 

(4S*,5R*)-5-(1-Naphthylmethyl)-2-thioxooxazolidine-4-carboxylic Acid tert-Butyl Ester 
((�)-trans-26c) 
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S127 

(4S*,5S*)-5-(1-naphthylmethyl)-2-thioxooxazolidine-4-carboxylic Acid tert-Butyl Ester 
((�)-cis-26c) 
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S128 

(2S*,3R*)-2-Amino-3-hydroxypentanoic Acid ((�)-syn-27) 
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S129 

(2S*,3S*)-2-Amino-3-hydroxypentanoic Acid ((�)-anti-27) 
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S130 

5-Isobutyl-2-methyl-1,3-oxazole-4-carboxamide (14c) 
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S131 

2,5-Dimethyl-1,3-oxazole-4-carboxamide (14a) 
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S132 

2-(9H-Fluoren-9-ylmethoxycarbonylaminomethyl)-5-methyl-1,3-oxazole-4-carboxamide 
(14b) 
 

ppm (t1)
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S133 

2,5-Isobutyl-1,3-oxazole-4-carboxamide (14d) 
 

ppm (t1)
0.01.02.03.04.05.06.07.08.0

7.
26

0

6.
81

1

5.
71

7

2.
93

0
2.

90
1

2.
58

2
2.

55
4

2.
21

9
1.

94
2

0.
97

3
0.

94
5

0.
91

8

12.00

1.00

2.00

2.00

2.00

1.00

O

N
NH2

O

1H-NMR (250 MHz, CDCl3)

ppm (t1)
050100150200

16
4.

20
0

16
1.

35
2

15
6.

40
1

12
8.

82
4

77
.0

00

36
.7

70
34

.2
03

27
.9

27
27

.4
33

22
.2

16
22

.2
10

O

N
NH2

O

13C-NMR (63 MHz, CDCl3)

 



 Publication III – Supporting Information 216 

S134 

2-Benzyl-5-(1-naphthylmethyl)-1,3-oxazole-4-carboxamide (14e) 
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S135 

2-Benzyl-5-(2-benzyloxycarbonylaminoethyl)-1,3-oxazole-4-carboxamide (14f) 
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S136 

3-(2-Benzyl-4-carbamoyl-1,3-oxazole-5-yl)propanoic Acid (14g) 
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S137 

2',5,5'-Trimethyl-[2,4'-bioxazole]-4-carboxamide (28) 
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S138 

2''-Benzyl-5-ethyl-5'-isobutyl-5''-methyl-[2,4':2',4''-teroxazole]-4-carboxamide (13b) 
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S139 

2'',5,5',5''-Tetramethyl-[2,4':2',4''-teroxazole]-4-carboxamide (13a) 
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S140 

3-(4''-Carbamoyl-5,5',5''-triisobutyl-[2',4:2'',4'-teroxazole]-2-yl)propanoic Acid Benzyl 
Ester (13c) 
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ABSTRACT: We identified the first small-molecule
protein−protein interaction inhibitors of RUNX1/ETO
tetramerization applying structure-based virtual screening
guided by predicted hot spots and pockets in the interface.
A 3D similarity screening revealed specific hot spot
mimetics, one of which prevents the proliferation of
RUNX1/ETO-dependent SKNO-1 cells at low micro-
molar concentration. Using solely a protein−protein
complex structure to start with, this strategy can be the
first step in any comparable structure-based endeavor to
identify protein−protein interaction inhibitors.

The chromosomal translocation t(8;21) is frequently found
in acute myeloid leukemia (AML).2 This translocation

involves the RUNX1 gene, a key regulator of hematopoietic cell
differentiation,3 and the ETO gene, containing a nervy
homology region 2 (NHR2) oligomerization domain.4 Subsets
of RUNX1/ETO-dependent AML are associated with unfav-
orable prognoses and high relapse rates after chemotherapy,5

e.g., when coinciding with c-KIT mutations.2 We and others

demonstrated that homotetramerization of the α-helical NHR2
domain of the RUNX1/ETO fusion protein (also AML1/
ETO) is an essential prerequisite for the onset and maintenance
of AML.1,4,6−8 Recently, the NHR2 containing CBFA2T3/
GLIS2 fusion protein has been linked to an aggressive subtype
of pediatric acute megakaryoblastic leukemia.9,10 Thus,
interfering with NHR2-mediated tetramerization in oncopro-
teins is an attractive strategy for molecular intervention and
personalized therapy.11,12

We reported a 128mer fusion protein containing the
complete NHR2 domain (NC128) that disrupts RUNX1/
ETO tetramerization and counteracts leukemic cell character-
istics.11 Likewise, a cell-penetrating TAT-NHR2 fusion protein
interferes with the leukemogenic function of RUNX1/ETO.13

While providing a proof-of-principle for the molecular
disruption of RUNX1/ETO tetramerization, these fusion
proteins lack favorable ADME properties. Thus, we set out to
identify small-molecule protein−protein interaction inhibitors
(PPII) with the same mode of action but better pharmacoki-
netic properties.
The NHR2 tetramer is a symmetric dimer of dimers, each of

which contains two extended α-helical monomers that associate
in a head-to-tail orientation to form a four-helix bundle (Figure
1a).4 Targeting such protein−protein interactions (PPI) is
considered difficult because of the size, lack of deep binding
pockets, and stability of PPI.14 However, the widespread
identification of (drug-like) PPII demonstrates that this
challenge can be overcome.15,16 Often PPII act by targeting a
subregion of the interface that contains hot spots and
pockets.16,17

Here, we report the first PPII of RUNX1/ETO tetrameriza-
tion that prevent the proliferation of RUNX1/ETO-dependent
cells and were identified by a combination of computational
and experimental methods. Key to this success was a
computational strategy we introduced recently (Figure 1).18

This strategy starts from the structure of a protein−protein
complex and simultaneously considers aspects of energetics and
plasticity relevant for PPII binding to an interface. Hence, we
analyzed the energetic contribution of individual amino acids to
the NHR2 dimer−tetramer transition (tetramerization) by a
structural decomposition of a computed binding free energy19

and predicted a cluster of five amino acids (W498, W502,
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D533, E536, W540; RUNX1/ETO sequence numbering;
Figure S1, Supporting Information) with strong contributions
to the stability of the tetramer (“hot spots”).1

Mutating the hot spots to alanine abolishes tetramer
formation without affecting the dimer formation or helicity of
NHR2.1 Moreover, RUNX1/ETO dimers do not block
myeloid differentiation, are unable to enhance the self-renewal
capacity of hematopoietic progenitors, and fail to induce
leukemia in a murine transplantation model.1 Scanning the
NHR2 dimer−dimer interface20 revealed the deepest and
largest pocket (269 Å3; Figure S1a, Supporting Information),
which is still rather shallow compared to binding sites in
conventional21,22 and other protein−protein23 targets. Yet,
pockets are considered important for the high-affinity binding
of PPII.16,24 Considering that this pocket is close to the cluster
of identified hot spots and even binds the most important hot
spot D533,1 our analyses revealed an essential structural motif
in the NHR2 interface that is suitable for intervention in
t(8;21) leukemia.1

While structure-based drug design approaches previously
helped identifying PPII,25,26 mostly starting from peptide or
ligand-bound structures, we decided to proceed with the
structure-based identification of inhibitors of the NHR2
tetramerization based on the essential structural motif. Further
analyses of the five hot spots suggested D533, E536, and W540
as the most suitable template motif (Figure 1b) for the
following reasons: these hot spots decorate one face of each α-
helix of an NHR2 dimer, project side chains from sequence
positions i, i+3, and i+7 similar to known helix mimetics,27−29

cluster sufficiently close together to be replaced by a drug-like
molecule,16 and extend into the deepest pocket of the NHR2
interface. In addition, they contact the NHR2 interface by a
balanced mix of charged/acceptor (D533, E536) and aromatic/
donor (W540) interactions. This would allow mimetics of the
hot spots to be less hydrophobic than the common helix
mimetic scaffolds27,28,30 and offer more specificity for binding
than purely hydrophobic interactions.
On the basis of this template motif, we suggested the 18mer

peptide P1 as an inhibitor of NHR2 tetramerization. P1 was
derived from the NHR2 domain (Figure 1b; Figure S2a,
Supporting Information) and encloses the template motif. The
N-terminal 12mer peptide (Ac-EADREELNYWIR-NH2) has
an α-helical content of ∼35% as determined by circular
dichroism spectroscopy (Figure S3, Supporting Information).
Convincingly, BS3 cross-linking experiments revealed that P1
inhibits the NHR2 tetramerization with IC50 ≈ 250 μM (Figure
2a−c). The moderate IC50 reflects the competition of P1
against the strong tendency of NHR2 dimers to self-associate.
The NHR2 tetramer has a melting point of 85 °C,1 and we
could not detect unbound dimers for any construct containing
the wild type NHR2 domain by either size-exclusion
chromatography or analytical ultracentrifugation.1 Still, this
data provides the first proof-of-principle that the NHR2
tetramerization can be inhibited by a molecule significantly
smaller than the NHR2 domain itself.
Further BS3 cross-linking experiments revealed that alanine

mutations of the three hot spot residues in P1 (resulting in
peptide P2) or another two interface residues projecting toward
the interface (peptide P3) abolish the inhibitory effect (Figure
2a). As these results reconfirmed the importance of the hot
spot residues, we used this information together with the
structural knowledge of the location and orientation of these
residues’ side chains in the crystal structure in a virtual
screening (VS) for PPII mimicking the hot spot interactions.
To this end, we built three queries (Figure S4, Supporting

Information) containing (I) only the carboxylic and indole
functional groups of D533, E536, and W540, (II) a terpyridine
helix mimetic29 decorated with the functional groups from (I)
and with the terpyridine modeled in the position of the helix
that should be replaced, or (III) the functional groups from (I)
plus repulsive Gaussian potentials centered on all adjacent
protein interface atoms (≤ 4 Å distance) to penalize molecules
clashing with the interface. With these queries, we searched the
refined (Supporting Information) purchasable subset of the
ZINC 11 database.31 We screened ∼6 × 106 molecules with
ROCS (Rapid Overlay of Chemical Structures)32 that super-
imposes molecules based on a 3D overlap of molecular shape
and donor, acceptor, anionic, cationic, hydrophobic, and
aromatic (ring) properties, referred to as colors.
We performed three ROCS searches on the conformers, one

for each query. Also, to account for the conformational
variability of the target and the template motif, each search was

Figure 1. Identification of inhibitors of NHR2 tetramerization.
(a) Starting from the NHR2 tetramer (PDB: 1wq64) we derived an
(b) inhibitory peptide (P1, ribbon) carrying three previously identified
hot spots of NHR2 tetramerization (cyan; highlighted in the
sequence).1 (c) Small molecules were screened by ROCS for their
ability to mimic the hot spot pattern (7.44 superimposed with query
(III)). (d) This led to the identification of inhibitors of NHR2
tetramerization that are proposed to bind to either one of the two
equivalent binding regions in the interface of the NHR2 dimer.
(e) The most potent inhibitors of NHR2 tetramerization 7.18 and
7.44.
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performed independently using side chain conformations of the
hot spots from either end of the NHR2 interface. These
interface conformations differ by a root-mean-square deviation
(RMSD) of 0.3 Å (Figure S1b,c, Supporting Information). All
ROCS results were reranked exclusively by color overlap to
favor compounds that optimally mimic the hot spot functional
groups. For each search, the top scoring ZINC entries of either
set of side chain conformations were combined; duplicates were
removed.
The resulting poses vividly illustrate to what extent

substructures of compounds overlap with the functional groups
of the hot spots (Figure 1c; Figure S4d−f, Supporting
Information). We assessed the 1000 top scoring compound
poses for each query visually based on interaction comple-
mentarity, steric overlap with the targeted interface and the
helix to be replaced, conformational strain, and structural
diversity. Finally, we selected 80 compounds (Table S1,
Supporting Information) for experimental testing.
We measured the inhibition of NHR2 tetramerization in

vitro by tetramer-dependent binding of a RUNX1-NHR2

protein construct (Figure 2; Figure S2b, Supporting Informa-
tion) to an immobilized oligonucleotide, which was derived
from the RUNX3 promoter sequence, in ELISA and ABCD
assays33 (Figure 2d−f; Figures S5 and S6 and Table S2,
Supporting Information). Seven compounds showed consistent
and selective inhibition in both assays (Table S2, Supporting
Information) with activities comparable to P1 (42.8%
inhibition at c = 500 μM and IC50 = 390 ± 30 μM by
ELISA; Figure 2f; Figure S7, Supporting Information). The
most promising compound 7.18 (Figure 1e) showed an NHR2
inhibition of 80.3% (c = 1 mM) in the ABCD and 47.7%
(c = 2 mM) in the ELISA assay (Table S2, Supporting
Information) but was inactive in cells. Selectivity for NHR2 was
demonstrated by the reduced inhibition when replacing the
NHR2 domain of the construct with the homologous BCR
tetramerization domain (RUNX1-BCR protein; Figure 2;
Figure S2b, Supporting Information); this finding also suggests
that the observed inhibition of NHR2 tetramerization in
RUNX1-NHR2 does not occur due to nonspecific protein
binding.
Structurally, 7.18 contains a central 4-oxobutanoic acid

scaffold substituted by a 4-(1,3-benzodioxolyl) and a 2-(3,4,5-
trimethoxy-benzyl) moiety (Figure 1e). The ROCS pose shows
how 7.18 mimics the template motif. The PPII’s carboxylate
group mimics that of E536, while the benzodioxolyl and
trimethoxybenzyl moieties mimic the indole of W540 and the
carboxylate of D533, respectively (Figure S4d, Supporting
Information).
Next, a fingerprint similarity search34 for structural analogs of

7.18 in the refined database31 revealed 7.44 with improved in
vitro activity (IC50 = 630 ± 24 μM by ELISA; Figure 2; Figure
S7, Supporting Information). This activity is only 1.6-fold lower
than that of P1. The related Hill coefficient for 7.44 is 1.8,
which does not contradict the assumed inhibitory mechanism:
Once a first PPII interferes with NHR2 tetramer formation, the
second symmetry-related binding site on the NHR2 dimer
becomes more easily accessible such that the affinity for the
second PPII increases. Notably, for P1 a similar Hill coefficient
of 1.9 is found (Figure S7, Supporting Information), suggesting
a common mechanism for both inhibitors as expected.
Furthermore, 7.44 selectively reduced the viability of
RUNX1/ETO-dependent human leukemic SKNO-1 cells
(EC50 < 10 μM) in accord with the effect of NC128,11

whereas treatment of these cells with inactive 7.38 or of
RUNX1/ETO-independent U937 cells with 7.44 had no effect
(Figure 3).
The improved activity can be explained by comparing the

ROCS poses of 7.18 and 7.44 (Figure S4d−f, Supporting
Information). 7.44 overlaps less with the protein by replacing
the trimethoxybenzyl of 7.18 by a shorter, more compact, less
flexible, and hence also entropically more favorable second
benzodioxolyl moiety that mimics the carboxylate of D533
(Figure 1c). The ROCS ranks suggest a preferred binding of
the 2S stereoisomers of 7.18 and 7.44. In addition, a reversed
binding mode is found for 7.44 by ROCS (Figure S4f,
Supporting Information). Crystal structure analyses35,36 and a
search in the SwissBioisostere database37 support this mimicry
of both carboxylate and indole groups by 1,3-benzodioxoles.
The proposed binding modes will help suggesting further
modifications of these lead compounds. In that respect, both
PPII are good starting points for optimization due to their low
molecular weight (7.18: 415 Da; 7.44: 341 Da), simple
chemical structure, and ligand efficiency (LE7.44 = −0.18

Figure 2. Inhibition of NHR2 tetramerization. (a) Peptide P1, but
neither P2, P3, nor the unrelated peptide CP inhibit NHR2
tetramerization as shown by the reduction of BS3 cross-linked
NHR2 oligomers (c = 1100 μM). (b) The inhibition by P1 is dose-
dependent (c) with IC50 ≈ 250 μM. (d) ELISA and (e) ABCD
experiments show that P1, 7.18, and 7.44, but not 7.38, selectively
inhibit tetramer-dependent binding of the RUNX1-NHR2 protein
(white bars) to an immobilized RUNX3 oligonucleotide while binding
of the RUNX1-BCR protein (black bars) is not inhibited ([P1] = 500
μM and [PPII] = 2000 μM in ELISA; [PPII] = 1000 μM in ABCD
assay). (f) Dose-dependent inhibition of RUNX1-NHR2 tetrameriza-
tion in the ELISA by P1 (●; IC50 = 390 ± 30 μM) and 7.44
(◆ ; IC50 = 630 ± 24 μM) but neither by P3 (▼) nor by 7.38 (■).
Standard deviations for n ≥ 2. ns: not significant. **: 0.01 > p ≥ 0.001.
***: p < 0.0001 (unpaired t-test).
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kcal mol−1 related to the IC50) that is already similar to PPII
employed in the clinics.16,38

7.44 was recently shown to inhibit c-Jun N-terminal kinase
(JNK) and affect the JNK-pathway in cells.39 This may provide
an explanation as to why 7.44 reduces the viability of RUNX1/
ETO-dependent SKNO-1 cells at an EC50 value much lower
than the IC50 value found in in vitro experiments on the
inhibition of NHR2 tetramerization (see above). In turn, our
results indicate that 7.44 could exert an additional effect on the
JNK-pathway in that RUNX1/ETO-mediated activation of the
JNK-pathway40,41 can also be inhibited by inhibition of NHR2
tetramerization, as demonstrated by the absence of c-Jun
upregulation in the case of RUNX1/ETO with hot spot
residues mutated to alanine.1 Finally, the study excluded the
possibility of unspecific protein binding of 7.44 in terms of
aggregates as did it exclude an unspecific action of 7.44 as a
redox cycling compound.39 7.44 is structurally similar to
(epi)podophyllotoxins; the latter are non-intercalating inhib-
itors of topoisomerase II36 and microtubule formation.42 We
can exclude that 7.44 acts that way because of the absence of
the respective targets in our ELISA and ABCD assays.

In summary, from the determinants of NHR2 tetrameriza-
tion1 previously revealed by computational hot spot18 and
pocket prediction,20 a molecular recognition pattern at the
NHR2 dimer interface was defined. This pattern successfully
guided VS resulting in the first small-molecule inhibitors of
NHR2 tetramerization, one of which prevents the proliferation
of RUNX1/ETO-dependent SKNO-1 cells at a low micromolar
concentration. These results could guide further efforts to
intervene with RUNX1/ETO-positive AML and other NHR2
tetramerization-dependent mechanisms. Our results further-
more demonstrate that by this computational strategy small-
molecule PPII can be identified even in cases where nothing
else than a protein−protein complex structure is known.
Hence, this strategy can be the first step in any comparable
structure-based endeavor to identify PPII.

■ ASSOCIATED CONTENT

*S Supporting Information
Tables with the tested substances (Table S1) and the in vitro
inhibition of NHR2 tetramerization (Table S2) as well as
graphical representations of the hot spot containing region of
the NHR2 interface (Figure S1), experimentally tested peptides
and proteins (Figure S2), helical content of the inhibitory
12mer peptide (Figure S3), ROCS queries used for VS and
exemplary ROCS poses of the most active inhibitors (Figure
S4), biochemical assays for measuring inhibition of NHR2
tetramerization (Figure S5), ELISA screening results for
inhibitors of RUNX1/ETO tetramerization (Figure S6), and
the dose-dependent inhibition of RUNX1-NHR2 tetrameriza-
tion in the ELISA (Figure S7). This material is available free of
charge via the Internet at http://pubs.acs.org.

■ AUTHOR INFORMATION

Corresponding Authors
*E-mail: grez@gsh.uni-frankfurt.de (M.G.).
*E-mail: christian.wichmann@med.uni-muenchen.de (C.W.).
*E-mail: gohlke@uni-duesseldorf.de (H.G.). Fax: (+49) 211-
8113847 (H.G.).

Present Address
#(C.W.) Department of Transfusion Medicine, Cell Therapeu-
tics and Hemostasis, Ludwig-Maximilian University Hospital,
Munich, Germany.

Author Contributions
§These authors contributed equally to this work.

Notes
The authors declare no competing financial interest.
∥These authors share senior authorship.

■ ACKNOWLEDGMENTS

We are grateful for financial support from the NGFNplus
Cancer Network (Grant 01GS0879), Deutsche Krebshilfe
(Grant 102362, TP7), LOEWE Center for Cell and Gene
Therapy Frankfurt (HMWK III L 4-518/17.004 [2010]),
”Strategischer Forschungsfonds” at Heinrich-Heine-University,
and “Kind-Philipp-Stiftung”; for computational support by the
“Zentrum für Informations und Medientechnologie” at the
Heinrich-Heine-University; to the NCI/DTP Open Chemical
Repository (http://dtp.cancer.gov/) for compound samples;
and to OpenEye for an academic license.

Figure 3. NHR2 inhibitor 7.44 specifically reduces proliferation of
RUNX1/ETO-dependent cells. SKNO-1 cell or U937 cells were
treated with 1 μM (■) or 10 μM (▲) of 7.44 or 7.38 or no PPII (●).
(a) RUNX1/ETO-dependent SKNO-1 cells were severely affected by
7.44 (b) while RUNX1/ETO-independent U937 cells were
unaffected. 7.38, inactive in vitro, did not affect SKNO-1 cells.
Proliferation measured by XTT assay. Standard deviations for n ≥ 3.
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Materials and Methods

Ligand Data

For prospective VS and ROCS searches we used the purchasable subset of the ZINC 11 database (as of 
May 2010)1 including the provided protonation states.

For the ROCS searches, this database was further refined. First, we selected ~6 x 106 drug-like 
(OpenEye default filter2), non-positively charged ZINC entries from the purchasable subset, allowing for 
a molecular weight up to 650 Da. That way, we account for the twofold negative charge and large size 
(14-16 Å in diameter) of the template motif. Second, we generated up to 100 conformers for each of these 
entries using OMEGA.2 This yielded a total of ~447 x 106 conformers that were submitted to subsequent 
ROCS searches.

Ligand-based similarity searches (hit expansion) using MOLPRINT fingerprint similarity3 were 
conducted on the same refined database.

Protein Data

The crystallographic protein structure of the NHR2 tetramer (PDB: 1wq64) was obtained from the Protein 
Data Bank PDB.5

Hot Spot Interactions

The template motif formed by three of the five hot spots of NHR2 tetramerization (D533, E536, and 
W540) addresses the target NHR2 interface by forming a dense, complementary, and zipper-like network 
of polar and non-polar interactions (Figure S1b-c).6 In particular, D533 is a buried anchor residue4 that 
forms salt-bridges with R534 and R492 (residues of the target NHR2 interface in italics). Also, R492
forms a solvent-exposed salt-bridge with E536 that, in turn, interacts by a charge-assisted hydrogen bond 
with the indole N-H group of W540. Moreover, E536 is stabilized by hydrophobic packing with L537.
W540 forms a hydrophobic contact with I541 and an aromatic edge-to-face interaction with Y544.
Notably, D533 also forms a buried water mediated interaction with the backbone carbonyl and side chain 
amide of Q530 and, mediated by another water molecule, to the approximately symmetric D533. In sum, 
the key recognition pattern that addresses the NHR2 interface consists of the carboxylate and indole 
groups of the side chains of the template motif D533, E536, and W640.

ROCS Queries and Searches

We built three ROCS queries, (I), (II), and (III), as outlined in the main text (Figure S4). All of these 
queries contain the carboxylic and indole functional groups of D533, E536, and W540.

For query (I) and query (III), we placed suitable colors at the crystallographic positions of the 
corresponding atoms of these functional groups in the template motif: acceptor colors were placed at the 
positions of each carboxylate oxygen atom, anion colors were placed at the positions of each carboxylate 
carbon atom, a donor color was placed at the position of the indole nitrogen, and two ring colors were 
placed at the center of each of the indole rings. All colors were positioned using the vROCS graphical 
user interface (Version 3.0.0) of ROCS.2

The terpyridine helix scaffold7 used for query (II) was manually modeled onto the crystallographic 
side chain conformation of D533, E536, and W540 in place of the NHR2 backbone using the Moloc 
molecular design suite8 (as of April 2008); the protein backbone and all other amino acids of the NHR2 
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dimer that carry the template motif were removed. The modeled terpyridine scaffold was then minimized 
using a two-step procedure. First, the scaffold was partially minimized within Moloc using the MAB all 
atom force field9 in the presence of the fixed structure of the target NHR2 dimer while also holding the 
functional carboxylic and indole groups fixed. Second, the decorated terpyridine structure was minimized 
in the presence of the fixed structure of the target NHR2 dimer. All minimizations were carried out using 
the Moloc default convergence criteria. Finally, we removed the target NHR2 dimer and placed suitable 
colors at the minimized positions of the corresponding atoms of these functional groups as described for 
the other queries.

For query (III), we defined all atoms of the target NHR2 dimer within 4 Å of the template motif, 
including hydrogen atoms added to the crystal structure with the xLEaP module of the AMBER suite of 
programs,10 to be gold atoms. Gold was then added as a new color to the Implicit Mills Dean color force 
field11 and was defined to be repulsive to any other color that may be contained in a ligand during a 
ROCS search. The weight of the repulsive potential was set equal to all other color interactions.

All atoms of these queries, except the repulsive gold atoms of the target NHR2 interface, were 
enclosed by a shape according to the ROCS default. In order to also account for the conformational 
variability of the target and the template motif, we created ROCS queries using side chain conformations 
of the hot spot residues from either end of the approximately symmetrical NHR2 dimer. These 
conformations structurally differ by a root mean-square deviation (RMSD) of 0.3 Å (Figure S4).

ROCS searches were then carried out on all conformers from the refined ZINC 11 database (see 
above) using the described 3 x 2 ROCS queries. The Implicit Mills Dean color force field11 was used and,
in the case of query (III), was modified to include the repulsive gold color described above. Poses were 
optimized using the gradients of the color force field. The top scoring conformers of each entry, ranked 
by ComboScore, were retained. For each query type, respectively, the conformers screened by the ROCS 
searches for either end of the NHR2 dimer were combined and re-ranked by ColorScore. In the case of 
duplicate ZINC entries the top-ranked pose for each ZINC entry was selected. The overall top-ranked 
1,000 poses of each query type were assessed visually based on color overlap, steric overlap with the 
targeted interface and the helix to be replaced, conformational strain, and structural diversity; 80
compounds were finally selected for experimental testing.

Fingerprint Similarity Search

Initially, we tested 80 compounds identified by the ROCS-based VS. To identify structurally related 
compounds of the initial hits 7.18 we performed a fingerprint-based similarity search.12 For this, we 
calculated Tanimoto coefficients, based on MOLPRINT3 2D fingerprints, between both of these 
compounds and all ZINC entries from the refined purchasable subset of the ZINC 11 database. We 
selected the 60 ZINC entries most similar to each of the two initial hits. All selected ZINC entries were 
combined; duplicates and compounds already tested were removed. The ROCS poses of the remaining 
compounds were assessed visually and 14 compounds were selected for a second round of experimental 
testing (Table S1). One of these compounds (7.41) was not contained in the refined ZINC database but 
was identified using the similarity search of the ZINC homepage and was also tested experimentally.

Peptides and Small Molecule Inhibitors

Peptides were synthesized by GenScript and Dr. Diana Imhof (University of Bonn). Control peptides 
were kindly provided by Dr. Joachim Koch (Georg-Speyer-Haus). Peptides were dissolved in dH2O. 
Compounds were obtained from: 1 (Sigma Aldrich), 2a-2e (Enamine), 3a-3b (Chembridge), 4 (TimTec), 
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5.1-5.28 (Princeton), 6.1-6.3 (Otava), 7.1-7.44 (National Cancer Institute13), and 8.1-8.10 (Chemonaut). 
Compounds were dissolved in DMSO only or in dH2O followed by dropwise addition of ammonia 
solution to a final concentration of 25%.

Protein Preparation

For protein expression, chemically competent BL21(DE3) E. coli (Invitrogen) were used. An overnight 
pre-culture containing ampicillin (100 μg ml-1) and glucose (0.8% w/v) was used the next day to inoculate 
a fresh culture at a ratio of 1:10. At an OD600 value of 0.7, protein expression was induced by IPTG 
(250 μM for the NHR2 protein, 100 μM for the RUNX1-NHR2 protein, and 500 μM for the RUNX1-
BCR protein; Figure S2b), and the culture was incubated for 4 h at 37°C. For protein lysis, the bacterial 
pellet was resuspended in IMAC buffer (20 mM Tris-HCl, 500 mM NaCl, 10% glycerine, 20 mM 
imidazole, pH 8.0) in the presence of a protease inhibitor cocktail (P8849, Sigma-Aldrich). Cell lysis was 
performed by the addition of lysozyme (1 mg ml-1) and subsequent sonication. For protein purification,
the HisTrap HP column (GE Healthcare) was used.

Cross-Linking Assay

Purified NHR2 protein (5 μM) was incubated with the peptides at 4°C for 1 h. The BS3

(Bis[sulfosuccinimidyl] suberate) crosslink-reaction was performed at a final concentration of 1 mM for 
30 min at RT. Tris-HCl (0.05 M, pH 7.4) was added to the reaction mix and incubated for 10 min to stop 
the reaction. Protein-oligomerization was analyzed by western blotting. For protein detection, the 
membrane was incubated with a primary anti-myc antibody (9E10, Santa Cruz) and a secondary HRP-
coupled antibody (goat anti-mouse IgG-HRP, Santa Cruz).

ELISA Assay

Wells of a 96 well plate were coated with 100 ng streptavidin (Dianova) in PBS over night at 4°C. A 
double-stranded biotinylated RUNX3 oligonucleotide (100 ng, R3 = 5’-AGG GCC TGG CCT TGT GGT 
TCT GTG GTT GAG GGA CCA GGC-3’) was bound to streptavidin in PBS containing 0.1% BSA and 
0.05% Tween-20 for 2 h at RT on the 96 well plate. RUNX1-containing proteins were incubated with 
synthetic peptides or chemical compounds in binding buffer (25 mM HEPES, pH 7.5, 50 mM KCl, 1 mM 
EDTA, pH 8.0, 10 mM MgCl2, 5% glycerol, 1 mM DTT) in the presence of 1 μg salmon sperm and 1% 
IGEPAL CA-630 for 5 h and subsequently added to the streptavidin-bound R3 oligonucleotide for 15 min 
on the 96 well plate. Binding of RUNX1-containing proteins to the R3 oligonucleotide was detected with 
a primary anti-myc antibody (9E10, Santa Cruz) and a secondary HRP-coupled antibody (donkey anti-
mouse IgG-HRP, Santa Cruz). ELISA was developed using the Sure Blue TMB Microwell Peroxidase 
substrate (KLP), and the reaction was stopped with sulfuric acid (1 N). Absorption at 450 nm and 650 nm 
was measured with the Spectra Max 340, Molecular Devices.

ABCD Assay

The sequence of the 5’-biotinylated oligonucleotide corresponding to the RUNX1 binding sequences 
within RUNX3 (R3) and its mutant (R3mut) used in this study were: R3 = 5´ AGG GCC TGG CCT TGT 
GGT TCT GTG GTT GAG GGA CCA GGC; R3mut = 5´ AGG GCC TGG CCT TGT TAG TCT GTT 
AGT GAG GGA CCA GGC. Oligonucleotides were annealed to the corresponding unmodified antisense 
oligonucleotide to generate the RUNX1 binding site. Purified RUNX1 proteins were pre-incubated with a
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compound for 1 h at 4°C. Similarly the biotinylated double-stranded oligonucleotides were pre-incubated 
with streptavidin coated magnetic beads (Dynabeads M-280 Streptavidin, Invitrogen) for 1 h at 4°C. 
Protein/compound samples and beads with bound oligonucleotide were incubated in binding buffer 
(25 mM HEPES, pH 7.5, 50 mM KCl, 1 mM EDTA, pH 8.0, 10 mM MgCl2, 5% glycerol, 1 mM DTT) in 
the presence of 2% IGEPAL CA-630, 1 μg of salmon sperm, and 0.1% BSA for 1½ h. After washing 
three times, the bound proteins were eluted from beads in SDS-PAGE sample buffer and resolved on 
SDS-PAGE followed by immunoblotting with a primary anti-myc (9E10, Santa Cruz) antibody and a 
secondary HRP-coupled antibody (goat anti-mouse IgG-HRP, Santa Cruz).

Cell Survival Assays

SKNO-1 cells were cultured in RPMI 1640 + 10% FCS and 7 ng ml-1 human GM-CSF. U937 cells were 
cultured in RPMI 1640 + 10% FCS. Cell proliferation and viability were measured with the cell 
proliferation kit II (XTT, Roche Applied Science). 3000 cells per well were cultured in a 96 well plate 
and daily treated with compounds at different concentrations. The XTT assay was performed at days 3, 5, 
and 7.
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Supplementary Tables

Table S1. Tested substances

Comp.
number ZINC ID[a] ROCS rank[b]

xlogP[c]

(I) (II) (III)
1 00056609 6 39451 1490153 -0.50
2a 12597398 1 113 7 -0.25
2b 03888554 997 1155 169 3.14
2c 04151299 556 25988 38514 -0.60
2d 32626810 950 5147 163 2.54
2e 14190348 32 44 1 3.54
3a 02855282 896 45897 3430 2.38
3b 03002645 88 35 14 -1.00
4 10335979 587 10610 171 1.11
5.1 04680006 1925 219 217 2.55
5.2 01218040 401 175 193186 1.66
5.3 19854471 72 134741 123345 0.67
5.4 03899737 8213 676 332253 3.33
5.5 02139078 1037 411296 649 0.67
5.6 02078987 9086 532 61033 3.14
5.7 12397407 361 14296 39412 -0.89
5.8 04180643 892 1154 162725 2.10
5.9 04719088 700 196 192745 1.99
5.10 12898352 2647 634 1270 0.17
5.11 02123682 82214 63908 830 2.55
5.12 11867206 97103 873 51564 -0.15
5.13 02155007 2362 950 1076 2.43
5.14 02102851 1679 639 2745 1.12
5.15 20412010 1903 551 2804473 2.28
5.16 02123746 51104 260816 871 2.91
5.17 02120017 1312 301 570 3.41
5.18 13628649 240 14263 81 3.12
5.19 12900927 396 41192 50096 2.29
5.20 04025278 376 5331 383312 2.36
5.21 02100522 1159 922 387 2.16
5.22 00137368 104 78119 2655660 -0.21
5.23 06645563 535 26 144 -0.18
5.24 02091382 1448 794 687 1.30
5.25 00352826 813 17728 11886 1.65
5.26 11865713 572956 22172 438 2.65
5.27 00519227 127 71 64648 0.51
5.28 02087529 4708 795 688 1.51
6.1 04136906 10105 785 19454 2.06
6.2 20342417 175 50 71162 1.47
6.3 20376469 525 114503 136 1.22
7.1 00062059 368 88220 35454 0.95
7.2 00067364 271 618120 1319066 1.82
7.3 00156500 270 377 952262 0.52
7.4 00332363 862 73747 932106 0.52
7.5 00393862 237 44878 426047 2.36
7.6 01559245 543 1091808 1174573 2.64
7.7 01574263 67 108 357158 0.96

Comp.
number ZINC ID[a] ROCS rank[b]

xlogP[c]

(I) (II) (III)
7.8 01581098 479 318 114538 -2.34
7.9 01586785 1387 442 298607 1.71
7.10 01591215 215 626887 911272 1.59
7.11 01598799 1740 13422 689 -0.94
7.12 01617871 20264 245 277245 0.53
7.13 01619030 9571 1339 667 3.19
7.14 01627262 317 1091628 1849035 1.29
7.15 01642167 7225 488 45395 1.61
7.16 01664780 462 117581 9093 3.96
7.17 01668736 51120 268 41958 2.67
7.18 01668741 660 166 33109 3.15
7.19 01671398 542 31018 1489609 0.67
7.20 01685026 440 1091516 1339674 1.81
7.21 01687659 346 99328 1318493 -3.61
7.22 01687668 335 33688 357125 1.81
7.23 01708620 365 859 201448 1.12
7.24 01715996 575 77937 730729 -0.11
7.25 01721300 34 482404 136750 3.15
7.26 01727327 703 10714 1535586 1.26
7.27 01742186 3855811 158829 967 0.58
7.28 01868549 3235 191 411438 2.73
7.29 03306723 30 637 454267 0.41
7.30 03589671 459 82433 569898 3.72
7.31 03894527 267 11551 931038 0.10
7.32 04353551 441668 320454 266 2.52
7.33 04964947 256 420223 218949 0.52
7.34 05640994 453 204744 308847 -0.77
7.35 05742396 476 196665 62575 1.89
7.36 06272493 5626 780 4150 0.45
7.37 06576285 265933 556 15064 -0.18
7.38 08682289 888 1082430 2526491 0.22
7.39[d] 13520633 10511 334 600302 -2.27
7.40[d] 16951989 16 3 263069 -2.27
8.1[e] 02152406 - [f] - [f] - [f] 1.21
8.2[e] 02152499 - [f] - [f] - [f] 2.37
8.3[e] 03863604 - [f] - [f] - [f] 0.97
8.4[e] 02100423 - [f] - [f] - [f] 3.46
8.5[e] 02104070 - [f] - [f] - [f] 2.95
8.6[e] 02112529 - [f] - [f] - [f] 3.68
8.7[e] 02113251 - [f] - [f] - [f] 3.03
8.8[e] 02120756 - [f] - [f] - [f] 2.01
8.9[e] 02124731 - [f] - [f] - [f] 3.30
8.10[e] 06624199 - [f] - [f] - [f] 2.15
7.41[e] 01667072 - [f] - [f] - [f] 1.62
7.42[e] 01583437 - [f] - [f] - [f] 2.58
7.43[e] 06411667 - [f] - [f] - [f] 2.58
7.44[e] 06513489 - [f] - [f] - [f] 2.83

[a] The ZINC ID of the stereoisomer according to which the 
compound was selected for experimental testing. The actual 
configuration of the compound samples was not redetermined
by us. 11 compounds tested in more detail are highlighted in 
bold. [b] Rank by ColorScore according to the three ROCS 
queries (I), (II), and (III) outlined in the main text and in 
Figure S4. [c] xlogP values taken from the ZINC 11 

database.1 [d] Diastereomers with different NCI numbers,
however, with unspecified stereochemistry for the compound 
samples obtained from the NCI/DTP. [e] Compounds 
selected by fingerprint similarity search. [f] Not applicable.
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Table S2. In vitro inhibition of NHR2 tetramerization[a]

[a] Technical details of ELISA and ABCD assays are described in Materials and Methods. [b] Relative inhibition at 1 mM 
inhibitor concentration. Inhibition by 2b was measured at 50 μM concentration; inhibition by P1 was measured at 500 μM 
concentration; inhibition by 7.3, 7.4, 7.18, and 7.38 was measured at 2 mM concentration. [c] Relative inhibition at 1 mM 
inhibitor concentration. [d] Inhibition of tetramerization of the RUNX1-NHR2 protein (Figure S2b). [e] Inhibition of 
tetramerization of the RUNX1-BCR protein (Figure S2b). “N.A.” means data have not been measured for one of the following
reasons: 1) IC50 values were only measured for the most promising compounds. 2) For the peptide with mutated hot spots P3
only IC50 was measured demonstrating inactivity. 3) Compound 7.44 was not tested in the ABCD assay because it was 
obtained in the second round of screening (hit expansion) after the ABCD study had been completed. 4) P1 and P3 could not 
be measured in ABCD assay. 5) 7.38 was not tested for inhibition of tetramerization of the RUNX1-BCR protein because it did 
not inhibit tetramerization of the RUNX1-NHR2 protein.

Comp.
Number

ELISA ABCD
IC50 [µM] Inhibition [%][b] Inhibition [%][c]

NHR2[d] NHR2[d] BCR[e] NHR2[d] BCR[e]

P1 390 ± 30 42.8 9.2 N.A. N.A.
P3 >> 2000 N.A. N.A. N.A. N.A.
2b N.A. 83.1 41.5 49.4 11.8

5.4 N.A. 89.7 35.4 63.9 -3.3
5.8 N.A. 70.3 12.0 68.2 56.1
5.9 N.A. 51.7 20.7 52.5 14.6

5.17 N.A. 41.7 15.9 89.5 95.3
5.18 N.A. 80.5 3.9 83.0 52.6

7.3 N.A. 94.4 31.5 57.7 28.5
7.4 N.A. 71.6 10.0 47.4 6.1

7.18 N.A. 47.7 -6.7 80.2 -2.2
7.38 >> 2000 4.0 N.A. 20.1 26.1
7.44 630 ± 24 69.0 24.0 N.A. N.A.
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Supplementary Figures

Figure S1. Hot spot containing region of the NHR2 interface. a) Depicted are the five hot spots of one 
dimer6 (cyan sticks) binding to the other NHR2 dimer (surface) in the crystallographic configuration
(PDB: 1wq64); the equivalent hot spots on the targeted NHR2 interface are highlighted by an orange 
surface. The hot spot D533 extends into the deepest pocket of the targeted NHR2 interface (transparent 
blue surface; identified by PocketAnalyzer14). In b) the polar (yellow dashes) and hydrophobic 
interactions of the three hot spots chosen as template residues for virtual screening (D533, E536, and 
W540) with the targeted NHR2 interface (cartoon) are shown. All five hot spots (cyan sticks), important 
residues on the targeted NHR2 interface (grey sticks, italic labels with grey background), and two water 
molecules mediating interactions between D533 and the targeted NHR2 interface are highlighted. c) 
Likewise, the other, almost identical binding site in the targeted NHR2 interface is shown with residue 
numbers omitted for clarity.
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Figure S2. Experimentally tested peptides and proteins. a) Sequences of the peptides used in NHR2 
inhibition assays aligned to the wild type NHR2 sequence (alanine mutations highlighted). Corresponding 
sequence positions according to RUNX1/ETO numbering are denoted for the NHR2 sequence. All 
peptides were C-terminally acetylated and N-terminally amidated. b) Protein constructs used in ELISA 
and ABCD assays. The wild type NHR2 tetramerization domain or the homologous BCR tetramerization 
domain (highlighted) are optionally enclosed by an N-terminal RUNX1 domain and C-terminal c-myc 
and His6 tags. The alanine mutations in the RUNX1-NHR2-m5 protein (indicated by the “A”s above the 
NHR2 domain) correspond to RUNX1/ETO positions 526, 530, 533, 536, and 540, in accord with the 
alanine mutations of P2 depicted in a).

 
 

a)

NHR2 .......... V L R R C Q E A D R E E L N Y W I R ..........
aa in RUNX1/ETO:  525 526 527 528 529 530 531 532 533 534 535 536 537 538 539 540 541 542

P1 Ac- V L R R C Q E A D R E E L N Y W I R -NH2

P2 Ac- V L R R C Q E A A R E A L N Y A I R -NH2

P3 Ac- V A R R C A E A A R E A L N Y A I R -NH2

CP Ac- V L Q E L Q R L E S R L Q P F L Q R -NH2

RUNX1 NHR2 myc His6
A A A A A

NHR2

NHR2 myc His6

RUNX1 BCR myc His6

RUNX1-NHR2

RUNX1-NHR2-m5

RUNX1-BCR

b)

RUNX1 myc His6NHR2
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Figure S3. Helical content of the inhibitory 12mer peptide. Depicted is the CD spectrum of the 12mer 
peptide Ac-EADREELNYWIR-NH2. The helical content was calculated to be 34% ± 4% (n = 2) with the 
procedure of Rohl and Baldwin.15 For the calculation a peptide length of 13 amino acids was assumed to 
account for the N- and C-terminal modifications.
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Figure S4. The three ROCS queries used for VS and exemplary ROCS poses of the most active inhibitors. 
a) Query (I) contains only the carboxylic and indole functional groups of D533, E536, and W540. b) 
Query (II) contains a terpyridine helix mimetic7 decorated with the functional groups from (I) and a
terpyridine helix mimetic scaffold modeled in place of the helix that is to be replaced. Query (III) 
contains the functional groups from (I) plus repulsive Gaussian potentials centered on all adjacent protein 
interface atoms (� 4 Å distance, golden spheres) in order to penalize molecules clashing with the interface. 
The ROCS algorithm generates ligand poses that maximize the combined color and shape overlap 
(ComboScore) with these queries.2 The used colors are highlighted as follows: donor (blue mesh), 
acceptor (red meshes), anionic (red spheres), and ring (green spheres). The functional groups of the 
template motif and the terphenyl scaffold (cyan sticks) are enclosed by a shape volume (grey surface 
mesh). The repulsive Gaussian potentials are modeled with the same weight as the conventional colors 
but with an opposite algebraic sign, thus repelling each color type. The targeted NHR2 interface is 
depicted for clarity (transparent surface) and is not part of any ROCS query. The bottom row shows 
ROCS poses of d) 7.18 generated with query (III), e) 7.44 generated with query (I), and f) 7.44 generated 
with query (III).

 
 



 Publication IV – Supporting Information 241 

 

From Determinants of RUNX1/ETO Tetramerization to PPII Targeting AML Metz, Schanda, Grez, Wichmann, Gohlke

12

Figure S5. Biochemical assays for measuring inhibiton of NHR2 tetramerization. NHR2 tetramerization 
and its inhibition was measured in a purpose-built sandwich ELISA (enzyme-linked immunosorbent 
assay). a) The RUNX1-NHR2 tetramer specifically binds to the biotinylated RUNX3-oligonucleotide 
(RUNX3-oligobio) that is immobilized on a streptavidine coated surface (SA). Disrupting the RUNX1-
NHR2 tetramer into dimers leads to a release of the RUNX1-NHR2 protein from the surface. Antibody-
conjugated horseradish peroxidase (HRP) binds to a primary anti-����	
��������-myc AB) that binds to 
the immobilized myc-labeled RUNX1-NHR2 tetramer. HRP catalyzes the conversion of 3,3’,5,5’-
tetramethylbenzidine (TMB) to 3,3',5,5'-tetramethylbenzidine diimine. The ELISA signal was quantified 
photometrically as the difference of absorbance at 650 nm and 450 nm relative to the corrsponding 
difference of absorbance in the absence of an inhibitor (--). b) The specificity of this ELISA assay was 
validated by comparing signal reduction related to tetramer dependent surface binding of the RUNX1-
NHR2 protein (white bars) or the RUNX1-BCR protein (black bars; both Figure S2) under the following 
conditions: (i) presence of the complete reaction mix but no inhibitor; (ii) presence of hot spot alanine 
mutations in the NHR2 domain (RUNX1-NHR2-m5; N.A. for RUNX1-BCR); (iii) absence of a RUNX1-
containing protein (no RUNX1 protein); (iv) absence of RUNX3-oligobio (no RUNX3-oligobio); (v) 
presence of a mutated RUNX3-oligobio (oligo R3mutbio); (vi) absence of the primary anti-myc antibody 
�
���-myc AB); (vii) replacement of the anti-myc antibody by a control antibody (control AB), or (viii) 
absence of all components from the reaction mix (empty). c) The inhibitory effect of selected compounds 
was confirmed with a complementary ABCD (avidin, biotin, complex, DNA) assay that differs from the 
ELISA in that the SA coated surface is replaced by SA magnetic beads for segregation of bound tetramer 
followed by SDS-PAGE, immunoblotting, and signal quantification consistent with the ELISA.
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Figure S6. ELISA screening for inhibitors of RUNX1/ETO tetramerization. PPII are labeled by their 
compound number (Table S1). The ELISA signal was quantified photometrically as the difference of 
absorbance at 650 nm and 450 nm relative to the corrsponding difference of absorbance in the absence 
(--) of a PPII. Standard deviations for n = 6.
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Figure S7. Dose-dependent inhibition of RUNX1-NHR2 tetramerization (fitted to a four-parameter
logistics function) in the ELISA by P1 (●; IC50 = 390 ± 30 μM; Hill coefficient: 1.9 ± 0.3 (SE)) and 7.44
(♦; IC50 = 630 ± 24 μM; Hill coefficient: 1.8 ± 0.1 (SE)) but neither by P3 (▼) nor by 7.38 (■). c given
in M; standard deviations for n ≥ 3. 
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