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Chapter 1

Introduction

1.1 General Introduction

More than 100 years have passed since Emil Fischer compared in 1890 the interaction

between a ligand molecule and a protein binding site with a key that fits a lock. Since

then, tremendous advances in X-ray crystallography and computer technology have been

achieved and nowadays allow the complex drug-receptor interaction to be visualised at an

atomic scale. The possibility to see and understand how drugs are accommodated within a

protein binding site and how they might exert their effects opens a bright future for rational

drug design.

In this work, the focus has been set on molecular modelling studies of the human

histamine H3-receptor. This receptor is involved in the regulation of important physiological

processes and could be a potential target for the treatment of numerous diseases. The

hH3R is involved in cognition, food intake, sleep and pain perception, thus the list of

diseases that might be influenced via this receptor is long: Alzheimer, schizophrenia,

attention-deficit hyperactivity disorder (ADHD), obesity,. . .

The H3R receptor belongs to the family of G-protein coupled receptors, on which a short

introduction is given below.

1.2 G-Protein Coupled Receptors

1.2.1 Pharmaceutical Relevance and Classification

The human genome codes for approximately 30000 proteins, of which, however, only 10%

are currently classified as druggable targets. The term druggable target thereby refers to
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proteins of pharmaceutical interest that can be addressed by small drug-like molecules

that bind to a defined cavity within the protein, thereby exerting their effect. Excluded from

this definition are molecules targeting for example protein-protein interfaces, as they do

not provide any well defined binding pocket. The pool of human druggable targets can

be subdivided into target families of which kinases, proteases, ion-channels and GPCRs

are the most important (see figure 1.1). Sequence analysis has led to the assumption

that the human genome could code for approximately 1000 GPCRs, [1] a large number

of which are however still orphan receptors (i.e. receptors for which no ligand is known

and no function has been determined so far). Currently, more than 50% of all drugs

on the market exert their function targeting a GPCR, which stresses the outstanding

pharmaceutical importance of this protein family. [2] The large number of GPCR protein

sequences has led to a complex classification scheme consisting of 6 families (A–F), each

containing several subfamilies. Human GPCR sequences can only be found within families

A–C, while families D–F contain sequences of yeast, amoeba and archea. Family A,

which is also termed rhodopsin family, is the largest group, comprising receptors for most

amine neurotransmitters, many neuropeptides, purines, prostaglandines, cannabinoids,

. . . Ligands targeting family A GPCRs either bind to the transmembrane helices (amines)

or within the extracellular loop region (peptides). Family B, the secretin/glucagon family,

contains receptors for peptide hormones, including secretin, glucagon, and calcitonin. The

ligand binding domain is located within the N-terminal end of intermediate length. Family C,

the metabotropic glutamate receptor family or calcium sensor family, is the smallest group

comprising metabotropic glutamate receptors, GABAB receptors and calcium-sensing

receptors. The ligands bind within the long extracellular tail. [1] All histamine receptors

can be classified as biogen aminergic GPCRs, one of the several subfamilies within family

A GPCRs. Other subfamilies in family A are the muscarinic acetylcholine, adrenergic,

dopamine, serotonine, octopamine and trace amine-receptors.

Figure 1.1: Important target families in the human genome.
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1.2.2 Molecular Structure and Signal Transduction

GPCRs are heptahelical transmembrane proteins located in the cytoplasma membrane

and have the common function of transducing extracellular signals into intracellular

responses. Binding domains for the extracellular ligands thereby either lie within the

helix bundle or within the N-terminal region of the receptor. A wide variety of ligands

was reported to bind to GPCRs including biogen amines (e.g. histamine, dopamine,

acetylcholine), amino acids (e.g. glutamate), ions (e.g. Ca2+), lipids (e.g. prostaglandines,

leukotrienes), peptides and proteins (e.g. angiotensin, bradykinin, endorphins). Agonist

binding provokes a conformational change of the receptor that results in an alteration of

the intracellular interaction with the heterotrimeric G-protein (see figure 1.2). [3] From

coupling with the trimeric G-protein that assures a subsequent signal transduction in all

GPCRs, the name G-protein coupled receptor originated. Following receptor activation,

the heterotrimeric G-protein (composed of an α-, β- and γ-subunit) itself undergoes a

conformational change that leads to the exchange of GDP for GTP bound to the α-

subunit. The Gαβγ complex breaks down into an α-subunit and the βγ-complex. The

α-subunit can then stimulate effector molecules such as cyclases, phosphodiesterases

and phospholipases, while for the βγ-complex in some cases a direct interaction with ion

channels has been reported. As a result, the production of several second messengers

such as cAMP (cyclic 3’,5’-adenosine monophosphate), diacylglycerol or inositol(1,4,5)-

trisphosphate is modulated. Finally, these second messengers can either prompt a

fast cellular response (e.g. a modulation of intracellular ion concentration or regulation

of enzyme activity) or cause a long-term biological effect by influencing transcription

factors thereby regulating gene expression. The process is terminated when the catalytic

conversion of GTP to GDP occurs in the α-subunit. αGDP dissociates from the effector

and reunites with the βγ complex.

A sufficient signal amplification is guaranteed, as each agonist/receptor complex can

activate several G-proteins, which in turn can produce a large number of second

messengers. The specificity of the biological response depends mainly on the nature

of the α-subunit, of which more than 20 subtypes are known. [1]

Recently, in some cases, also G-protein independent signalling by GPCRs has been

observed, thus further broadening the molecular mechanisms by which these receptors

transduce extracellular signals. An example is the coupling of the G-protein coupled

receptor kinase (GRK) to the phosphorylated C-terminal ending of GPCRs, thus labelling

this receptor for endocytosis. [1,3]
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Figure 1.2: Diagram of GPCR function.

1.2.3 The Structure of Bovine Rhodopsin

A major breakthrough in the understanding of the GPCR receptor family was achieved

in 2000 when the crystal structure of bovine rhodopsin was resolved [4] and for the first

time detailed structural insights were gained (see figure 1.3). The crystallisation of other

members of this protein family is hampered by usually low expression levels, which leads

to problems in generating sufficient protein material for a crystallisation procedure as well

as difficulties in the crystallisation process itself. [5]

Bovine rhodopsin represents a unique member among GPCRs as its intrinsic ligand 11-

cis-retinal is covalently bound to a lysine residue via a protonated Schiff-base linkage.

Photon absorption results in retinal isomerisation to the all-trans-configuration triggering

the activation of the protein. After photon capture, rhodopsin relaxes through a series

of photoproducts until the active conformation, meta II, is formed which is capable of

interacting with the G-protein. Hydrolysis of the Schiff-base results in the decay of meta II

into the apoprotein opsin and all-trans-retinal. In vertebrates, all-trans-retinal is then

regenerated in retinal pigment epithelial cells. [6]
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Figure 1.3: Crystal structure of bovine rhodopsin. Helical segments are depicted as red
columns, beta-sheets as yellow arrows, turns as violet coil. The intrinsic ligand 11-cis-
retinal is displayed in its van der Waals representation.

Figure 1.4: Intermediates in the photocycle: absorption of a photon results in the
isomerisation of 11-cis-retinal to a distorted all-trans-intermediate. The twisted double
bond in bathorhodopsin relaxes to give lumirhodopsin. In lumirhodopsin the β-ionone
moiety flips from its original position towards TM3 and TM4. Then, significant
conformational changes take place and result in the meta I intermediate. Several
de/protonation events produce meta II that represents the agonist-activated rhodopsin
capable of interaction with the G-protein. Meta II finally decays to opsin and all-trans-
retinal that is regenerated to 11-cis-retinal outside the photoreceptor cells. The fact that
lumirhodopsin can be reconverted to rhodopsin at 77 K where conformational changes are
mainly impeded implies that no significant structural rearrangement takes place during the
initial relaxation steps. [7]
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1.2.4 Agonists, Antagonists and Inverse Agonists

Based on the biological response they provoke, ligands can be classified into agonists,

partial agonists, antagonists, and inverse agonists.

Historically, a ligand that binds to a receptor and subsequently governs receptor activation

has been referred to as an agonist ; while a ligand that binds to a receptor without causing

activation but impeding agonist binding, has been termed antagonist. Thus, although both

molecules bind to the receptor (governed by their affinity), in the most simple cases only

agonists will also possess an efficacy that results in receptor activation. Partial agonists

are compounds that have a sub maximal tissue response even if they fully occupy the

receptor.

The discovery of constitutive receptor activity has resulted in a reassessment of these

terms. Constitutive activity describes the effect that receptors can exhibit an appreciable

level of activity even in absence of any agonist. Inverse agonists are ligands that reduce

this constitutive activation. Neutral antagonists restore the system towards the constitutive

level of activity while agonists further activate the receptor. Figure 1.2 shows the classical

two-state model that is nowadays however discussed controversially, as there is evidence

for different coexisting receptor conformations.

Figure 1.5: The two state model of receptor activity. The receptor exists in an equilibrium
of activated and resting state. Antagonists preserve the level of constitutive activity, inverse
agonists reduce activity and agonists enhance it.

1.3 Histamine

Histamine (2-[4-imidazolyl]ethyl amine) is a basic amine formed from L-histidine by

histidine decarboxylase or an ubiquitous L-amino acid decarboxylase. High concentrations

of histamine are found in the lungs, the skin and the gastrointestinal tract, where histamine

functions as a mediator. In these tissues, histamine is predominantly stored in mast

cells. During inflammatory or allergic reactions, histamine is liberated from mast cells

by exocytosis. Alternatively, histamine is liberated upon destruction of these cells or by

chemical substances (histamine liberators). When functioning as a mediator, histamine
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exerts its effect predominantly via the H1R, H2R and the H4R. Histamine additionally acts

as a neurotransmitter in the central nervous system (CNS), where it interacts with the

postsynaptically expressed H1R and H2R and praesynaptically expressed H3R.

Two tautomeric forms of histamine exist, termed NπH and NτH (see figure 1.6). The ratio

between the NτH and the NπH in an aqueous environment amounts to approximately

4:1. The pKa of the α-amino group is 9.73 while the pKa of the imidazole moiety is

5.91. [8] Histamine can thus exist as a dication whereby the protonated imidazole moiety

is stabilised through delocalisation of the positive charge.

Figure 1.6: Tautomeric forms of histamine.

Released histamine is rapidly inactivated by histamine N-methyltransferase (HNMT, EC

2.1.1.8) or diamine oxidase (DAO, EC 1.4.3.6). The HNMT plays the dominant role

in histamine metabolism within the human airways and gut, and is the only enzyme

responsible for termination of the neurotransmitter action. [9] The HNMT inactivates

histamine by transferring a methyl group from S-adenosyl-L-methionine to the Nτ-atom

of the imidazole ring, yielding methylhistamine and S-adenosyl-L-homocysteine. The

inactive methylhistamine is excreted in the urine or can be further metabolised by DAO

or MAO into Nτ-methyl-imidazole-acetaldehyde, which can in turn be further oxidised by

aldehyde dehydrogenase into Nτ-acetylimidazole acetic acid (see figure 1.7). The pathway

of histamine metabolism starting with DAO is only relevant in the periphery.
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Figure 1.7: Metabolism of histamine.

1.4 The Histamine Receptor Family

The family of histamine receptors comprise to current knowledge four members, termed

H1-H4. Compounds targeting the peripheral H1-receptor are used in the therapy of allergic

asthma and allergies; while compounds targeting the H1R in the CNS can be used as

sedatives or antiemetics. Antagonists addressing the H2-receptor can down regulate

gastric secretion and are widespread drugs for the treatment of peptic ulcer. To date

no drugs targeting the H3- or H4-receptor are on the market, although some hH3R ligands

have by now reached clinic phase II. [10] It is expected that these agents have utility

in the treatment of obesity, pain, cognitive disorders and allergic rhinitis. Finally, the

most recently discovered H4-receptor has been reported to play an important role in
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inflammatory processes, therefore a broad spectrum of therapeutic application is expected

also for this newest member of the histamine receptor family. Table 1.1 gives an overview

on the main actions produced by histamine on the four receptors.

Table 1.1: Main actions of histamine on histamine receptors.

receptor main action

hH1R • contraction of most smooth muscles in ileum, bronchi, uterus
• increased vascular permeability
• drop of blood pressure by dilatation of blood vessels
• itching if injected to skin by stimulation of nerve endings
• CNS: regulation of wakefulness

hH2R • stimulation of gastric secretion
• cardiac stimulation (increase of rate and output of heart action)

hH3R • modulation of histamine release in histaminergic neurons
• modulation of histamine synthesis in histaminergic neurons
• modulation of the release of acetylcholine, dopamine, noradrenaline,

serotonine, GABA, glutamate
hH4R • chemotaxis of eosinophils and mast cells to histamine

• release of IL-16 from CD8+ T cells

The first human histamine receptor cloned was the hH2R, in 1991, [11] followed by the

hH1R in 1994, [12] the hH3R in 1999 [13] and finally the hH4R in 2000 [14–18]. Sequence

analysis of the histaminergic receptor family revealed a low conservation within the family

(20%) whereby the hH3R and hH4R share with approximately 40% the highest homology.

Also the effector systems that are stimulated upon receptor activation are different within

the receptor family: the hH1R activates phospholipase C, the hH2R stimulates the adenylyl

cyclase, while the first cloned hH3R subtype and the hH4R inhibit cAMP production. As

can be expected from the low degree of conservation, also the pharmacology of histamine

receptor agonists and inverse agonists is clearly differentiable.

1.4.1 The Human H3-Receptor

The histamine H3-receptor was discovered in 1983 by Arrang and coworkers [19] and has

been the focus of intense research over more than 20 years since then. Recently, several

review articles have been published on the histamine receptor, [10] H3R isoforms, [20,21]

on H3R inverse agonists [22,23] and agonists [24] that summarise the current knowledge

on this receptor. Here, only a brief introduction on topics concerning this work can be

given. Table 1.2 gives a short survey on interesting characteristics of the hH3R.
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Table 1.2: A short overview on the hH3R.

classification biogen aminergic G-protein coupled receptor.

noteworthiness

constitutive activity (CA) in vitro and in vivo (might be due to octa-
to-dodecapeptide motif in IC3 loop) [21]; CA certainly involved
in the modulation of histamine liberation, importance for the
modulation of the release of other neurotransmitters not clear.

location of gene chromosome 20

gene organisation
most likely 3 exons and 2 introns; splice variants observed in
human, rat and guinea pig. [21]

protein sequence 445 amino acids (full length human H3R)
homology to
other receptors

hH1R: 20%, hH2R: 22%, hH4R: 37%, other biogen aminergic
receptors: 20-27%

affinity for
histamine

pKi = 7.8

expression loci
CNS-regions (e.g. cerebral cortex, hippocampus, hypothala-
mus,. . . ), low expression in nerve terminals of heart, lung and in-
testine.

molecular
function

autoreceptor : feedback inhibition of histamine release
inhibition of histamine synthesis

heteroreceptor : CNS: modulation of release of dopamine,
noradrenaline, serotonine, GABA, glutamate; periphery: acetyl-
choline, neuropeptides (e.g. substance P).

potential
therapeutic
application

agonists: insomnia, antinociceptives, myocardial ischaemic
arrhythmias (via modulation of noradrenaline liberation)
inverse agonists: treatment of obesity, narcolepsy, attention-
deficit hyperactivity disorder (ADHD), schizophrenia, Alzheimer’s
disease, nasal congestion (in periphery and in combination with
H1R antagonists)

isoforms

≥ 20 isoforms due to alternative splicing resulting in receptors (a)
with an truncated N-terminal end, (b) with a partial deletion of TM2
and E1, (c) with E3 loops of different length, (d) lacking TM5-7
or (e) with an elongated C-terminal end. Not all isoforms have
been yet fully characterised. Differences in expression pattern and
pharmacological profile are observed. [21]

species
differences

H3Rs of human, mouse, rat, guinea-pig, and monkey show
>92% sequence conservation; different pharmacological profiles
for inverse agonists; comparable profiles for agonists.

signal
transduction

coupling to Gi/o proteins and inhibition of adenylyl cyclase →
[cAMP]↓; other pathways probable (MAP kinase pathway via
βγ subunits, modulation of Ca2+ levels (agonists → Ca2+↓ →
neurotransmitter-release↓.))
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hH3R Function

As indicated in table 1.2, the hH3R is mainly expressed in the CNS, but also in the

peripheral nervous system. In the CNS, the hH3R is expressed praesynaptically on

histaminergic neurons and regulates the synthesis of histamine and its liberation from

storing vesicles into the synaptic cleft. In this feedback mechanism, the hH3R functions as

an autoreceptor. Histamine can then postsynaptically stimulate the activation of hH1R

and hH2R until it is inactivated by HNMT located in glia-cells (see figure 1.8). hH3R

expression is however not confined to histaminergic neurons. The hH3R has been detected

praesynaptically on several other neurons, where its action modulates the release of other

neurotransmitters, such as dopamine, noradrenaline, serotonine, GABA and glutamate.

Here, the constitutive activity of the hH3R plays an important role. There is evidence that

the βγ complex can directly inhibit Ca-channels. The drop in Ca2+ concentration could then

inhibit the fusion of the neurotransmitter storage vesicles with the praesynaptic membrane

during the process of exocytosis. [25]

Regarding the peripheral nervous system, hH3R expression has been described within

the cardiovascular, gastrointestinal and bronchial system. Here, the hH3R can modulate

the release of noradrenaline (cardiovascular system) or acetylcholine and neuropeptides

(gastrointestinal system, bronchial system).

Figure 1.8: Function of hH3R as an autoreceptor: Activation of the hH3R by histamine
results in an inhibition of adenylyl cyclase. As a consequence, the concentration of cAMP
drops, which in turn reduces the activity of protein kinase A (PKA). cAMP-responsive
element-binding proteins (CREB) thereupon are less active, which finally explains a
reduced gene transcription. This likely represents the mechanism by which the conversion
of L-histidine to histamine by the L-histidine decarboxylase (HD) is reduced. Through
further pathways also the liberation of histamine into the synaptic cleft is inhibited.

11



hH3R Ligands

The classification of hH3R ligands into agonists, neutral antagonists and inverse agonists

is extremely difficult. Depending on the signalling assay used, compounds can either

appear to be agonists, antagonists or inverse agonists, as described for the compound

proxyfan. [26] The reproducibility of in vivo tests is additionally hampered by the presence

of various isoforms that have been described for the hH3R and different expression

patterns of these isoforms in different species. [21,24]

As indicated in table 1.2, hH3R agonists might be of therapeutic use for the treatment

of insomnia or myocardial ischaemic arrhythmias, or could be antinociceptives. H3R

agonists have been developed starting from the natural ligand histamine that binds to

human recombinant hH3R with a binding affinity of pKi = 7.8. The relatedness of most H3R

agonists to histamine consists mainly in the preservation of the 4(5)-substituted imidazole

moiety, which so far has been neither replaced nor substituted without complete loss of

affinity, prompting speculations that the capacity to tautomerise might be of importance

in receptor activation. Yet, there is also evidence that histamine could bind to the hH3R

(and hH4R) in its double protonated form: The hH3R (and hH4R) bind histamine with

much higher affinity than the hH1R and hH2R [27] and the glutamate residue known to

interact with the imidazole moiety could not be replaced by a glutamine residue indicating

that a negative charge is essential at that site. [28] Larger structural variations in hH3R

agonists are allowed for the histamine side chain. In α and β position (see figure 1.6),

methyl substituents are allowed, whereas a double methylation at the β position results

in a significant affinity loss. One or two methyl groups can be added to the amino group

increasing affinity and activity. Larger substituents such as an ethyl- or propyl-substituent

result in a significant loss in activity, probably indicating that the space in the agonist

binding site is very limited. [24] In several potent agonists the flexible side chain has been

incorporated in a ring structure. The permitted size of the ring system is however limited.

In figure 1.9 some structurally diverse hH3R agonists are depicted.

For hH3R inverse agonists, an even broader spectrum of potential applications has

been reported due to their implication in the regulation of body-weight, arousal and

sleep/wakefulness. A short summary is given in table 1.2. Known inverse agonists

and antagonists can be classified into imidazole-containing compounds and non-imidazole

ligands, of which the imidazole compounds have been discovered earlier.

Discovery of the constitutive activity of H3-receptors, the cloning of the H3R of

different species, and knowledge of the histamine H4-receptor has resulted in several

reassessments regarding antagonism versus inverse agonism, affinity on the human H3R

and specificity. Although differences in species do not affect agonist binding, [29] they

can influence inverse agonist binding. Significant differences in binding affinities of some
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Figure 1.9: Structurally diverse H3R agonists. pKi values were measured on human (h), rat
(r) or guinea pig (gp) receptors as indicated in brackets. Species differences were however
reported not to influence agonist binding significantly. [29] For the depicted Nα-ethyl-
and -propyl-histamine and compound 40δ, significant lower affinities and/or activities are
observed, most probably, due to the larger substituents on the protonated moiety.

ligands (e.g. ciproxifan) have been observed, especially comparing rat and human H3R

test systems, while for other compounds (e.g. proxyfan, clobenpropit) comparable binding

affinities on the hH3R and rH3R were observed. [29,30]

The developing state of knowledge is best demonstrated for the imidazole-containing

thiourea derivative thioperamide (see figure 1.10). Initially considered a highly selective

antagonist with high affinity (pKi(ratH3R) = 8.4), thioperamide is nowadays classified as

an inverse agonist with good selectivity over the H1- and H2-receptor but low selectivity

over the H4R (pKi(hH4R) = 7.3). On the human H3R only a moderate affinity (pKi = 7.2) is

observed.

Some structurally diverse imidazole-containing inverse agonists are shown in figure 1.10.

Imidazole-containing compounds have a number of drawbacks that have resulted in
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Figure 1.10: Structurally diverse imidazole-containing H3R inverse agonists. For
compound GT2331 (cipralisant) affinity for the (1S,2S) and (1R,2R) enantiomer are 9.6
and 8.5, respectively. [31, 32] As indicated in brackets, pKi values were measured either
on the human (h), rat (r) or guinea pig (gp) receptors.

considerable effort to substitute the imidazole moiety in hH3R inverse agonists. Potential

drawbacks of imidazole-containing compounds are listed below.

• Imidazole-containing ligands can interact with cytochrome P450 enzymes, which

can result in a significant reduction of half-life or unpredictable side effects if other

drugs have been administered.

• Imidazole compounds might be rapidly inactivated by the HNMT.

• The imidazole moiety is per se already rather polar due to its strong hydrogen

donor and acceptor functionalities. Further polar groups could result in low

CNS penetration. This may be desirable in drugs targeted to treat peripheral

diseases such as SCH-79876 (see figure 1.10) that acts as a nasal decongestant

in combination with H1 antagonists; for CNS diseases it will however represent a

limitation.
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• Imidazole-containing compounds are usually less selective for the human H3R

compared to the hH4R.

A replacement of the imidazole moiety was thus highly desirable. A comprehensive study

on how the replacement of the imidazole moiety for a piperidine moiety affects binding

affinity of structurally diverse H3R inverse agonists has been carried out by Meier and

coworkers. [33] Replacement of the imidazole moiety in thioperamide resulted for example

in complete loss of affinity; for the clobenpropit analogue a pKi = 6.3 was observed,

which was significantly lower than the affinity observed for the imidazole compound (pKi

= 9.9). Similarly, a significant affinity loss was observed for replacements within the group

of carbamate-containing structures, whereas inverse agonists containing an aliphatic or

aromatic ether structure (e.g. ciproxifan) tolerated a replacement. Since then, many high-

affinity compounds — mainly containing a piperidine-, piperazine-, or pyrrolidine moiety —

were published. Some structurally diverse non-imidazole H3R compounds are depicted in

figure 1.11.

The actual state of knowledge regarding structure affinity relationship (SAR) of hH3R

inverse agonists can be summarised as followed:

• One strategy of inverse agonist design consists in increasing the distance between

the basic moieties observed in agonists.

• In non/imidazole-containing inverse agonists, the basic moiety in the imidazole

side chain can be omitted (see figures 1.9 and 1.10). In non-imidazole-containing

compounds, incorporation of a second basic moiety in the side chain can

however increase affinity significantly (e.g. JNJ-5207852 and JNJ-10181457 (see

figure 1.11)).

• Attachment of large lipophilic groups to the linker moiety can increase inverse

agonist affinity, selectivity and specificity. Aliphatic as well as aromatic lipophilic

groups are tolerated.

• The linker moiety can cover a great structural variety: ethers and thioethers

(e.g. proxyfan, ciproxifan), ketones, carbamates, esters, urea, thiourea (e.g.

thioperamide), isothiourea (e.g. clobenpropit), guanidine, amidine, amine, amides,

methylene units, phenyl rings (e.g. SCH79687), sulfoxides, sulphonamides,

sulphamide, unsaturated hydrocarbon atoms, heterocyclic ring systems, etc.

• Many H3R inverse agonists share a pharmacophore defined by a tertiary basic

amine connected through an alkyloxy (often propyloxy) chain to a lipophilic moiety

(usually an aromatic ring) [22] (see ciproxifan, FUB833, FUB836, etc.)
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Figure 1.11: Structurally diverse non-imidazole-containing H3R inverse agonists.

• Small structural changes can substantially influence the pharmacological profile.

In a series of ether-containing H3R ligands, only minor structural changes were

required to transform (partial) agonists to inverse agonists (see figure 1.12). [34]

The full range from full agonism to inverse agonism was observed also for a series

of impentamine derived compounds (see figure 1.13). [35]

• In 2000, a H3R pharmacophore model was described by De Esch and

coworkers [36] proposing the existence of two lipophilic subpockets. At the same

time, branched compounds were published from the Schering research group (see

figure 1.10; SCHpat) affirming this pharmacophore model. [37] Compounds such

as thioperamide and burimamide were described to interact with subpocket 2,

while clobenpropit, iodoproxyfan and most other compounds were interacting with

subpocket 1. Later, the pharmacophore model was extended for four hydrogen

bond interaction sites. Only clobenpropit-derived branched ligands were predicted
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Figure 1.12: Slight modifications can determine if a compound is a (partial) agonist or
inverse agonist. Compounds FUB373 and FUB407 were reported to be partial agonists,
while FUB335 and FUB397 are inverse agonists. [34] pKi values were determined on
mouse H3R.

Figure 1.13: Structurally similar compounds covering the entire range from full agonism to
inverse agonism. Binding affinities were determined on human H3R.

to interact with all proposed sites simultaneously (see figure 1.10; VUF 5228). [38]

• Another SAR study was published by Abbott and was based upon compound A-

923 (see figure 1.11) which showed high affinity towards the rat H3R (pKi = 8.86),

however lacked selectivity and oral bioavailability. [39] In this series, the piperazine

moiety was most adequately replaced by a pyrrolidine group and the n-pentyl group

by a cyclopropyl-group.

A-923 was also the starting point for developing aminoalkoxybiphenylnitriles such as

A-331440 (see figure 1.11). [40] From this series also D-alanine piperazine amides

such as A-304121 were derived. Compound A-304121 is noteworthy as it is reported

to be the most species-selective H3R inverse agonist, with an affinity for the rat

cortical H3R of pKi = 8.6, 30-fold lower potency at the guinea pig ileum and 300-

fold less potent in binding studies in human cortex (pKi = 6.1). [41] Sequence
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heterogeneity is thereby mainly due to the point mutations at site 119 (human,

guinea pig: T, rat: A) and 122 (human: A, guinea pig, rat: V). The importance of

these residues was shown by the hH3R double mutant (T119A, A121V) in which the

high affinity of A-304121 observed for the rat H3R was restored.

• In a series of aminoalkoxy-biaryl-4-carboxamides published by Abbott, [42] wide

structural alterations were tolerated for the amide portion while the basic site

seemed to be more restrictive. The most active compound A-349821 is depicted

in figure 1.11.

• Compounds with a combined HNMT and hH3R activity were synthesised by Apelt

and coworkers [43] and resulted in ligands with subnanomolar affinity (see FUB833

and FUB836 in figure 1.11), however, lacking in vivo activity. Especially FUB833

gives a good idea on the volume available for ligand binding as it is one of the

sterically most demanding compounds so far described.

• VUF 5391 is an interesting compound as a large functional moiety is attached to the

4-position of the piperidine group. Although so far only tested on the rat H3R, the

accommodation of sterically demanding substituents might be also possible in the

human H3R.

• Compounds from Johnson&Johnson were already mentioned with respect to the two

basic moieties present in JNJ-5207852 and JNJ-10181457. Additionally noteworthy

is the low conformational freedom of compound JNJ-10181457.

• Also ABT-239 (see figure 1.11) from Abbott was developed in order to reduce the

conformational freedom of the linker moiety and has been reported to show cognition

and attention enhancing properties in animal models. [44]

• Starting from the H2R antagonist dimaprit, Linney and coworkers synthesised a

series of clobenpropit-derived compounds (see compound 19 in figure 1.11). [45]

The pyrrolidine and guanidine moieties were ideally separated by a propyl or butyl

moiety. Variations in the chain length between the aromatic ring and the guanidine

had less pronounced effects. No significant sensitivity to the nature of the aromatic

substitution was observed. Increasing the size of the cyclic amine moiety from a 5- to

6-membered ring did not increase affinity; further enlargement however decreased

affinity. Linney et al. speculated that the guanidine group would occupy the same

site as the imidazole moiety.

• NNcmp1, NNcmp2d and NNC-0038-0000-1202 are structures published by Novo

Nordisk (see figure 1.11). While the 1-alkyl-4-acylpiperazine compound NNcmp1

was reported to have a high polar surface area, 2-(1-piperazinyl)quinoline derivative
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such as NNcmp2d were less polar. The bulky N-alkyl group was reported to be

required for high affinity.

• Schering described a series of fluorenes of which SCHcmp1 (Z-isomer) is the most

active (see figure 1.11). The SAR for this series revealed that both a two carbon

linker and a three carbon linker maintained high affinity. The dimethylamino group

could be replaced by piperidine or pyrrolidine moieties preserving high H3R affinity.

On the other hand, replacement of the oxime moiety by an hydroxy-group or a

dimethylamine moiety significantly lowered binding affinity (pKi = 6.72 or pKi =

6.19, respectively). Acetates, carbamates and other nitrogen analogues were not

tolerated as substituents for the oxime group. Similarly, affinity was decreased

for ketones and substituted oximes. Also a methyloxime substitution resulted in

inactives indicating that the hydrogen bond group of the oxime moiety could be

important.

Mutational Studies on the hH3R

Mutational analysis on the hH3R have been reported by Uveges et al. who carried out

alanine scanning mutagenesis in TM5 and evaluated the effect upon agonist binding, [27]

Jacobsen et al. who mutated residues D114/3.32, E175/4.65 and E206/5.46, [28] and Yao

et al. who mutated T119/3.37A and A122/7.40V. [46] Uveges and coworkers observed that

mutation of residue D114/3.32 to either asparagine or glutamate resulted in no detectable

cAMP response indicating that the mutant receptor could not interact with the G-protein.

The point mutation D114/3.32N was also carried out by Jacobsen and coworkers who

obtained similar results.

Uveges and coworkers additionally carried out alanine-scanning mutagenesis of a

consecutive stretch of 14 residues in helix 5 starting from W196/5.36. A202/5.42 was

mutated to glutamine. Potency was determined by the adenylyl cyclase assay where

the forskolin induced inhibition of cAMP production by histamine was measured. While

histamine could reduce forskolin-induced cAMP production to 91.6%, 2- to 5-fold increases

in potency were observed on the mutant receptors W196/5.36A and T204/5.44A, while

the point mutations L119/5.39A, A202/5.42Q, E206/5.46A and F207/5.47A significantly

reduced histamine potency (e.g. A202Q: 72% inhibition). For other agonists similar effects

were observed when tested on the mutant receptors. Binding affinity measurements were

carried out using the radio ligand [125I]-iodoproxyfan. [47] For this purpose, cells expressing

the mutant receptors, were incubated with 25 pM [125I]-iodoproxyfan until equilibrium

was reached. The membranes were then filtered and washed and radioactivity was

determined. Then, the competitive ligand was incubated and the decrease of radioactivity

measured. The resulting IC50 could be converted to Ki values applying the Cheng-Prusoff
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equation. The point mutation E206A had the greatest effect on the affinity of agonists, with

histamine and R-α-methylhistamine being affected the most. Impentamine was relatively

unaffected.

Jacobsen and coworkers described the mutations D114/3.32N, E175/4.65Q and

E206/5.46Q. As already mentioned, the point mutation D114N resulted in loss of binding

of [125I]-iodoproxyfan. The pharmacological profile of the E175/4.65Q receptor was

reported to be identical to the wild type receptor. The mutation E206/5.46Q resulted in

a constitutively active receptor that could not bind R-α-methylhistamine, while binding of

other agonists (e.g. iodoproxyfan) was only decreased 10-fold. Inverse agonists, such as

ciproxifan could inhibit this constitutive activity.

Yao and coworkers mutated the amino acids T119/3.37 and A122/7.40 in the human H3R

to the corresponding residues in the rat H3R (A3.37, V7.40) and could thereby restore the

high binding affinity of A-304121 observed at the rat receptor for the human receptor.

1.4.2 The Human H4-Receptor

The histamine H4-receptor was discovered in 2000 simultaneously by several groups. [14–

18] In retrospect, first hints for the existence of a fourth histamine receptor can be

found already in 1975 when Clark et al. showed that histamine could induce eosinophil

chemotaxis. [48] Today it is known that the H4R is mainly expressed on hematopoietic cell

types such as eosinophils, mast cells, basophils, . . . . The fact that these cells are involved

in the development and symptomatology of asthma and allergies has led to the expectation

that compounds targeting the H4R alone or in combination with H1R antihistamines could

play an important role in the treatment of these diseases. Recently, a review has been

published [49] that summarises the current knowledge on this receptor of which a short

survey is given in table 1.3.

In the search for specific H4R ligands, firstly, compounds of other histamine receptors

were evaluated for their affinity towards the H4R. As might be however expected due to the

low sequence conservation of the H4R to the H1R and H2R, pharmacological profiles are

quite dissimilar for these receptors. The H4R does not bind classical H1R antihistamines

and only for a few H2R ligands such as burimamide (H2/H3 antagonist) or impromidine

(H2R agonist/H3R inverse agonist) significant affinity has been observed (see figure 1.14).

Classical H2R ligands (cimetidine, ranitidine) lack affinity. In contrast, for many imidazole-

based H3R ligands, significant affinity has been observed. Most of these compounds

are partial or full agonists such as R-α-methylhistamine, N-methylhistamine, clobenpropit,

iodophenpropit or imetit. Of the evaluated inverse agonists, only thioperamide showed

affinity for the H4R. Non-imidazole based inverse agonists were usually devoid of H4R

affinity as shown in figure 1.14.
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Table 1.3: A short overview on the hH4R.

classification biogen aminergic G-protein coupled receptor
noteworthiness constitutive activity reported by [16]
location of gene chromosome 18
gene organisation 3 exons, 2 introns; no splice variants observed so far
protein sequence 390 amino acids
homology to other
receptors

hH1R, hH2R < 25%; hH3R: 35% overall; 58% within TM

affinity for hista-
mine

pKi = 7.79-8.36

expression loci
cells of hematopoietic lineage (eosinophils, mast cells, basophils,
dendritic cells, T-cells); expression could be regulated by
interferon, TNFα, IL-6, IL-10 and/or IL-13

molecular
function

chemotaxis of eosinophils and mast cells to histamine; control of
IL-16 release from CD8+ T-cells

potential
therapeutic
application

antiinflammatories, allergic rhinitis (via mast cells), asthma (via
mast cells, eosinophils, T-cells), itching associated with atopic
dermatitis, autoimmune diseases such as rheumatoid arthritis,
multiple sclerosis, type I diabetes, systemic lupus erythematosus
(via dendritic cells, T-cells)

isoforms so far not reported

species
differences

H4R of rat, mouse, guinea pig and pig share only 65-
73% homology; although expression patterns are similar,
pharmacological profiles and signal transduction responses are
dissimilar

signal
transduction

coupling to Gi/o proteins that are linked to several second
messenger pathways (inhibition of adenylyl cyclase → [cAMP]↓;
in mast-cells probably link to PLC → release of Ca2+ from ER;
induce of MAP kinase signalling cascades)
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Figure 1.14: Unselective H4R ligands. (R)-α-methylhistamine acts as a H4R agonist,
burimamide and impromidine as partial agonists, thioperamide as an antagonist (inverse
agonist). Cmp5, a non-imidazole H3R inverse agonist containing the commonly observed
(3-piperidine-1-ylpropoxy)benzo-motif, is inactive at the H4R.

The first selective H4R antagonist was JNJ7777120 (see figure 1.15) published by

Johnson&Johnson. [50] Various analogues of these indolylpiperazines were prepared.

Regarding the Y -substitution, an increase in affinity was observed for a methyl-substituent

while larger substituents (e.g. ethyl, phenethyl) lowered affinity significantly. The amide

linkage seemed to be important for high affinity. Regarding the indole moiety, a free

hydrogen bond donor function was essential. Diverse substituents R4-R7 were generally

well tolerated except for a -OCH3 group in R5. Two compounds of this series are depicted

in figure 1.15. They were more than 10000-fold selective for the H4R. In figure 1.15 also a

selective H4R agonist (OUP-16) is depicted. [51]

Figure 1.15: (up) Selective H4R antagonist JNJ7777120 and compound 10l from the same
series. (down) Selective H4R agonist OUP-16.
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Mutational analysis were reported by Shin and coworkers. [52] In this study, D94/3.32

and E182/5.46 were identified as main interaction sites for histamine binding. Site

directed mutation of D94/3.32 to alanine, asparagine or glutamate resulted in complete

loss of histamine binding. Likewise, the mutations E182A and E182Q abolished histamine

binding while the mutation E182D partially preserved histamine affinity, which was however

reduced 10-fold. Following the modelling studies carried out by Shin and coworkers, it

might be expected that D94/3.32 forms a salt-bridge interaction with the amine moiety

of histamine, while E182/5.46 forms a hydrogen bond or ion pair to the Nτ-atom of

the imidazole moiety. The existence of a saltbridge interaction between E182 and the

imidazole moiety is supported by the fact that E182 could not be replaced by a glutamine

residue that would be capable of substituting the hydrogen bond acceptor function of E182.

T178/5.42 and S179/5.43 were neither significantly involved in histamine binding nor in

receptor activation. The point mutations T178A and S179A reduced affinity for histamine

only 2-4-fold. Although T178/5.42 was interacting with the Nπ-atom of the imidazole moiety

in the proposed model, the mutations T178A and S179A did not dramatically influence

histamine affinity or signalling.

In the generated model, N147/4.57 and S320/6.52 were located in proximity to the putative

histamine binding site. Yet, alanine substitution of both residues reduced histamine binding

only slightly. Both residues seem to be however important in receptor activation. The point

mutation N147Y (in order to mimic the H3R) was detrimental to histamine signalling. The

point mutation S320/6.52 to phenylalanine (in order to mimic the H1R, H2R or other biogen

aminergic GPCRs) greatly reduced the potency of histamine binding, at the same time

however doubling the maximal response of the receptor to histamine binding. Analogous

results were also observed for other agonists.
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Chapter 2

Methods

2.1 Generation of Homology Models

2.1.1 Introduction

In recent years, the number of protein structures determined experimentally and deposited

in structural databases such as the Protein Data Base (PDB) [53] has been increasing

exponentially. Still, the acquisition of structural information is a slow and expensive

process. Especially membrane proteins have been proven difficult to crystallise due to

low expression levels and difficulties regarding the crystallisation process itself. [5]

If the 3D structure of a protein is resolved and the sequence of a related protein of

interest is known, the approach of comparative (homology) modelling becomes applicable.

The structural information of the template protein can then be used as a scaffold for

the generation of a model of the protein of interest (target protein). Since its release in

2000, bovine rhodopsin has been successfully used as such a scaffold for the generation

of various GPCR homology models. [54–56] The resulting models can then effectively

assist a drug discovery process as they offer the possibility to understand receptor-ligand

interaction on an atomic level and can bring new impetus in lead-finding via database-

screening methods or de novo design strategies (see scheme 2.1). Figure 2.2 shows a

flowchart of homology model generation.

2.1.2 Sequence Analysis Tools

Prediction of Transmembrane Regions

Prediction of transmembrane regions relies on the distinctive patterns of hydrophobic

(intramembraneous) and polar (loop) regions. [57] Prediction algorithms can be classified
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Figure 2.1: Possible applications of protein homology models in the drug discovery
process.

into local and global approaches. Local approaches depend on local properties of the

amino acid sequence. A conceptually easy strategy of this historically older class is

the “sliding window” algorithm presented in 1982 by Kyte/Doolittle. [58] Each amino acid

is assigned a specific hydropathy score that describes its tendency to be preferentially

located either in a polar (negative score, e.g. R: -4.5) or an apolar (positive score, e.g.

I: 4.5) environment. The protein sequence is then scanned with a window of defined

size while the sum of hydropathy values is calculated within this window. The resulting

value is compared with a cutoff defined and the residue consequently assigned to be

transmembraneous or not. Combination of this simple hydrophobicity analysis with the

“positive inside rule”, which is based on the observation that the intracellular end of a

helix is often marked by the presence of positively charged residues, gives the TopPred

algorithm. [59] Another local approach is the DAS (Dense Alignment Surface) method that

was originally introduced to improve sequence alignments in the GPCR family and was

then generalised to any integral membrane protein. [60] TM Finder is based on a dual

prediction algorithm incorporating segment hydrophobicity and non-polar phase helicity.

To each amino acid of a candidate TM segment a hydrophobicity and helicity value is

assigned, then a sliding window is applied to calculate the moving average. [61] Global

approaches have in common that they try to predict the statistically most probable topology

of a protein. A representative of this class is the program TMHMM that relies on a

Hidden Markov Model (HMM). For each amino acid the probability that it belongs to one

of several predefined states (e.g. inside loop, transmembrane region, outside loop) is

calculated. TMHMM is thus a typical representative of the class of global approaches, as

also sequence information outside of the transmembrane areas is incorporated in order to

identify the protein’s topology. [62] SPLIT4.0 is another global algorithm for TM prediction

based on the observation that clusters of positively charged amino acids are observed
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Figure 2.2: Flowchart of homology model generation

more frequently near the cytoplasmatic surface. [63]

Prediction of Secondary Structure

Prediction of secondary structure is more complex and no simple local approaches exist,

as this would limit prediction accuracy to levels only slightly above 60%. [64] Currently, the

best programs (PROF, PSIPRED, PHD, SSpro, . . . ) have about 76% prediction accuracy,

which required incorporation of advanced statistical methods (e.g. neural networks

or HMM), sequence pattern matching and evolutionary conservation information. The

background for incorporating sequence pattern matching is that the secondary structure

of an unknown protein can often be predicted based on local sequence similarities to

fragments of known structures.

Sequence Alignments

During evolution, sequences accumulate insertions and deletions as well as substitutions.

In order to evaluate if two protein sequences are related and which amino acids correspond

to each other, the sequences must be aligned in a way that an optimal score is obtained.
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An alignment is scored by adding up match scores and penalties for gaps. In figure 2.3

the alignment procedure is explained aligning two short stretches of protein sequence (for

a more detailed description see [65]). In order to find the optimal alignment score, one

starts in the top-left corner. A step to the right would represent a deletion, a movement

down an insertion while a diagonal move is equivalent to a match or a substitution. The

simple scoring function gives no penalty for a match, each substitution costs 1 point. For

each insertion or deletion a penalty of 1 point is given (see gap function). Starting from the

top-left corner possible movements are a deletion (-/C), an insertion (A/-) or a substitution

(A/C). The matrix is now filled up with values trying to reach each field from the three

possible directions with minimal costs. The optimal alignment score for this scheme is

four. Once, the optimal score has been evaluated, a bootstrapping process is carried out

in order to find all alignments that have resulted in this optimal score. This process is

depicted in figure 2.3 by red circles and small arrows. The two corresponding alignments

are depicted on the right.

Figure 2.3: Alignment procedure (see text for explanation). In the two possible alignments
obtained, matches are depicted in green, substitutions in red and insertion/deletions in
blue.

In reality, scoring functions are more complex, as the score must account for the fact

that certain amino acids can substitute for others in proteins without altering the protein’s

function or structure. Thus, substitution of a leucine for an isoleucine will result in a better
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score than the pair leucine–arginine due to the more similar physicochemical properties of

the Leu/Ile pair. Scoring matrices are 20 × 20 number schemes that assign a score for

each possible substitution of amino acids. They have been empirically derived and can

for example account for amino acid similarity (identity matrix) or evolutionary relatedness

(PAM (percent accepted mutation)-matrix). Also gap-penalty functions are slightly more

complicated in order to account for the fact that it is evolutionary more probable that once

one big insertion/deletion occurred rather than several small ones. Thus, in most alignment

programs, a gap-open and a (less costly) gap-extension penalty can be adjusted.

Multiple Sequence Alignments

Multiple sequence alignments of protein sequences can be used to find characteristic

motifs and conserved residues in protein families, determine evolutionary relatedness

and improve prediction of secondary structure. A multiple alignment is built up gradually

by aligning the closest sequences first and successively adding more distant ones. [66]

Thus, in a first step all pair wise alignments are generated and a guide-tree is built that

reflects the relatedness of the sequences studied. Following the guide-tree, first pair wise

alignments are generated and then combined to a complete alignment. This strategy has

the advantage, that it leads to reproducible results and does not depend on the order in

which the individual sequences are aligned (see figure 2.4).

Figure 2.4: Steps in carrying out a multiple sequence alignment.

The information contained in a multiple sequence alignment can be displayed in form

of a phylogenetic tree where related sequences are intuitively clustered. The closer a

branch point lies to the center of the tree, the more divergent are the sequences on these
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branches. If only related sequences are studied and no divergent sequence is included for

comparison, one will obtain an unrooted tree. The distance to the center of the tree is then

not related to the time in evolution when a common ancestor sequence started to diverge.

For a detailed description of multiple sequence alignment methods and phylogenetic trees

the reader is referred to [65].

2.1.3 Sequence Structure Alignment

Once a reasonable alignment has been found between the template and target protein, a

sequence structure alignment can be carried out in which the backbone atoms of the target

protein are arranged identically to that of the template protein. This will however only be

possible in gap-free regions of the alignment, so called conserved regions. Much more

difficult is the generation of non-conserved loop regions that often show little sequence

conservation and may diverge in length from the template protein. A common method

to obtain coordinates for these regions is carrying out a loop search. Resolved protein

structures are searched for a peptide of identical length that can fill the gap in the protein

model without introducing large distortions. Alternatively, loops can be generated using de

novo strategies (protein threading), where by means of for example simulated annealing

energetically favourable loop conformations are generated.

2.1.4 Adding Amino Acid Side Chains

During a sequence structure alignment, structural information is only obtained for the

backbone region of the target protein. From statistical analysis of known protein structures

is has been observed that amino acid side chains tend to exist in certain energetically

favoured conformations (rotamers). The available conformational space for each side

chain is further reduced by the dependency of the side chain conformation on the

coordinates of the backbone. Programs such as SCWRL (sidechain placement with a

rotamer library) incorporate this statistical information in the side chain prediction. [67]

Additionally, the program allows to adopt side chain placements from the template

structure, which is a useful strategy for conserved residues.

2.1.5 Prediction of Protonation States

At physiological pH of 7.4, acidic amino acids such as aspartate and glutamate (pKa =

4.4) are deprotonated/negatively charged, while basic amino acids such as lysine (pKa =

10.0) and arginine (pKa = 12.0) are protonated, thus positively charged. Histidine (pKa =
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6.5) will be present in an equilibrium of protonated and deprotonated state while cysteins

(pKa = 8.5) and tyrosines (pKa = 10.0) are to a large extent neutral. These pKa values are

however only true for an aqueous environment with a dielectric constant of εr ≈ 80. In a

protein environment with an estimated dielectric constant of 2-20, [68] the pKa values can

considerably shift from the values given. This shift is due to mainly two factors:

• A desolvation of the residue by nearby residues, which will favour the corresponding

neutral forms of all titrable sites.

• Electrostatic interactions with nearby residues, which can result in stabilisation of a

charge even in an apolar environment.

The UHBD program [69] calculates pKa-shifts in proteins by determination of the differences

in electrostatic work of altering the charge of a titrable group from the neutral to the charged

state in the protein and the work of making the same alteration for the residue in aqueous

solution. In solution, the ∆Gw value for the ionisation equilibrium is known from the pKa

value in solution:

∆G0 = 2.303 ·RT · pKa (2.1)

In order to calculate the corresponding ∆Gp value for the ionisation equilibrium in the

protein environment, the free energy change for transferring each species of equation 2.2

into the protein environment is calculated:

HA+H2O = A− +H3O+ (2.2)

However, this calculation merely accounts for the desolvation of the species. Additionally,

the effect of electrostatic interactions with other residues has to be considered.

Simultaneous consideration of multiple titrable sites is computationally quite demanding

as for N ionisable residues 2N possible ionisation states result, which is impracticable

for moderately sized proteins. In order to obtain the electrostatic interaction energy, one

titrable site is charged at each time and the electrostatic potential generated by this site at

the other titrable residues is calculated. The calculation is repeated for all sites. Finally,

a Monte Carlo simulation is carried out in order to determine a reasonable distribution of

charged states within the protein (depending on the external pH, T and ionic strength).
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Figure 2.5: Calculation of pKa-shifts as carried out in the UHBD program. The ∆Gw value for
the aqueous environment is known from the pKa value of the residue. The ∆Gp value for
the protein environment is calculated from the desolvation of de/protonated species and
electrostatic interaction within the protein.

2.1.6 Force Field Methods: Energy Minimisation and MD Simulations

After the sequence structure alignment, the insertion of loop regions and addition of amino

acid side chains, there will often remain steric clashes and distorted bonds in the resulting

model. The goal of an energy minimisation is to relax the resulting structure and find

an energetically favourable conformation of the protein. In order to carry out an energy

minimisation, the coordinates of the protein model are required. Based on this information,

the potential energy of the system can be calculated.

Theoretically, quantum mechanical methods would be required in order to solve this

task as they account for both the position of nuclei and electrons of each atom

considered. If the complexity of the molecular system studied increases, these methods

will become impracticable due to the large time-consumption of the calculations required.

Semiempirical methods represent an intermediate between quantum mechanical and force

field methods that are usually applied for the simulation of larger molecular systems such

as protein structures. Using force fields, the electrons are no longer explicitly considered

and the energy of the molecule only depends on the position of the nuclei; a simplification

that is permitted through the Born-Oppenheimer approximation.

From a mathematical point of view a force field is a function of potential energy that

exclusively depends on the position of the nuclei. The contributions to the potential energy

of the molecular system can be subdivided into bonded and non-bonded interactions (see
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table 2.1 and figure 2.6). Bonded interactions can be further subdivided with regard

to the number of particles involved resulting in a term describing bond stretching (two-

body interaction), angle bending (three-body interaction) and a term describing bond

rotation (torsion) (four-body interaction). Non-bonded interactions are calculated between

all pairs of atoms (i and j) that are in different molecules or that are in the same molecule

but separated by at least three bonds. Non-bonded interactions comprise electrostatic

interactions and van der Waals interactions.

Table 2.1: Types of interactions considered in a force field.

bonded interactions non-bonded interactions

bond stretching electrostatic interactions
angle bending van der Waals interactions

torsion angle rotation

Figure 2.6: Bonded and non-bonded interactions included in a force field potential.

One functional form for a simple force field is given in equation 2.3. [70] In this example,

the terms for bond stretching and angle bending are modelled by a harmonic potential and

the torsion potential is described by a periodic cosine function. For calculating the non-

bonded interactions the Coulomb potential is used for the electrostatic interactions and a

Lennard Jones potential for the van der Waals interactions.
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An equation describing the contributions to potential energy represents the core of each

force field and differences in force fields (such as GROMACS, CVFF, AMBER, . . . ) arise

from variations in the terms implemented. A more thorough description of force field terms

can be found in appendix 10.1.
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Energy minimisation represents a “walk” on the multidimensional energy-hyperface into the

valley of potential energy that is located closest to the starting point (see figure 2.7). This

also represents the limitation of energy minimisation protocols as only a small percentage

of the energy surface is explored during an energy minimisation and only the closest local

minimum — and unlikely the global minimum — is encountered. Several algorithms are

available to carry out energy minimisation that can be grouped into solely energy based

methods (e.g. the Simplex method), gradient based algorithms (e.g. steepest descent,

conjugate gradient) and procedures taking into account also the second derivative of the

energy hyperface (Newton Raphson). [70, 71] Gradient based algorithms thereby are the

most commonly used strategy. Here, the first derivative of potential energy determines the

direction for the next move on the energy landscape.

Figure 2.7: Energy minimisation represents a “walk” on the multidimensional energy-
hyperface that is here simplified to two dimensions. Starting from a point of high potential
energy, minimisation will result in a relaxed structure located in the closest local minimum.
There is however no guarantee to encounter the global minimum.

Energy minimisation is a prerequisite to later study the protein structure by means of

molecular dynamics simulations. When carrying out an MD simulation, in an initial step

velocities are randomly generated acting on all atoms depending on the adjusted system

temperature. The system then evolves from this starting point solving Newton’s laws of

motion where the velocity v at time t = 0 will result in a set of coordinates x at time t = i.

From these coordinates the potential energy Epot can be calculated, the first derivation

of which gives the force F acting on each atom resulting in a new velocity v at time t = i.

When keeping the analogy to the “walk” on the energy hyperface represented by an energy

minimisation, an MD simulation would correspond to floating over the energy landscape.

Kinetic and potential energy give the total energy of the system that must be conserved

during MD simulations. The importance of starting an MD simulation with an energetically

favourable structure arises from the energy conservation within the system. If, during the

course of the simulation, regions of low potential energy are sampled, the part of kinetic

energy increases significantly, which can result in large distortions of the structure.
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Figure 2.8: During an MD simulation one floats over the multidimensional energy-
hyperface thereby exploring a greater fraction of the energy landscape. Due to the kinetic
energy, peaks of potential energy can be overcome. During a sampling period thus several
low energy conformations will be explored.

An input file for an MD simulation in GROMACS together with a short description of

parameters that have to be adjusted is given in the appendix section 10.2.

MD simulations are a valuable tool for obtaining energetically favourable protein models

and allow for structural adaptations within the protein model generated. This technique

has however as well a number of limitations that must be considered. Some limitations

arise simply from the neglection of electrons; in this regard, the disruption, generation

or isomerisation of bonds cannot be studied by means of MD techniques, neither can

charge-transfer complexes be reproduced. Theoretically, also π-π-interactions would be

beyond the scope of MD techniques. This type of interaction can however be modelled

by an atomic point charge model, where a C-H bond dipole is used to reproduce

aromatic-aromatic interactions. [72] Yet, polarisation effects of π-systems by heteroatoms

are beyond the scope of simple dipole models. Apart from these intrinsic limitations,

restrictions result from approximations that must be introduced in order to obtain feasible

computations: the system size is limited to small dimensions, cutoffs for van der Waals

and electrostatic interactions must be accepted and the simulation period is limited to a

nanosecond range. Thus, the amount of the energy landscape sampled during an MD

simulation might only represent a small fraction of the conformational space available for a

protein under study, and no information is available which part of the conformational space

of a protein is sampled per time unit and if the entire conformational space will be actually

accessible during an MD simulation or if the simulation is restricted to an isolated valley of

potential energy.
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2.1.7 Model Evaluation

During the generation of homology models, errors will inevitably occur that reduce the

applicability of the model for later purposes. Commonly encountered errors are listed

below:

• Errors in the target-template alignment in structurally conserved regions:

When generating a family A GPCR homology model, this point is usually not a

source of model incorrectness as several highly conserved residues and motifs help

as pinpoints in order to obtain a correct alignment.

• Structural deviations of the template protein despite correct alignment:

In order to cope with this problem, unconstrained MD simulation of the generated

protein model can help to allow for the required adjustments.

• Errors in loop regions due to lack of structural information:

The generation of reasonable conformations for divergent loop regions is one of

the most difficult tasks to be accomplished. Both commonly applied methods, de

novo design strategies and loop search by distance matrix approaches, are only

feasible for short peptide stretches. In case of longer loop regions (> 10 amino acids)

truncation of the corresponding region is often the only practicable strategy although

a lot of effort has been put into the development of efficient threading algorithms. In

case a truncation is carried out, the effects on the binding site geometry will strongly

depend on the localisation of the neglected loop.

• Wrong side chain placement:

Advanced algorithms for prediction of amino acid side chains exist that incorporate

also backbone information in order to find a suitable amino acid side chain

placement. Structural deviations from the template protein will however inevitably

result in inconsistent amino acid side chain placements. Additionally, as will be

described later, structural water molecules can uphold otherwise suboptimal side

chain rotamers.

• Incorrect protonation states:

Programs for calculating protonation states exist; however, an interdependence

between the pKa values of amino acids and the adopted side chain rotamers as

well as the presence of putative structural water molecules exists.

• Neglection of structurally important water molecules:

Favourable placements for water molecules within a structure can be found by

analysing interaction fields for H2O probes using programs such as GRID. [73]
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The method is however too inaccurate — especially when applied to a homology

model — and additionally depends on side chain placements and protonation states.

• Low stereochemical quality:

Stereochemical parameters (bond lengths, bond angles, peptide bond and side

chain ring planarities, chirality, main chain and side chain torsion angles, and

clashes between non-bonded pairs of atoms) can be checked by programs such as

PROCHECK. [74] Although a good stereochemical quality does not guarantee model

correctness, it is a prerequisite for a subsequent application of the model.

2.2 Conformational Analysis of Ligand Molecules

In order to bind to a receptor with high affinity, a ligand must electrostatically and sterically

match the binding pocket. The steric match will thereby depend primarily on the ligand

conformation. Within a binding pocket, the ligand will not be necessarily present in

its lowest energy conformation, as the gain in interaction energy with the receptor can

compensate for a conformation with higher energy. Still, it can be expected that for a high-

affinity ligand, the bioactive conformation is at least energetically favourable, as otherwise

the conformational energy cost would reduce binding affinity. The relation between a

high energetic binding conformation and the loss of free binding energy ∆G is given by

equation 2.4 [75]:

∆G = −2.303RT logKi (2.4)

Under physiological conditions (T = 310 K), the free energy (in kJmol−1) and the binding

affinity are related by

∆G = −5.85logKi (2.5)

Thus, if a compound binds in a conformation that deviates 5.85 kJmol−1 from the

global minimum structure, its affinity will be decreased by one magnitude. High-affinity

compounds can thus be expected to bind in an energetically favourable conformation. In

order to find the putative bioactive conformation, conformational analysis has to be carried

out. Commonly used methods for this purpose are listed below and described in depth

in [70,71]:

• Systematic search:

Each bond is rotated incrementally and the resulting structures are minimised.
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Systematic search algorithms have the advantage that they sample the

conformational space very well, yet, in case of a high number of rotable bonds this

method may be computationally impracticable.

• Random search:

In a random search, one can move from one region of the energy-surface to a

completely unconnected region in a single step. A commonly applied method is

the Metropolis Monte Carlo scheme that starts with a minimised conformation A

of a molecule. Then a random move on the energy-landscape is carried out (e.g.

torsion angles are rotated by a random amount) and the structure is minimised.

The potential energy of the output structure B is evaluated. If Epot (B) < Epot (A), the

new conformation is accepted. If Epot (B) > Epot (A), the move may still be accepted

depending on the transition probability that in turn depends on the temperature.

Monte Carlo methods efficiently sample the conformational space, however, there

is no guarantee — as with all random search tools — that the entire energetic-

landscape will be sampled.

• Simulated annealing or MD simulations:

As previously described, MD simulations generate an ensemble of structures that

does however not only represent minimum structures. In a simulated annealing

protocol, the system temperature is periodically increased resulting in a significant

rise of kinetic energy which makes it easier to overcome barriers of potential energy.

Subsequently, the system is cooled down, thereby trapping the molecule in an

energetically favourable conformation. MD simulation techniques for sampling the

conformational space are quite time-consuming. Again, there is no guarantee of

sampling the entire potential energy-surface.

2.3 Ligand Superposition Techniques

Ligand superposition techniques are frequently required in molecular modelling in order to

accomplish for example one of the following tasks:

• In absence of structural information on a target protein, ligand superposition

on an endogenous ligand in its bioactive conformation can help to deduce a

pharmacophore model or generate a pseudoreceptor model.

• A set of superimposed structures is a prerequisite for a 3D QSAR analysis.

• Superposition methods can help to understand which structural features in a set of

ligands correspond to one another.
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Several algorithms for ligand superposition exist, including techniques that superimpose

molecules by mapping and comparing shape and field properties of the structures (e.g.

Catalyst) or by incrementally building up a test molecule upon a rigid reference molecule

(e.g. FLEXS). When applying the FLEXS algorithm, [76] the flexible compound is first

partitioned into fragments. In a first step, an anchor fragment is selected and placed

onto the reference compound in a way that similar interactions can be established by both

compounds. Then, the remaining fragments of the flexible molecule are incrementally

added. Flexibility is considered by allowing each fragment to adopt a discrete set of

energetically favourable conformations. Each superposition is then assigned a score

that will be higher the better the match between the reference and target molecule in

terms of highly directional (hydrogen bonds, hydrogen bond reinforced salt bridges) and

less directional (lipophilic interactions) features. If, in the adopted conformation, both

molecules are for example able to form a hydrogen bond to an identical countergroup site

and the same lipophilic interactions can be established, a high score will be obtained.

Additionally, a term considering the van der Waals volume overlap and a function for

penalising deviations from ideal bond lengths and angles are included.

2.4 Analysis of Interaction Fields

One of the most commonly used programs in order to locate favourable interaction fields is

the program GRID. [73] For this purpose, the molecule of interest is placed into a regularly

shaped grid. A probe group is then placed on each grid vertex and the interaction energy

with the molecule is evaluated at each point applying equation 2.6. The resulting energy on

each GRID point (EGRID) is composed of a term describing the van der Waals interaction

(ELJ), electrostatic interaction (Eel) and potential hydrogen bond interactions (Ehb):

EGRID = ∑ELJ +∑Eel +∑Ehb (2.6)

Several probes have been developed that allow scanning a binding site or small ligand

molecule for physicochemical properties (e.g. hydrophobic interactions, interactions with

a protonated moiety, . . . ). The grid cage with energy values on each vertex can then be

translated into interaction fields that highlights sites where a positive interaction with the

grid probe can be expected. When scanning a protein binding site, this way, information

can be obtained as to which chemical moieties a potential ligand molecule should obtain.

Alternatively, scanning a ligand molecule, one can draw conclusions of how a ligand

molecule might be oriented in the binding site.
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2.5 Ligand Docking

In molecular docking, one attempts to generate and evaluate plausible structures of

intermolecular complexes. [70] A vast number of docking algorithms has been developed

in recent years and a detailed description of all algorithms is beyond the scope of this work

(see [70, 71] for a more thourough discussion). Common to most docking procedures is

that only ligand flexibility is considered while the protein is considered rigid; a consequence

that arises from the vast conformational search problem. Three commonly encountered

strategies of docking algorithms are mentioned below:

• Docking programs such as FLEXX incrementally build up a ligand molecule in a rigid

protein binding pocket. [77] In a first step, a base fragment is identified and docked

into the binding site. The rest of the ligand is then incrementally added to this base

fragment placements. Ligand flexibility is considered by allowing each fragment to

adopt a discrete set of energetically favourable conformations.

• Programs such as AUTODOCK use a Monte Carlo simulated annealing technique. [78]

Starting with a ligand conformation in the protein binding pocket, at each iteration

the ligand conformation and/or position is randomly changed (e.g. by varying a set

of torsion angles or translating the ligand in the binding pocket). The energy of the

new complex is then evaluated and the step is then accepted or rejected.

• The program GOLD (Genetic Optimisation for Ligand Docking) on the other hand uses

a genetic algorithm. [79] The ligand conformation and orientation in the binding site

is encoded by a chromosome. Genetic operations (crossover, mutation, migration)

are then carried out resulting in random changes of conformation and position and

the new complex is scored. The score thereby describes the fitness of the ligand

and determines if the molecule is allowed to pass its genetic information to the

offspring. The GOLD-score fitness function consists of a term for protein-ligand

hydrogen bonding, protein-ligand van der Waals energy, ligand internal van der

Waals energy and ligand torsional strain energy.

2.6 Pharmacophore Models for Screening Structural

Databases

A pharmacophore can be defined as a 3D spatial arrangement of chemical and physical

properties of a ligand molecule. The concept of pharmacophores shall be described at the
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Figure 2.9: Concept of pharmacophores explained on hH3R ligand FUB833. (a)
Pharmacophoric features observed in molecule FUB833. (b) The molecule’s shape
can serve as an additional constraint in pharmacophore searches. (c) Possible
pharmacophore representation of molecule FUB833.

example of ligand FUB833 (see figure 2.9). Table 2.2 lists the pharmacophoric features

observed in molecule FUB833 and the corresponding colour code.

Thus, the protonated nitrogen atom of the piperidyl moiety can be translated into a center

of a sphere with coordinates corresponding to the location of the nitrogen atom and a

radius defining a volume around this atom that reflects the tolerances. If a molecule is

compared to this pharmacophore model and its protonated nitrogen atom will lie within the

sphere, this pharmacophoric feature will be said to be matched. The bigger the sphere, the

easier it will be for a ligand conformation to match the pharmacophoric features. Similarly,

a hydrophobic or a hydrophobic aliphatic moiety can be defined by a center of sphere

and radius. Hydrogen bond acceptors and donors are represented by vectors in order

to account for the directionality of h-bonds while aromatic rings can be either defined

by spheres or the combination of center, plane and vector. If defined this way, also the
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Table 2.2: Pharmacophoric features observed in ligand FUB833.

feature colour representation
positive charge red sphere
h-bond donor magenta sphere - vector - sphere
h-bond acceptor green sphere - vector - sphere
hydrophobic aliphatic blue sphere
aromatic ring orange plane, center of plane, vector, tolerance
hydrophobic light blue sphere

orientation of the aromatic plane in respect to the rest of the molecule is considered.

Finally, also the shape of the molecule can be incorporated into a pharmacophore query

by translating the van der Waals volume into an additional feature. Especially if the ligand

is known to fill the binding pocket well, this way the available volume can be taken into

account. The abstract definition of a molecule in form of a pharmacophore as defined in

figure 2.9 facilitates comparison with other molecules.

In the previous example most features of FUB833 were considered for the generation of

the pharmacophore model resulting in an almost unique fingerprint of FUB833. Depending

on the number of features included in the model and the tolerances defined, it will be

more or less difficult for other molecules to match the pharmacophore model. Matching a

pharmacophore additionally strongly depends on the conformation that is adopted by the

molecule that is compared to the pharmacophore model. Even a different conformation

of FUB833 might not match the pharmacophore model defined above. Thus, in order

to increase the likelihood of a specific molecule fitting a pharmacophore model, each

molecule of interest is associated with a conformational model. When searching for

similarities with the pharmacophore model, all conformations of a test molecule (below a

reasonable energy cutoff) are tested on the pharmacophore before the best fit is evaluated.

The difficulty in defining a “useful” pharmacophore model lies in the restriction to only

essential pharmacophoric features observed in most validated binders. A pharmacophore

model capable of identifying validated binders is then a useful tool for screening large

databases in order to retrieve new structures based on the similarity of pharmacophoric

features. In order to screen commercial structure databases with a pharmacophore model,

firstly, a set of conformations must be generated for all compounds deposited in the

structure databases.
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Part I

Molecular Modelling Studies of Bovine

Rhodopsin
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Chapter 3

Scope

G-protein coupled receptors (GPCRs) are a widespread family of membrane proteins

with the common function of transducing extracellular signals into intracellular responses,

prompting interest in these targets for several therapeutic applications. Unfortunately,

so far only the crystal structure of bovine rhodopsin has been resolved. [4] Structural

information on the binding crevice of pharmaceutically interesting GPCR targets would

be of tremendous advantage for an efficient drug design with respect to an application

in database screening or de-novo design strategies. Due to the conserved fold (7-helix

bundle) and several highly conserved amino acids within the sequence of GPCRs, [80] the

approach of homology modelling becomes applicable. Subsequent to an initial sequence

structure alignment, energetically favourable conformations of the (ligand-complexed)

model can be derived through molecular dynamics simulations.

In order to find optimal parameters for the simulation of GPRC homology models,

calculations with the reference structure (bovine rhodopsin) will be carried out testing the

influence of parameters such as the solvent environment used (CCl4/H2O, DPPC/H2O), a

potential N-terminal truncation, different protonation states for selected buried residues

and a potential consideration of internal water molecules as resolved in [81]. In

order to derive possible constraints for the simulation of GPCR homology models, the

interhelical hydrogen bond pattern that seems responsible for upholding the inactive

receptor conformation will be analysed. Finally, also conformational adaptations after

the introduction of all-trans-retinal will be investigated by means of MD simulation, as an

understanding of the initial amino acid rearrangements could potentially help in the design

of antagonists or inverse agonists for other rhodopsin-like receptors that should impede

these initial movements.
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Chapter 4

Results

4.1 System Setups for the Simulation of Bovine Rhodopsin

4.1.1 Generation of Model Structures of Bovine Rhodopsin

The coordinates of the crystal structure 1HZX [82] of bovine rhodopsin with a resolution

of 2.8 Å were used as a starting point for all herein described simulations. No N-

terminal acetylation, glycosylations or a C-terminal palmitoyl moiety were considered as

the presence of these structural features is a priori not known in other GPCR members.

Thus, in order to preserve the transferability of results of these simulations to other GPCR

homology models, these moieties were not included in the simulations. Missing residues

(see figure 4.1) in the A-chain (236–240, 331–333) localised in the 3rd intracellular loop

and the C-terminal end respectively were added using the Loop Search and Splice

Repair utilities of the Insight 2000 Homology module [83] where residues were added

following a distance matrix approach. All further calculations were carried out with the

GROMACS simulation package using the ffG43a1 force field. In order to generate the

protonated Schiff-base by which retinal is linked with lysine 296/7.431, the predefined

retinal parameters (RTOL) in the ffG43a1.rtp file were adjusted and a new residue type

(LYX) was defined in analogy to the predefined lysine (LYS) residue so that a covalent

linkage could be set. Several models were generated varying in their sequence length, the

protonation state of residues D83/2.50, E122/3.37 and E181/4.70 (E2-loop) and a potential

consideration of internal water molecules as resolved in the crystal structure 1L9H. [81]

Table 4.1 summarises the models of bovine rhodopsin herein described.

1numbering scheme corresponding to Baldwin et al. [80]: the most conserved residue in each
transmembrane segment is assigned position 50 (see figure 4.1). The first number refers to the helical
segment.
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Figure 4.1: Snakeplot of bovine rhodopsin. The most conserved residue within each
transmembrane region (TM) is highlighted in yellow (corresponding to position 50 in the
Baldwin numbering scheme [80]). Residues in the 3rd intracellular loop (I1–I3) and C-
terminal end that could not be resolved in the crystal structure 1HZX are indicated by
red circles. Residues that were found to be consistently involved in interhelical hydrogen
bonds during MD simulations are written in green squares. The length of transmembrane
segments (as described in Swissprot Entry PO2699) is indicated by parallel lines.

Table 4.1: Survey over models of bovine rhodopsin herein described.

abbreviation properties

RT1
truncated model of bovine rhodopsin comprising the stretch 33-321
with D83/2.50 and E122/3.37 in the protonated neutral state. Internal
water molecules were considered.

RT2
entire model of bovine rhodopsin with D83/2.50 and E122/3.37 in
the protonated neutral state. Internal water molecules were not
considered.

RT3
entire model of bovine rhodopsin with D83/2.50, E122/3.37 and
E181/4.70 considered in their protonated neutral state. 11 internal
water molecules were considered.

RT4
truncated model of bovine rhodopsin comprising the stretch 33-
321 with D83/2.50, E122/3.37 and E181/4.70 considered in their
deprotonated form. No internal water molecules were considered.
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4.1.2 Bovine Rhodopsin in a CCl4/Water Environment

Two CCl4/solvent boxes with dimensions 8.56 × 6.45 × 8.09 nm and 8.56 × 6.45

× 9.01 nm were generated to simulate the truncated and entire rhodopsin models,

respectively. Therefore, first a CCl4-box of dimensions 8.56 × 6.45 × 3 nm was generated

and filled with CCl4 molecules up to the correct density of 1.596 gcm−3. [84] Parameters

for the CCl4 molecule were predefined in the ffG43a1.rtp file. However, in order to

preserve the tetrahedral structure of the CCl4 molecules, an additional “virtual” bond was

set between chlorine atoms 4 and 5 (see ffG43a1.rtp file for atom numbering scheme).

Then water molecules were added to fill the box. During this procedure water molecules

were also inserted into the apolar CCl4 layer. After 5000 steps of steepest descent

minimisation, an MD simulation was thus carried out for 1 ns using the parameters listed

in table 4.2 in order to allow the misplaced water molecules to move out of this apolar

environment. No pressure coupling was applied during the simulation. Instead, the density

was adjusted to 1.596 gcm−3 and the volume kept fixed. This procedure gave rise to an

extremely high pressure value of approximately 950 bar, as can be seen in figure 4.2

together with the course of potential energy during the equilibration period.

Figure 4.2: (a) Course of potential energy during the equilibration of a CCl4/water box of
dimension 8.56 × 6.45 × 9.01 nm with no pressure coupling applied. (b) Corresponding
curve of system pressure.

Alternatively, the same system was equilibrated allowing for pressure coupling. In this

case, the box dimensions increased to 108.2% of the original box size while the pressure

value diminished to approximately 25 bar after a simulation period of 500 ps. The related

decrease in density was thereby mainly due to a larger required volume of CCl4 molecules.

Simulation of a CCl4-box with pressure coupling resulted in a 10.2% deviation of the correct

density, whereas simulation of a water box gave rise to a minor density deviation of only

3.4%. This is most likely due to a better parameterization of the H2O molecules compared

to the CCl4 molecules. As can be seen in figure 4.3, the apolar CCl4 layer is slightly

thicker after an equilibration with pressure coupling and at the same time the surface is

more corrugated. Thus, even though artificially high values for pressure were introduced
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in simulations without pressure coupling, this strategy was given preference as deviations

of the density are expected to influence the simulation result in a more pronounced manner

than deviations of pressure.

Figure 4.3: Comparison of the CCl4 layer after equilibration of CCl4/water boxes with the
option of pressure coupling turned on (left) or off (right).

Coordinates of the retinal/opsin complex and the equilibrated box were then merged with

the command genbox that automatically removed solvent molecules whose van der Waals

radius would overlap with the protein structure. As an application of the PME (Particle

Mesh Ewald) method [85] for calculation of Coulomb interactions requires the system to

be neutral, sodium ions were added to yield an uncharged system. Additionally, sodium

and chlorine ions were added to yield a final concentration of 156 mVal l−1, as an explicit

consideration of ions has been shown to have beneficial effects on secondary structure

stability. [86] In all calculations the retinal/opsin complex was initially tethered with a force of

1000 kJmol−1nm−2 in xyz directions. This tether was reduced stepwise (each 100 ps) from

1000 to 500 to 200 to 100 kJmol−1nm−2 (resulting in characteristic plateaus of the RMSD

(root mean square deviation) value at the beginning of each simulation). This proceeding

led to superior results in terms of lower values of RMSD compared to a procedure where an

unconstrained MD simulation was immediately carried out following the initial minimisation.

Subsequently, an unconstrained dynamics simulation was carried out. No pressure

coupling was applied in simulations using the CCl4/solvent boxes; instead, the right density

was adjusted and the volume kept fixed. This strategy, as described above, resulted in

artificially high pressure values, seemed however justified due to smaller deviations of

density. As deviations of the density are expected to influence the simulation result in a

more pronounced manner than deviations of pressure, this strategy was given preference.

Table 4.2 gives an overview of the parameters used for the simulations.

Figure 4.4 shows the resulting placement of bovine rhodopsin in the CCl4/water box that

was carried out in such way, that transmembrane regions came to lie within the membrane

mimic and the amphiphilic helix 8 run parallel to the CCl4 layer.
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Table 4.2: GROMACS parameters for the simulation setup of a model of bovine rhodopsin in
a CCl4/water environment.

dt = 2 fs / 4 fs
Neighbour searching parameters: nstlist: 5, nstype: grid, pbc: xyz, rlist: 0.9 nm
Parameters for calculation of electrostatics and VdW interactions:
Coulomb-type: PME, VdW-type: cutoff (r: 0.9 nm)
T-coupling: Berendsen (310K, τ: 0.1), p-coupling: no
constraints: h-bonds (LINCS)

Figure 4.4: Model of bovine rhodopsin in a CCl4/water box. (a) Viewed from the
extracellular space. (b) Side view: transmembrane regions are coloured red, 11-cis-retinal
is shown in its van der Waals representation. Water molecules and ions are neglected for
reasons of clarity. Helix 8 runs parallel to the membrane plane.

4.1.3 Bovine Rhodopsin in a DPPC/Water Environment

Membrane models are characterised by the set of force field parameters adjusted in order

to reproduce realistic physical properties. In order to preserve the comparability of MD

simulations, the ffgmx-DPPC parameters used by Tieleman et al. [87] were adapted

following the procedure described in [88, 89] resulting in lipid parameters optimised for

application of the ffG43a1 force field that had been previously used for simulations in

the CCl4/water environment. Starting from a pre-equilibrated box of 128 DPPC and 3655

water molecules, [90] the box was enlarged in the z-direction to yield the dimensions 6.56

× 6.59 × 9.21 nm resulting in a system of 128 DPPC and 7637 water molecules. Again,

water molecules were placed inside the membrane layer during this procedure. Thus, the

box was equilibrated for 500 ps without and 1000 ps with pressure coupling until all water

molecules had moved outside the apolar core region and reasonable pressure values were

obtained.
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For the insertion of the retinal/opsin complex, a modified version of the mdrun program [91]

was used to introduce a cylindrical hole of radius 2 nm (force constant for repulsive force:

50 kJmol−1nm−1; hx/hy/hz = 3.3/3.3/4.6). The approach of simply merging the DPPC box

with the protein structure was not possible in this case, as too many DPPC molecules

overlapped with the protein structure and would thus have been removed. Instead, DPPC

molecules were restrained to movements within the membrane-plane and pulled out of

the cylindrical hole defined. [91] Figure 4.5 shows several snapshots during the molecular

dynamics simulation that resulted in the introduction of the hole in the DPPC/water box.

Figure 4.5: Snapshots during the introduction of a hole into the lipid bilayer. Only the
DPPC layer is shown after 0, 0.8, 1.6 and 4 ns of simulation period.

The lipid bilayer with the introduced hole and the model of bovine rhodopsin were then

merged and the resulting system equilibrated for 1 ns in order to allow for an adjustment

of the box size to yield correct values for density and pressure. In analogy to [91], the

introduction of the hole as well as the initial MD simulation to adjust the box size were

carried out using the ffgmx force field. Then the system was transferred to the ffG43a1

force field and further equilibrated. During this equilibration period the bovine rhodopsin

model was highly restrained in order to avoid structural modifications during the setup

of the simulation system. Sodium ions were again added to obtain a neutral system

and, additionally, sodium and chlorine ions were added to yield a final concentration

of 156 mVal l−1. In all calculations the same equilibration procedure as described

in section 4.1.2 was used including the stepwise removal of tethers (see table 4.3 for

parameters).

Table 4.3: GROMACS parameters for the simulation setup of a model of bovine rhodopsin in
a DPPC/water environment.

dt = 2 fs / 4 fs
Neighbour searching parameters: nstlist : 5, nstype: grid, pbc: xyz, rlist: 0.9 nm
Parameters for calculation of electrostatics and VdW interactions:
Coulomb-type: PME, VdW-type: cutoff (r: 0.9 nm)
T-coupling: Berendsen (310K, τ: 0.1), p-coupling: Berendsen (isotropic, 1bar, τ: 0.5)
constraints: h-bonds (LINCS)
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The placement of the protein within the lipid bilayer is depicted in figure 4.6. The

amphiphilic helix 8 runs parallel to the membrane layer and lies at the interface of the

polar DPPC-headgroups and the apolar core of the bilayer.

Figure 4.6: (a) Model of bovine rhodopsin inserted into the DPPC bilayer after merging the
protein structure and the box and (b) after 1 ns of equilibration period. (c) Side view of the
placement of bovine rhodopsin in the lipid bilayer. Transmembrane helices are coloured
red, the chromophore is depicted in its van der Waals representation.

4.1.4 Calculation of pKa-shifts of Titrable Amino Acid Residues

pKa-shift calculations were carried out for the complete bovine rhodopsin models in

absence and presence of internal solvent molecules resolved by Okada et al. [81] using

the program UHBD. [69] Additional residue types for lysine 296/7.43 and retinal were

defined and added to the pkaS.dat database. All histidines were assigned type HisA.

Calculations were carried out at 310 K and with an ionic strength of 150 mM, setting the

dielectric constants to 80 for solvent and 20 for the protein interior. [68] All cysteines (except

those involved in the disulfide linkage) were included in the calculation. Four grids (2.5,

65/65/65; 1.2, 40/40/40; 0.75, 40/40/40; 0.25, 40/40/40) were used and the maximum

number of iterations was set to 300.
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4.2 Truncated versus Entire Protein Models

In order to test the influence of an explicit presence of the N-terminal ending on the overall

protein integrity, a model of bovine rhodopsin lacking the initial stretch of 32 residues was

simulated. In bovine rhodopsin, helix 1 interacts via two hydrogen bonds with helix 7,

the highly conserved interaction of N55/1.50 – A299/7.46 and the hydrogen bond formed

between Y43/1.38 and the backbone oxygen of F293/7.40 (see figure 4.7). Thus it seems

that the N-terminal end, folding over the entire protein, is not necessary to anchor helix 1

to the remaining helix bundle. Yet, N-terminal truncation introduced undesirable side-

effects as residues originally buried were brought to the protein surface facing the aqueous

environment.

Figure 4.7: Crystal structure 1U19 of bovine rhodopsin: The N- and C-terminal ends are
coloured blue, helices 1 and 7 red. The two sites where helix 1 is anchored to helix 7 by
hydrogen bond interactions are magnified on the right.

During the simulation of the truncated rhodopsin model RT1 in a DPPC/water environment

deviations of the second extracellular loop and of the position of helix 1 were observed.

While distortions of the E2-loop were due to the direct contact with the aqueous

environment, artifacts in helix 1 were caused by the intrusion of extracellular water

molecules and disruption of the interaction Y43/1.38 – F293/7.40 after 3500 ps of

unconstrained simulation (see figure 4.8b). As a consequence, helix 1 separated with
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its extracellular part from helix 7, leaving however the interaction N55/1.50 – A299/7.46

unaffected. At height of L1.38 the shift of helix 1 amounted to 1.83 Å (measured from

backbone L1.38:C to L1.38:C’).

When the simulation was repeated in a CCl4/water environment the shift increased to

3.78 Å (see figure 4.8c). The interaction N55/1.50 – A299/7.46 was again unaffected,

whereas the interaction Y43/1.38 – F293/7.40 was lost after 2700 ps. In this simulation

setup the disruption of this hydrogen bond was however not caused by the intrusion of

water molecules but rather due to the increased flexibility of the N-terminal end of helix 1

starting at residue G1.46.

Figure 4.8: (a) Course of RMSD observed during the simulation of model RT1 in a
DPPC/water and CCl4/water environment compared to the RMSD plot obtained for the
simulation of the entire model RT2 in a DPPC/water environment. (b) Plot of hydrogen
bonds between residues Y43 – F293 (i) and N55 – A299 (ii) during the course of
the simulations (colour code as in RMSD plot). (c) Transmembrane region of bovine
rhodopsin viewed from the extracellular side. The reference crystal structure is coloured
red (helices 1 and 7) and grey (helices 2-6). Helices 1 and 7 of model RT1 after 5 ns
simulation in a CCl4/water environment are depicted in blue.

4.3 Consideration of Internal Water Molecules

In the crystal structure 1L9H of bovine rhodopsin (resolution 2.6 Å) 11 internal water

molecules have been described by Okada et al., [81] of which seven are found within

the transmembrane region. In order to analyse the dynamic behaviour of these water
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molecules, a 25 ns MD simulation of an entire bovine rhodopsin model in a DPPC/water

environment with D83/2.50, E122/3.37 and E181/4.70 considered in their protonated form

(model RT3) was set up using a time-step of 2 fs. The 11 water molecules were positioned

corresponding to the coordinates resolved in 1L9H.

In the herein described simulations the explicit consideration or neglection of certain water

molecules did have pronounced effects on the hydrogen bond pattern. The time at which

changes in the interhelical hydrogen bond pattern occurred can be seen in a plot of the

RMSD as a function of time. In the RMSD plot of figure 4.9a three zones can be roughly

discriminated. An initial short lasting plateau at 0.15 nm was formed during the first 2.5 ns,

then the RMSD remained stable at 0.17 nm within the next 10 ns and eventually rose to

a value of 0.2 nm, which could be observed until the end of this simulation. When the

RMSD curve is related to the interhelical hydrogen pattern (see figure 4.9a), a potential

reason for the increase of the value of RMSD from 0.15 to 0.17 nm could be the loss of

the interaction between Q64/1.59 and T320/7.67. More obvious is the coincidence of the

increase of RMSD after 12 ns with the switch from hydrogen bond N55/1.50 – A299/7.46

to the linkage between D83/2.50 – A299/7.46.

The consideration of internal water molecules did thus not necessarily improve the quality

of the simulation. Internal water molecules were able to disrupt conserved hydrogen bonds

due to their high flexibility in regions rich in polar residues, where changes in the hydrogen

bond pattern could occur easily. Rather than stabilising the existing hydrogen bond pattern,

internal water molecules tended to catalyse the switch to alternatively possible hydrogen

bonds. In figure 4.10 the disruption of the highly conserved interaction between N55/1.50

and A299/7.46 is shown. Although the interaction was not observed in all frames during

the course of the simulation, it persisted for about 12 ns of simulation period. Then a

temporary loss of the hydrogen bond coincided with the insertion of two water molecules.

In order to accommodate the solvent molecules, the distance between these two residues

increased, which gave rise to the increase in RMSD observable after 12 ns. Once the

interaction was lost, an alternative interaction between the backbone oxygen of A299/7.46

and D83/2.50 could be established that persisted up to the end of the simulation (see

figure 4.11). The switch between alternative interactions is, of course, quite likely the

intended natural function, however, the original hydrogen bond interaction pattern as

observed in the crystal structure was preserved better when the disruption of a hydrogen

bond could not be compensated by a temporary interaction with a flexible water molecule

before a new interaction was established.

This holds however true only for water molecules located in protein-regions that were rich

in polar residues. Water molecule 2021 at site 2b (numbering scheme referring to [81])

formed a stable interaction with E113/3.28 maintaining the exact side chain conformation
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Figure 4.9: (a) Interhelical hydrogen bond pattern during the simulation of model RT3 in
a DPPC/water environment. Helices involved in the contacts are written on the right side.
(b) Corresponding plot of RMSD for the entire model (blue curve) and the transmembrane
region (red curve).

for this residue as observed in the crystal structure during the entire simulation. Molecule

964 (site 3) likewise did not substantially deviate from its original position. The reason for

this persistence was that these water molecules were trapped with their interaction partner

in an otherwise apolar environment.

On the other hand, a great flexibility was observed for water molecules 2015, 2017 and

2020 at sites 1a, 1b and 1c respectively (crosslinking helices 2, 3 and 7) and 2024 at

site 4 (linking helices 2, 3 and 7). The best example for this behaviour was molecule

2020, which hopped during the course of the simulation from its original position 1c to

the proximal position 1a on to position 4 that was more than 12 Å away from the original

site. Thus, there seems to exist a passage from the water cluster near D83/2.50 to the

intracellular space.
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Figure 4.10: Disruption of the highly conserved interaction between N55/1.50 and
A299/7.46 by flexible water molecules. Insertion of the water molecules increased
the distance between the interaction partners so that the hydrogen bond could not be
reestablished at a later point of the simulation.

Figure 4.11: Change in the hydrogen bond pattern observed after 12 ns in a simulation of
model RT3 catalysed by highly mobile water molecules. The original interaction between
N55/1.50 and A299/7.46 was disrupted after 12 ns and a new contact between A299/7.46
and D83/2.50 was established.

Comparison of simulations in presence and absence of internal water molecules showed

that neglection of water molecules 2027, 2028, 2000 and 2014 did not alter side chain

conformations at the corresponding sites substantially. When these water molecules were,

however, considered, they moved away from their original position interfering with existing

hydrogen bonds located nearby.

As a subsumption, only two (2021, 964) of the eleven water molecules resolved in

reference [81] remained stable at their original position hydrogen bonding to E113/3.28

and Y268/6.51 – C264/2.47 respectively. Three water molecules (2015, 2017, 2020) are

described to form a cluster in proximity to the highly conserved residues D83/2.50 and

N302/7.49. These solvent molecules as well as molecule 2024 close to the intracellular

loop were highly flexible indicating a possible passage to the intracellular space. Four
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water molecules (2027, 2000, 2014, 2028) did not seem to be essential.

4.4 CCl4/Water versus DPPC/Water Environment

A typical phospholipid membrane such as DPPC/water spans about 4.5 nm, [92] of

which the hydrocarbon interior accounts for approximately 3.0 nm. Although the lecithin

headgroup is of zwitterionic nature, the resulting charge distribution is almost completely

cancelled, since the charge distribution of choline and the phosphate atom overlap to a

large extent and the remaining charge is neutralised further by the distribution of water

dipoles. [93]

In a CCl4/water simulation environment, the CCl4 layer is adjusted to 3 nm thus mimicking

only the hydrophobic core of the membrane. This simulation system obviously lacks

the DPPC-headgroup interface; however, since this region is rich in water molecules, a

replacement by an aqueous environment should not introduce large errors.

In order to compare the suitability of the CCl4/water- with the DPPC/water-environment for

a GPCR simulation, the simulation of model RT2 in a DPPC/water mimic was compared to

a simulation in a CCl4/water environment. Figure 4.12 shows the RMSD curve within the

transmembrane region for both the DPPC/water (red curve) and a CCl4/water (blue curve)

environment. During the simulation in the DPPC/water environment, a lower RMSD value

was maintained for about 4800 ps until a hydrogen bond between helices 5 (Y223/5.58)

and 6 (R252/6.35) was established that gave rise to an increase of RMSD up to a value

of 0.2 nm. In a CCl4/water environment, formation of a hydrogen bond between helices 5

and 6 took place already at an earlier stage (after 500 ps), resulting in a 0.02 nm upward

shift of the RMSD curve during the first 4800 ps of simulation until the two curves eventually

converged.

Apart from the interaction between helix 5 and 6, the interhelical hydrogen bond pattern

was highly comparable within the two simulation environments (see figure 4.13). An

exception was the interaction between helix 2 and 7. In the CCl4/water environment, a

hydrogen bond interaction was established between residues D83/2.50 and N302/7.49

that did not emerge in the DPPC/water environment. This hydrogen bond can be however

regarded as an artifact of simulation setups lacking internal water molecules that would

otherwise impede this interaction as D83/2.50 was in contact with water molecules in the

crystal structure (see 4.11).

Thus, the only relevant differences in the hydrogen bonding pattern rather took place

due to local metastabilities resulting from the neglection of the G-protein (that could be

a potential reason for the formation of the hydrogen bond between residue Y223/5.58
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Figure 4.12: Comparison of RMSD plots of the simulations of model RT2 in either a
DPPC/water or a CCl4/water environment. Additionally, the frames in which a hydrogen
bond interactions between helix 5 and 6 occurred are indicated by + signs.

Figure 4.13: Comparison of the average number of interhelical hydrogen bond interactions
when simulating model RT2 in a DPPC/water or CCl4/water environment.

and R252/6.35) or internal water molecules than to differences of the solvent environment

used. In both cases a stable simulation (resulting in a plateau of RMSD value) was possible

and eventually the same errors occurred. The earlier onset of deviations from the original

structure in the CCl4/water environment lets the DPPC/water environment appear more

suitable to maintain the model close to the experimental structure at first sight. This result

is however consistent with two possible interpretations: a DPPC/water simulation system

temporarily maintains smaller deviations due either to the more natural environment or to
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a generally decreased flexibility in a more viscous medium. In order to test this hypothesis,

the simulation in different membrane mimics was repeated with a truncated model of

bovine rhodopsin with D83/2.50 and E122/3.37 in the deprotonated state — for which

large deviations from the starting structure were observed when simulated in a CCl4/water

environment (see figure 4.14, blue curve) — in the DPPC/water environment (figure 4.14,

red curve). Apparently, a DPPC/water environment seems to slow down adaptations of the

protein structure even when they seem justified. This must be considered as a drawback of

this simulation system when applied in the simulation of homology models where structural

adaptations are expected to take place during the course of a simulation (e.g. in helix 1).

Visual inspection of the resulting protein structures revealed that local distortions of the

backbone regions occurred in both simulation setups, however these modifications were

accompanied by translocations of entire helices in the CCl4/water environment that seem

to be impeded in the DPPC/water environment.

Figure 4.14: Comparison of RMSD plots of the imperfect model RT4 in a CCl4/water and
DPPC/water environment. The expected increase of RMSD is significantly larger in the
CCl4/water environment where structural changes are less impeded.

4.5 Choice of the Correct State of Protonation

4.5.1 Calculation of pKa-shifts Using the UHBD Program

In table 4.4 the state of protonation and the calculated pKa-shifts, as suggested by the

UHBD program, are listed for those residues which significantly deviated from the pKa
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in aqueous solution. The calculations were carried out twice, once for the retinal/opsin

complex, then also taking into account water molecules as resolved in the crystal structure

1L9H. [81] However, pKa-shifts were identical, so only values of one calculation are given.

The most striking pKa-shifts were observed for the acidic residues D83/2.50, E122/3.37

and E181/4.70 in the E2 loop that were all predicted to be in their neutral state.

Table 4.4: pKa-shifts for titrable sites in the retinal/opsin complex showing significant
deviations from the expected protonation states in aqueous solution.

residue aqueous pKa intrinsic pKa charge at pH=7.4

D83/2.50 4.0 9.8 0.0
E122/3.37 4.4 12.2 0.0
E181/4.70 4.4 12.1 0.0

While D83/2.50 is a highly conserved residue within biogen aminergic GPCRs, E122/3.37

aligns to different residues as shown in table 4.5. In most sequences, the corresponding

position is occupied by a threonine, serine or asparagine, thus the hydrogen donor ability

seems to be the key function of residues at this location rather than the introduction of

a charge. Residue E181/3.28 is located in the E2 loop at the end of helix 4. A multiple

sequence alignment for this residue is — due to the low sequence conservation of loop

regions — however meaningless.

Table 4.5: Multiple sequence alignment of representatives of the family of human biogene
aminergic GPCRs and bovine rhodopsin starting with the highly conserved cysteine
residue in the E1 loop involved in the disulfide linkage. The corresponding position to E122
in bovine rhodopsin is highlighted and aligns with residues characterised by their hydrogen
bond donor functions. The alignment was carried out using the program ClustalW with
default settings and the identity scoring matrix.

α1-AA C N I W A A V D V L C C T A S
β1-A C E L W T S V D V L C V T A S
D1 C N I W V A F D I M C S T A S
M2 C D L W L A L D Y V V S N A S
α2-AA C E I Y L A L D V L F C T S S
D2 C D I F V T L D V M M C T A S
5-HT2A C A V W I Y L D V L F S T A S
5-HT1A C D L F I A L D V L C C T S S
5-HT4 C L V R T S L D V L L T T A S
H3 C K L W L V V D Y L L C T S S
Rhodopsin C N L E G F F A T L G G E I A
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4.5.2 MD Simulations Comparing Different States of Protonation for

Residues D83/2.50, E122/3.37, and E181/4.70

In order to analyse the effect of different states of protonation of residues D83/2.50,

E122/3.37, and E181/4.70 on the overall protein stability, MD simulations with models

varying in these parameters were carried out. If residue D83/2.50 was considered

negatively charged and no internal water molecules were considered (model RT4), this

residue would disrupt the highly conserved hydrogen bond interaction between N55/1.50

and A299/7.46 (see figure 4.15b). Residue D83/2.50 was — apart from interactions with

water molecules — not involved in any stabilising interaction in the crystal structure (see

figure 4.15a). If considered in its deprotonated state D83/2.50 formed a hydrogen bond

with the backbone nitrogen of residue V300/7.47 which was accompanied by a pronounced

relocation of the backbone region of helix 7, resulting in deviations from the ideal helix

structure (see figure 4.15b). Whereas consideration of D83 in its protonated state (model

RT2) resulted in a conformation analogue to the one observed in the crystal structure (see

figure 4.15c).

In one simulation setup with D83 considered in its charged state, an intracellular water

molecule intruded and moved up to the location of the water cluster described in [81]

during the equilibration period. Under these conditions, residue D83/2.50 permanently

interacted with G120/3.35 and S298/7.45 bridged by this water molecule that prevented

the distortions previously described.

Of the four possible setups for residue D83/2.50, i.e. D83 un/protonated ± internal

water molecules, the alternative D83(-) without any water molecules consistently resulted

in distortion of the protein backbone. The variant D83H in absence of internal water

molecules temporarily reproduced the circumstances in the crystal structure represented

however a meta stable system as D83 was not involved in any hydrogen bond interaction.

In the presence of internal water molecules, both protonation states of D83 were consistent

with a structural preservation. Yet, due to the high flexibility of internal water molecules in

an unconstrained dynamics simulation, the hydrogen bonding pattern that was observed

in the crystal structure was only temporarily preserved (see figure 4.9).

The situation for residue E122/3.37 was rather straightforward. A multiple sequence

alignment shown in table 4.5 already suggested that at this position a hydrogen donor

function might be important. This was supported also by the MD simulations carried out.

In the setup where E122 was considered negatively charged, a distortion of the backbone

region of helix 4 could be observed, and residues in this region significantly deviated from

the conformation observed in the crystal structure, whereas consideration of E122 in its

protonated state led to negligible deviations from the crystal structure (see figure 4.16).
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Figure 4.15: (a) Hydrogen bond pattern around residue D83/2.50 as observed in the
crystal structure 1HZX. (b) Hydrogen bond interactions obtained after 1 ns unconstrained
MD simulation of model RT4. (c) Hydrogen bond pattern observed after 5 ns
unconstrained MD simulation of model RT2. In figures (b) and (c) the reference structure
is superimposed in light grey.

Similarly, a protonation of residue E181/4.70 resulted in smaller deviation from the crystal

structure (see figure 4.17).
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Figure 4.16: (a) Hydrogen bond pattern around residue E122/3.37 as observed in the
crystal structure 1HZX. (b) Hydrogen bond interactions obtained after 1 ns unconstrained
MD simulation of model RT4. (c) Hydrogen bond pattern observed after 5 ns
unconstrained MD simulation of model RT2. In figures (b) and (c) the reference structure
is superimposed in light grey.
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Figure 4.17: (a) Hydrogen bond pattern around residue E181/4.70 as observed in the
crystal structure 1HZX. (b) Hydrogen bond interactions obtained after 1 ns unconstrained
MD simulation of model RT4. (c) Hydrogen bond pattern observed after 5 ns
unconstrained MD simulation of model RT2. In figures (b) and (c) the reference structure
is superimposed in light grey.
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4.6 Studying the Conformational Adaptations after Intro-

duction of all-trans-Retinal

Activation of bovine rhodopsin takes place after absorption of a photon that leads to

the isomerisation of 11-cis- to all-trans-retinal. The conformational changes thereby

occur in a stepwise manner, producing the intermediates photorhodopsin, bathorhodopsin,

lumirhodopsin, metarhodopsin I and metarhodopsin II (see figure 1.4). [6] Isomerisation of

the C11-C12 double bond takes place during the transition from batho- to lumirhodopsin.

Furutani et al. have demonstrated that all-trans-retinylidene can be accommodated without

large structural rearrangements by reconverting lumi- to bathorhodopsin at 77 K. [7]

In model RT2 of bovine rhodopsin, an all-trans-retinylidene chromophore was introduced

by changing the dihedral angle of the C11-C12 double bond. The backbone was restrained

with a tether of 9000 kJmol−1nm−2 in order to avoid displacements of entire helices

or local distortions of the backbone region. After a simulation period of 5 ns in a

DPPC/water environment, only minor deviations could be observed (see figure 4.18). In

order to accommodate the ionone ring in proximity to A169/4.58, the ring conformation

of P171/4.60 changed and residues Y178/4.67 and I189/E2 reoriented slightly in order

to avoid steric clashes. The most pronounced change in an amino acid side chain

conformation was observed for F212/5.47. Phenylalanine 212/5.47 previously interacting

with residues L216/5.51 and F208/5.43 reoriented as to fill the volume previously occupied

by the β-ionone ring. In succession also M207/5.42 reoriented. The switch of F212/5.47

thereby only depended on the empty space introduced by the isomerisation as could be

demonstrated within a simulation where the retinylidene ligand was truncated and only the

C15 atom was considered in order to preserve the Schiff-base moiety.

Accommodation of the all-trans-retinylidene chromophore required structural adaptation

of P171/4.60. The resulting ring conformation was however quite likely introduced due to

large constraints on the backbone region and the all-trans retinylidene ligand. In order

to allow for slight backbone rearrangements, the simulation was repeated in absence of

backbone tethers, only restraining the retinylidene ligand (9000 kJmol−1nm−2). Again,

the most pronounced adaptation was the change in side chain conformation of residue

F212/5.47. Successively, also M207/5.42 and F203/5.38 reoriented. The result of this

cascade was the disruption of the interaction between W175/4.64 and S202/5.37 that

had been highly stable in other simulation setups (see figure 4.19b). The loss of this

interaction increased the flexibility of helix 4 that separated from helix 5 (2.67 Å measured

from C167/Cα-Cα´) provoking also the loss of the interhelical contact between A166/4.55

and Y206/5.41. The inward movement of F212/5.47 also induced a reorientation of residue

E122/3.37 that was previously interacting with the backbone-oxygen of H211/5.46. Now,
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Figure 4.18: (a) Position of 11-cis-retinal as observed in the crystal structure 1HZX. (b)
Position of all-trans-retinal after 5 ns MD simulation with constraints on the backbone
atoms.

an alternative interaction was established between these residues, involving the imidazole

moiety of H211/5.46 and the carboxyl-group of E122/3.37. This modification led to a

deviation of the intracellular part of helix 5 that approached helix 6 alongside slightly

increasing the distance between helix 3 and 5.

Briefly, the change in the side chain conformation of residue F212/5.47 resulted in the

loss of interhelical contacts between helices 4 and 5. Thereupon helix 4 shifted outwards

with its N-terminal ending. The reorientation of residue E122/3.37 resulted in an approach

of helix 5 towards helix 6. The described adaptations took place during the first 500 ps

and resulted in a RMSD value of 0.2 nm within the transmembrane region. Thereupon no

significant adaptations occurred until the end of the simulation.
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Figure 4.19: (a) Transmembrane helix bundle of bovine rhodopsin viewed from the
extracellular side before (red) and after (blue) introduction of all-trans-retinal and an
unconstrained MD simulation of 5 ns. Pronounced movements of helices are indicated
by black arrows. (b) Cascade of amino acid side chain rearrangements provoked by the
initial flip-over of residue F212/5.47 leading to the disruption of the interaction W175/4.46 –
S202/5.37 and to the modification of the hydrogen bond established between E122/3.37
and H211/5.46.

4.7 Simulation Setup for the Analysis of Interhelical

Contacts

The positional root mean square deviation from the experimental X-ray structure and

analysis of the interhelical hydrogen bond pattern were used in order to assess the

structural preservation. Based on these criteria, the simulation setup defined through the

following parameters resulted in a minimal deviation from the original crystal structure

during the first 5 ns:

• consideration of the entire protein sequence

• residues D83/2.50 and E122/3.37 in the protonated (neutral) state

• no consideration of internal water molecules

• DPPC/water environment

• 2 fs time-step

With the above setup, the RMSD within the helical backbone region remained stable for

approximately 4200 ps after the initial equilibration phase (see figures 4.20, red curve

and 4.21). The observed RMSD value of 0.15 nm, together with the high similarity of

the side chain conformations compared to the crystal structure suggested this model be

suitable for analysing the dynamic behaviour of interhelical hydrogen bonds.
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Figure 4.20: (a) RMSD-course within the helical region (red curve) and the entire backbone
region (blue curve) during the simulation of model RT2 in a DPPC/water environment. (b)
Corresponding plot of potential energy.

Figure 4.21: Comparison of the backbone region of the crystal structure of bovine
rhodopsin 1HZX (light grey) and model RT2 that had been simulated for 5 ns without
constraints: (a) side view (b) helix bundle viewed from the extracellular space (loops are
neglected for reasons of clarity). Deviations from the crystal structure are apparently small
and predominantly limited to the intracellular loop region.

The RMSD within the entire backbone region (see figures 4.20, blue curve) of the bovine

rhodopsin model was considerably higher due to deviations that occurred especially in

the intracellular loop region. This flexibility is in agreement with the experimental finding

that this part of the protein has been difficult to crystallise due to its high flexibility. In

contrast, the N-terminal end and the extracellular loop region including the 2nd extracellular
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loop remained highly stable during the simulation which is in agreement with [94]. The

largest deviation in this region consisted in an inward shift of the loop connecting helix 6

and 7 with a maximal displacement of 5.4 Å. Minor changes occurred as well within the

initial stretch of 10 amino acids of the N-terminal ending. After 4700 ps, a rise in RMSD

can be observed which is related to the formation of a hydrogen bond between residues

Y223/5.58 and R252/6.35. Formation of a hydrogen bond between the highly conserved

residue Y223/5.58 [80] and different residues of helix 6 has been observed as well in

other simulation setups. In the crystal structure, Y223/5.58 is not involved in any hydrogen

bond interaction and is pointing towards residue E232 located in the 3rd intracellular loop.

When the MD simulation is prolonged up to 25 ns, Y223/5.58 gets permanently involved in

hydrogen bond interactions with various residues from helix 6.

The temporary equilibration phase can be seen when the potential energy is plotted as a

function of time (see figure 4.20b). Apparently, formation of the interaction between helix

5 and 6 is accompanied by a decrease in potential energy of the protein structure.

Figure 4.22 shows all interhelical hydrogen bonds described by Teller et al. [82] and

additional ones that occurred at frequencies above 1% of the analysed frames that were

written out every 2 ps. Table 4.6 shows the corresponding frequencies of occurrence.

Figure 4.22: Interhelical hydrogen bonds observed during the simulation of model RT2 in
a DPPC/water environment. Helices involved in the contact are written on the right side.

The calculations imply that strong interhelical contacts exist between helices TM3-TM7

that are on average linked by 1.9 hydrogen bonds. These interactions are produced

mainly through the hydrogen bond reinforced ionic interaction of residue E113/3.28 and

K296/7.43. Although in the crystal structure only a lateral interaction of one carbonyl
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Table 4.6: Frequencies of interhelical hydrogen bonds observed during the simulation
of a model of bovine rhodopsin. Frames were written out every 2 ps. Not all of the
spatially possible interactions, as derived from the crystal structure by Teller et al., [82]
were observed during the simulation and seemed necessary for upholding the protein
conformation. An asterisk was added to hydrogen bond interactions that occurred due
to the neglection of internal water molecules that would otherwise have prevented these
hydrogen bonds.

interhelical
contact

residues in-
volved

frequency
(%)

interhelical
contact

residues in-
volved

frequency
(%)

TM1-2
N55 – A80
1.50/2-47

<1 TM3-7
E113 – K296
3.28/7.43

99

TM1-2
N55 – D83
1.50/2.50

<1 TM3-7
G120 –S298
3.35/7.45

13∗

TM1-7
Y43 – F293
1.38/7.40

75 TM4-5
M163 – H211
4.52/5.46

<1

TM1-7
Y43 – F294
1.38/7.41

<1 TM4-5
A166 – H211
4.55/5.46

<1

TM1-7
N55 – A299
1.50/7.46

95 TM4-5
A166 – Y206
4.55/5.41

97

TM1-8
Q64 – T320
1.59/7.67

6 TM4-5
C167 – Y206
4.56/5.41

2

TM2-3
N78 – S127
2.45/3.42

39 TM4-5
C167 – H211
4.56/5.46

<1

TM2-3
T94 – E113
2.61/3.28

5 TM5-6
Y223 – R252
5.58/6.35

2

TM2-3
D83 – G120
2.50/3.35

27∗ TM6-7
E249 – M309
6.32/7.56

<1

TM2-4
N78 – W161
2.45/4.50

61 TM6-7
F261 – Y301
6.44/7.48

1

TM2-4
N78 – T160
2.45/4.49

92 TM6-7
W265 – Y301
6.48/7.48

18

TM2-7
D83 – S298
2.50/7.45

10∗ TM6-7
M257 – N302
6.40/7.49

1

TM2-7
D83 – A299
2.50/7.46

<1 TM6-7
W265 – A295
6.48/7.42

3

TM2-7
D83 – V300
2.50/7.47

<1 TM6-7
W265 – S298
6.48/7.45

40

TM2-7
D83 – N302
2.50/7.49

4∗ TM6-7
A260 – Y301
6.43/7.48

5

TM3-4
W126 – M163
3.41/4.52

<1 TM7-8
I307 – R314
7.54/7.61

40

TM3-5
E122 – H211
3.37/5.46

91 TM7-8
M308 – R314
7.55/7.61

26

TM3-5
W126 – H211
3.41/5.46

37

72



oxygen atom with the nitrogen atom is observed, two simultaneous hydrogen bonds are

found in most frames of the molecular dynamics simulation due to the fact that force

field methods favour an chelate-type interaction that is, however, rarely found for this

kind of interaction in natural protein-ligand complexes. TM1 – TM7 (1.7), TM2 – TM4

(1.5), TM3 – TM5 (1.3), TM4 – TM5 (1.0), TM2 – 3 (0.8), TM6 – TM7 (0.7) are linked

by the average number of interactions indicated in brackets (see figure 4.23 for detailed

contacts). In this simulation setup also an occasional hydrogen bond was observed

between helices 2 and 7 that seemed however artificial due to the neglection of internal

water molecules. Consideration of an internal water molecule at a position corresponding

to site 1a [81] would especially affect the hydrogen bonding pattern around D83/2.50, as

this water molecule forms contacts to D83/2.50, N302/7.49 and potentially G120/3.35, thus

crosslinking helices 2, 3 and 7.

Figure 4.23: (a) Scheme of bovine rhodopsin depicting important interhelical contacts. (b)
Course of the number of interhelical contacts during an unconstrained MD simulation of
model RT2 in a DPPC/water environment. Helices involved into the contact are written on
the right side.

Furthermore, important hydrogen bonds within the extracellular and intracellular loop

regions were established between residues W175/4.64 – S202/5.37 (92%) and

R135/3.50 – E247/6.30 (47%) at the frequencies given in brackets. Obviously, the ionic

lock between helix 3 and 6, which had been previously described by Shapiro et al., [95] was

not present continuously. However, it was never lost during the course of the simulation.
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Chapter 5

Discussion

In chapter 4 several long lasting simulations of models of bovine rhodopsin are described

varying in several parameters that one frequently has to adjust when setting up simulation

systems of GPCR homology models. Since the crystal structure of bovine rhodopsin has

been released, several long lasting simulations of the structure of bovine rhodopsin have

been published by several groups. [94,96] In the work of Crozier et al. the main focus was

set on a postulated correlation between conformational changes of retinal and surrounding

amino acid residues to a larger scale conformational change of the entire protein structure.

It was speculated that fluctuations observed during a simulation of the dark-adapted

rhodopsin (with retinal in its 11-cis-conformation) could be part of the pathway to the

light-adapted state. Additionally, interactions of the protein structure with the surrounding

lipid and water environment were analysed during the course of the simulation. Huber et

al. investigated the complex interactions between the rhodopsin structure and the lipid

environment using a POPC membrane mimic. Additionally, the dynamic behaviour of

internal water molecules and structural fluctuations of the entire rhodopsin structure were

analysed.

Although simulations of bovine rhodopsin already exist, the main focus is usually set on

rhodopsin specific questions such as activation or interaction with the lipid environment.

Here, the simulations are seen from the view-point of a homology modeller using the

structure of bovine rhodopsin as a template structure. The main interest was to evaluate

which circumstances lead to the most stable simulation and the consequence of simulation

setups differing from this optimal setup.
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5.1 System Setup

All models of bovine rhodopsin were based on the crystal structures 1HZX [82] that had

been resolved with a resolution of 2.8 Å and 1L9H [81] with a resolution of 2.6 Å. Both

models are quite similar regarding the placement of amino acid side chains, and both lack

the stretches 236–240 and 331–333 located in the intracellular loop region. The main

difference consists in the number of internal water molecules resolved, with significantly

more H2O molecules present in the structure 1L9H. As will be discussed in section 5.3,

water molecules located within the transmembrane region can significantly influence the

outcome of a simulation. In July 2004, the crystal structure 1U19 with a resolution of 2.2 Å

was released. [97] In this structure, coordinates were available for the entire rhodopsin

structure including the complete intracellular loop region. Comparison of the resolved

stretches 236–240 and 331–333 to the modelled residues revealed only minor deviations

and again no significant changes occurred in the amino acid side chain placements. In

1U19 further water molecules could be resolved, the main number of which was however

located in the extracellular loop region. It can be expected that this region is accessible

to water molecules so that neglection of these molecules in the system setup will not

influence an MD simulation. One difference that might be important in the simulation

setup is an additional water molecule on the transmembrane level in proximity to residues

W265/6.48 and S298/7.45. The possible significance of this solvent molecule will be

discussed in section 5.3.

No N-terminal acetylation, glycosylations or a C-terminal palmitoyl moiety were considered

in the models of bovine rhodopsin, as no comparable information is usually available when

setting up a system of a GPCR homology model. Neglection of these residues did however

not seem to introduce significant deviations during MD simulations.

5.2 Effects of an N-terminal Truncation

Construction of loop regions generally is a quite challenging task. [98] As residues of the

extracellular loop region, especially the 2nd extracellular loop, are known to participate

in ligand binding [99, 100] or are responsible for receptor subtype specificity, [101, 102]

an explicit consideration of these regions is crucial in the generation of GPCR models.

However, sequence conservation — especially within the N-terminal region — is usually

quite low so that the generation of reasonable conformations of this region would be quite

time consuming and difficult. Numerous pharmaceutically interesting GPCR targets have

a postulated binding pocket located within the transmembrane helix bundle distant from

the N-terminal ending. Thus the effect of an N-terminal truncation upon the overall protein
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integrity was tested in order to assess the possibility of a potential neglection of this region.

Truncation of the N-terminal region resulted however in pronounced deviations within the

extracellular loop region including the 2nd extracellular loop and of the position of helix 1,

compared to the crystal structure. Structural changes within the extracellular loop region

were due to the effect that residues originally buried were now brought to the protein

surface facing the aqueous environment. The fact that also a structural rearrangement

of helix 1 took place was unexpected, as helix 1 is anchored to helix 7 via two hydrogen

bond interactions that were highly stable when the entire protein structure was simulated

(see figures 4.7 and 4.8b). However, in the truncated models the interaction between

Y43/1.38 and F293/7.40, located in proximity to the extracellular space, was broken up

either by the intrusion of water molecules or by the increased flexibility of helix 1 lacking

the N-terminal end.

The significantly larger structural damage following an N-terminal truncation observed

in the CCl4/water environment (see figure 4.8a), where deviations occurred due to the

increased flexibility of the N-terminal end, was a consequence of the decreased viscosity

of this membrane mimic compared to the DPPC/water (see section 5.4).

Rhodopsin-like GPCRs usually lack the proline kink in helix 1, [103] and no hydrogen

bond linkage anchors the extracellular part of helix 1 to the helix bundle. Thus, helix 1

might consequently have an increased intrinsic flexibility compared to the one in bovine

rhodopsin. Given the pronounced effects of a neglection of the N-terminal end that has

been observed in the structure of bovine rhodopsin, an explicit consideration of the N-

terminal end in GPCR homology models will be essential to preserve the topology of the

helix bundle.

5.3 Effects of Internal Water Molecules

A proper incorporation of water molecules into the model of bovine rhodopsin turned out

to be quite difficult and the outcome of the MD simulation does not imply a suitable tactic

as to proceed in the case of GPCR homology models. When considered, water molecules

located in protein regions rich in polar residues disrupted highly conserved hydrogen

bond interactions and tended to catalyse the switch to alternatively possible interactions

(as shown in figures 4.10 and 4.11). When neglected, amino acids that consequently

lacked their interaction partner tended to form hydrogen bonds to residues located close-

by (contacts marked with an asterisk in table 4.6).

In homology models, the situation will be even more complicated, as the exact position

of (potential) water molecules is not known a priori. Additionally, there seems to exist
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an interdependence between amino acid side chain conformations and the location of

water molecules that will further hamper both a correct placement of side chains and

water molecules. When applying the SCWRL algorithm [67] on the rhodopsin backbone, a

large amount of residues is predicted correctly. Deviations were observed mostly for side

chains facing the lipid or aqueous environment, for which however a high flexibility was

observed during an MD simulation. Variations in the side chain conformations of residues

facing the helix bundle interior were observed for Y306/7.53, E113/3.28, E181/4.70 and

R135/3.50. Interestingly, the first three residues mentioned are in contact with internal

water molecules. Thus, a potential function for these water molecules could be to restrain

an otherwise suboptimal side chain conformation.

Once a reasonable homology model is obtained, the exact localisation of internal water

molecules remains extremely difficult to evaluate and up until now no reliable methods exist

to satisfactorily solve this task. Rarey et al. [104] have for example described a method for

water molecule placement during ligand docking. However, the success of this strategy

was limited; of the 200 PDB-protein-ligand complexes in which water molecules were

involved in the active site, only 35% of the water locations could be predicted correctly.

Alternatively, a crystal structure lacking internal water molecules could be scanned with a

water probe, as for example implemented in the program GRID [105] that maps favourable

interaction sites for H2O molecules. However, here the results are often quite difficult to

interpret due to the high number of indicated sites with small interaction fields and strongly

depend on the contour level applied. Using this program, the strongest interaction fields,

indicating favourable sites for water molecules, were generated for the sites corresponding

to the location of water molecules 2020 (in contact with Y301/7.48 and N302/7.49) and

2015 (in contact with D83/2.50, G120/3.35 and N302/7.49) (see figure 5.1).

Even when the exact position of the H2O-oxygen is known, the exact orientation of the

water molecules is still not; and anyway seems to be highly flexible within regions of polar

character, at least under MD simulation conditions. In order to avoid the described flexibility

that can cause the disruption of conserved hydrogen bonds, a possible strategy would be

the introduction of distance restraints fixing the position with respect to the interacting

residues. Alternatively, the position of the H2O-oxygen atom could be constrained. In

the case of homology models this would be an applicable strategy for water molecules

crosslinking highly conserved residues such as solvent molecule 2015 of the water cluster

near D83/2.50.

In the structure 1U19, which became available only recently, the position of most water

molecules at transmembrane level is almost identical to the placement in 1L9H. A main

difference is however the presence of an additional water molecule in the water cluster

near residue D83/2.50 (see figure 5.1, water molecule W 1U19). The consequences of
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Figure 5.1: Positive interactions sites for H2O molecules in bovine rhodopsin analysed with
GRID. The sites where favourable interaction potentials were predicted for water molecules
are depicted as volumes surrounded by blue lines. The oxygen atoms of water molecules
as resolved in the structure 1U19 are represented in their van der Waals representation.
Water molecule W 1U19 was not predicted in the structure 1L9H. Apparently, prediction
of the position of water molecules based only upon favourable interaction sites fails to
reproduce all sites where solvent molecules are present.

an additional water molecule at this position on the output of the MD simulation is difficult

to judge. In the paper of Crozier et al. the simulation was carried out with the structure

1F88, which had been the only available experimental structure at that time. Although it

had been argued that the simulation should not depend on possible alternative starting

points (referring to the structure 1L9H with more water molecules resolved) several factors

analysed from the dynamics simulation, such as the interaction energy of E181/4.70 with

retinal or the amount of transition observed for this residue, could be well influenced by a

water molecule considered (1L9H) or neglected (1F88, W2014) interacting with E181/4.70.

Although the intrusion and correct positioning of water molecules to the protein structure

can occur during an MD simulation, the required time scales to ascertain correct placement

of all water molecules may be impracticably high.
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5.4 Influence of the Simulation Environment

Regarding the simulation environment, a CCl4/water and a DPPC/water environment

were compared. Theoretically, also simulations in vacuum can be carried out, however

the GROMOS force field does not perform well on vacuum simulations and in any case,

a complete neglection of the solvent environment is problematic. As described by

Weinstein et al. [98] in vacuum there is a strong tendency that polar or charged residues

on the protein surface do not exhibit extended conformations as can be expected for

these residue types in contact with water and ions, but fold back on the protein surface

producing artifacts in the hydrogen bonding pattern. In order to explicitly consider a more

realistic environment of transmembrane proteins, several strategies have been published

using either a CCl4/water, [84] an octane/water, [106] or a phospholipid/water [106, 107]

environment. Given that the proper function of a protein often requires a specific lipid

composition, the use of CCl4, octane or saturated lipid molecules as membrane mimic will

apparently represent a simplification of the real circumstances. Nevertheless, a CCl4/water

and a saturated phospholipid/water system were chosen to simulate a model of bovine

rhodopsin in order to analyse the influence of membrane mimics of different complexity

and dissimilar physical properties.

As described in section 4.4, the environment used significantly influenced the protein

flexibility, a consequence of the differences in viscosity of the two membrane mimics

used. The outcome of the MD simulations in both solvent environments was similar

when a mostly correct model of bovine rhodopsin was simulated (see figures 4.12

and 4.13). If however an incorrect model (i.e. for example a model with incorrectly adjusted

titrable residues) was simulated, structural deviations became apparent much faster in a

CCl4/water environment due to the significantly lower structural hindrance imposed by this

membrane mimic. It must be stressed that structural adaptations due to the introduced

errors took place in both protein structures. However, in the DPPC/water environment

adaptations only occurred on a local level, while in a CCl4/water box entire helices would

rearrange.

Thus, although the DPPC/water environment emulates the natural circumstances more

closely, the increased viscosity of the medium will require much longer simulation periods

in order to observe comparable deviations — if required. If the goal is to rapidly compare

alternative GPCR homology models with respect to their structural stability, application of

the more artificial CCl4/water environment might be justified due to the significant lower

hindrance of even large conformational changes.
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5.5 Choice of Protonation States

As described in 2.1 the observed pKa values within a protein can significantly differ from

the pKa in an aqueous environment. The UHBD program [69] can calculate these pKa-shifts

and outputs the calculated state of protonation at various pH values and pKa-shifts for all

titrable sites in the protein given.

For three acidic residues (D83/2.50, E122/3.37 and E1817/4.70) a considerable pKa-shift

was predicted thereby implying that these residues will be present in their neutral state.

This result is in good agreement with experimental findings testing the protonation state

of titrable sites in bovine rhodopsin. Fahmy et al. [108] have analysed rhodopsin and

metarhodopsin II by means of Fourier-transform infrared difference spectra (FTIR) analysis

which indicated a protonation of D83 and E122 while Raman vibrational spectra described

in [109,110] supported the view that also E181 is present in its protonated state.

D83/2.50 is a highly conserved residue throughout the GPCR family, and mutation

studies revealed that this residue is involved in the activation process. As described

in [81], D83/2.50 is stabilised by an interaction with water molecule 1a linking helices 2

(D83/2.50), 3 (G120/3.35) and 7 (S298/7.45). A protonation of D83/2.50 is also supported

by the observation of the existence of a sodium binding site. [111] Presence of a sodium

ion would result in a compensation of the potential negative charge of D83/2.50, thus the

existence of the neutral form of D83/2.50 in absence of ions seems convincing.

If the protonated neutral forms of E122/3.37 and E181/4.70 were considered, E122 could

form a hydrogen bond with the backbone carbonyl group of H211/5.46, and E181 could

be stabilised by an additional hydrogen bond to Y268/6.51. The existence of E122/3.37 in

its protonated neutral form was also supported by a multiple sequence alignment. In most

sequences the corresponding position is occupied by a threonine, serine or asparagine,

thus the hydrogen donor ability seems to be the key function of residues at this location

rather than the introduction of a charge.

Finally, for residue E181/4.70 a potential implication as a counter ion switch for residue

E113/3.28 has been discussed. [109,110]

The experimental data available for bovine rhodopsin could be reproduced carrying out a

combination of pKa-shift prediction using the UHBD program, multiple sequence alignments

and MD simulations. In the simulations carried out, the choice of an inappropriate state of

protonation had a pronounced effect on the structural integrity of the protein structure and

resulted in an overall distortion of the hydrogen bonding pattern including distortions in

the backbone regions. This coincidence of calculated values with experimental findings

stresses the usefulness of studying homology models of GPCRs by means of MD

simulations and chemoinformatic tools. Still, the prediction of pKa-shifts will be hampered
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by the fact that the calculated pKa-shift will strongly depend upon the exact side chain

conformation that is not known in case of homology models. Besides, an interdependence

might exist between the placement of water molecules and the calculated pKa-shift.

5.6 Conformational Adaptations after Introduction of all-

trans-Retinal

A lot of experimental and computational effort has been dedicated to elucidate the

activation steps following the cis-trans-isomerisation of 11-cis-retinal in bovine rhodopsin.

It is known that after the absorption of a photon and the isomerisation of 11-cis-

retinal, structural changes occur in a stepwise manner resulting in the intermediates

photorhodopsin, bathorhodopsin, lumirhodopsin, metarhodopsin I and metarhodopsin II

(see photocycle in 1.4). Although attempted, [96] molecular dynamics simulations might

not represent an appropriate tool to study the entire activation process, as already the

initial cis-trans-isomerisation cannot be simulated using force field methods. Even if the

simulation is started with a manually introduced all-trans-retinal, large conformational

changes occurring during the transition from lumirhodopsin to metarhodopsin I and the

subsequent de/protonation events are beyond a reasonable application of force field

methods. An alternative approach has been described by Ishiguro et al. [112] who

incorporated distance information known from electron spin resonance measurements.

However, the simulations are carried out based on the initial assumption that TM3 must

swing outwards. Structural rearrangements were manually introduced and the resulting

model was minimised in order to account for the changes introduced.

In the work of Furutani et al. [7] it was shown that all-trans-retinylidene can be

accommodated without large structural rearrangements. The relaxation of all-trans-

retinylidene takes place during the transition from batho- to lumirhodopsin prior to

large conformational changes and the de/protonation events mentioned. The resulting

lumirhodopsin (containing a relaxed form of all-trans-retinylidene) could be photoconverted

to rhodopsin (containing 11-cis-retinylidene) at 77 K where molecular motions are largely

impeded implying that no changes in the global structure of the protein have occurred

during the flip-over of the ionone ring.

Thus, it should be possible to study at least the initial adaptations of amino acid side

chain conformations starting from a all-trans-retinylidene chromophore using force field

methods. An understanding of the initial amino acid rearrangements could potentially help

in the design of antagonists or inverse agonists for other rhodopsin-like receptors that

should impede these initial movements.
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As described in section 4.6, the switch in amino acid side chain conformation of residue

F212/5.47 would be the most pronounced, if large tethers were applied to both the

manually introduced all-trans-chromophore and the backbone atoms. Apart from this

adaptation, structural changes were strikingly small, which is conceivable as the backbone

coordinates are a major determinant of the amino acid side chain conformation. This

fact is used in programs such as SCWRL that incorporate backbone information in order

to determine favourable side chain conformations. If the backbone atoms are frozen due

to large tethers applied, also the switch of amino acid side chains will be significantly

hampered. Phenylalanine 212/5.47 is a highly conserved residue that occurs in 70% of

the sequences analysed by Baldwin et al. [80] The corresponding residue Y205/5.47 in

the neurokinin-1 receptor has been proposed to play an essential role in the activation

process. [113] In the rat 5-HT2A receptor the F243/5.47A mutation reduced agonist

stimulated phosphoinositide production [95] and in the human OPRX receptor, mutation

of F224/5.47 to alanine resulted in a practically inactive mutant receptor. [114] These

mutation studies (see GPCR-DB for a complete survey on mutated receptors [115])

together with the results from the MD simulation suggest that the conformational switch

of F212/5.47 could represent one of the initial activation steps. This is in good agreement

with numerous antagonist binding pockets suggested for rhodopsin-like GPCRs where the

ligand extends from helix 3 towards helix 5 and extends into the gap between helix 5 and 6.

This ligand placement could thus lock residue 5.47 in its original position and prevent a

subsequent activation. In case of agonist binding, according to this model the gap between

helix 5 and 6 should be closed by the alternative conformation of residue 5.47.

Apart from the flip-over of F212/5.47 also a structural adaptation of P171/4.60 was

required in the MD simulation with backbone constraints. Deformation of the C167/4.56 —

P171/4.60 region was as well reported by Ishiguro et al. [116] who simulated a similar

setup in vacuum with tethers on the Cα atoms. Ishiguro et al. suggested a rearrangement

of TM3 and TM4 in order to accommodate the cyclohexenyl ring. In analogy to the MD

simulation carried out by Ishiguro [112], a rearrangement of helix 4 was observed in

simulations carried out in a CCl4/water environment without backbone tethers, whereas

no outward swing of helix 3 could be observed (see figure 4.19). The most pronounced

initial adaptation was again the change in side chain conformation of residue F212/5.47.

Removal of backbone tethers now allowed the conformational switch of other amino

acid side chains and a cascade of amino acid side chain adjustments resulted in the

modification of hydrogen bond interactions between helices 4 and 5 as well as helices 3

and 5 (see figure 4.19b).
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5.7 Deriving Interhelical Contacts as Potential Constraints

in GPCR Simulations

Flohil et al. [117] have discussed that unconstrained molecular dynamics might not be an

appropriate method for homology model refinement and they proposed to constrain those

parts of the model that have a high likelihood to be modelled correctly. Yet, this strategy

might be problematic when applied to GPCR homology models as there is evidence that

some helices are devoid of kinks present in the template structure. Even if individual

helices were modelled correctly, the helix bundle might still change its topology, which

would be impeded by position restraints. Thus, an alternative might be to restrain only

interhelical contacts that occur at high frequencies during a simulation of the template

protein and are either highly conserved throughout the protein family or can be mapped

easily in the target protein structure.

The goal was to identify interhelical contacts during a simulation of bovine rhodopsin

in order to derive potential constraints for the simulation of GPCR homology models.

For this purpose, MD simulations were only analysed up to a point where significant

deviations from the crystal structure occurred. Apparently, the crystal structure does

not represent a native structure due to packing effects and crystallisation adjuvants.

However, packing effects due to protein-protein interactions will be restricted mainly to

loop regions and residues located on the protein surface. This is supported by the low

structural rearrangements that had been observed in the here presented simulation and

in [94]. It can be therefore expected that the interhelical hydrogen bond pattern is not

drastically influenced during a crystallisation procedure which is further supported by the

low structural rearrangement within the transmembrane regions reported in all simulations

of bovine rhodopsin published and the persistence of hydrogen bonds observed during

simulations with low structural deviations from the crystal structure. Besides, structural

rearrangements due to the removal of crystallisation constraints has been reported to

occur rather fast during an MD simulation. [117] For the sake of completeness it must

be mentioned that in some cases where unconstrained MD simulations were used for

homology model refinement, a significant improvement could be achieved. [118] The

required time-scales were however quite large (10-100 ns) and the focus was set to

ab-initio protein models that tended to structurally rearrange during the course of the

simulation.

As a measure for structural preservation, the positional root mean square deviation from

the experimental structure was used. As stated in [118] the exclusive use of the RMSD

value as an indicator of structural changes might be too vague. Thus, similarly to [118]

the hydrogen bond pattern was analysed during the course of the simulation. In order to
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keep the number of hydrogen bonds easy to survey, the contacts analysed were restricted

to interhelical interactions that proved to be a good measure for structural preservation. In

fact, changes in the hydrogen bonding pattern can often be directly related to changes in

RMSD as becomes obvious when inspecting figures 4.9 or 4.12. For deriving interhelical

constraints, the simulation of model RT2 was analysed up to 4.2 ns of unconstrained

simulation. At this point a contact between residue Y223/5.58 and residues of helix 6

occurred which was not present in the reference crystal structure. Tyrosine 223 has been

explicitly mentioned in the work of Huber et al. Here, Y223/5.58 exhibited however a

movement towards the lipid/water interface. This supports the statement of Flohil et al. that

sampling of the conformational space of a protein is too slow to allow sufficient sampling

at the time scale of tens of nanoseconds. If however, the amount of configuration space

sampled cannot be estimated, it will be difficult to judge the significance of the output of

individual MD simulations. Additionally, it cannot be proven that configurations observed

during a simulation are at all of biological relevance. Given that the bovine rhodopsin

structure might be present as a dimer and that there are several indications for a G-

protein precoupling for other GPCR proteins, the possibility exists that simulations of a

simplified isolated rhodopsin structure will lead to artificial protein conformations. Given

these uncertainties, it seems justified to use the similarity to the experimental crystal

structure as a criteria for defining the time period appropriate for an analysis of interhelical

contacts.

In figure 4.23a important interhelical contacts are graphically displayed. Residues

N55/1.50, N78/2.45, D83/2.50, W160/4.50, N302/7.49 are highly conserved within family

A of GPCRs. [80] It can thus be expected that the contacts in which these residues are

involved will be as well.
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Part II

Molecular Modelling Study of the

Human Histamine H3-Receptor
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Chapter 6

Scope

The human histamine H3 receptor (hH3R) is predominantly expressed in the central

nervous system where it is involved in the modulation of neurotransmitter release

prompting interest in this target for several important therapeutic applications. H3R

agonists are believed to be potential therapeutics for insomnia or could be antinociceptives,

while inverse agonists could be used to treat obesity, narcolepsy, attention-deficit

hyperactivity disorder (ADHD), schizophrenia or Alzheimer’s disease. Intense research

is currently ongoing in order to identify and optimise suitable drugs. Knowledge on

the binding site would be of tremendous advantage in designing new drugs, yet, G-

protein coupled receptors, to which the hH3R belongs, are difficult to crystallise and

no crystal structure of the hH3R is available. However, the recent crystallisation of the

bovine rhodopsin structure has revealed a suitable basis for the approach of comparative

modelling. Homology models of proteins can effectively assist a drug discovery process as

they offer the possibility to understand receptor ligand interaction on an atomic level and

can bring new impetus in lead-finding via database-screening methods or de-novo design

strategies.

The goal of this work is to generate a homology model of the human histamine H3-receptor,

test its specificity for known hH3R inverse agonists and apply this model for deriving new

lead structures for targeting the hH3R by means of virtual high throughput screening.

Additionally, the binding site model shall help to understand currently known structure

affinity relationships at an atomic scale. Ideally, the model will further explain species

differences, propose general strategies for an inverse agonist design and identify amino

acids involved in ligand binding. Due to the close relatedness to the hH4R, which has been

reported to be involved in inflammation, allergies, asthma and autoimmune diseases, the

conclusions drawn for the hH3R will be analysed also in the context of the hH4R, for which

the drug discovery process is still at an early stage.
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Chapter 7

Results

7.1 Generation of a Homology Model of the Human

Histamine H3-Receptor

7.1.1 Sequence Analysis Tools

For the prediction of transmembrane regions, the programs TMHMM, TopPred, DAS, SPLIT4

and TMFINDER were used (see table 10.1 in appendix). Secondary structure was predicted

using PHD, PROF, PSIPRED, SAM T99, SSPRO, JPRED and PREDATOR (see table 10.2 in

appendix). The various programs were evaluated on their prediction results on the

sequence of bovine rhodopsin. Regarding the TM prediction programs, DAS tended to

underpredict helix length while TMFINDER failed to find helix 7. The results of TMHMM,

TopPred, SPLIT4 and the SWISSPROT entry were comparable. Analysis of the secondary

structure prediction results revealed that PHD and PROF were least suitable to reproduce

the experimental data of the bovine rhodopsin structure. JPRED and PREDATOR were only

applied to the sequence of the humane histamine H3-receptor (hH3R), however failed to

assign helical secondary structure to all transmembrane segments. Thus, only PSIPRED,

SAM T99 and SSPRO gave reasonable results. Figure 7.1 plots the sequence of the hH3R

and the expected location of transmembrane regions and lengths of helical segments.

In order to analyse the relatedness between human biogen aminergic receptors, a multiple

sequence alignment of 34 sequences was generated with the program CLUSTALW using an

identity scoring matrix and default parameters for the gap function. The representation of

the resulting dendogram was carried out using the program drawgram (see figure 7.2).

Apparently, the hH3R shows the highest similarity to the hH4R, while similarity to the hH1R

and hH2R receptor is significantly smaller. Different from the muscarinic receptor family,

the family of histamine receptors is much more divergent and it does not seem that all
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Figure 7.1: Snakeplot of the hH3R (SWISSPROT-entry Q9Y5N1). Lengths of
transmembrane segments are indicated by parallel lines, while regions predicted to have
helical structure are written in red circles. The position of the conserved disulfide-linkage
is indicated by a yellow line. The most conserved residue in each helix corresponding to
position 50 in the Baldwin numbering scheme [80] is written in a green square. Splice
points are indicated by arrows. Residues that match amino acids within the sequence of
bovine rhodopsin are written in filled circles. Sequence identity within the transmembrane
region amounts to 25%. The 3rd intracellular loop (stretch A240–Q346) was not included
in the model.

members share a common ancestor. High sequence similarity exists to the muscarinic

receptors and the 5HT6 receptor.

The genetic organisation of the hH3R is quite similar to the hH4R. The receptor is encoded

by 3 exons, spanning the amino acid stretches M1–G84, A85–V140 and S141–K445 (splice

sites are indicated by arrows in figure 7.1). In order to test the possibility that the hH3R

sequence might have evolved by rearrangement of different exons, BLAST searches with

the individual amino acid stretches were carried out. High similarity of all exons to the

hH4R and several subspecies of the muscarinic receptor family was observed, however,

there was no evidence of exon mixing. At the interface of exon 1 and 2, however,

alternative splicing could be observed. In isoform 4 of the hH3R sequence (SWISSPROT-

entry: Q9Y5N1-4) the first 14 residues of exon 2 (AFCIPLYVPYVLTG) are missing that are
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normally forming the extracellular part of helix 2. At the splice site between exon 2 and 3

no alternative isoforms are known to date.

BLAST searches were as well carried out with each helical segment taken individually.

Apart from high similarities to the hH4R, TM1-4 showed high similarity to corresponding

regions in the M1- and M3-receptors and TM6-7 to the α1A-, α2A-, α2B-, D1- and

D5-receptors. Information on sequence homology to other biogen aminergic GPCRs is

valuable, as it gives hints about which mutational data could be transferable as well as

possible drug interactions that must be expected.

Figure 7.2: Phylogenetic tree of human biogen aminergic GPCRs. [119]

7.1.2 Sequence Structure Alignment

The sequence structure alignment between the hH3R and bovine rhodopsin was mainly

carried out based on the pinpoints identified by Baldwin et al.. Table 7.1 lists conserved

residues in the transmembrane segments and their standard position number as given in

reference [80].

Within helices 1–4 and 6–7 an undoubtable alignment was obtained already after

assignment of the pinpoints. Within helix 5, that is least conserved within biogen aminergic

GPCRs, the solely use of pinpoints did result in two alternatively possible alignments

shown in table 7.2. In both models, three of the 5 pinpoints could be assigned. In model 1
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Table 7.1: Conserved residues in the TM segments of biogen aminergic receptors as
described by Baldwin et al. [80] The first number in each column enumerates the position,
the second lists the amino acid in one-letter code, while the third column gives the
percentage to which the named residue was observed within GPCR sequences analysed
in reference [80].

I II III IV
21 V 76 9 N/S 88 29 I/V 94 11 W 96
18 N 99 10 L 96 26 Y 79 14 S/A 79
17 G 69 11 A 86 25 R 99 20 P 68

13 A/S 85 24 D/E 94
14 D 94 22 S/A 87

21 I 60
18 L 74
14 S 77

V VI VII
25 I/V 72 0 K/R 75 29 R/K 79
22 Y 91 12 F 82 28 F/Y 77
18 I/M 79 15 C 71 21 Y 95
14 P 85 16 W 85 18 P 98
11 F 70 18 P 100 17 N/D 99

14 S/C 76
13 N/S 80
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the supposedly most conserved residue Y5.22 could be matched with a corresponding

residue in the sequence of bovine rhodopsin. Model 2 was favoured due to the better

overlap of predicted transmembrane regions. A MSA of biogen aminergic GPCRs further

supported the alignment in model 2 (see table 7.3). Problems in the assignment of

pinpoints within helix 5 arose due to the mutation Y5.22N in the sequences of hH3R and

hH4R, that is — corresponding to reference [80] — the most conserved residue in TM5.

Table 7.2: Sequence structure alignment of the hH3R sequence with the structure of bovine
rhodopsin within TM5. Pinpoints that could be mapped in the sequence are coloured
green, pinpoints that did not match are coloured red. Predicted transmembrane regions
are indicated by plus marks. Two alternative alignments were obtained if merely pinpoints
were considered for the alignment. In model 1 the most conserved residue Y5.22 could be
assigned, model 2 coincided better with the predicted transmembrane segments.

Model 1
rhodopsin (predicted TM) ++++++++++++++++++++++
rhodopsin (195–227) HEETNNESFVIYMFVVHFIIPLIVIFFCYGQLV
hH3R (194–226) YNWYFLITASTLEFFTPFLSVTFFNLSIYLNIQ
hH3R (predicted TM) ++++++++++++++++++++++++

Model 2
rhodopsin (predicted TM) ++++++++++++++++++++++
rhodopsin (197–227) NNESFVIYMFVVHFIIPLIVIFFCYGQLV
hH3R (194–222) YNWYFLITASTLEFFTPFLSVTFFNLSIY
hH3R (predicted TM) ++++++++++++++++++++++++

The resulting alignment between the hH3R (SWISSPROT-entry Q9Y5N1) and bovine

rhodopsin is shown in table 7.4. In this alignment, the third intracellular loop had already

been truncated as indicated in figure 7.1. Truncation of this loop to a comparable length

as observed in the template structure was carried out as no structural information existed

for this region. The I3 loop is involved in G-protein coupling and lies distant from the

binding pocket of hH3R ligands on which this work focused. Additionally, isoforms with a

significantly shorter 3rd intracellular loop exist (e.g. isoform 2 described in [120] lacking 80

amino acids) that can still bind hH3R inverse agonists — although with modified potency.

In table 7.4 residues for which the backbone coordinates of bovine rhodopsin were directly

adopted are held in capital letters, residues for which a loop search [83] had to be carried

out are written in lower case characters.

7.1.3 Placing Amino Acid Side Chains

Amino acid side chains were added to the modelled hH3R backbone using the program

SCWRL3.0. [67] The suitability of this program to find reasonable conformations was again
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Table 7.3: MSA of representatives of biogen aminergic GPCRs within helix 5. Matching
pinpoints are coloured green, non-matching red. Conservation of pinpoints in the
sequences of the hH3R and hH4R appears to be very low.

M4 TFGTAIAAFYLPVVIMTVLYIHI
α1-AA VLFSALGSFYLPLAIILVMYCRV
α2-AA VISSCIGSFFAPCLIMILVYVRI
β1-A AIASSVVSFYVPLCIMAFVYLRV
D2 SS IVSFYVPFIVTLLVYIKI
D4 VVYSSVCSFFLPCPLMLLLYWAT
5-HT1A TIYSTFGAFYIPLLLMLVLYGRI
5-HT7 TIYSTAVAFYIPMSVMLFMYYQI
5-HT2C VLIGSFVAFFIPLTIMVITYCLT
5-HT4 AITCSVVAFYIPFLLMVLAYYRI
5-HT6 FVLVASGLTFFLPSGAICFTYCRI
H1 FKVMTAIINFYLPTLLMLWFYAKI
H2 LVDGLVTFYLPLLIMCITYYRI
H3 FLITASTLEFFTPFLSVTFFNLSI
H4 ILAITSFLEFVIPVILVAYFNMNI
rhodopsin FVIYMFVVHFIIPLIVIFFCYGQL

validated on the structure of bovine rhodopsin. As already discussed in section 5.3,

residues were predicted correctly to a large extent. While adding side chains to the

hH3R model, residues, that matched corresponding residues in bovine rhodopsin, were

directly adopted in their conformation. The SCWRL algorithm was applied individually on

each helical segment as well as the entire model. This way, suboptimal placements due

to steric restraints were more easily detected. At two sites steric clashes could not be

resolved by SCWRL:

• site 1: localised between helices 3 and 4 involving residues Y115/3.33 and

Y167/4.57.

• site 2: located between helices 2, 3 and 7 involving residues Y91/2.61, W110/3.28,

W292/7.40 and W295/7.43.

Regarding cluster 1, for residue Y167/4.57 a conformation was suggested, that produced

a clash with backbone atoms of Y115/3.33. Only one alternative conformation taken from

the Insight rotamer library [83] did not result in a clash with backbone atoms of helix 3

and was pointing outside of the binding pocket into the gap between helices 3 and 4. In

order to decide which conformation was more compatible with a structural preservation of

the model, MD simulations in a CCl4/water environment were carried out, starting with

alternative side chain conformations of Y167/4.57. Simulations were carried out with
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Table 7.4: Alignment of hH3R sequence (H3) with bovine rhodopsin (BR). The position of
predicted transmembrane segments is indicated by plus marks. Pinpoints are depicted in
green in case of a positive match, red if the residue did not coincide with the conserved
pattern. Residues for which the backbone coordinates of bovine rhodopsin were directly
adopted are held in capital letters, residues for which a loop search was carried out are
written in lower case characters.

BR ++++++++++++++++++++++++
BR MNGTEGPNFYVPFSNKTGVVRSPFEAPQYYLAEPWQFSMLAAYMFLLIMLGFPINFLTLY
H3 MERAPPDGPLNASGALAGEAAAAGGARGFSAAWTAVLAALMALLIVATVLGNALVML
H3 ++++++++++++++++++++++

BR +++ +++++++++++++++++++++++ ++++++++++
BR VTVQHKKLRTPLNYILLNLAVADLFMVFGGFTTTLYTSLHGYFVFGPTGCNLEGFFATLG
H3 AFVADSSLRTQNNFFLLNLAISDFLVGAFCIPLYVPYVLTGRWTFGRGLCKLWLVVDYLL
H3 +++++++++++++++++++++++ +++++++++

BR +++++++++++++ +++++++++++++++++++++
BR GEIALWSLVVLAIERYVVVCKPMS NFRFGENHAIMGVAFTWVMALACAAPPLVGWSRY
H3 CTSSAFNIVLISYDRFLSVTRavsyraqqgDTRRAVRKMLLVWVLAFLLYGPAILSWeyl
H3 +++++++++++ ++++++++++++++++++++

BR ++++++++++++++++++++++
BR IPEG MQCSCGIDYYTPHEETNNESFVIYMFVVHFIIPLIVIFFCYGQLVFTVKEAAAQ
H3 sggssipeGHCYaeff ynWYFLITASTLEFFTPFLSVTFFNLSIYLniqrrtrl
H3 ++++++++++++++++++++++++

BR +++++++++++++++++++++ ++++++
BR QQESA TTQKAEKEVTRMVIIMVIAFLICWLPYAGVAFYIFTHQGSDFGPIFMTIPA
H3 rldgarearFRLSRDRKVAKSLAVIVSIFGLCWAPYTLLMIIRAACHGHCVPDYWYETSF
H3 +++++++++++++++++++++ +++

BR ++++++++++++++++
BR FFAKTSAVYNPVIYIMMNKQFRNCMVTTLCCGKNPLGDDEASTTVSKTETSQVAPA
H3 WLLWANSAVNPVLYPLCHHSFRRAFTKLLCPQKLKIQPHSSLEHCWK
H3 ++++++++++++++++++
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a trimethylammonium/hH3R complex in order to neutralise the negative charge of the

conserved aspartic acid D114/3.32. The simulations revealed that independent from the

initial placement of Y167, TM4 moved outwards the helix bundle for about 2.5Å during the

simulation. In case of Y167 pointing into the binding site (see figure 7.3(b)), hydrogen

bonds were observed between TM3 and TM4 (T119–Y167, 62%), TM3 and TM5 (T119–

E206, 47%) and TM4 and TM5 (Y167–E206, 38%) at the frequencies indicated in brackets.

When starting with the alternative conformation (Y167 pointing outside of the binding

site), the carboxylate group of E206/5.46 was not involved in any interaction after 1 ns

of simulation period. The conformation of E206 additionally varied noticeably from the

conformation predicted by SCWRL and caused distortions of the helical geometry of TM5. In

this simulation, residues from TM3 and TM4 were not involved in hydrogen bonds, between

TM3 and TM5 the contact T119–L205 was observed frequently (86%) and between TM4

and TM5 the interaction L166–T201 took place in 78% of all frames analysed.

The placement of Y167/4.57 towards the inside of the binding site was also supported

by mutational data of the M1-, M2- and H4-receptors. [52, 121, 122] In the M1- and

M2-receptors the corresponding tryptophane residues were involved in ligand binding,

while in the H4R the corresponding asparagine was reported to be involved in receptor

activation.

Figure 7.3: Possible orientations of residue Y167/4.57 in the hH3R model. (a) Y167 is
pointing outside of the binding site. An MD simulation with this start conformation (light
grey) resulted in an outward shift of TM4 (blue). The resulting conformation for residue
E206/5.46 differed significantly from the predicted conformation by SCWRL and the carboxyl
moiety was not involved in any hydrogen bond interactions. (b) Y167 is pointing into
the binding site. In the start conformation (light grey) the aromatic ring of Y167 clashes
with the backbone of helix 3 resulting in pronounced distortions of the aromatic system
during a minimisation procedure. After 1 ns of MD simulation, TM4 had shifted outwards
and a hydrogen bond network had evolved between residues T119/3.37–Y167/4.57 and
E206/5.46.
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Regarding cluster 2, the side chain placement of residue W295/7.43 was problematic as

this residue — in analogy to K296/7.43 in bovine rhodopsin that is involved in the Schiff-

base linkage — was pointing towards D114/3.32 in helix 3. D114 is highly conserved

within the family of biogen aminergic receptors and participates in ligand binding by

forming a salt bridge interaction with protonated species. The suggested SCWRL placement

blocked however the assumed binding pocket as can be seen in figure 7.4(a). Additionally,

several clashes were observed for residues Y91/2.61, W110/3.28 and W292/7.40. In

order to check whether structural adaptations would take place during an unconstrained

MD simulation resulting in a ligand-compatible binding site, the original SCWRL side chain

placement was used as a start conformation for a simulation in a CCl4/water environment.

As described above, a truncated ligand (trimethylammonium) was considered in order to

neutralise the negative charge of D114/3.32. Figure 7.4(a) shows the start conformation

(SCWRL output) where steric clashes are still present and cause deviations from ring

planarity; figures 7.4(b) and (c) show two alternative end conformations resulting from

the same setup (a). Within the backbone of helix 7, structural adaptations resulted in a

more helix-like secondary structure compared to the backbone region adopted from bovine

rhodopsin. However, in both setups W295/7.43 remained blocking the binding pocket for a

subsequent ligand docking procedure.

Apparently, the two MD simulations resulted in different binding pocket conformations,

although the same start conformation had been used. This is however comprehensible

as velocities are randomly generated for all atoms at the start of a simulation. If the

system has a low intrinsic stability (and thus a high corresponding potential energy) due to

a suboptimal backbone conformation or wrong side chain placement, the initial velocity

distribution can result in systems evolving in quite different orientations. Ideally, “all”

conformations would be sampled if just the simulation period was long enough. In practice,

it is more probable that a simulation will sample only the valley of potential energy that was

reached already after a short MD simulation. Sampling from one “valley” to the next might

be hampered due to large energetic barriers. Thus, in order to sufficiently sample the

energetic landscape of a protein structure, several short lasting simulations (or a simulated

annealing protocol) might result in more divergent conformations than one long lasting

simulation.

Again, mutational data was analysed from other biogen aminergic GPCRs in order to

infer which amino acids are likely participating in ligand binding and must therefore be

oriented towards the binding site. Residues Y91/2.61 and W110/3.28 in the hH3R most

likely participate in an aromatic cage stabilising the positive charge of biogen amines as

similarly observed for dopaminergic receptors. [123] Further residues of helix 7 (F291/7.39,

W292/7.40 and W295/7.43) could contribute to this aromatic cage. Corresponding

residues were mutated in several biogen aminergic GPCRs, such as the (rat M3- (Y7.39,
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Figure 7.4: Structural adaptations around site 2 after an unconstrained MD simulation
in a CCl4/water environment. (a) Start conformation as obtained from SCWRL. (b,c)
Conformations obtained during unconstrained MD simulations in a CCl4/water environment
starting from structure (a).

W7.40, Y7.43), rat M1- (Y7.39, W7.40, Y7.43), human 5HT1B- (7.39), rat α1-AA- (F7.39),

human D3- (T7.39) and β2-receptor (N7.39); see references [115, 124] for a complete list

of mutational data. Interpretation of the mutational experiments was however difficult as

the effect of the mutations depended on the point mutation carried out and the ant/agonists

tested on the mutant receptor. Besides, point mutations may have a pronounced effect on

ligand affinity although lying distant from the binding site simply by causing distortions of

the binding site geometry.

In conclusion, addition of amino acid side chains with the program SCWRL3.0, subsequent

MD simulation of alternative receptor models varying in the placement of selected amino

acid side chains in a low-viscosity membrane mimic, and analysis of GPCR mutation data

could favour a placement of residue Y167/4.57. In case of the aromatic cluster around

residue W295/7.43 the same procedure did however not result in a clear preference of

one amino acid side chain rotamer. Further constraints were thus required, e.g. in form of

ligand information.
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7.1.4 Simultaneous Side Chain and Ligand Placement

Although the MD simulations and analysis of mutational data described above could favour

a placement of Y167, no definite placement of residues forming the aromatic cage could

be derived. In order to find a reasonable conformation of the binding site compatible

with the accommodation of a high affinity hH3R ligand, a docking procedure of ligand

FUB836 (compound 34 in [43], see figure 7.5) was carried out where several rotamers

were considered for selected residues participating in the binding site. Distinct from a

“normal” docking approach, where a binding pocket conformation is used as a filter in

screening structure databases for compatible ligands, here, a ligand was used for retrieving

the most suitable binding site. FUB836 is a high affinity ligand with a pKi value of 10.04.

Two conclusions should thus be allowed:

• The binding conformation of FUB836 must be quite close to the energetic minimum

structure.

• The ligand fits well into the binding site, thus a large docking score is to be expected.

Using this approach of “inverse” docking, a binding site was searched for, which was

capable of accommodating the high affinity ligand FUB836 in an energetically favourable

conformation simultaneously producing a high docking score. The approximate position of

FUB836 in the hH3R binding pocket was known from mutational studies that had identified

D114/3.32 and E206/5.46 as main interaction partners for histamine binding. [27] These

residues have also been shown to be important in binding of inverse agonists. [28, 125]

Thus, residues located in proximity to this putative binding pocket were selected. Table 7.5

lists residues for which distinct rotamers were considered and residues that were included

in only one conformation in order to further border the approximate position of the binding

pocket. Consideration of side chain flexibility is a combinatorial problem, thus it was not

possible to consider different rotamers for all residues involved in the binding site as

already the amount of flexibility considered resulted in 43740 alternative binding sites.

Subsequently, residue FUB836 was docked into the binding pockets using the program

GOLD. [126] As it is known that the protonated piperidyl moiety is in contact with D114/3.32,

the distance between the piperidyl-nitrogen and the Cγ-atom of D114 was restrained to a

value below five Angstroms. The resulting docking solutions were ranked corresponding

to the GOLD scores obtained. As can be seen in figure 7.5, only a small fraction of

docking solutions produced a high score. The corresponding binding pockets as well as

the conformations of FUB836 were then further evaluated.

In the highest ranked complex, the piperidyl-nitrogen was in proximity to D114/3.32 (as

required by the constraint) and the exocyclic nitrogen of the 4-aminoquinoline moiety was
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Table 7.5: Residues included in the approach of “inverse” docking. Several conformations
were considered for residues on the left, while residues on the right were only included
to border the putative binding pocket. Conformations for W264/6.48 and Y267/6.51
were adopted in a conformation comparable to that observed in the structure of bovine
rhodopsin.

flexible no. (rotamers) fixed
Y91/2.61 3 TM1: -

W110/3.28 3 TM2: V83/2.53, C87/2.57, I88/2.58
D114/3.32 3 TM3: L111/3.29, L117/3.35
Y115/3.33 3 TM4: -
C118/3.36 2 TM5: L199/5.39, A202/5.42, S203/5.43, F207/5.47
T119/3.37 3 TM6: W264/6.48, Y267/6.51, M271/6.55, I272/6.56
Y167/4.57 2 TM7: F291/7.39, W292/7.40, L294/7.42, S298/7.46
E206/5.46 3 E2: A190/5.30
T268/6.52 3
W295/7.43 5

in contact with E206/5.46. The sterically demanding quinoline system extended into

the gap between helices 3, 4 and 5. For Y91/2.61, W110/3.28, Y167/4.57, F291/7.39

and W292/7.40 conformations pointing into the binding site were predicted. Also

Y167/4.57 was predicted to point into the binding pocket consistent with the previously

reported analysis. Most interestingly, W295/7.43 was predicted to point into the gap

between helices 1 and 7. For all high scored ligands the spacer moiety showed an

extended conformation implying that the passage between helix 3, 6 and 7 was sterically

constrained. A critical residue in this respect is L294/7.42 in the sequence of the hH3R

which aligns to glycine in most other biogen aminergic GPCRs and a glutamine residue in

the hH4R.
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Figure 7.5: Approach of “inverse” docking as described in the text. Ligand FUB836 was
used to screen alternative binding pockets. Complexes that were assigned a high docking
score were further evaluated in respect to the potential energy of the ligand conformation.
The superposition of top ranked solutions revealed that the position of the piperidyl moiety
was quite stringent; additionally, an extended conformation for the spacer region seemed
to be required for a high score. The position of the quinoline moiety, on the other hand,
seemed to be more flexible.

7.2 MD Simulations of hH3R Models

7.2.1 MD Simulations of Uncomplexed hH3R Models

An hH3R Model Based upon the Start Conformation Obtained by the Inverse Docking

Procedure

In order to test the structural stability of a generated hH3R model, reduce steric constraints

and find energetically favourable conformations, the receptor model was studied by means

of MD simulation. As unconstrained MD simulations for homology model refinement had

been assessed critically in recent publications, [117] interhelical hydrogen bond contacts

between well conserved residues were included in the simulation as constraints. For this

purpose, a simulation of the template structure, bovine rhodopsin, had been previously

analysed for these interhelical contacts (see section 4.7). Several well conserved residues
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are present in the amino acid sequences of family A GPCRs and represent the basis for

the generation of homology models of this class. These residues often play an important

role in receptor activation via participating in the stabilisation of the off-state receptor

conformation. The incorporation of constraints between well conserved residues seems

thus reasonable. Figure 7.6 shows conserved contacts in the hH3R model, table 7.6

additionally lists the contacts as included in the MD simulations. The force constant for the

distance constraints was set to 2500 kJmol−1nm−2. Values defining the distance restraint

potential were selected in a way, that an interference into the MD simulations would only

occur in situations where a loss of conserved interactions was to expect, otherwise the

simulation was uninfluenced (see table 7.6).

Figure 7.6: Conserved interhelical contacts in the hH3R model. Contacts coloured in blue
are comparable to those observed in the structure of BR (compare to figure 4.23). Contacts
coloured in red are not observed between corresponding residues in BR, however would
result in the same number of interhelical contacts.

Simulations of uncomplexed hH3R models were carried out in a DPPC/water environment.

The simulations were set up in a similar way as described for bovine rhodopsin. The

receptor was merged with the DPPC/water box, into which a cylindrical hole had been

inserted (see section 4.1.3). The initial equilibration phase of 1 ns was carried out using

the ffgmx force field including the option pressure coupling in order to allow for the required

adjustment of the box size. During this MD simulation, the entire hH3R model was tethered

with a force constant of 5000 kJmol−1nm−2 in order to avoid structural changes. Then,

the system was transferred to the ffG43a1 force field and further equilibrated. The highly

conserved residue D80/2.50 was — in analogy to the simulation of bovine rhodopsin —

considered in its protonated state. Similarly, one water molecule was included in the

simulations, that cross linked helices 2, 3 and 7 (see figure 7.6) via interaction with the
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Table 7.6: Interhelical contacts included as constraints in simulations of hH3R models.
Each constraint is defined by three values: a lower bound (low), an upper bound 1 (up1)
and an upper bound 2 (up2) defining the distance restraint potential. If the distance
between the pair of atoms, that shall be restrained, drops to a value below low, a harmonic
potential will be set. Between low and up1 no restraint is set, from up1 to up2 a quadratic
potential is applied and beyond the largest bound up2 the potential form is linear.

interactions low [nm] up1 [nm] up2 [nm]

ASN52:ND2 — SER298:O 0.250 0.280 0.290
ASN75:ND2 — ASN124:OD1 0.243 0.273 0.283
ASN75:OD1 — TRP:160:HE1 0.185 0.205 0.215
LEU307:O — ARG313:NH1 0.290 0.300 0.320
ASP83:OD2 — H2O:OW 0.233 0.263 0.273
SER121:OG — H2O:HW2 0.106 0.136 0.146
ASN301:OD1 — H2O:HW1 0.200 0.300 0.350
TYR167:HH — GLU206:OE2 0.240 0.300 0.500

conserved residues D2.50 and N7.49. In order to test if the protein model remained stable

during an unconstrained MD simulation, the uncomplexed hH3R model was simulated for

5 ns. The simulation protocol included — as already described for bovine rhodopsin —

a stepwise reduction of tether forces in 100 ps time scales from 1000 to 500 to 200

to 100 kJmol−1nm−2. This proceeding had been reported to yield superior results, as

initial bad contacts (e.g. between side chains or side chains and the model backbone)

would not result in distortions of the backbone region but rather disappear during the

initial equilibration period due to rearrangements of amino acid side chains. However,

with respect to the placement of W295/7.43 this procedure was problematic. As previously

described, W295/7.43 corresponded to the lysine residue in bovine rhodopsin, that was

involved in the Schiff-base linkage to retinal. During the “inverse” docking procedure

this residue was placed in a way that it pointed outside of the binding pocket into the

gap between helices 1 and 7. Yet, after 100 ps equilibration time (with a backbone

tether of 500 kJmol−1nm−2), the initial placement — pointing into the binding pocket —

was recovered. This is, due to the interdependence between backbone coordinates and

side chain placement, not surprising; however, a priori it is not known if the pronounced

distortion of the helical region within helix 7 of bovine rhodopsin is due to the covalent

linkage to the retinal ligand — and would thus be expected to disappear during an

MD simulation — or represents a conserved structural feature required as well in other

family A GPCRs. Imposing tethers on the backbone will in any case favour a placement of

amino acids comparable to the template structure and required thus further analysis.

Another pronounced side chain rearrangement concerned F207/5.47. This residue —

similarly to F5.47 in the simulation of the uncomplexed or all-trans-retinal complexed opsin
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structure — moved into the binding site. In the hH3R, mutation of the highly conserved

residue F5.47 to alanine resulted in a 17-fold drop of potency, [27] which led to the

speculation that this residue might be involved in upholding the receptor structure or reflect

a role in receptor activation.

Figure 7.7 shows the RMSD within the helical backbone region (red curve) and the entire

protein backbone (blue curve).

Figure 7.7: RMSD plot of a 5 ns simulation of an uncomplexed hH3R model. The course
of RMSD within the transmembrane helical region is coloured red, within the entire protein
backbone blue.

Figure 7.8 shows the backbone of the modelled hH3R overlayed on the backbone of bovine

rhodopsin. Observed differences are:

• a shift of helix 1 starting at residue G1.49 resulting in an ideal helix structure. This

adaptation, compared to the structure of bovine rhodopsin, was expected due to the

mutation P1.49G.

• an outward shift of helix 4 as already observed in the simulation described in

section 7.1.3.

• slight shifts of the intracellular parts of helices 5 and 6.

• a distortion of the extracellular part of helix 7 that seems to be a consequence of the

recovered, yet questionable placement of W295/7.43.
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Figure 7.8: Comparison of the crystal structure of bovine rhodopsin (grey) and a model of
an uncomplexed hH3R after 5 ns unconstrained simulation in a DPPC/water environment.
(a) side view (b) helix bundle viewed from the extracellular space (loops are neglected for
reasons of clarity). Structural deviations are within a reasonable range except for helix 7
where pronounced distortions of the N-terminal region occurred.

A hH3R Model with Modified Coordinates of Helix 7

As previously described, two simulation setups differing in the side chain rotamer

of W295/7.43 were already analysed in respect of their influence on the structural

preservation of the hH3R model. In the CCl4/water environment, W295/7.43 was placed as

suggested by the program SCWRL pointing into the binding pocket. During the subsequent

MD simulation, the kink around W295/7.43, which had been adopted from the structure of

bovine rhodopsin, disappeared, and helix 7 adopted a more idealised helical conformation.

As already mentioned, it is not clear, whether the kink around W295/7.43 represents a

unique characteristics of the rhodopsin structure or a generalised structural feature of

inactive GPCR structures. Yet, in this conformation W295/7.43 blocked the binding site

for ligand docking. Within the approach of “inverse” docking a rotamer was suggested for

W295/7.43 that pointed into the gap between helices 1 and 7. Yet, during the equilibration

period, the original SCWRL placement was recuperated. After a 5 ns simulation in a

DPPC/water environment, a good overall structural preservation was obtained, however

the N-terminal part of helix 7 was distorted.

In order to analyse whether the idealised helix conformation obtained in the short (1 ns)

simulation in a CCl4/water environment would be stable during a longer simulation in
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a DPPC/water environment, a helical geometry for helix 7 devoid of the characteristic

kink was introduced and used as a start conformation. W295/7.43 was pointing into the

binding site and the goal was to analyse if such a placement in combination with a helical

geometry would result in a better structural stability. Although this setup had resulted in

a blocked binding site in the CCl4/water environment, inverse agonists could provoke a

conformational change of this region. This is supported by known SAR of hH3R agonists

and inverse agonists: the binding site in proximity to D114/3.32 for agonist binding is

sterically much more demanding than the binding pocket for inverse agonists. If inverse

agonists triggered this adaptation, simulation of the uncomplexed receptor model would

result in a blocked binding site. However, the goal of simulating the uncomplexed models

was to find possible structurally stable conformations.

Thus, the trimethylammonium complexed hH3R model was simulated for 5 ns in a

DPPC/water environment as previously described. In figure 7.9a, the RMSD values

obtained during this simulation (blue curve) and the simulation that resulted in deviations

of helix 7 (red curve) are compared. As depicted in figure 7.9b, the hH3-receptor model

with modified start conformation of helix 7 remained stable during the entire simulation.

Figure 7.9: Comparison of RMSD and helix 7 from MD simulations of uncomplexed hH3R
models starting with different conformations of helix 7. (a) Course of RMSD within the
transmembrane backbone region. The red curve corresponds to the calculation described
under point 1. This setup resulted in distortions of secondary structure of helix 7 (see
(b), red helix). The blue curve describes the RMSD during an MD simulation starting
from a conformation where helix 7 adopted backbone coordinates slightly varying from
the template structure bovine rhodopsin around BR:K296. This setup resulted in a better
preservation of the helical structure of TM7 as depicted in (b), blue helix.

When comparing the obtained binding site geometries (see figure 7.10), it is apparent that

the resulting placements of W295 are comparable towards the end of both simulations.

Thus, if W295/7.43 pointed into the gap between helices 1 and 7, flipped however into

the binding pocket during the equilibration period, distortions of the N-terminal region of

helix 7 resulted. If a rotamer of W295 was chosen that pointed into the binding pocket,
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this conformation was consistent with structural preservation if the kink present in the

structure of bovine rhodopsin had been previously eliminated. Both start conformations

resulted however in quite similar conformations for W295/7.43, with W295/7.43 pointing

towards D114/3.32 thereby blocking the binding site for subsequent ligand docking. It can

be speculated that upon binding of inverse agonists, W295/7.43 could be forced into a

different side chain rotamer or modifications of the helical backbone region of helix 7 could

result in an opening of the binding site. As mentioned before, this is supported by the

observation that the agonist binding site is sterically much more demanding than the site

for inverse agonists. Structural modifications close to helix 7 thus quite likely represent an

essential mechanism in receptor activation.

Figure 7.10: MD simulations of uncomplexed hH3R models: influence of different start
conformations of helix 7 on the resulting binding site conformation. (a) Slight modifications
of the backbone of helix 7, resulted in a start conformation where W295/7.43 was located
in the binding pocket bordering the aromatic cage towards the extracellular region (grey).
In this case, the binding site is not blocked by W295/7.43, but a potential ligand would
be located under the plane of the aromatic system. During a 5 ns simulation, this
initial placement of W295/7.43 adopted however a different rotamer (colour coded). (b)
Simulation starting from the binding site geometry as obtained by the “inverse” docking
approach. During the equilibration period, W295/7.43 moved inside the binding site
accompanied by distortions of the N-terminal region of helix 7. Interestingly, the two end
conformations strongly resembled each other.

7.2.2 MD Simulation of Inverse Agonist/hH3R Complexes

The observation that the available free volume in the binding site of agonists is significantly

reduced compared to that of the inverse agonists urges to analyse inverse agonist/receptor

complexes. The incorporation of ligands in the binding site imposes further constraints

on the placement of amino acid side chains thereby reducing the degrees of freedom of

amino acid side chains and guiding the simulation to ligand compatible conformations. For

this purpose, the ligands ideally only contain a small number of rotable bonds and are

sterically demanding in order to fill the assumed binding pocket. Several ligands (FUB833,
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FUB836, thioperamide, GT2331, ciproxifan, clobenpropit, VUF5391, VUF5228, SCHpat,

ABT-239, A-923, compound A4 from [127], compound 33 from [40], JNJ-5207852) were

parameterised for the ffG43a1 force field and were subsequently used in simulations of

hH3R complexes. It can be expected that the output of such simulations will strongly

depend on the initial placement of both the amino acid side chains and the ligand as the

free volume required for conformational changes is significantly reduced in ligand occupied

binding pockets. It should however be possible to evaluate if the conformation of the

complex is consistent with secondary structure preservation and the overall stability of the

protein model. In the simulations of uncomplexed receptor models previously described,

a good overall structural stability had been observed. Additionally, highly conserved

residues such as W264/6.48 and Y267/6.51 adopted identical conformations as those in

bovine rhodopsin indicating that the amino acid side chain placement was consistent with

structural preservation and may therefore be used for a ligand placement.

In order to start MD simulations of complexed hH3R models with a reasonable ligand

conformation and placement, firstly, conformational analysis of hH3R inverse agonists

were carried out in order to find potential bioactive conformations and possible ligand

placements were assessed.

Generation of Inverse Agonist/hH3R Complexes

Agonists of biogen aminergic GPCRs are known to interact with a conserved aspartic acid

in helix 3 (in the hH3R: D114/3.32). Mutational studies of the hH3R have shown that this

conserved residue also participates in inverse agonist binding. [28,125] Thus, a hydrogen

bond reinforced salt bridge between the carboxylic group of D3.32 and the ligand could

be assumed in all complexes generated. In the case of the hH3R, E206/5.46 has been

identified as another interaction partner in inverse/agonist binding. [28]

Some of the known hH3R ligands are spatially quite demanding. For FUB836 a priori , two

possible placements of the sterically demanding piperidyl-side chain are thinkable depicted

in figure 7.11. The existence of branched hH3R ligands such as SCHpat or VUF5228 (see

figure 1.10) shows that a simultaneous occupancy of both subpockets is possible.

Conformational Analysis of hH3R Inverse Agonists

Conformational analysis were carried out using the program MOE and the MMFF94 force

field including a solvation term. In order to carry out a systematic search, ligands with only

few rotable bonds were selected. Conformational analysis is exemplarily described for a

compound of Johnson&Johnson presented at the 33rd Annual Meeting of the Histamine

Research Society referred to as JNJ1 (pKi = 8.8 on hH3R; see figure 7.12) and GT2331
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Figure 7.11: Two alternative placements of FUB836 in the hH3R binding site. (a) The
quinoline moiety lies in a pocket between helices 5 and 6. (b) The quinoline moiety lies in
a pocket formed by helices 3, 4 and 5.

(pKi = 9.6 for the (1S,2S) enantiomer on rat H3R). [32] In the case of JNJ1, the α1

and α2 bond as well as the γ1 and γ2 bond were rotated in increments of 15◦ and the

resulting conformations (within an energy cutoff of 10 kJmol−1 from the global minimum)

were minimised. Figure 7.12 plots the potential energy of the resulting structures versus

the dihedral angle. Structures corresponding to low energy conformations are indicated

by letters and the corresponding conformations are depicted. In case of the γ1 and γ2

bond, the lowest energy conformations b and c correspond to conformations where the

protonated nitrogen is pointing towards the triple bond. These rotamers are however

not consistent with the free volume in the binding pocket and other partially rigid hH3R

ligands such as GT2331 (see figure 7.13). Only conformation γd could be superimposed

with conformation GT2331b (see figure 7.14). Selection of dihedral angles for α1 and α2

required further knowledge of the binding site and the position of E206/5.46.

FUB836 had been used in the approach of inverse docking and suitable complexes

were selected based on the conformation of this ligand. Thus, also the conformational

analysis of FUB836 shall be described briefly. Torsion angles were analysed in increments

of 15◦ and the resulting conformations were minimised. For the α123 linker again

the energetically most favourable conformation in solution was not consistent with an

extended conformation described above, as the protonated nitrogen was pointing towards

the aromatic ether atom. However, an extended rotamer (C1-N-C2-C3: -75/-174/-179
◦) deviated by only 2.4 kJmol−1 from the global minimum structure (C1-N-C2-C3:

-159/68/-59). For the γ1 torsion angle, values between [-30;30]◦ were energetically most

favourable and for the γ2 torsion angle four minima were observed at -150, -30, 30 and

150◦ (results not depicted). The energetic barriers between these minima were however

quite small. Data from this conformational analysis was in good agreement with the CCD-

entry VOTFIT (amodiaquine hydroxide dihydrochloride) where the corresponding γ1 and
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Figure 7.12: Systematic conformational analysis of compound JNJ1. Representatives of
energetically favourable structures are indicated by coloured letters and correspond the
equally colour coded structures.

γ2 angles were 28◦ and 165◦, respectively.
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Figure 7.13: Dihedral energy plot for the α1 torsion angle of structure GT2331 analysed
in increments of 15◦. After energy minimisation of the resulting structures a global and a
local minimum can be found indicated by coloured letters. The corresponding structures
are depicted in corresponding colour codes below.

Figure 7.14: In order to generate a reasonable superposition of compounds JNJ1 and
1S,2S-GT2331, the global minimum structure of GT2331 and an extended conformation
of JNJ1 (γ1/γ2 torsion angles corresponding to the local minimum d) had to be overlayed.
As depicted, the Nπ-nitrogen atom of the imidazole moiety corresponds to the protonated
nitrogen of the piperidine moiety.

Figure 7.15: Systematic conformational analysis of compound FUB836. Dihedral angles
analysed are indicated by greec letters.
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MD Simulation of a FUB836/hH3R Complex

In order to generate a start conformation, FUB836 was placed into the binding site by

the “inverse” docking approach described above. The resulting complexes were then

analysed regarding their potential energy and the docking score obtained. The — in

this regard — optimal complex showed a ligand placement as in figure 7.11 with the

quinoline moiety placed into the gap between helices 3, 4 and 5. The protonated nitrogen

of the piperidyl moiety formed a salt bridge with D114/3.32 and was further stabilized by

an aromatic cage formed by residues from helices 2 (Y91/2.61), 3 (W110/3.28) and 7

(F291/7.39, W292/7.40; W295/7.43 was pointing into the gap between helices 1 and 7).

The flexible linker moiety lay in an extended conformation in the passage between helices 3

and 7 that was, due to residue L294/7.42 (that aligns to glycine residues in most other

biogen aminergic GPCRs), sterically demanding. The phenyl moiety was stabilised by

parallel displaced π− π interactions with Y189 from the 2nd extracellular loop and a T-

shape interaction with Y267/6.51. The exocyclic nitrogen of the 4-aminoquinoline moiety

interacted with E206/5.46 that was in turn stabilised by a hydrogen bond interaction with

Y167/4.57.

In this regard, the type of interaction between E206/5.46 and the 4-aminoquinoline had

to be further analysed. In [128] the pKa value of a 4-aminoquinoline moiety was 7.53,

indicating that this moiety would be present to almost equal parts in the protonated and

neutral state at physiological pH. In order to evaluate the possibility of a pKa-shift occurring

in proximity to residue E206/5.46 that would favour binding of the ligand in its protonated

state, calculations with the program UHBD were carried out. Prior to pKa-shift calculations

of ligand/protein complexes, the ligand had to be parameterised in the UHBD program.

Suitable parameters were more easily obtained for ligands that resembled amino acid

structures, thus, VUF5300 (Ki = 8.05 nM) [35] was used for calculating the pKa-shift

instead of FUB836. The pKa of the imidazole moiety was set to 6.50, which is even less

basic than the pKa of the 4-aminoquinoline moiety. In case that the imidazole moiety

should be predicted in its protonated state, this result would thus be transferable to the

4-aminoquinoline group.

In order to evaluate if the imidazole moiety sterically corresponded to the 4-aminoquinoline

group, VUF5300 was superimposed on FUB836 using the program FLEXS and the

piperidyl moiety as base fragment. In figure 7.16 the resulting superposition of FUB836

and VUF5300 is shown. Equal interaction points were predicted by FLEXS for the exocyclic

nitrogen of the 4-aminoquinoline group and the imidazole moiety.

As an input structure for pKa calculation, VUF5300 was docked into the binding pocket

using the program GOLD. The resulting VUF5300/receptor complex was then used for

calculating pKa-shifts. As expected, on transmembrane level, only D80/2.50 significantly
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Figure 7.16: Superposition of hH3R inverse agonists FUB836 and VUF5300 carried out
using the program FLEXS. An identical interaction point is predicted for the exocyclic
nitrogen function of the 4-aminoquinoline moiety and the imidazole moiety.

deviated from its pKa in aqueous solution. For this residue, a pKa-shift of more than 5

entities was predicted (4.0 – 9.1). Thus, this residue at a pH of 7.4 will be present in its

neutral state with a probability of 93%. For the imidazole group of compound VUF5300 a

pKa-shift from 6.5 to 8.6 was predicted within proximity of E206/5.46 that was predicted to

be charged with a probability of 86%.

Consequently, FUB836 was considered in its double protonated state. When protonating

a 4-aminoquinoline, the positive charge will be delocalised between the endocyclic and

exocyclic nitrogen as indicated by the mesomeric structures in figure 7.17. In case of an

acidic residue in contact with the exocyclic nitrogen, the mesomeric structure depicted

on the right could be favoured. Thus, for the parameterisation of the ligand, the charge

was defined to be localised on the exocyclic nitrogen atom. Theoretically, the positive

charge could be as well distributed over the system, yet, localising the charge at one site

is required in order to guarantee that the interaction is recognised as a salt bridge during

the force field simulation.

Figure 7.17: Mesomeric structures of 4-aminoquinoline.

In analogy to section 7.2.1, MD simulations were carried out in a DPPC/water environment.

One water molecule was again included that was in contact with D80/2.50. Again,

interhelical constraints were set between the residues given in table 7.6. In order

to subsequently apply the resulting binding site conformation as a filter in docking

procedures, the simulation period was restricted to 1 ns. In case of longer simulation

periods, the binding site geometry tended to be over fitted to the ligand used in the
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simulation resulting in lower docking scores for structurally divergent ligands.

The course of RMSD within the transmembrane backbone region (red curve) and the

entire backbone (blue curve) is depicted in figure 7.18. Within the transmembrane region,

a RMSD value of below 0.15 nm was reached which was only slightly below the value

observed in the unconstrained simulation of the uncomplexed models after 1 ns (see

figure 7.9). Thus, the placement of the ligand did not result in additional deviations from the

start structure, indicating that the generated complex was in accordance with the binding

pocket resulting from the uncomplexed models. Apparently, larger structural deviations

occurred within the loop region. The rise of the value of RMSD up until the end of the

simulation indicates, that this region did not fully equilibrate. However, flexibility within

these regions was not expected to influence the binding site geometry.

Figure 7.18: Course of RMSD during the simulation of a FUB836/hH3R complex within the
entire backbone (blue curve) and the backbone of the transmembrane region (red curve).

Visual inspection of 10 frames written out every 100 ps of the MD simulation showed

that the flexibility of amino acids bordering the binding site was quite low. Main polar

interactions between the ligand FUB836 and the hH3R model were a hydrogen bond

reinforced salt bridge between the piperidyl-nitrogen and residue D114/3.32 and a salt

bridge between the exocyclic nitrogen of the 4-aminoquinoline moiety and E206/5.46.

Tryptophane 295 pointed into the gap between helices 1 and 7 and was locked into

that position by steric constraints imposed by the piperidyl moiety of the ligand. Under

these conditions the secondary structure of helix 7 remained stable and differed only

insignificantly from the one observed in bovine rhodopsin. Apart from the salt bridge,

the protonated piperidyl moiety was stabilised by cation-π-interactions with W110/3.28,

F291/7.39 and W292/7.40. The position of D114/3.32, in turn, was stabilised by
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interactions with residues Y91/2.61 and Y189/5.29. Leucin 294/7.42 made van der Waals

contacts to the flexible linker moiety and the adjacent aromatic ring was stabilised by

π − π-interactions mainly with Y189/5.29 and Y267/6.51. The quinoline system could

establish π − π interactions with Y115/3.33. Finally, the endocyclic nitrogen interacted

with Y194/5.37.

The placement of FUB836 did thus not vary significantly from the start conformation with

exception of the flexible linker. Here, deviations from the extended start conformation

were observed resulting in a conformation that deviated 3.42 kJmol−1 from the global

minimum structure of FUB836 and 1 kJmol−1 from the extended conformation described in

section 7.2.2. Given, that sterically more demanding linker groups can be accommodated

in this part of the binding site, a significant conformational freedom of the flexible aliphatic

linker had to be expected. Yet, the obtained conformation does — due to reasons explained

in section 7.2.2 — not represent the expected bioactive conformation consistent with other

ligand structures such as GT2331 or JNJ1.

Figure 7.19 shows the Ramachandran plot corresponding to the minimised end structure of

the simulation of the FUB836/hH3R complex. Four residues lay within disallowed regions

of the Ramachandran plot, however distant from the binding site.
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Figure 7.19: Ramachandran plot of a hH3R model. The model comprised 338 residues, of
which 19 were glycine residues (indicated by triangles within the plot) and 14 were prolines.
The location of the remaining 303 residues within the Ramachandran plot was indicated
by black squares. The localisation of the four disallowed residues within the hH3R model
is indicated on the right.

MD Simulation of a VUF5391/hH3R Complex and a Complex of a Hybrid Compound

Composed of FUB836 and VUF5391 and the hH3R

Some inverse agonists such as VUF5391 (see figure 1.11) contain spatially demanding

substituents on the piperidyl moiety that are expected to extend into the gap between

helices 1 and 7. As previously mentioned, the initial amino acid side chain placement

will significantly influence the outcome of an MD simulation as the conformational space

is significantly reduced in a ligand occupied binding site. Again, the two thinkable side

chain conformations of W295/7.43, either pointing into the binding pocket or into the gap

between helices 1 and 7, were analysed.

A drawback of VUF5391 for an application as a ligand in MD simulations of ligand/protein

complexes was the smaller size of its N-piperidine substituent. The ligand was thus unable

to occupy the entire binding pocket and this lack of spatial constraints onto the binding site

geometry together with the flexibility of the linker moiety increased the time required for an
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adequate sampling. In contrast, compound FUB836, although containing the same p-(3-

piperidine)-phenyl moiety could be positioned more easily within the binding pocket, as the

exocyclic nitrogen could be assumed to interact with E206/5.46. Presence of two anchor

points significantly decreased the conformational space available for the ligand. Apart from

the benzothiazole moiety, VUF5391 and FUB836 share a high degree of similarity which

facilitated the generation of a hybrid compound that combined structural features of both

compounds (see figure 7.20).

Figure 7.20: Generation of the hybrid compound FUB836-VUF5391 (c) from VUF5391 (a)
and FUB836 (b).

Simulation of the generated FUB836-VUF5391/hH3R complex with W295/7.43 pointing

into the binding pocket resulted in RMSD values within the backbone of the transmembrane

region similar to those observed in the simulation of the FUB836/hH3R complex (see

figure 7.21). In this case, the kink in helix 7 was preserved during the simulation as

can be seen in figure 7.22(b). If W295/7.43 pointed into the gap between helices 1

and 7 in the start conformation, the kink in helix 7 disappeared during the simulation (see

figure 7.22(a)). The corresponding value of RMSD within the transmembrane region rose

up to a value of 0.18 nm within the backbone of the transmembrane region.

Figure 7.23 shows the resulting binding sites of the two complexes. If W295/7.43 pointed

into the binding pocket, this residue formed π-cation interactions with the protonated

moiety. If W295/7.43 pointed outside the site, F291/7.40 assumed this function. Analysis

of mutational data should theoretically favour one placement as in the case where residue

7.43 is pointing into the gap between helices 1 and 7 it will not be primarily involved in

ligand binding and thus a point mutation should not have pronounced effects on binding

affinity. Yet, for both ligands a participation in ligand binding was reported (see GPCR
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Figure 7.21: Course of RMSD during the simulation of a FUB836-VUF5391/hH3R complex
with W295/7.43 pointing into the binding site within the entire backbone (blue curve) and
the backbone of the transmembrane region (red curve).

Figure 7.22: Comparison of resulting geometries for helix 7 (blue) depending on the
conformation of residue W295/7.43 (red). (a) W295/7.43 was pointing outside the binding
site; the kink disappears during the simulation. (b) W295/7.43 was pointing inside the
binding site; the kink was preserved during the simulation. The backbone of helix 7
of bovine rhodopsin is overlayed in grey in both simulations; The backbone of residue
K296/7.43 involved in the Schiff-base is coloured black.

database [124]). Additionally, interpretation of mutation studies was difficult as mutation of

sterically demanding aromatic residues to alanine can always have indirect effects and a
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reduction in binding affinity cannot be simply interpreted in a way that the corresponding

ligand participates in ligand binding.

Figure 7.23: Comparison of resulting binding geometries resulting from different
placements of W295/7.43.

7.3 Model Validation via Screening of a Focused Data-

base

As described above, MD simulations with different inverse agonists could result in binding

pockets varying in the placement of individual amino acid side chains. For a subsequent

high throughput screening procedure, the consideration of alternative binding pocket

geometries was however impracticable. Thus criteria had to be set in order to choose

the most appropriate binding site geometry:

• RMSD, potential energy and stereochemical parameters of the entire protein model

were considered although they are, if exclusively taken into account, too imprecise

tools for a model evaluation. [118]

• Residues that matched analogue residues in the binding pocket of bovine rhodopsin

and were additionally highly conserved within GPCR structures were required to

be present in a comparable side chain rotamer as in the template structure (e.g.

W264/6.48, Y267/6.51).

• The enrichment of ligands tested on the hH3R model binding site against randomly

selected drug-like ligands was evaluated in order to assess the suitability of the

binding site conformation for a subsequent application as filter in a high throughput

screening approach.
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• A special focus was set to the resulting GOLD scores of docking sterically demanding

ligands. This gave valuable hints upon if the binding site had realistic dimensions.

In order to test the enrichment of hH3R ligands against randomly selected drug-like ligands

taken from the WDI, several hH3R binding sites were used. Exemplarily, the model

validation is explained for the binding pockets resulting from the simulation of FUB836

and of the hybrid compound FUB836-VUF5391 with W295/7.43 located within the binding

pocket.

The hH3R ligand test data set comprised 418 ligands within a range of binding affinity

from pKi 5.29 to 10.04 and 8 inactive compounds (pKi < 4). 473 compounds were

randomly selected from the WDI. Ligands were docked into the binding pockets using

the program GOLD with default settings for a “2-times speed up” genetic algorithm, and

the corresponding GOLD scores were evaluated. All compounds were treated as being in

the protonation state under physiological condition. All imidazole groups were considered

in their protonated form. In order to account for the fact that D114/3.32 was the main

interaction partner also for binding of inverse agonists, a protein hydrogen bond constraint

was set which required establishment of a hydrogen bond with D114/3.32.

Figure 7.24 shows the population of GOLD score clusters by WDI and hH3R ligands for

both binding sites. 67 WDI ligands and 6 hH3R ligands could not be docked into the

binding sites. Most of the 67 WDI compounds that did not give a docking result, did not

contain a protonated nitrogen capable of forming a hydrogen bond reinforced salt bridge

with D114/3.32; others were too large or did not coincide with the common shape of hH3R

inverse agonists. Of the 6 hH3R ligands that were not placed into the binding site, 4 were

inactive (pKi < 4) and two had binding affinities of 1000 and 1410 nM, respectively. All

other hH3R ligands could be placed into the binding site although no correlation could

be observed between the affinity of the hH3R inverse agonists and the corresponding

GOLD score, which is, however, a well known problem of the GOLD scoring function that

was designed rather to discriminate between different binding modes than towards the

correlation of biological data and GOLD fitness scores.

When using the binding site geometry resulting from simulation of FUB836, hH3R

ligands were shifted to higher GOLD scores compared to the binding site of the FUB836-

VUF5391/hH3R complex. Further differences regarded the docking of the sterically

demanding compound FUB833 (compound 42 in [43], see figure 1.11). Docking into

the FUB836-VUF5391/hH3R site resulted in a score of -22.85, while docking into the

FUB836/hH3R site in a score of +52.37 thus clearly favouring this site. The better fit into

the binding site resulting from simulation of FUB836 was most likely due to the side chain

conformation of L199/5.39 resulting in a larger free volume within this binding pocket. For

subsequent screening procedures, binding pocket FUB836/hH3R was thus preferred.
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Figure 7.24: Enrichment of hH3R inverse agonist tested against randomly selected WDI
compounds evaluated by GOLD docking. The light grey columns represent hH3R ligands,
the dark grey columns randomly selected WDI compounds. Apparently, the histogram
corresponding to the hH3R compounds was shifted to higher GOLD scores. Thereby, the
binding pocket resulting from simulation of the complex FUB836/hH3R performed better
than the site from the FUB836-VUF5391/hH3R complex, as the GOLD score clusters [70;80]
and [80;90] were higher populated.

The binding site conformations of complex FUB836/hH3R is shown in figure 7.25a. Even

more informative than the exact placement of amino acid side chains is an analysis of

interaction fields. For this purpose the binding pocket was scanned with the phenolic

OH-probe and the DRY probe (see figure 7.25b). Interaction fields produced by the DRY-

probe, that maps hydrophobic sites, are coloured red, interaction fields that resulted from

scanning the binding site with the phenolic OH-probe, that maps polar sites, are coloured in

green. In the binding pocket of the FUB836/hH3R complex, three hydrophobic regions exist
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(D1-D3). Site D1 resulted from residues L199/5.39 and M271/6.55, D2 from W264/6.48,

Y189/5.29 and Y267/6.51 while the hydrophobic character of site D3 was due to residues

Y91/2.61 and W292/7.40.

Figure 7.25: hH3R binding pocket resulting from the simulation of the complex
FUB836/hH3R. (a) Amino acids participating in the ligand binding site. (b) Interaction fields
for the DRY- and phenolic OH-GRID-probes enumerated D1-D3 and O1-O2, respectively.

In order to reduce the bias of docking programs towards higher molecular weight

compounds, the resulting GOLD scores were multiplied by the correction term 1/
√

N, where

N is the number of non-hydrogen atoms. Application of this correction term significantly

improved the enrichment of hH3R ligands as can be seen from figure 7.26. The blue

curve corresponds to the original GOLD scores obtained when docking to the FUB836/hH3R

binding site, while the red curve depicts the enrichment after applying the correction term.

Thus, 11.4% WDI ligands must be tolerated, if the goal is to retrieve 80% of validated hH3R

ligands.
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Figure 7.26: Enrichment of hH3R inverse agonists using the binding site geometry resulting
from the simulation of FUB836 with (red curve) and without (blue curve) application of a
correction term 1/

√
N. After application of the term 1/

√
N, 11.4% WDI ligands had to be

tolerated, if the goal was to retrieve 80% of validated hH3R ligands.

Several of the compounds taken from the WDI did not contain a protonated moiety or were

too large to fit into the hH3R binding pocket. In other terms, the chemical space spanned by

the hH3R ligands and WDI compounds was quite distinct. It was thus not surprising that a

good discrimination was obtained. In order to evaluate if the generated binding site could

distinguish between hH3R compounds and WDI compounds with similar 1D properties,

a focused library of WDI compounds was generated similarly to [129]. First, for each

active, i, the distance to the nearest other actives D(i) was calculated using equation 7.1

with ND being the number of hydrogen bond donors, NA the number of hydrogen bond

acceptors and NNP the number of non hydrogen atoms. D(i) was then averaged over all

actives to give the average distance to the nearest other active Dmin. In case of the hH3R

ligands, 138 compounds with a binding affinity Ki < 10 nM were considered to evaluate the

distance D(i). Values for NNP, NA and ND were calculated for all ligands using the program

MOE. The average distance between all hH3R compounds amounted to 5.85 while the

averaged minimal distance D(i) to 0.55 (this small value arises due to the fact that several

compounds had distance zero to the nearest other active).

D(i, j) =
√

[ND(i)−ND( j)]2 +[NA(i)−NA( j)]2 +[NNP(i)−NNP( j)]2 (7.1)

Assessment of the 470 randomly selected WDI compounds used in the screening

procedure above showed, that only 52 of the 470 compounds had the required distance

D(i) < 0.55 to at least one active hH3R compound. The discrepancy between the

chemical spaces populated by randomly selected WDI compounds and hH3R compounds

is depicted in figure 7.27.
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Figure 7.27: Comparison of chemical spaces populated by randomly selected WDI
compounds and hH3R ligands. WDI compounds correspond to blue, hH3R ligands to
red cubes.

In order to better match the chemical spaces and to get a realistic idea if the generated

hH3R pocket could discriminate between compounds having similar 1D properties, a

focused library was generated. Additionally to similar parameters ND, NA and NNP, the

compounds were required to contain a secondary or tertiary amine moiety or an imidazole

group. For this purpose, firstly only compounds containing one of the moieties named

were preselected from the WDI resulting in 10721 compounds. For these structures, the

descriptors ND, NA and NNP were evaluated and the distance of each WDI compound to

all 137 hH3R ligands of the test data set (Ki < 10 nM) calculated. Finally, WDI compounds

lying within the distance D(i) < 0.55 from at least one active hH3R compound were chosen,

resulting in a selection of 3923 WDI compounds (of which 625 ligands only differed in

the counter ion of the protonated compound). 470 compounds were again selected from

this WDI subset and were — analogous to the unfocused approach — docked into the

binding pocket of the FUB836/hH3R complex. In figure 7.28 enrichment curves using a

non/focused library are compared. Apparently, a higher enrichment of hH3R ligands was

obtained if the screening had been carried out against randomly selected compounds.

Here, in order to retrieve 80% of the hH3R compounds, 11% WDI compounds had to

be accepted. If compared to screening the focused library, the enrichment curves run

congruent up to 60% hH3R. In order to retrieve 80% hH3R compounds, now 23% WDI

ligands had to be accepted. Due to the comparable physicochemical properties, these

ligands represented also interesting hits for further visual inspection. In figure 7.29 some

high ranked compounds are depicted.
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Figure 7.28: Comparison of enrichment curves using a non/focused library for validation
purposes.

Figure 7.29: WDI compounds of the focused library producing high scores when docked
into the hH3R binding pocket. Due to the similarity to known H3R compounds, an
evaluation of their affinity towards the hH3 receptor might be interesting.

7.4 Application of the Generated Binding Pocket Confor-

mation as Filter in HTS

As described in section 7.3, the binding pocket resulting from the simulation of ligand

FUB836 could serve as a filter for high throughput screening. Active hH3R compounds are

known to contain a protonated moiety; thus, such compounds were preselected resulting

in 7101 compounds from the Maybridge Database (MDB), and 16048 WDI-compounds.

Primary amines, guanidines, pyrimidinium salts and amidines were excluded from the

database as they are quite polar and cannot be expected to penetrate the blood-brain

barrier. Additionally, a molecular weight filter with a cutoff of 600 Da was applied, which

further reduced the number of compounds to 13524.

These ligands were then docked into the hH3R binding pocket using the program GOLD
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with default parameters for a “library screening” genetic algorithm. This algorithm was

computationally significantly less demanding than the “2 times speed-up” algorithm applied

during the model validation. The drawback of applying this method is depicted in

figure 7.30. When screening the hH3R compound library, the average score obtained with

the “2 times speed-up” algorithm was 66, when applying the “library screening” method

only 45. As can be seen from the distribution of data points in figure 7.30(a), the distribution

is not only shifted by a value of approximately 20, but the “library screening” algorithm

tended to underpredict some compounds. More important, also the enrichment of the

hH3R ligand data set against the focused library described in section 7.3 depended on the

algorithm applied. Thereby, the “library screening” algorithm resulted in a worse separation

of hH3R compounds from WDI/MDB ligands. While in case of the “2 times” accelerated

algorithm 23.0% WDI compounds had to be accepted in order to retrieve 80% of the

hH3R ligands, application of the library screening algorithm increased the number of high

scored WDI compounds to 32.8%. The correlation between reliability and speed has been

described in the manual to the program GOLD. For flexible ligands a “2 times speed-up” or

“3 times speed-up” algorithm had been recommended that is however computationally too

demanding for virtual high throughput screening.

The resulting docking solutions were then ranked according to the GOLD scores obtained.

In order to get an idea, up to which score ligands had a high probability of being hH3R

compounds, the distribution of scores for hH3R ligands was overlayed to the histogram of

WDI and MDB compounds. Apparently, both histograms depict a Gaussian distribution

with a mean value of [20;30] in case of WDI/MDB compounds and [40;50] in case of hH3

compounds. In figure 7.31 the number of hH3R compounds is multiplied by 10 for reasons

of clarity.

The cutoff value chosen for visual inspection of high scored WDI/MDB compounds was

a compromise between feasibility of the subsequent visual inspection and the increasing

rate of hH3R compounds that would be withheld by this filter. If a cutoff of 40 was chosen,

66.5% of the validated hH3R ligands would pass the filter, meanwhile 87% of the WDI and

MDB compounds could be filtered out. Still, 1839 ligands had to be visually inspected with

this cutoff setting.

In biogen aminergic receptors, a considerable degree of conservation is observed for

residues participating in the binding site. As an example, in muscarinic as well as in

dopamine receptor subtypes an aromatic cage has been observed formed by helices 2, 3

and 7. Additionally, the shape of the binding pocket is influenced to a certain amount by

the position of transmembrane helices. Screening of the focused library in section 7.3

resulted in high scores for compounds that bind to biogen aminergic GPCRs. Thus, in

order to evaluate, if the generated binding site is able to discriminate also between hH3R
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Figure 7.30: Comparison of GOLD scores and enrichment curves depending on the
screening algorithm used within GOLD. (a) GOLD scores obtained by docking identical
ligands into one binding pocket applying either a “2 times speed-up” (red squares) or the
algorithm adapted for “library screening” (blue squares). (b) Enrichment curves obtained
when repeating the screening procedure described in section 7.3 (red curve) with the
“library screening” settings (blue curve).

ligands and compounds targeting biogen aminergic GPCRs, the resulting histograms

were generated for this WDI subset. For this purpose, 1105 WDI compounds that were

described to bind to biogen aminergic GPCRs were selected and their GOLD scores

compared to those of the hH3R data set (see figure 7.32).
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Figure 7.31: Comparison of GOLD scores obtained when docking WDI/MDB (grey column)
and hH3 (grey/white column) compounds. Note that the number of hH3R compounds is
multiplied by 10 for reasons of clarity. The distribution of hH3R compounds is shifted by
a value of 20 to higher GOLD scores indicating that the discrimination between validated
binders and compounds from WDI/MDB is satisfactorily.

Figure 7.32: Comparison of GOLD scores obtained when docking WDI compounds known
to address biogen aminergic GPCRs (grey columns) and hH3R compounds (grey/white
columns). The mean value of the distribution of WDI compounds still lies within the cluster
[20;30] indicating that the hH3R binding site does not just enrich compounds targeting
biogen aminergic GPCRs but is specific to hH3R compounds.
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7.5 Pharmacophore Based Screening

Pharmacophore based screening was carried out using the program Catalyst. A

database of 426 ligands tested on the hH3R was generated and conformational

models generated for all compounds. An energy cutoff of 20 kcalmol−1 from each

energetic minimum structure was set in order to avoid high energetic structures. Three

pharmacophore models were then defined based on the template molecules FUB836,

FUB833 and FUB209 in their supposedly bioactive conformation that was derived from

conformational analysis and MD simulation or docking of these compounds into the hH3R

binding site. Defining a pharmacophore model upon a ligand has the advantage that this

way the individual features are already correctly aligned in space. In order to account for

the great structural variability of hH3R inverse agonists, the pharmacophoric filters were

defined as loose as possible in order to still retrieve most of the validated hH3R ligands as

hits. Once a filter capable of retrieving known hH3R inverse agonists had been defined,

it could be used in a subsequent screening procedure of commercial structural libraries

(WDI, MDB).

Figure 7.33 shows the position of pharmacophoric features defined on molecule FUB836.

Each sphere comprised a variety of chemical moieties as listed below:

• red sphere (xyz = (-12.596/2.347/2.042); r=1.5 Å)

– any positively charged element (predefined in Catalyst)

– imidazole moieties

• orange sphere (xyz = (-10.609/3.009/0.708); r = 1.5 Å)

– ethers, thioethers, disulfides

– aliphatic un/saturated hydrocarbon chains

– cyclopropyl groups

– aromatic ring systems (predefined in Catalyst)

– hydrophobic groups (predefined in Catalyst)

• magenta sphere (xyz = (-6.183/2.726/-1.495); r = 1.5 Å)

– aromatic ring systems (predefined in Catalyst)

– π-electron rich systems: carbamate-, ester-, urea-, thiourea-groups

– t-butyl groups
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The choice of chemical moieties was based on chemical functionalities observed in

validated hH3R inverse agonists and inspection of the binding pocket. As previously

described, the linker moiety and the adjacent hydrophobic/π-electron rich system lay in a

cleft between helices 3, 6 and 7 of the hH3R. In this region, residues Y189/5.29, Y267/6.51,

F291/7.39 and L294/7.42 border the binding site. Analysis of a binding pocket (obtained

after MD simulation of FUB836) with GRID probes showed that this region was rather

hydrophobic. The seemingly contradicting observation that also polar groups could be

accommodated in this cleft could be explained if one assumed that potential hydrogen

bond donor functions were present in this region, however involved in intramolecular

hydrogen bond interactions. Thus, in order to interact with a ligand hydrogen bond

acceptor, first, an intramolecular interaction had to be broken, resulting in a negligible netto

gain of enthalpic binding energy due to the introduced hydrogen bond acceptor. In case of

polar groups such as carbamate-, ester-, urea- or thiourea-moieties, the correspondence

to aromatic/hydrophobic systems could lie in the presence of π-electrons available for π-

π-interaction with Y189 and T-shape interaction with Y267. No pharmacophoric features

were defined upon the 4-aminoquinoline moiety as a high degree of chemical diversity is

observed in active hH3R ligands within this region. Any restriction of chemical features

was thus avoided.

Figure 7.33: Pharmacophoric features defined based upon compound FUB836.

Apparently, the derived pharmacophore model is too loose-fitting for screening a database.

Thus, the van der Waals volume of ligand FUB836 was included as an additional constraint

into the pharmacophore model. Default parameters were used for the definition of the

shape query, except for the value of similarity tolerance, which was adjusted to a minimum

value of 0.45 instead of 0.5. Lowering this value, 316 instead of 257 hH3R ligands could be

retrieved as hits when applying the pharmacophore model described on the hH3R ligand

database, as a greater variation of the ligands from the template shape was now allowed.

Finally, also forbidden volumes (black spheres) were defined in order to account for

the fact that ligands (such as FUB697 and FUB741) extending into these areas were

inactive although resembling other active compounds (see figure 7.34). The forbidden

volume defined upon FUB697 was centered at the site xyz = (-2.199/2.157/1.732) and
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spanned a sphere with a radius of 0.9 Å. Volume 2 defined upon FUB741 was centered at

(-6.744/-0.107/-1.514) and had a radius of 1.5 Å. Finally, an additional forbidden volume (r

= 0.25Å) was defined in proximity to the space occupied by the piperidyl nitrogen (xyz =

(-11.786/0.616/2.510)) in order to avoid larger substituents at this site that would — if the

pharmacophore model was seen in its context with the binding site — produce a clash with

aspartate 114/3.32.

Figure 7.34: Superposition of (a) the active compound FUB395 with nanomolar binding
affinity (blue grid) and the inactive compound FUB697 (red grid) in their lowest energy
conformations. FUB697 extends the volume occupied by FUB395. This additional space
is however not available for ligand binding. (b) Superposition of the active FUB742 (blue
grid) and the inactive FUB743 (red grid). Again, FUB743 extends the volume occupied by
FUB742.

Figure 7.35 shows the ligand FUB836 fitted into the complete pharmacophore model.

Using this model, 316/428 ligands from the hH3R database were found as hits. The hH3R

ligand database contained compounds spanning a pKi-range of 5 orders of magnitude.

Even 17 inactive compounds (with a pKi <6) were included. Ideally, the pharmacophore

model should be stringent enough to filter out these inactive compounds. The capability

of the pharmacophore model to enrich active compounds is assessed in figure 7.36a.

93% of the ligands with highest activity were retrieved by the pharmacophore model;

less satisfactorily, also 54% of the inactive compounds could pass the pharmacophoric

filter. However, the filter was still quite loose so that a subsequent definition of further

pharmacophoric features could result in a better separation of in/actives.

Application of the pharmacophore filter in screening the Maybridge Database and the

World Drug Index resulted in 249 and 929 hits, respectively. Thus, 70% of the active

and moderate active hH3R ligands (with a pKi > 7) were retrieved by the FUB836-filter,

meanwhile from the pool of MDB and WDI ligands (MDB: 59194 compounds, WDI: 48405

compounds) 98.9% could already be excluded.

In order to further increase the percentage of active hH3R ligands found during the

screening procedure, further pharmacophore models were defined in a similar way based

upon compounds FUB833 (Ki = 0.33 nM) and FUB209 (Ki = 69 nM [ [130], compound 43]).

For the definition of the FUB833-pharmacophore, again the three features described above
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Figure 7.35: Pharmacophore model based upon FUB836.

were used in combination with a shape query and forbidden volumes. Figure 7.36b

shows compound FUB833 and the enrichment resulting when applying the generated

pharmacophore in screening the hH3R ligand database. Significantly less compounds

(100/426) were obtained as hits when applying this model. This might seem surprising at

first sight, as the same features had been used and the molecule had a larger volume.

Yet, in order to be assessed as a hit, a molecule had to match a certain percentage

of the available volume set to values between 70 and 130%. Thus, small ligands —

although fitting the features and into the template molecule’s shape — were too small to

be considered as a hit. If the enrichment in each pKi cluster was evaluated, the FUB833-

model performed quite well as it was capable of retrieving mainly high affinity binders.

Screening of commercial databases resulted in 9 hits in the MDB and 115 hits in the WDI.

Three hit structures from the MDB screening are depicted in figure 7.37.

Yet another pharmacophore model was defined based on FUB209 (see figure 7.36c)

capable of retrieving 68% of ligands deposited in the hH3R database. Applied to MDB

and WDI, 524 and 1294 hits were found, respectively.

By combining the three pharmacophore models, 369 of 398 (93%) hH3 ligands with a pKi

> 7 could be obtained, while only 2668 (2.5%) compounds were obtained as hits when

screening the MDB and WDI with together 107599 structures deposited. The population

of different pKi clusters is shown in figure 7.36d. The small percentage of structures from

commercial databases matching the pharmacophores showed that the generated models

were stringent enough for a reasonable screening.

Alternatively, pharmacophore searches were carried out, where the stringency of the

pharmacophore filter was achieved by including more, and more stringent features. Again,

FUB836 was used as a template for the definition of these pharmacophores. With a model

defined by

• a protonated moiety or imidazole group,
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Figure 7.36: Enrichment of hH3R ligands by pharmacophore model based on FUB836,
FUB833, and FUB209. In figure (d) the percentage of hH3R ligands retrieved by a
combination of all three pharmacophore models within each pKi-cluster is depicted. The
percentage of ligands found in each cluster (dark columns) is written in red numbers and
compared to the population of pKi clusters of all hH3R compounds in the data set (light
grey columns).
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Figure 7.37: Hits when screening the MDB with a pharmacophore model based upon
FUB833.

• an aromatic system adjacent to the spacer group,

• a hydrogen bond donor or protonated nitrogen (corresponding to the exocyclic

nitrogen),

• a hydrogen bond donor or acceptor (corresponding to the endocyclic nitrogen),

10 hits were found in the MDB and 462 in the WDI. Most of the WDI compounds were

however high molecular weight compounds (56% had a MW > 600 Da) and the lack of

shape requirements resulted in proposed structures that did not resemble the shape of

hH3R ligands.

More stringent filters were however useful to further screen the subset of 2668 compounds

obtained by screening with the pharmacophore models based upon FUB836, FUB833

and FUB209. Based on FUB836, a leave-one-out pharmacophore model was defined.

For this purpose, firstly, all features were defined upon FUB836 as depicted in figure 7.38.

Many compounds — although active hH3R ligands — do not possess all features depicted.

Hence, the stringency of the pharmacophore model was reduced by defining a set of leave-

one-out models where one feature (except for the essential protonated moiety and a spacer

group) was neglected at a time. Although this filter could only retrieve 106 compounds from

the hH3R ligand database, it was capable of filtering out 96% of the inactive compounds

(pKi < 6) and 84% of the moderately active compound cluster (6 < pKi < 7). A more

complex pharmacophore model also has the advantage that this way, ligands with more

features are selected that should correspond to higher selective compounds, due to the
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better match with the hH3R binding site. When screening the preselected 2668 hits, 320

compounds matched the leave-one-out filter.

Figure 7.38: Features in FUB836 used in a combinatorial way for the definition of a leave-
one-out pharmacophore model. The protonated moiety/imidazole group and the spacer
were required in all models.

In figure 7.39a-d some hH3R compounds mapped onto the leave-one-out pharmacophore

model are depicted. In the same figure also some compounds from commercial databases

that match the leave-one-out model are shown. Apparently, the compounds depicted

share similarity with known hH3R binders. Thus, they represent interesting hits for further

evaluation.

The generated pharmacophore models allowed molecules to be still regarded as hits even

if they exceeded the shape query to a certain amount (130%). Additionally, functionalities

of the ligands may be misplaced if seen in the context of the hH3R binding pocket.

Thus, the selected 2668 hits from WDI and MDB were docked into the hH3R binding site

using the program GOLD. For this docking procedure, again the “library screening” genetic

algorithm was preferred to the “2 times speed-up” algorithm due to its computationally

higher performance. After docking, the ligands were scored and clustered accordingly to

the GOLD score obtained. Figure 7.40 shows the population of each cluster with hH3R

ligands and WDI/MDB compounds. The distribution of hH3R ligands had its maximum in

the cluster [40;50] while the histogram representing the WDI and MDB compounds had the

maximum at [30;40]. Compared to histogram 7.31 where the maximum of the distribution

lied within the cluster [20;30], a prescreening with Catalyst reduced the number of

potential hits significantly and shifted the distribution of higher scores. If the cutoff for

visual inspection was again set to a value of 40, 66% of the hH3R compounds passed the

filter and were thus found applying this combined procedure of pharmacophore search and

subsequent docking. The absolute number of WDI and MDB compounds which passed

the filter now amounted to 714 which is significantly less than the 1839 ligands that were

suggested for visual inspection when only applying the docking procedure as described in
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Figure 7.39: (a)-(d) hH3R compounds mapping the leave-one-out pharmacophore model
based upon compound FUB836. (a) C2 [42]; (b) FUB660 [43]: compound 20; (c)
FUB267 [130]: compound 40; (d) FUB409 [130]: compound 11. (e)-(h) Compounds from
WDI and MDB matching the leave-one-out pharmacophore model based upon compound
FUB836.

section 7.4.

An interesting question is, if the molecules selected will form part of the focused WDI and

MDB library, or in other terms, if they will have similar 1D physicochemical parameters to

known hH3R ligands. For this purpose, again descriptors ND, NA and NNP were evaluated
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Figure 7.40: GOLD scores obtained for 2668 compounds preselected by pharmacophore
search with Catalyst in comparison with known hH3R binders.

and the amount of WDI and MDB ligands lying within the distance D(i) from active hH3R

compounds was evaluated. Of the 2668 Catalyst compounds 804 lay within the required

distance and formed thus part of the focused library described in section 7.3. A limitation

to molecules with similar 1D physical properties would hence result in the neglection of a

considerable part of hits found.

In respect of a subsequent testing, hits from the Maybridge Database were more easily

available. Due to the higher performance of the “2 times speed-up” algorithm, a high

scored MDB subset of 216 hits were again docked and further evaluated. Figure 7.41

shows the distribution of GOLD docking scores for hits found via the pharmacophore search

in comparison with the distribution of hH3R compounds. Apparently, the two distributions

are congruent. This becomes visually even more clear, when — instead of the absolute

number of compounds (see figure 7.41, left) — the percentage of Maybridge and hH3R

compounds is depicted (see figure 7.41, right) in order to account for the smaller number

of MDB hits. Thus, a pharmacophore based search was capable of selecting ligands from

the MDB that produced scores comparable to validated hH3R binders which is a good

indication that at least some of these molecules can be expected to show affinity towards

the hH3R.
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Figure 7.41: Comparison of the distribution of GOLD scores for hH3R ligands (grey/white
columns) and selection of 216 MDB compounds (grey columns) output as hits by
Catalyst.

7.6 The hH3R Binding Site, Suggested Structures and

Implications for the hH4R

7.6.1 The hH3R Binding Site

The resulting binding pocket of the hH3R used for high throughput screening is depicted in

figure 7.25. Important structural features and ligand interactions are listed below:

• Inverse agonists such as FUB836 spanned from helix 3 to helix 5. The sterically

demanding 4-aminoquinoline moiety lay between helices 3, 4 and 5. This orientation

was consistent with available mutation data that will be discussed in detail in

section 8.4.1.

• Protonated moieties, such as piperidine, piperazine, and pyrrolidine groups as

well as imidazole moieties, which were considered in their protonated state were

interacting with D114/3.32. A hydrogen reinforced salt bridge was formed with

piperidine, piperazine and pyrrolidine moieties while the protonated imidazole moiety

was able to form an additional interaction. Depending on the inverse agonist under

study, a hydrogen bond interaction has been observed with either the backbone

carbonyl moiety of F291/7.39 or the NH moiety was pointing towards the aromatic

plane of W292/7.40 (see figures 7.42 and 7.43, respectively).

• The position of D114/3.32 was restrained by interactions with Y91/2.61 and

Y189/5.29. Y91/2.61 corresponded to lysine residues in the D1R and D5R. A spatial

proximity of these residues seemed thus convincing.

• An aromatic cluster consisting of W110/3.28, F291/7.39 and W292/7.40 further

stabilised protonated moieties.
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Figure 7.42: FUB181 [33] in the hH3R binding site. Amino acids that supposedly account
for the subtype specificity compared to the hH4R are held in red.

• The flexible linker moiety lay in a cleft between helices 3 and 7. In this respect,

L294/7.42 was important that aligned to glycine residues in most other human

biogen aminergic GPRC sequences, except for the muscarinic receptor family where

a cysteine was found at position 7.42, and the human histamine H4R where a

glutamine residue resides at site 7.42. It can thus be expected that the breadth

of the cleft is significantly reduced due to this mutation. Aromatic ring systems in

the linker moiety (e.g. in SCH79687 (see figure 1.10)) are expected to be oriented

orthogonal to the membrane plane.

• Many hH3R inverse agonists contain a p-(3-piperidinopropyloxy)-phenyl moiety

which simply arises from the fact that in compounds of this class the imidazole

moiety could be replaced without affinity loss. In the herein described model,

the aromatic system lies parallel displaced to Y189/5.29 from the 2nd extracellular

loop. A parallel displaced orientation has been reported to be energetically more

favourable in ligand/protein complexes than a π-π-stacking interaction that was

according to the authors almost never observed. [72] At the same time, a T-shaped

interaction could be formed with Y267/6.51.

Polar groups such as carbamate-, ester-, urea-, thiourea-, isothiourea-, amide-

moieties or unsaturated hydrocarbon chains could similarly form π-π-interactions

(see figure 7.43). Y189/5.29 and Y267/6.51 could also represent potential hydrogen
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Figure 7.43: FUB267 in the hH3R binding site. Amino acids that supposedly account for
the subtype specificity compared to the hH4R are held in red.

bond donors (e.g. for an interaction with ether moieties). In absence of a polar

moiety, Y267/6.51 was involved in a hydrogen bond to Y287/7.35 in the E3 loop

and Y189 interacted with D114/3.32. Thus, in order to interact with polar moieties,

these intramolecular hydrogen bond interactions had to be disrupted, thus giving a

reasonable explanation, why either polar or apolar moieties could be accommodated

at identical sites in the binding pocket.

• A hydrogen bond cluster was formed by residues of helix 3 (T119/3.37), 4

(Y167/4.57) and 5 (E206/5.46). T119/3.37 was hydrogen bonding to Y167/4.57

which in turn interacted with E206/5.46. Y167/4.57 was thus highly restrained in

its position and ligand interactions were hampered. This could give a reasonable

explanation for the decreased affinity of e.g. ciproxifan on the human H3R compared

to the rat H3R. In the rat H3R, T119/3.37 is mutated to an alanine that would

not be capable of interacting with Y167. Thus, Y167 could more easily get

involved in hydrogen bond interactions with hydrogen acceptor moieties present in

ligands known to be strongly affected by species heterogeneity (e.g. ciproxifan, A-

304121, thioperamide). See section 8.4.2 for a more detailed discussion of species

differences and figure 7.44 for an example of a ligand that is expected to be affected

by species differences.
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Figure 7.44: Ligand UCL2190 [33] in the hH3R binding site. The carbonyl moiety is located
in hydrogen bond distance to Y167/4.57. This residue in turn is interacting with T119/3.37
and E206/5.46. In the rat H3R, a greater conformational freedom for Y167/4.57 would
result in a facilitated interaction with ligand-hydrogen bond acceptor moieties. Amino acids
that supposedly account for the subtype specificity compared to the hH4R are held in red.

• Two lipophilic pockets were present for inverse agonist binding located between

helices 3, 4 and 5 and helices 5 and 6 as suggested by De Esch and coworkers. [36]

In figure 7.42 the chlorine-substituted aromatic ring system points into the gap

between helices 5 and 6. Obviously, this placement will lock F207/5.47 — that had

been shown by mutational analysis to be involved in the activation process — in its

position. Although M271/6.55 was in this binding pocket not in an optimal position

to form a charge-transfer interaction with the aromatic system, it could easily adopt

a distinct side chain rotamer. The often observed lack of preference for a certain

spacer length between the protonated moiety and an aromatic ring system [131]

could be a consequence of the consecutive placement of Y189/5.29 and M271/6.55

and the ability of M271 to perform an induced fit.

• Compounds with two protonated moieties could simultaneously interact with

D114/3.32 and E206/5.46 as exemplarily depicted for compound JNJ1 (see

figure 7.45). The orientation of JNJ1 in the binding site might depend on the exact

placement of M271/6.55.

• Y194/5.34 from the 2nd extracellular loop region could be an interaction partner for
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Figure 7.45: Ligand JNJ1 in the hH3R binding site. Amino acids that supposedly account
for the subtype specificity compared to the hH4R are held in red.

the endocyclic nitrogen of the quinoline moiety in FUB836, the cyano moiety of the

aminoalkoxybiphenylnitrile series published by Faghih and coworkers [42] as well

as amide groups in the aminoalkoxy-biaryl-4-carboxamide series (see figure 1.11,

compound A-349821 for a representative of this series).

7.6.2 Suggested Structures for Experimental Testing

Some interesting compounds for experimental evaluation have been already depicted in

figures 7.29 and 7.37, more hits are depicted in figure 7.46. HTS docking of compounds

from the WDI and MDB or the molecules preselected by pharmacophore based searches

suggested several modifications to result in high docking scores:

• In many high scored docking solutions, the protonated nitrogen atom had shifted

to the 4-position and a bulky substituent was attached to the nitrogen atom (e.g.

a phenethyl moiety; see figure 7.46: HTS-09319, HTS-07217, TB-00019, HTS-

02216, AW-00833, HTS-03517). This way, the flexibility of the linker chain would be

reduced and the linker at the same time enlarged, which could improve interactions

with L294/7.42. An attached aromatic system could increase affinity as a good

stabilisation within the aromatic cluster can be expected.
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Figure 7.46: Hits found by docking or pharmacophore based search of the MDB and WDI.

Similar piperazine containing compounds have been recently published by Novo

Nordisk (see figure 7.47). [132] In the resulting piperazine derivatives, a bulky

substituent at the 4-position was required for affinity (e.g. 3-pentyl or cyclopropyl)

while heteroatoms at this position led to inactive compounds. This SAR is in well

agreement with the proposed model. The bulky substituent will be accommodated

within the aromatic cage bordered by F291/7.39, W292/7.40, W110/3.28 and
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Y91/2.61. Additionally, a bulky substituent allows the positive charge be distributed

on the hydrocarbon atoms, resulting in a decreased polarity. On the quinoline

group, substituents at position 3, 4, 5, 7 and 8 were not tolerated. Only at

position 6 substituents were well accepted. Here, lipophilic substituents (Cl, CF3) or

sterically demanding moieties (cyclohexyl, 4-fluorobenzoyl) lowered affinity. Small

polar groups (OMe, CN, pyrazoyl, cyclopropanoyl) increased affinity. If this SAR is

seen in the context of the binding site, the substituted aromate would be in contact

with M271/6.55. Small polar groups could decrease electron density and facilitate a

charge transfer complex. At the same time, the space at this site is limited due to

L199/5.39.

Figure 7.47: A series of Novo Nordisk compounds recently published. [132]

• As will be extensively discussed in section 8.4.1, imidazole-containing compounds

that lack a protonated moiety in the side chain likely interact with D114/3.32. From

superimposing FUB836 and 1S,2S-GT2331 (see figure 7.14) it can be expected

that the imidazole moiety will form a hydrogen bond reinforced salt bridge with its

Nπ-atom. Yet, a second hydrogen bond acceptor site can be expected for the

interaction with the Nτ-atom. In the herein described complexes, the Nτ-atom of

the imidazole-moieties was observed to interact with either the backbone carbonyl

moiety of F291/7.39 or pointing towards the aromatic plane of W292/7.40.

Some ligands with sterically demanding headgroups capable of simultaneously

interacting with D114/3.32 and F291/7.39 were found during the HTS, which could

clarify if an interaction with F291/7.39:O is likely to happen (see figure 7.46: DSHS-

00399).

• Also cyclic amidines could represent an interesting headgroup. This moiety strongly

resembles imidazole due to the presence of two hydrogen bond donor moieties and

steric similarities. An amidine moiety has been observed also in antiallergic drugs

targeting the hH1R (see CCD-entry: TUDSEQ). Amidines are however rather polar.

In order to not limit the use of such compounds to targeting the peripheral hH3R,

oxamidines could lower the pKa value (pKa (amidine) = 11-12; pKa (oxamidine)

= 10.46). Using such moieties could also be interesting in agonists as it could

potentially replace the imidazole moiety.
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• Several hits had sterically demanding lipophilic moieties attached to the linker group.

As will be discussed in section 8.4.3, blocking the side chain conformational switch

of F207/5.47 could represent a strategy for inverse agonist design. Ligand extending

into the gap between helices 5 and 6 could accomplish this task.

The proposed model of the hH3R binding site will certainly not be able to explain all

structure affinity relationships observed for hH3R ligands. Yet, models can help to better

understand experimental data and imply further experiments to prove the model either right

or wrong. A possible explanation for SAR observed for a series of piperidine-containing

carbamates published by [131] (see figure 7.48) shall be given: No significant influence

of the spacer length m and n could be observed, and the affinity of the ether containing

lead compound (pKi = 7.77 on rat cortex) could neither be reached by the spacer length

combination (m = 3, n = 3) nor (m = 1, n = 3) that should result in the same separation

of the protonated nitrogen atom and the aromatic moiety. Lazewska et al. stated that

also the lack of the 4-Cl-substituent — present in the ether analogue — could not be

fully responsible for this observation as the hydrogen analogue of the lead compound still

displayed only 60% of the affinity of the lead.

Figure 7.48: For m and n the combinations 3/1 (5,88), 3/2(5.76), 3/3(6.28), 3/4(6.39),
3/5(6.47), 4/4(6.28), 5/4(6.48), 6/4(6.41), 7/4(7.02) and 8/4(<6.9) were tested. pA2 values
determined on rat H3R are given in brackets.

In context with the suggested hH3R model proposed, the lack of preference for a specific

spacer length might indicate that the carbamate moiety is not exclusively involved in

hydrogen bonding interaction but can form π-π contacts with Y189/5.29 and/or Y267/6.51.

The low affinity of compound (m = 1,n = 3) can be explained as in this case the polar

carbamate moiety were located in the hydrophobic cleft bordered by L294/7.42. The

lower affinity of the ligand with (m = 3, n = 3) could be explained by the different

position of the carbamate moiety compared to the ether moiety. Most likely, the polar

ether group places the aromatic ring in a reasonable way for a charge-transfer complex

with M271/6.55. Presence of a carbamate moiety might result in a parallel-displaced

arrangement with Y189/5.29 resulting in a lower position of the entire molecule. While

in the ether lead compound the oxygen-atom might be involved in a hydrogen bond

with Y267/6.51, in the carbamate-containing compound, the carbonyl-oxygen might be

involved in hydrogen bonds as the largest negative partial charge is located on this

atom. Why however imidazole-containing carbamate ligands are higher affine at the H3R
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than piperidine-containing carbamate ligands is difficult to answer and might depend on

the more favourable steric constraints an imidazole moiety imposes on the side chain

compared to the piperidyl moiety.
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Chapter 8

Discussion

8.1 Generation of a Homology Model of the Human

Histamine H3-Receptor and Comparison with other

hH3R Models

The human histamine H3-receptor forms part of the family of biogen aminergic G-protein

coupled receptors. In this protein family, the structure of bovine rhodopsin is the only

available X-ray structure. Although sequence conservation within the GPCR family is

quite low, the arrangement of the seven helices as well as several motifs (e.g. D(E)RY

in helix 3, NPXXY in helix 7) and numerous amino acids at the transmembrane level [80]

seem to be conserved among family A receptors, and there is evidence that not only

the overall topology but also the mechanism of activation is conserved. The fact that

bovine rhodopsin was crystallised in its inactive state has important implications for the

applicability of models based upon this structure as it will limit their use to study inverse

agonists that are thought to stabilise the inactive receptor conformation. Several activation

models of bovine rhodopsin exist and indicate that upon activation a cleft opens at the

cytoplasmatic end of the helix bundle and exposes various regions for interaction with

the G-protein. [133] Translational movements, rotation of helices and kinking of helices

accompany the opening of this cleft. Thus, significant changes have to be expected within

the binding site which is located in the upper half of the helix bundle. Studies described

herein thus focused solely on inverse agonist/receptor complexes although it was sought

to find a more general explanation for agonism versus inverse agonism. For simulating

ligand/receptor complexes, a model of the human H3R receptor was built based on the

crystal structure of bovine rhodopsin. The model lacked part of the 3rd intracellular loop

region, which is known to couple to G-proteins. Neglection of this loop was however not

expected to influence the binding pocket that lies distant from the intracellular loop region
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within the helix bundle. One intrinsic water molecule was considered in the model, which

is located in proximity to D83/2.50 (see figure 7.6) and links helices 2, 3 and 7. Regarding

potential pKa-shifts, analysis of the VUF5300-complexed hH3R model with the program

UHBD suggested — in analogy to D80/2.50 in bovine rhodopsin — a deviant pKa value

for D83/2.50, which was predicted to be present in its protonated state. D114/3.32 and

E206/5.46 were predicted to be negatively charged and produced a pKa-shift of close by

basic moieties such as imidazole-groups favouring their presence in the protonated state.

The sequence of the hH3R was analysed by applying several transmembrane prediction

and secondary structure prediction algorithms. Secondary structure prediction algorithms

are however an imprecise tool, with a prediction accuracy of only 76%. [64] Still, combined

application of several algorithms that had been evaluated on the sequence of bovine

rhodopsin allowed to deduce that also in the hH3R a helix 8, parallel to the membrane

plane, would be present. Prediction of putative transmembrane helices has been reported

to have a prediction accuracy of 90-95% [64] and was valuable in order to decide

between two alternative alignments depicted in figure 7.2. The low conservation of helix 5

of the hH3R was also mentioned by Uveges and coworkers, [27] who built a model

of the hH3R as well based on the structure of bovine rhodopsin. After a sequence-

structure alignment, the model of Uveges et al. was optimised using energy minimisation

algorithms and subsequently a histamine ligand was manually docked into the model.

Manual adjustments of helix 5 were however required in order to force an interaction of

E206/5.46 with the imidazole moiety of histamine. All loop regions were then removed

and the complex further optimised. The fact that manual adjustments of helix 5 were

required in order to achieve an interaction with E206/5.46 quite probably arose from

the fact that a model based on an inactive receptor conformation had been used to

simulate an agonist/receptor complex. Given the complex activation process, it can

however not be anticipated whether this procedure will be successful. In contrast to the

receptor model of Uveges, in the model herein presented all extracellular loop regions

were explicitly considered, as several mutation studies showed that residues from the

second extracellular loop (especially residues adjacent to the cysteine residue involved

in the disulfide linkage) could be involved in ligand binding [99, 100] or were responsible

for receptor subtype specificity. [101, 102] In the hH3R and hH4R sequences, residues

adjacent to the conserved cysteine residue in the E2 loop differ: in the hH3R at position

5.27 a histidine residue and at 5.29 a tyrosine residue is found while in the hH4R two

glutamic acids reside at corresponding positions. In the models herein proposed these

residues were pointing into the binding pocket and participated in ligand binding. Yet,

mutational analysis of these residues will be required in order to prove their participation

in ligand binding.

Further models of the hH3R based upon the structure of bovine rhodopsin were published
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in 2001 by Sippl [134] and in 2003 by Yao et al.. [46] Both models were built in order

to explain species differences observed between the rat and human H3R that differ only

in 5 amino acids on the transmembrane level. Both models were relaxed by means of

energy minimisation and MD simulation, showed however striking differences in ligand

placement. In the model of Yao and coworkers, the inverse agonist A-304121 extended

from D114/3.32, which formed a salt bridge with the piperidyl moiety orthogonal to the

membrane plane down to residue D80/2.50. While ligands in this model were located

between helices 2, 3 and 7, ligands in the model of Stark and coworkers extended from

D114/3.32 towards E206/5.46, accounting better for mutational data.

In none of the published models, problems in generating the ligand/receptor complexes

were mentioned. Yet, after a sequence structure alignment had been carried out and

amino acid side chain were added using SCWRL3.0, clashes were observed at two sites

as described in section 7.1.3 and compound FUB836 could not be automatically docked

into the binding pocket. In order to resolve these unfavourable contacts, unconstrained

MD simulations were carried out in a CCl4/water environment. This membrane mimic had

been previously analysed in MD simulations of bovine rhodopsin (see section 4.4) and

a decreased viscosity compared to a DPPC/water environment had been observed. As

the scope of these simulations was to identify incompatible amino acid placements upon

distortions of the receptor model, a CCl4/water environment seemed more suitable for

these simulations.

Regarding the placement of Y167/4.57 a side chain rotamer pointing into the binding site

was favoured. Starting with this conformation, a hydrogen bond cluster emerged, involving

residues T119/3.37, Y167/4.57 and E206/5.46; additionally, this placement was consistent

with mutational data available for other biogen aminergic GPCRs. As will be described in

detail in section 8.4.2, due to this hydrogen bond cluster, Y167/4.57 was highly constrained

in the human H3R-model and was not fully available for ligand interaction. In contrast, in the

rat H3R the mutation T3.37A would break up this hydrogen bond network and Y167/4.57 is

assumed to better interact with compounds containing a hydrogen bond acceptor moiety

at this site.

Clashes between amino acid side chain were also observed within an aromatic cluster

formed by residues Y91/2.61, W110/3.28, F291/7.39, W292/7.40 and W295/7.43. Clashes

arose, as in bovine rhodopsin the corresponding residues were often sterically less

demanding (Y2.61T, W3.28E, F291A, W292F, W295K). Special attention was given to

W295/7.43, which corresponded to the lysine residue K296/7.43 in bovine rhodopsin that

was involved in the Schiff-base linkage. In the crystal structure of bovine rhodopsin a

kink was observed around K296/7.43 in helix 7. Adaptation of the backbone of bovine

rhodopsin during the sequence structure alignment resulted in a predicted side chain

conformation for W295/7.43 that in analogy to K296/7.43 in bovine rhodopsin pointed into
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the binding pocket. This however blocked the binding pocket and inverse agonists could

not be accommodated in an orientation where a hydrogen bond reinforced salt bridge

interaction with D114/3.32 could be established. Resolving the clashes within this aromatic

cluster and deriving a ligand compatible binding site mainly depended on the side chain

rotamer for W295/7.43. Choosing a placement for this residue was however difficult as

several uncertainties had to be faced:

• In the structure of bovine rhodopsin a kink was observed at position 7.43, which

corresponds to W295/7.43 in the hH3R. K296/7.43 in bovine rhodopsin is involved

in the Schiff-base linkage to retinal. A covalent linkage to a ligand is unique for the

rhodopsin structures. It is difficult to judge if the observed kink is a consequence of

this covalent linkage — and thus a characteristic feature of the structure of bovine

rhodopsin — or represents a generalised structural feature in off-state receptors.

• Two alternative placements for W295/7.43 were thinkable, independent of whether

the kink was present or not. W295/7.43 could either point into the binding pocket or

into the gap between helices 1 and 7. Mutational analysis of these residues could

potentially favour a placement, yet, such data is not available for the hH3R. Point

mutations were however carried out in other biogen aminergic GPCRs containing a

similar aromatic cluster; yet, could not give definite results.

• Given the different SAR of agonists and inverse agonists described in section 1.4.1

it can be expected that the binding site in proximity to D114/3.32 differs in the on-

and off-state of the receptor. It is however not known whether inverse agonists

are capable of triggering a suitable conformation of the aromatic cluster, or, in

other terms, whether an induced fit might be expected in this region. Under such

conditions, simulation of uncomplexed receptor models will not result in reasonable

binding site conformations.

• Whichever start conformation was chosen for W295/7.43, the initial placement was

energetically unfavourable, and during a minimisation procedure not all constraints

could be resolved. Starting however with a structure high in potential energy can

result in different pathways on the energy landscape that might not be connected due

to high energy barriers. Thus the outcome of one simulation might not be statistically

representative. This effect has been described in section 7.1.3, where different

binding site geometries were obtained starting from the same start geometry (see

figure 7.4). This effect is however not contradictory to the deterministic behaviour

of MD simulations as velocities were randomly generated for all atoms at the start

of a simulation. A reproducible simulation would only be obtained if the simulations

started from an identical coordinate- and velocity-file. However, the fact that the
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MD simulations resulted in significantly different binding pockets is an indication that

the initial placement had a low intrinsic stability and high corresponding potential

energy. The simulation setups could thus evolve in quite different orientations

resulting finally in different binding sites. Little is usually known on the shape of

the energy landscape of a protein structure. Depending on the number, width

and depth of potential energy valleys it might be impossible to sample the entire

conformational space, especially at low temperatures, where the kinetic energy is

too small to overcome higher barriers in potential energy. Potential workarounds

for this “sampling problem” would be a significantly increased system temperature,

the application of stochastic sampling methods (e.g. Monte Carlo Methods) or the

application of simulated annealing protocols. Several short lasting simulations might

in any case result in better sampling of the potential energy hyperface than one long

lasting simulation.

Several setups were analysed in regard to the structural preservation of the model

(especially of helix 7) and ligand compatibility:

• A trimethylammonium complexed hH3R model with W295/7.43 in the placement

suggested by SCWRL, pointing into the binding site, was analysed for 1 ns in a

CCl4/water environment. The start conformation as well as the end conformation

blocked the binding pocket for docking of inverse agonists. Helix 7 adopted an

idealised helical conformation devoid of the kink around W295/7.43.

• In order to obtain a binding pocket compatible with the accommodation of high

affinity inverse agonists, further information was required in order to decide which

amino acid side chain conformations should be used in the start conformation.

For this purpose, ligand information was incorporated into the placement of

amino acid side chains in an “inverse” docking approach (see section 7.1.4).

Application of this protocol clearly suggested that W295/7.43 had to point into

the cleft between helices 1 and 7 in order to accommodate ligand FUB836 in

an energetically favourable manner. This approach proved to be a valuable tool

in objectively generating ligand/receptor complexes, yet it also had a number of

drawbacks. Possible rotamers will always depend on the backbone geometry. Thus,

if adaptations in the backbone region occur, the set of compatible amino acid side

chain conformations will change. Another point that has to be considered in this

approach is that complexes were selected based upon their docking score. It

is however a well known problem of scoring functions that ligand affinity is not

well correlated to the obtained docking scores. Yet, in order to find reasonable

complexes, this strategy is promising as it compares scores for one ligand involved

in different complexes and not between different structures.
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• When starting with the amino acid placement suggested by the “inverse” docking

approach (W295/7.43 was pointing into the gap between helices 1 and 7), during

the equilibration period, the rotamer suggested by SCWRL reestablished. This

was quite likely due to the backbone tethers applied during equilibration and the

interdependence of backbone geometry and amino acid side chain placement. After

a 5 ns MD simulation, structural deviations within the N-terminal region of helix 7

were observed (see figure 7.8).

• An idealised helical conformation of helix 7 was introduced in the start conformation,

as it had been observed after simulation in the CCl4/water environment under

point 1. In the start conformation, W295/7.43 was pointing into the binding pocket.

However, a free volume for accommodation of inverse agonists was available below

the aromatic plane. After a 5 ns MD simulation, the ideal helix conformation of

TM7 had been preserved, however W295/7.43 had moved, thus blocking the binding

pocket.

• Studying ligand/receptor complexes appeared to be advantageous as the ligand

would impose further conformational constraints on the binding site. This held

especially true for the hybrid compound FUB836-VUF5391, which was expected to

extend into the gap between helices 1 and 7. Interestingly, distinct to the simulations

described above, if W295/7.43 was pointing into the binding site, the kink was

preserved in this simulation; if pointing outside, the kink disappeared.

In conclusion, it seems that helix 7 can adopt either an idealised helical conformation

devoid of the kink around W295/7.43 or the kink can be preserved. The switch from one

conformation to the other seems to be quite delicate and not well reproducible. It might be

speculated, due to known SAR of agonists and inverse agonists, that the switch between

helical geometries and amino acid side chain placement could be involved in the activation

process. While in the agonist binding site the available volume seems to be significantly

reduced, resulting in a significant loss in activity for histamine derived agonists such as

Nα-ethyl- and -propyl-histamine (see figure 1.9), the inverse agonist binding pocket can

accommodate bulky piperidine, pyrrolidine or piperazine moieties. The MD simulations

carried out failed however to clearly favour one binding site. Analysis of mutational data

should theoretically favour one placement, as in the case where residue W7.43 is pointing

into the gap between helices 1 and 7, it will not be primarily involved in ligand binding

and thus a point mutation should not have pronounced effects on binding affinity. As

no mutational data exists for this residue in the hH3R, mutational data of other biogen

aminergic GPCRs was analysed. Lu and coworkers [121] have carried out point mutations

of residues Y7.39 and Y7.43 in the M1 muscarinic acetylcholine receptor. Mutations to

phenylalanine resulted in a 6 to 9-fold decrease of NMS (N-methylscopolamine) affinity,
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while affinity of QNB (quinuclidinyl benzilate) was not affected by the mutations to

alanine. For the α1-adrenergic receptor, F7.39 was reported to be involved in inverse

agonist binding. [135] Thus for both F291/7.39 and W295/7.43 a participation in ligand

binding was reported. Interpretation of mutation studies is additionally complicated, as

mutation of a sterically demanding aromatic residue to alanine can always have indirect

effects; and a reduction in binding affinity cannot be simply interpreted in a way that the

corresponding residue participates in ligand binding. Additionally, the highly conserved

residue W292/7.40 seems to be involved in receptor activation, [136] which further

complicates interpretation of the data.

Thus, MD simulations with different inverse agonists and different start conformations for

the binding pockets geometries resulted in alternative binding sites. For a subsequent

high throughput screening procedure, the consideration of alternative binding pocket

geometries was however impracticable. Thus criteria had to be set in order to choose

the most appropriate binding site geometry. Besides a good overall structural preservation

of the model, side chain that were conserved with bovine rhodopsin were required to adopt

a comparable conformation. Additionally, the enrichment of hH3R inverse agonists, with

special focus to sterically demanding ligands against randomly selected WDI compounds

applying the hH3R binding site was analysed. This finally resulted in the selection of

a binding pocket that had resulted from simulation of the complex FUB836/hH3R. The

binding pocket is depicted in figure 7.25. Several ligand/receptor complexes are depicted

in figures 7.42, 7.43, 7.44 and 7.45 and important structural features are described in

section 7.6.

Docking scoring functions are usually biased towards higher molecular weight compounds,

as such compounds have more possibilities to interact with a given binding site. In order to

reduce this bias, the resulting GOLD scores were multiplied by the correction term 1/
√

N,

where N is the number of non-hydrogen atoms. [137] Application of this correction term

significantly improved the enrichment of hH3R ligands, as now smaller ligands with highly

specific interactions were favoured (see figure 7.26). Screening against an unfocused

library has been reported to strongly depend on the choice of the random compound

library. [129]. Significant enrichments can be easily obtained if the test library and the

random compound library have different 1D ligand properties. In fact, the chemical space

spanned by the randomly selected WDI compounds and the hH3R inverse agonists varied

significantly (see figure 7.27). Thus, application of a focused library was recommended.

While in case of the unfocused approach, 11% WDI compounds were ranked among the

top scored 80% hH3R compounds, now, the value increased to 23% (see figure 7.28). Yet,

due to the similarity in 1D properties, high scored structures within this WDI subset also

represented interesting structures with potential affinity towards the hH3R. In figure 7.29

some hits are depicted. Butoprozine partly resembles ciproxifan (see figure 1.11) and
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piperazine-containing ligands with a bulky 3-substituent such as A-303112 have been

recently suggested by NovoNordisk (e.g. NNcmp1 in figure 1.11).

In conclusion, based upon the screening against a non-focused and focused WDI subset, a

satisfactory enrichment of validated hH3R inverse agonists could be obtained for a binding

site, which had resulted from simulation of the complex FUB836/hH3R. This binding site

was subsequently used in a HTS of WDI and MDB compounds.

8.2 High Throughput Screening by Docking

In order to accelerate the search for new drug molecules, the strategy of high throughput

screening (HTS) can be applied. In a solely experimental drug discovery project, HTS

is carried out subsequent to the target protein identification and the development of an

appropriate screening assay. Large numbers of chemical compounds are then tested in a

“try and error” approach for potential binding to the protein target. Although significantly

improved in recent years, experimental HTS remains to be expensive. In the virtual HTS

counterpart, ligand molecules can be flexibly placed into a modelled binding site and the

quality of the fit is evaluated by mathematical scoring functions. Commonly used structure

databases for virtual HTS in medicinal chemistry are the Maybridge Database (MDB,

currently containing about 60000 ligands) and the World Drug Index (WDI, containing

58000 ligands). Both databases have the advantage that they contain mostly drug-like

compounds. The terminus drug-like thereby embraces a combination of various molecular

properties (such as hydrophobicity, hydrogen bonding characteristics, molecular size, . . . ),

which determines whether a particular molecule will be a drug or a non-drug. Some ranges

experimentally observed for drug molecules are for example a molecular weight below

500 Da, a lipophilicity range from logP = −2 to 5 and a small number of hydrogen bond

donors and acceptors.1

As described in section 7.4, the validated binding pocket was used as a filter in screening

the WDI and the MDB. Ligands with piperidine, piperazine, pyrrolidine and imidazole

moieties were preselected and docked into the binding site using the program GOLD. For

this HTS approach, the “library screening” genetic algorithm had to be applied due to its

higher performance. Compared to the “2 times speed-up” algorithm, application of this

algorithm resulted however in a worse separation of validated binders from compounds

of the focused library (see figure 7.30). In this regard, hH3R inverse agonists are

especially problematic, as they usually contain a high number of rotable bonds. For such

1Lipinski’s rule of five, that is often mentioned in this context, only describes the passive diffusion across
membranes and predicts a low bioavailability if 2 of the following rules are violated: MW > 500, logP > 5,
number of hydrogen bond donors > 5, number of hydrogen bond acceptors > 10.
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compounds application of the “2 times speed-up” or “3 times speed-up” algorithm had been

recommended by the authors of GOLD, which is however computationally too demanding

for virtual high throughput screening. A potential workaround would lie in prescreening of

WDI and MDB with the faster algorithm and screening a high scored subset with the more

accurate, but slower algorithm as carried out in section 7.5 for a WDI subset.

The docked solutions were ranked according to the GOLD scores obtained. Also the

XSCORE scoring function was tested, resulted however in a worse separation of hH3R

inverse agonists and WDI and MDB compounds. The corresponding histograms are

depicted in figure 7.31. The distribution of validated hH3R inverse agonists is shifted by

a value of 20 towards higher docking scores. This indicates a satisfactory separation;

at the same time, however, depending on the choice of the cutoff score, a significant

percentage of hH3R ligands will be withheld by this filter. This is especially problematic

as no correlation exists between the docking score and the ligand affinity. A GOLD score

of 40 seemed however to be a good compromise as it resulted in retrieval of 66.5% of

the validated hH3R ligands and limitation of WDI and MDB compounds to 1839 structures

(1.7% of the complete number of ligands deposited in WDI and MDB).

Additionally, the enrichment over a subset of biogen aminergic receptor ligands was tested

in order to avoid artificial enrichment of ligands targeting biogen aminergic GPCR. The

enrichment proved however to be similarly significant as the enrichment over the entire

WDI and MDB (see figure 7.32).

8.3 Pharmacophore Based Screening

The hH3R inverse agonist data set is quite challenging for an application in pharmacophore

based screening. The high flexibility of the ligands together with the huge structural diver-

sity makes an application of classical pharmacophore approaches difficult: e.g. in many

pharmacophore projects, initially, common structural features essential for high affinity

have to be identified either manually or automatically. Comparison of the hH3R ligands

FUB335 [34] and compound 7n [138] (see figure 8.1) indicates that the identification of

common features is not a trivial problem.

As shown in equation 2.4, the affinity of a drug (Ki) is correlated to the free energy of

binding (∆G). The free energy of binding, in turn, comprises an enthalpic and an entropic

part:

∆G = ∆H −T ∆S (8.1)
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Figure 8.1: Compound 7n [138] and FUB335 [34] differ significantly in the number of
pharmacophoric features.

While the enthalpic part (∆H) describes the match in steric and physico-chemical

properties between the ligand and the binding site, the entropic part accounts for

desolvation of the receptor binding site and the ligand that must take place prior to binding.

Additionally, T∆S accounts for the loss of conformational freedom of both ligand and

receptor once the bioactive conformation is “frozen” in the binding site and reduced to

only vibrational motions.

For tight binding, a ligand molecule must form specific interactions with the binding site

and fit the shape of the binding pocket which will also importantly influence the selectivity

of a ligand for a given binding pocket. Additionally, the desolvation costs of the compound

should be small, which can be achieved by an overall apolar character of the molecule,

and the molecule should be rather rigid in order to have small losses of conformational

freedom upon binding.

The concept of enthalpic and entropic binding is stressed by molecules FUB335 and 7n:

binding of FUB335 will be to a significant extent entropic-driven. Desolvation of the long

aliphatic hydrocarbon chain will lead to a loss in entropy as surrounding water molecules

are freed from these unfavourable interactions. Additionally, the loss of conformational

freedom in the binding site can be assumed to be small due to the fact that much larger

ligands can be accommodated in the same binding pocket so that no tight binding is

to be expected. The enthalpic contribution to binding affinity will be restricted to the

interactions of the imidazole moiety, the ether moiety and van der Waals contacts to the

hydrocarbon chain in regions where a sufficiently tight interaction with the binding pocket is

achieved. Compound 7n on the other hand is rich in functional moieties thus representing

an enthalpic binder while entropic terms such as desolvation will most likely even reduce

binding affinity.

In order to optimise affinity both the enthalpy contribution (via a good steric fit and specific

interactions) as well as the entropic part (via a low desolvation and a high rigidity) must

be optimised. The netto effect of an additional hydrogen bond acceptor or donor moiety

is due to the simultaneous influence of enthalpy and desolvation difficult to judge a priori.

However, in terms of ligand specificity, a high contribution of enthalpy to the free energy is

required. These concepts are however not taken into account when identifying common

158



structural features in programs such as Catalyst. An additional basic moiety in ligand

molecule 7n would quite likely not be regarded as an essential feature in an automated

hypothesis generation, as no significant improvement of binding affinity could be observed

compared to compound FUB335.

An alternative strategy was thus chosen, consisting in the definition of few and loose

pharmacophoric features (in order to account for the great structural variability of hH3R

inverse agonists) and the incorporation of the molecules’ shape as an additional feature

in order to generated a sufficiently restrictive pharmacophore model. The conformation

of the molecules on which the pharmacophoric features were defined, was derived

by conformational analysis of the ligand molecules and docking into the hH3R binding

site. Combination of three pharmacophore models and further incorporation of forbidden

volumes resulted in retrieval of 93% of the hH3R inverse agonists simultaneously reducing

the number of WDI and MDB compounds to 2668 (2.5%). The percentage of hH3R

ligands within each pKi-cluster is depicted in figure 7.36d. While the cluster of high affinity

compounds could be retrieved almost complete, in the cluster of inactive compounds (pKi

< 6), 35% of the ligands could be excluded by the filter.

While screening with pharmacophore models consisting of more, and more stringent

features in absence of a shape query did not result in interesting hits, further screening

of the subset of 2668 compounds of the WDI and MDB with a leave-one-out filter defined

on FUB836 could further improve results. Although only 106 compounds passed the

leave-one-out filter, application of this filter resulted in a better enrichment of high affinity

compounds and could withheld 96% of inactive hH3R inverse agonists (pKi < 6) present in

the hH3R library. When screening the preselected 2668 hits, 320 compounds matched the

leave-one-out filter. The higher number of features included in this pharmacophore model

is also advantageous in terms of higher selective compounds as previously explained.

Hits found by pharmacophore based searches were subsequently docked into the

modelled binding site using the program GOLD. This way, molecules that exceeded the

volume of the binding site or contained misplaced functional moieties could be excluded.

Compared to the HTS by docking, application of the pharmacophore based search

resulted thus in significant better results. While in the docking approach 66.6% of the

hH3R ligands were retrieved, while limiting the number of WDI and MDB compounds to

1.7%, application of a pharmacophore based search allowed retrieval of 93% of active

compounds, while reducing the number of WDI and MDB structures to 2.5%. Yet,

both methods in combination might give the best result as HTS by docking imposes no

constraints regarding ligand moieties or size while in the pharmacophore based approach

herein described, the definition of a reasonable shape required knowledge of a sterically

demanding ligand.
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8.4 Analysis of the hH3R Binding Pocket

The hH3R binding site was analysed in order to answer a number of questions, which

have been discussed controversially in the available literature, i.e. the orientation of

hH3R ligands in the binding site and potential reasons for observed species differences.

Additionally, strategies for an inverse agonist design shall be discussed.

8.4.1 Orientation of H3R Ligands in the Binding Pocket

For biogen aminergic GPCRs it is commonly assumed that the protonated moieties of

biogen amines — the natural agonists — are in contact with a conserved aspartic acid in

helix 3. A corresponding residue, D114/3.32, is also present in the hH3R and it is expected

that this residue is in contact with the Nα-amino group of histamine. The point mutation

D3.32E resulted in a drop of affinity for histamine from pKi = 7.74 to pKi = 6.65 [27, 125],

while the mutation D3.32N resulted in an inactive receptor [27,28] supporting the idea that

a salt bridge interaction is formed between the basic moiety in the histamine side chain

and D114/3.32.

Another important residue in histamine binding is glutamate E206/5.54, in helix 5. This

residue is thought to interact with the imidazole moiety of histamine (see figure 8.2a).

Mutation to alanine decreased histamine affinity for more than one order of magnitude. [27,

125] Interestingly, the point mutation E206Q resulted in a constitutively active receptor [28]

with a complex pharmacological profile: no activity was observed for the agonists R-

α-methylhistamine and iodoproxyfan on the E206Q mutant. However, when inspecting

affinity, a drop of three orders of magnitude was observed for R-α-methylhistamine

(pKi(E5.46) = 9.0; pKi(Q5.46) = 5.9), while the affinity of iodoproxyfan was not changed

drastically (pKi(E5.46) = 10.3; pKi(Q5.46) = 9.1). Jacobsen and coworkers thus speculated

that some agonists such as R-α-methylhistamine interacted with both D114/3.32 and

E206/5.46 simultaneously, while others such as iodoproxyfan did not. These results are

consistent with the work of Uveges et al., where the mutation E206A did not significantly

affect binding of [125I]iodoproxyfan but the mutation of D114N or D114E abolished

binding.2 [27] It might be thus expected that agonists containing only an imidazole moiety

and no further basic moieties in the side chain interact with D114/3.32 rather than

E206/5.46 (see figure 8.2c).

This observation is especially interesting as it has been assumed for a long time that

a specific imidazole binding site involving E206/5.46 might exist in proximity to helix 5

for both agonists and inverse agonists supporting orientation 8.2b. [36] This speculation

2In the work of Uveges et al. iodoproxyfan is still referred to as an antagonist. However, this ligand has
been recently reassessed as an agonist.
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Figure 8.2: Possible orientations of H3R agonists in the binding site. (a) Histamine is
expected to interact with the basic Nα-amino group with D114/3.32 while the imidazole
moiety is in contact with E206/5.46. (b,c) For agonists such as iodoproxyfan that do not
contain a basic moiety in the imidazole side chain, two possible orientations are thinkable.

has originated from the observation that a 4(5)-substituted imidazole moiety was essential

in agonist and inverse agonist binding. While this does no longer hold true for inverse

agonists, all known agonists do still contain an imidazole moiety. Still, the mutation data

strongly suggest that the imidazole moiety may as well be in contact with D114/3.32 casting

doubt on the existence of a imidazole specific binding site. An orientation as in figure 8.2c

is further supported by known SAR of H3R agonists. While one or two methyl groups

on the histamine Nα moiety increased affinity, larger moieties such as a ethyl- or propyl-

substituent resulted in a significant loss in activity probably indicating that the space in

the agonist binding site is very limited. [24] Accommodation of an aromatic ring as in

iodoproxyfan or a t-butyl-group of FUB 475 (see figure 1.9) would be inconsistent with this

SAR.

Also some inverse agonists were tested on mutant hH3-receptors reported by [28]. The

point mutation E206Q significantly affected the binding of iodophenpropit, clobenpropit and

NNC-0038-1035 but not of ciproxifan, thioperamide, GT2016 and GT2394. A common

feature for all affected inverse agonists is that they contain structural groups (isothiourea

and guanidine) which can interact with E206/5.46. Thus, also inverse agonists are capable

of interacting with both acidic residues in the binding site.

No mutational data is available of how the mutation D114N and E206Q/A affects binding

of imidazole-containing inverse agonists without a protonated moiety in the imidazole side
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chain (e.g. ciproxifan). Thus, the orientation of these compounds in the ligand binding site

is a priori not clear. However, given the fact that the imidazole group has been shown to

interact with D114/3.32 in structurally related agonists (e.g. iodoproxyfan), this might be

also expected for imidazole-containing inverse agonists. Additionally, imidazole-containing

inverse agonists can reach a considerable size (see figure SCHpat in figure 1.10) and

more space is available in proximity to E206/5.46 than to D114/3.32 for accommodation of

sterically demanding lipophilic substituents.

In this work, imidazole-containing compounds lacking a basic moiety in the side chain

were considered to interact with D114/3.32. Upon ligand docking, for some ligands both

orientations were however observed. Yet, the similarity of imidazole-containing compounds

(e.g. ciproxifan) with non-imidazole ligands that also contain a propyloxy-benzoic moiety

(e.g. FUB833, FUB836) is striking and favours the orientation assumed.

8.4.2 Species Differences for the H3R

Species differences, although not affecting agonist binding, [29] can influence inverse

agonist binding. Significant differences in binding affinities for some ligands (e.g.

ciproxifan) have been observed especially comparing rat and human H3R test systems,

while for other compounds (e.g. proxyfan, clobenpropit) comparable binding affinities on

the hH3R and rH3R were observed. [29, 30] The human and the rat hH3R only differ in

five amino acids on the transmembrane level. [29] Carrying out the point mutations A119T

and V122A in the rat H3R was sufficient to restore the binding profile of the hH3R. This

was shown by [41] for compound A-304121 (see figure 1.11), which is one of the most

sensitive ligands in this respect: while a pKi of 8.6 was observed on the rat H3R, affinity

was 300-fold reduced on the human H3R.

Two models were so far published that try to explain species differences. In the model

published by Sippl, [134] alanine 119 and valine 122 in the rat receptor were located in

proximity to the binding pocket, indirectly influencing the geometry of the binding site. In

the model suggested by Yao et al. agonists and inverse agonists were accommodated in

a cleft between helices 2, 3, 6 and 7. The most basic moiety (including imidazole groups

in case of compounds lacking a protonated moiety in the side chain) was interacting with

D114/3.32. Agonists could additionally interact with D80/2.50 in helix 2. In this model,

the ligands were directly interacting with D114/3.32 and V122/3.40 while A119/3.37 was

located in proximity to the binding site. Yet, the proposed orientation for histamine —

spanning from D2.50 to D3.32 — does not account well for mutational data as E206/5.46,

which was reported to significantly influence histamine binding, does not interact with

histamine at all.
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The herein described model combines features of both models described above. Basic

moieties and the imidazole group of compounds, such as ciproxifan (see figure 1.10), that

lack a basic moiety in the imidazole side chain are proposed to interact with D114/3.32 via

a hydrogen bond reinforced salt bridge interaction. Although the imidazole group is only

slightly basic, in proximity to the acidic residue D114/3.32 a significant pKa-shift can occur

that favours binding of the protonated species. An orientation of the imidazole moiety

towards D114/3.32 is essential in order to explain why species differences do not affect

agonist binding. If the imidazole moiety interacted in a similar way with E206/5.46 in both

agonist and inverse agonist complexes, all ligands would be similarly affected by species

differences. In the proposed human H3R model, a hydrogen bond cluster is formed by

residues T119/3.37, Y167/4.57 and E206/5.46 (see section 7.1.3). While Y167/4.57 is

anchored to T119/3.37 in the human H3R, the mutation A119/3.37 would disrupt this

interaction resulting in an increased conformational freedom for Y167/4.57, which could

thus more easily interact with functionalities such as carbonyl moieties present in ciproxifan

or A-304121 (see figure 7.44)

According to this model, species differences should be most striking for compounds

capable of interacting with Y167/4.57. Compounds containing only a lipophilic moiety or a

protonated group in the side chain should interact in a comparable way with both the rat

and human receptors as these interactions are less directional. This is in good agreement

with several H3R inverse agonists. Yet, the presence of a carbonyl moiety or other

hydrogen bond acceptor groups does not necessarily result in pronounced differences

in binding affinity. Depending on the lipophilic group attached to the carbonyl group or the

nature of the linker moiety, the entire ligand can reorient within the binding site resulting in

different SAR.

8.4.3 Agonism versus Inverse Agonism

In 2000, De Esch and coworkers proposed a model in which the conformation of the

aspartic acid D114/3.32 differed according to whether it was binding to an agonist or

inverse agonist. [36] In this study, only inverse agonists were included that contained a

basic moiety in the imidazole side chain. Compounds lacking this protonated moiety were

excluded as it was not clear if such ligands would bind to the same receptor site. In this

model, imidazole groups of all agonists and inverse agonists interacted with the same

receptor site. The proposed model suggested a molecular switch mechanism based on

the observation that the linker groups connecting the basic moieties in inverse agonists

are significantly longer than in agonists. Since this model had been proposed, further

knowledge was acquired on H3R ligands, receptor activation, constitutive receptor activity

and mutational experiments. As previously described, the existence of an imidazole
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specific binding site must be doubted due to an increasing number of H3R ligands lacking

basic moieties in the side chain and point mutation experiments that suggest an interaction

with D114/3.32 for these compounds. In order to account for constitutive activity, based

upon this model, a spontaneous conformational change of the aspartic residue in absence

of any interaction partner would be required. Additionally, there is increasing evidence

that upon receptor activation large conformational changes occur that would decrease the

distance between helices 3 and 5 thereby making additional conformational changes of

D114/3.32 unnecessary.

More recently, Yao et al. proposed a model where the possibility to interact with D80/2.50

would decide if a ligand is an agonist or an inverse agonist. Histamine would thus interact

with its basic moiety with D114/3.32 and the imidazole group with D2.50. Yet, also this

model is not consistent with all information available on biogen aminergic GPCRs and

H3R ligands. In analogy to bovine rhodopsin, it might be thus expected that a water

molecule is located in proximity to D2.50, which is present in its protonated state. The

agonistic behaviour of ligands lacking a protonated moiety is also difficult to explain based

on this model, as such ligands would interact with their protonated imidazole moiety with

D114/3.32 but the non-basic side chain would extend towards D80/2.50. Additionally,

sterically demanding ligands such as FUB833 might be difficult to accommodate in the

proposed binding site if the extracellular loop region is explicitly considered in the model.

The complexity of the classification of ligands into agonists, neutral antagonists and

inverse agonists has been increased by homologue series such as those depicted

in figures 1.12 and 1.13. Minor structural variations pronouncedly influenced the

pharmacological profile. In preliminary studies using the structure of bovine rhodopsin,

protein adaptations after introducing an all-trans-retinal have been studied by means of

MD simulation. Although a realistic simulation of the entire activation process is certainly

beyond the scope of MD simulations, Furutani and coworkers generated the basis for a

reasonable application of MD simulations in studying initial steps in the activation process

by reconverting lumirhodopsin to rhodopsin at 77K. [7] At 77K, structural motions are

to a large extent impeded, indicating that all-trans-retinylidene can be accommodated

without large structural rearrangements. The initial side chain adaptations following the

isomerisation but prior to larger conformational changes and de/protonation events were

thus studied in a model of bovine rhodopsin. Observed adaptations consisted in a switch

in side chain conformation of residue F212/5.47 and a cascade of amino acid side chain

adjustments, resulting in the modification of the hydrogen bond pattern between helices 4

and 5 as well as helices 3 and 5. F212/5.47 is highly conserved within the family of

biogen aminergic receptors and also present in the sequence of the hH3R. The point

mutation F207/5.47A in the hH3R was shown to significantly reduce potency [27] making

an implication in receptor activation probable. If a similar activation mechanism is assumed
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for the hH3R model, an essential parameter determining over an agonistic or inverse

agonistic behaviour of ligands would be the volume of a lipophilic group attached to the

linker moiety. This could reasonably explain the differences in pharmacological profiles of

FUB373, FUB335, FUB407 and FUB397 (see figure 1.12). Although varying only in one

or two methyl groups, the increased length of the lipophilic tails in FUB335 and FUB397

could block the side chain switch of F212/5.47. Interpretation of the profile within the VUF-

series (see figure 1.13) is more difficult, as the orientation of the ligands within the binding

site is not clear. Due to the increased basicity of the secondary or tertiary amines, this

moiety should interact with D114/3.32 while the imidazole group could be in contact with

E206/5.46. Accommodation of a bulky piperidine substituent as in VUF5300 contradicts

however the SAR observed for histamine derived agonists where a n-propyl-substituent on

the Nα-amino group abolished affinity. Regarding the available volume of the binding site in

proximity to D114/3.32, significant differences may be expected between the in/activated

state. As mentioned, Nα-propyl-histamine and compound 40δ (see figure 1.9) cannot

trigger H3R activation due to their bulky substituents. On the other hand, inverse agonists

frequently bear a piperidine or piperazine moieties that can be additionally substituted.

Thus, the free space available for ligand binding in the off-state model must be significantly

larger than in the activated model.

It seems thus likely that several strategies for an inverse agonist design exist. Ligands

orientated in a comparable placement as 11-cis-retinal in bovine rhodopsin could impede

the rotamer switch of F207/5.47 and block the activation at an initial stage. Compounds

with bulky substituents on the protonable moiety in contact with D114/3.32 might avoid

activation by impeding movements of helices 1 and 7. Inverse agonists with an

increased distance between the basic moieties observed in agonists could finally avoid

an approximation of helices 3 and 5.

In simulations with an all-trans-retinal, the rotamer switch of F212 provoked a modification

of the off-state hydrogen bond pattern between helices 3, 4 and 5. This might also occur in

the H3R. Given that species differences affect only inverse agonist binding, and a possible

model to explain species differences can be based on a modified hydrogen bond cluster

between helices 3, 4 and 5, it is likely that E206/5.46 will not be involved in a hydrogen

bond cluster linking helices 3, 4 and 5 after agonist binding. Disruption of the hydrogen

bond cluster between helices 3, 4 and 5 could thus represent a further strategy for an

inverse agonist design.
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Chapter 9

Summary

The human histamine H3-receptor is a G-protein coupled receptor and modulates the

liberation of various neurotransmitters in the central and peripheral nervous system. The

hH3R is therefore a potential target in the therapy of numerous diseases. Although ligands

addressing this receptor are already known, the discovery of alternative lead structures

represents an important goal in drug design and an understanding of how drugs interact

with their receptor at an atomic scale helps to find strategies for ligand optimisation and

to propose mutational studies. The goal of this work was to study the human histamine

H3-receptor and its inverse agonists by means of molecular modelling tools.

In the first part of this work, extensive molecular dynamics studies were carried out with

bovine rhodopsin, which was used as a template structure for the generation of the hH3-

receptor model. In order to find suitable parameters for a subsequent MD simulation

of the hH3R homology model, the effect of an N-terminal truncation, the influence of

internal water molecules and the impact of different membrane mimics (CCl4/water,

DPPC/water) upon the structural stability of the bovine rhodopsin structure were analysed.

The possibility of correctly predicting protonation states of buried residues was studied

using a combination of MD simulations, multiple sequence alignments and application

of chemoinformatic software (UHBD-program). Additionally, interhelical constraints

upholding the inactive receptor conformation in bovine rhodopsin were analysed in order

to derive constraints for the simulation of the hH3R homology model. Finally, amino acid

sidechain adaptations after the introduction of an all-trans-retinal were studied in order to

rationalise an inverse agonist design in other biogen aminergic GPCRs.

In the second part of this work, a homology model of the hH3R was generated and

simulated in a membrane mimic incorporating the knowledge gained in part 1. The

resulting binding pocket of the receptor was validated by evaluating the enrichment of

tested hH3R ligands when screening against a focused library of drug-like compounds.

Subsequently, this binding pocket was applied as a filter in a virtual high throughput
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screening by ligand docking.

Based upon the bioactive conformation of three hH3R inverse agonists pharmacophore

models were built for a ligand-based high throughput screening. Several interesting

compounds could be suggested that shall now be experimentally tested.

Finally, visual inspection of the hH3R binding site resulted in an identification of amino

acids potentially involved in ligand binding and a possible explanation of observed species

differences at an atomic scale.
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Chapter 10

Appendix

10.1 Force Field Terms

10.1.1 Bonded Interactions

Bond stretching

Bond stretching is most adequately described by the Morse function (see equation 10.1).

This function is however usually not applied in common force fields as three parameters Dl ,

α and r0 would be required for each bond type and exponential terms are computationally

quite demanding.

E(r) = Dl

[
1− e−α(r−r0)

]2

E(r) . . . potential energy

Dl . . . depth of potential energy minimum

α = ω
√

µ/2Dl with µ . . . reduced mass

ω . . . frequency of bond vibration

r . . . actual bond length

r0 . . . reference bond length

(10.1)

The relation between the Morse function and Hook’s law:
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E(r) = k
2 (r− r0)

2

E(r) . . . potential energy

k . . . stretching constant of the bond

r . . . actual bond length

r0 . . . reference bond length

(10.2)

that is commonly used to describe bond stretching becomes clear when the Taylor

expansion of the Morse function is developed:

E(r) = Dlα2 (r− r0)
2
[

1−α(r− r0)+
7

12
α2 (r− r0)

2 − . . .

]
(10.3)

E(r) =
k
2

(r− r0)
2
[
1− k′ (r− r0)+ k′′ (r− r0)

2 + . . .
]

(10.4)

Hook’s law represents the first term of the Taylor expansion. Further consideration of

a cubic or quartic term results in a more accurate approximation of the original Morse

function and thus in more realistic models for bond stretching. However, close to the

equilibrium distance of the bond, a harmonic potential reproduces the Morse function quite

well. In the GROMOS-96 force field, Hook’s law is used as the default method for calculating

bond stretching. In case of highly distorted bond lengths one can however switch to the

computationally more demanding Morse potential.

Angle Bending

Also the bond angle vibration between a triplet of atoms i− j− k is commonly presented

as a harmonic potential:

E(θ) = k
2 (θ−θ0)

2

E(r) . . . potential energy

k . . . bending constant of theangle

θ . . . actual angle

θ0 . . . reference angle

(10.5)

Torsion Angle Rotation

The potential energy associated with the rotation around a bond is usually modelled as a

cosine function:
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E(τ) = a [1+ cos(nτ−Φ)]

E(τ) . . . potential energy

a . . . parameter describing rotational barriers

n . . . multiplicity

τ . . . torsion angle

Φ . . . phase factor

(10.6)

Out-of-plane Bending Motions

In order to keep hydrogen atoms on aromatic rings, ester- or carbamate groups planar —

or more general: in all cases where three atoms ABC span a plane and a fourth atom

D linked to atom B is required to lay within this plane — an out-of-plane term must be

included. Out-of-plane bending can be treated as an improper torsion angle, resulting in a

cosine function similar to 10.6. Alternatively, the distance that atom D lies above the plane

spanned by atoms ABC can be described by an harmonic potential similar to 10.2.

10.1.2 Non-Bonded Interactions

Van der Waals Interactions

If two non-bonded atoms approach, first an attractive interaction will be observed that

has a distance dependency of r−6. If the distance between the atom gets increasingly

small, an overlap of the atoms is avoided through a strong repulsive term with a distance

dependency of r−12. Van der Waals interactions are in most cases described by a 12-6

Lennard Jones Potential:

E(r) = 4ε
[(σ

r

)12 − (σ
r

)6
]

E(r) . . . LJ energy

ε . . . well depth

σ . . . collision diameter

r . . . separation between two atoms

(10.7)

Electrostatic Interaction

The electrostatic interaction between two molecules or within different parts of the same

molecule can be calculated by Coulomb’s law:
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E(r) = qiq j
4πε0ri j

E(r) . . . Coulomb energy

qi,q j . . . charges

ε0 . . . dielectric constant

ri j . . . separation between charges

(10.8)

10.2 Example Parameter Input File for an MD Simulation

in GROMACS

; VARIOUS PREPROCESSING OPTIONS

title = H836/hH3 complex in a DPPC/water environment

Names the title of the MD simulation.

cpp = /lib/cpp

include = -I/home/schlegel/INCLUDEFILES

Names directories that shall be included into the simulation, e.g. directories where user-

defined parameters are deposited.

define = -DPOSRES

Gives the command to incorporate position restraints into the simulation, e.g. during the

equilibration period.

; RUN CONTROL PARAMETERS

integrator = md

A leap-frog algorithm will be used for integrating Newton’s equation of motion.

tinit = 0

Start time of the simulation. This value will be normally set to 0 ps. Only if a previous

simulation is continued, a different start time will be set.

dt = 0.002

Time-step used during the simulation; here set to 2 fs.

The maximum time-step in MD simulations is limited by the smallest oscillation period that

can be found in the simulated system. In biological systems, the highest frequencies of

motion are usually observed for hydrogen bond stretching and hydrogen angle bending

that limit the time-step to 2 or 2.5 fs, respectively. [139] As these motions are not expected

to influence the macroscopic behaviour and are additionally not modelled properly by a

classical treatment, [139] several strategies exist to eliminate these motions from the sys-

tem. The most common is the application of constraints such as SHAKE or LINCS (see
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“OPTIONS FOR BONDS” parameter block)

nsteps = 50000

Number of steps calculated. 50000 steps with a time-step of 2 fs will result in a simulation

period of 50000 × 2fs = 100 ps.

comm-mode = Linear

Names mode for center of mass motion removal. In case of a linear mode, the center of

mass translation is removed periodically. This will avoid that the entire system translates

out of the box boundaries during an MD simulation.

nstcomm = 1

Frequency for center of mass removal; here set to every step.

comm-grps = Protein H2O H836 NA+ CL- SOL DPPC

The center of mass is removed from all groups in the system. If no value is given, the

center of mass motion is removed for the entire system.

; OUTPUT CONTROL OPTIONS

nstxout = 5000

nstvout = 5000

nstfout = 5000

Frequency to write system coordinates (x), velocities (v) and forces (f) into the trajectory

file (∗.trr). ∗.trr files are required to continue an MD simulation, are however significantly

larger files than the ∗.xtc files that do not contain velocity and force information. The output

rate is thus set to larger intervals.

nstlog = 1000

Frequency to write system energy into ∗.log file.

nstenergy = 1000

Frequency to write system energy into ∗.edr file.

nstxtcout = 1000

Frequency to write system coordinates into ∗.xtc trajectory. The ∗.xtc file does not contain

information on atoms’ velocities and can thus not be used to continue an MD simulation.

xtc_precision = 1000

Precision to write to the ∗.xtc trajectory.

xtc_grps = Protein H2O H836 NA+ CL- SOL DPPC

Groups to write to the xtc trajectory.

energygrps = Protein H2O H836 NA+ CL- SOL DPPC

Groups to write to the ∗.edr energy file.

; NEIGHBOURSEARCHING PARAMETERS

The most time consuming part of an MD simulation is the calculation of non-bonded ener-
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gies and/or forces. While the number of bonded interactions is proportional to the number

of atoms N in the system, the number of non-bonded terms increases with N2. [70] In

principle, non-bonded interactions need to be calculated between every pair of atoms in

the system. Due to the fast decline of the Lennard Jones potential (see equation 10.7) this

is however not justified and it is sufficient to take into account interactions within a cutoff

distance. In order to avoid that in every integration step the distances between all atoms

have to be calculated, a non-bonded neighbour list is generated that stores all atoms that

lie within the cutoff distance of each atom. In each integration step, only the atoms in the

neighbour list are included in the calculation of Lennard Jones potential. The neighbour

list is then updated at regular intervals throughout the simulation.

nstlist = 5

Frequency to update the neighbour list.

ns_type = grid

If a new neighbour list is constructed, the simulation box will be subdivided into grid cells.

Only atoms in neighbouring grid cells will be checked for being potential neighbours for an

atom in the center cell.

pbc = xyz

Periodic boundary conditions (PBC) will be used in all directions.

The introduction of PBC is essential in order to avoid so called “edge effects”: the be-

haviour of molecules located at the boundaries of the simulation box will be influenced by

the “hard” box walls. If PBC are introduced, the simulation box is surrounded by 9 mirror

images. The box boundaries are now permeable as every molecule leaving the simulation

box at one side will enter into the box from a mirror image so that the total number of

atoms in the system remains unchanged. Mirror images of the box are also included in

the generation of the neighbour list. The minimum image convention thereby assures that

each atom “sees” only one image of every other atom in the system.

rlist = 0.9

Enumerates the cutoff distance [nm] for the generation of the short-range neighbour list for

calculating the van der Waals interactions. This cutoff distance must be smaller than half

of the smallest box vectors in order to avoid that an atom “sees” its own image.

; OPTIONS FOR ELECTROSTATICS AND VDW

As regards non-bonded interactions, due to the fast decline of the Lennard Jones potential

van der Waals interactions may be truncated beyond a cutoff distance. Electrostatic inter-

actions are however of significantly longer range thus a cutoff based approach is usually

avoided as it would result in the introduction of truncation effects. Here, the Paricle Mesh

Ewald summation method was applied as this method was described to giver superior

results than standard cutoff models. [140] (see [70] for a detailed description of the PME
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method.)

coulombtype = PME

The Particle Mesh Ewald method was used to calculate long-range electrostatic interac-

tions.

fourierspacing = 0.12

Grid spacing in nm for the FFT grid as required for the PME calculations.

pme_order = 4

ewald_rtol = 1e-05

ewald_geometry = 3d

optimize_fft = yes

Default parameters for calculating the FFT grid for PME calculations.

vdw_type = Cut-off

Van der Waals interactions are treated by a cutoff method.

rvdw = 0.9

Distance for the Lennard Jones cutoff in [nm].

; OPTIONS FOR WEAK COUPLING ALGORITHMS

Common macroscopic ensembles for MD simulations are the NV T and the NPT ensem-

ble. In both ensembles the number of atoms N and the system temperature T are kept

constant. In the NV T (canonical) ensemble the volume of the simulation box is kept fixed.

This ensemble was used for simulations of protein models in a CCl4/water environment.

When using the NPT (isobaric-isothermal) ensemble, the value of pressure is adjusted to

a constant value allowing the simulation box to adapt in its size. The NPT ensemble was

used for simulations of protein models in a DPPC/water environment. The compliance with

a set value of temperature is thereby achieved by coupling the system to a temperature

bath with the reference temperature ref_t [K] applying the Berendsen algorithm.

tcoupl = Berendsen

tc_grps = Protein H2O H836 NA+ CL- SOL DPPC

Groups within the simulation system coupling individually to the temperature bath.

tau_t = 0.1 0.1 0.1 0.1 0.1 0.1 0.1

Time constant for temperature coupling [ps].

ref_t = 310 310 310 310 310 310 310

Reference temperature for individual groups.

pcoupl = Berendsen

Method for obtaining the set value of pressure.

pcoupltype = isotropic

Type of pressure coupling applied.

tau_p = 0.5
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Time constant for pressure coupling.

compressibility = 4.5e−5

Compressibility of the system in [bar−1]. The value corresponds to water at 1 atm and

300 K. In biphasic systems several parameters would be required for the individual phases.

This is however not implemented into the system.

ref_p = 1.0

Reference pressure [bar].

; SIMULATED ANNEALING

No simulated annealing was carried out as indicated for every group.

annealing = no no no no no no no

annealing_npoints =

annealing_time =

annealing_temp =

; GENERATE VELOCITIES FOR STARTUP RUN

At the start of a simulation velocities are randomly generated for all atoms in the system

according to the system temperature [K].

gen_vel = yes

Velocities shall be generated. The option “no” is only set in case an MD simulation is con-

tinued and velocities shall be taken from the ∗.trr file.

gen_temp = 310

System temperature [K].

gen_seed = 173529

Integer used to initialize the random generator for random velocities.

; OPTIONS FOR BONDS

Depending on the time-step applied, setting a constraint to bonds may be required. As

described above, the time-step depends on the highest frequency of motion within the

system. If a time-step superior to 1 fs is chosen, bonds involving hydrogen will not be

sampled sufficiently, thus they should be constrained. Two algorithms, Lincs (for Linear

Constraint Solver) and Shake exist to accomplish this task of which the Lincs algorithm

is faster and more stable. In the herein described simulations all-bonds were constrained

with the Lincs algorithm. The default settings for this case are given below.

constraints = all-bonds

constraint_algorithm = Lincs

unconstrained_start = yes
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lincs_order = 4

lincs_warnangle = 30

; NMR refinement stuff

If distance restraints between pairs of atoms are used during MD simulations, the following

parameters must be set. If the parameter disre_weighting is set to “equal”, the restraint

force is divided equally over the atoms pair. The force constant is enumerated via the pa-

rameter disre_fc [kJmol−1nm−2].

disre = Simple

disre_weighting = Equal

disre_mixed = no

disre_fc = 500

disre_tau = 0

nstdisreout = 1000

10.3 One Letter Code for Amino Acids

A alanine

C cysteine

D aspartic acid

E glutamic acid

F phenylalanine

G glycine

H histidine

I isoleucine

K lysine

L leucine

M methionine

N asparagine

P proline
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Q glutamine

R arginine

S serine

T threonine

V valine

W tryptophane

Y tyrosine

10.4 List of Abbreviations

BR bovine rhodopsin

CA constitutive activity

cAMP cyclic 3’,5’-adenosine monophosphate

CCD Cambridge Crystallographic Database

CNS central nervous system

DAO diamine oxidase

DPPC dipalmitoylphosphatidylcholine

ER endoplasmatic reticulum

GABA γ-aminobutyric acid

GDP guanine nucleotide diphosphate

G-protein guanine nucleotides binding protein

GOLD Genetic Optimisation for Ligand Docking

GPCR G-protein coupled receptor

GROMACS Groningen Machine for Chemical Simulations

GTP guanine nucleotide triphosphate

H1R histamine H1 receptor
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H2R histamine H2 receptor

H3R histamine H3 receptor

H4R histamine H4 receptor

hH3R human histamine H3 receptor

hH4R humane histamine H4 receptor

HMM Hidden Markov Model

HNMT histamine N-methyltransferase

IL-16 interleukin-16

MAO monoamine oxidase

MAP mitogen-activated protein

MD molecular dynamics

MDB Maybridge Database

MSA multiple sequence alignment

NT neurotransmitter

PLC phospholipase C

PME Particle Mesh Ewald

POPC palmitoyloleoylphosphatidylcholine

RMSD root mean square deviation [nm]

SAR structure affinity relationship

TM transmembrane

TNFα tumor necrosis factor α

TopPred topology Prediction

UHBD University of Houston Brownian Dynamics

WDI World Drug Index
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Table 10.1: Prediction of transmembrane regions in the sequence of the hH3R.
TMHMM MERAPPDGPL NASGALAGEA AAAGGARGFS AAWTAVLAAL MALLIVATVL
TopPred MERAPPDGPL NASGALAGEA AAAGGARGFS AAWTAVLAAL MALLIVATVL
DAS MERAPPDGPL NASGALAGEA AAAGGARGFS AAWTAVLAAL MALLIVATVL
Split4 MERAPPDGPL NASGALAGEA AAAGGARGFS AAWTAVLAAL MALLIVATVL
TMFinder MERAPPDGPL NASGALAGEA AAAGGARGFS AAWTAVLAAL MALLIVATVL
SWISSPROT MERAPPDGPL NASGALAGEA AAAGGARGFS AAWTAVLAAL MALLIVATVL

TMHMM GNALVMLAFV ADSSLRTQNN FFLLNLAISD FLVGAFCIPL YVPYVLTGRW
TopPred GNALVMLAFV ADSSLRTQNN FFLLNLAISD FLVGAFCIPL YVPYVLTGRW
DAS GNALVMLAFV ADSSLRTQNN FFLLNLAISD FLVGAFCIPL YVPYVLTGRW
Split4 GNALVMLAFV ADSSLRTQNN FFLLNLAISD FLVGAFCIPL YVPYVLTGRW
TMFinder GNALVMLAFV ADSSLRTQNN FFLLNLAISD FLVGAFCIPL YVPYVLTGRW
SWISSPROT GNALVMLAFV ADSSLRTQNN FFLLNLAISD FLVGAFCIPL YVPYVLTGRW

TMHMM TFGRGLCKLW LVVDYLLCTS SAFNIVLISY DRFLSVTRAV SYRAQQGDTR
TopPred TFGRGLCKLW LVVDYLLCTS SAFNIVLISY DRFLSVTRAV SYRAQQGDTR
DAS TFGRGLCKLW LVVDYLLCTS SAFNIVLISY DRFLSVTRAV SYRAQQGDTR
Split4 TFGRGLCKLW LVVDYLLCTS SAFNIVLISY DRFLSVTRAV SYRAQQGDTR
TMFinder TFGRGLCKLW LVVDYLLCTS SAFNIVLISY DRFLSVTRAV SYRAQQGDTR
SWISSPROT TFGRGLCKLW LVVDYLLCTS SAFNIVLISY DRFLSVTRAV SYRAQQGDTR

TMHMM RAVRKMLLVW VLAFLLYGPA ILSWEYLSGG SSIPEGHCYA EFFYNWYFLI
TopPred RAVRKMLLVW VLAFLLYGPA ILSWEYLSGG SSIPEGHCYA EFFYNWYFLI
DAS RAVRKMLLVW VLAFLLYGPA ILSWEYLSGG SSIPEGHCYA EFFYNWYFLI
Split4 RAVRKMLLVW VLAFLLYGPA ILSWEYLSGG SSIPEGHCYA EFFYNWYFLI
TMFinder RAVRKMLLVW VLAFLLYGPA ILSWEYLSGG SSIPEGHCYA EFFYNWYFLI
SWISSPROT RAVRKMLLVW VLAFLLYGPA ILSWEYLSGG SSIPEGHCYA EFFYNWYFLI

TMHMM TASTLEFFTP FLSVTFFNLS IYLNIQRRTR LRLDGAREAR FRLSRDRKVA
TopPred TASTLEFFTP FLSVTFFNLS IYLNIQRRTR LRLDGAREAR FRLSRDRKVA
DAS TASTLEFFTP FLSVTFFNLS IYLNIQRRTR LRLDGAREAR FRLSRDRKVA
Split4 TASTLEFFTP FLSVTFFNLS IYLNIQRRTR LRLDGAREAR FRLSRDRKVA
TMFinder TASTLEFFTP FLSVTFFNLS IYLNIQRRTR LRLDGAREAR FRLSRDRKVA
SWISSPROT TASTLEFFTP FLSVTFFNLS IYLNIQRRTR LRLDGAREAR FRLSRDRKVA

TMHMM KSLAVIVSIF GLCWAPYTLL MIIRAACHGH CVPDYWYETS FWLLWANSAV
TopPred KSLAVIVSIF GLCWAPYTLL MIIRAACHGH CVPDYWYETS FWLLWANSAV
DAS KSLAVIVSIF GLCWAPYTLL MIIRAACHGH CVPDYWYETS FWLLWANSAV
Split4 KSLAVIVSIF GLCWAPYTLL MIIRAACHGH CVPDYWYETS FWLLWANSAV
TMFinder KSLAVIVSIF GLCWAPYTLL MIIRAACHGH CVPDYWYETS FWLLWANSAV
SWISSPROT KSLAVIVSIF GLCWAPYTLL MIIRAACHGH CVPDYWYETS FWLLWANSAV

TMHMM NPVLYPLCHH SFRRAFTKLL CPQKLKIQPH SSLEHCWK
TopPred NPVLYPLCHH SFRRAFTKLL CPQKLKIQPH SSLEHCWK
DAS NPVLYPLCHH SFRRAFTKLL CPQKLKIQPH SSLEHCWK
Split4 NPVLYPLCHH SFRRAFTKLL CPQKLKIQPH SSLEHCWK
TMFinder NPVLYPLCHH SFRRAFTKLL CPQKLKIQPH SSLEHCWK
SWISSPROT NPVLYPLCHH SFRRAFTKLL CPQKLKIQPH SSLEHCWK
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Table 10.2: Prediction of secondary structure in the sequence of the hH3R.
PHD MERAPPDGPL NASGALAGEA AAAGGARGFS AAWTAVLAAL MALLIVATVL
PROF MERAPPDGPL NASGALAGEA AAAGGARGFS AAWTAVLAAL MALLIVATVL
PSIPRED MERAPPDGPL NASGALAGEA AAAGGARGFS AAWTAVLAAL MALLIVATVL
SAM T99 MERAPPDGPL NASGALAGEA AAAGGARGFS AAWTAVLAAL MALLIVATVL
SSPRO MERAPPDGPL NASGALAGEA AAAGGARGFS AAWTAVLAAL MALLIVATVL
JPRED MERAPPDGPL NASGALAGEA AAAGGARGFS AAWTAVLAAL MALLIVATVL
PREDAT MERAPPDGPL NASGALAGEA AAAGGARGFS AAWTAVLAAL MALLIVATVL

PHD GNALVMLAFV ADSSLRTQNN FFLLNLAISD FLVGAFCIPL YVPYVLTGRW
PROF GNALVMLAFV ADSSLRTQNN FFLLNLAISD FLVGAFCIPL YVPYVLTGRW
PSIPRED GNALVMLAFV ADSSLRTQNN FFLLNLAISD FLVGAFCIPL YVPYVLTGRW
SAM T99 GNALVMLAFV ADSSLRTQNN FFLLNLAISD FLVGAFCIPL YVPYVLTGRW
SSPRO GNALVMLAFV ADSSLRTQNN FFLLNLAISD FLVGAFCIPL YVPYVLTGRW
JPRED GNALVMLAFV ADSSLRTQNN FFLLNLAISD FLVGAFCIPL YVPYVLTGRW
PREDAT GNALVMLAFV ADSSLRTQNN FFLLNLAISD FLVGAFCIPL YVPYVLTGRW

PHD TFGRGLCKLW LVVDYLLCTS SAFNIVLISY DRFLSVTRAV SYRAQQGDTR
PROF TFGRGLCKLW LVVDYLLCTS SAFNIVLISY DRFLSVTRAV SYRAQQGDTR
PSIPRED TFGRGLCKLW LVVDYLLCTS SAFNIVLISY DRFLSVTRAV SYRAQQGDTR
SAM T99 TFGRGLCKLW LVVDYLLCTS SAFNIVLISY DRFLSVTRAV SYRAQQGDTR
SSPRO TFGRGLCKLW LVVDYLLCTS SAFNIVLISY DRFLSVTRAV SYRAQQGDTR
JPRED TFGRGLCKLW LVVDYLLCTS SAFNIVLISY DRFLSVTRAV SYRAQQGDTR
PREDAT TFGRGLCKLW LVVDYLLCTS SAFNIVLISY DRFLSVTRAV SYRAQQGDTR

PHD RAVRKMLLVW VLAFLLYGPA ILSWEYLSGG SSIPEGHCYA EFFYNWYFLI
PROF RAVRKMLLVW VLAFLLYGPA ILSWEYLSGG SSIPEGHCYA EFFYNWYFLI
PSIPRED RAVRKMLLVW VLAFLLYGPA ILSWEYLSGG SSIPEGHCYA EFFYNWYFLI
SAM T99 RAVRKMLLVW VLAFLLYGPA ILSWEYLSGG SSIPEGHCYA EFFYNWYFLI
SSPRO RAVRKMLLVW VLAFLLYGPA ILSWEYLSGG SSIPEGHCYA EFFYNWYFLI
JPRED RAVRKMLLVW VLAFLLYGPA ILSWEYLSGG SSIPEGHCYA EFFYNWYFLI
PREDAT RAVRKMLLVW VLAFLLYGPA ILSWEYLSGG SSIPEGHCYA EFFYNWYFLI

PHD TASTLEFFTP FLSVTFFNLS IYLNIQRRTR LRLDGAREAR FRLSRDRKVA
PROF TASTLEFFTP FLSVTFFNLS IYLNIQRRTR LRLDGAREAR FRLSRDRKVA
PSIPRED TASTLEFFTP FLSVTFFNLS IYLNIQRRTR LRLDGAREAR FRLSRDRKVA
SAM T99 TASTLEFFTP FLSVTFFNLS IYLNIQRRTR LRLDGAREAR FRLSRDRKVA
SSPRO TASTLEFFTP FLSVTFFNLS IYLNIQRRTR LRLDGAREAR FRLSRDRKVA
JPRED TASTLEFFTP FLSVTFFNLS IYLNIQRRTR LRLDGAREAR FRLSRDRKVA
PREDAT TASTLEFFTP FLSVTFFNLS IYLNIQRRTR LRLDGAREAR FRLSRDRKVA

PHD KSLAVIVSIF GLCWAPYTLL MIIRAACHGH CVPDYWYETS FWLLWANSAV
PROF KSLAVIVSIF GLCWAPYTLL MIIRAACHGH CVPDYWYETS FWLLWANSAV
PSIPRED KSLAVIVSIF GLCWAPYTLL MIIRAACHGH CVPDYWYETS FWLLWANSAV
SAM T99 KSLAVIVSIF GLCWAPYTLL MIIRAACHGH CVPDYWYETS FWLLWANSAV
SSPRO KSLAVIVSIF GLCWAPYTLL MIIRAACHGH CVPDYWYETS FWLLWANSAV
JPRED KSLAVIVSIF GLCWAPYTLL MIIRAACHGH CVPDYWYETS FWLLWANSAV
PREDAT KSLAVIVSIF GLCWAPYTLL MIIRAACHGH CVPDYWYETS FWLLWANSAV

PHD NPVLYPLCHH SFRRAFTKLL CPQKLKIQPH SSLEHCWK
PROF NPVLYPLCHH SFRRAFTKLL CPQKLKIQPH SSLEHCWK
PSIPRED NPVLYPLCHH SFRRAFTKLL CPQKLKIQPH SSLEHCWK
SAM T99 NPVLYPLCHH SFRRAFTKLL CPQKLKIQPH SSLEHCWK
SSPRO NPVLYPLCHH SFRRAFTKLL CPQKLKIQPH SSLEHCWK
JPRED NPVLYPLCHH SFRRAFTKLL CPQKLKIQPH SSLEHCWK
PREDAT NPVLYPLCHH SFRRAFTKLL CPQKLKIQPH SSLEHCWK
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Table 10.3: Prediction of transmembrane regions in the sequence of bovine rhodopsin.
TMHMM MNGTEGPNFY VPFSNKTGVV RSPFEAPQYY LAEPWQFSML AAYMFLLIML
TopPred MNGTEGPNFY VPFSNKTGVV RSPFEAPQYY LAEPWQFSML AAYMFLLIML
DAS MNGTEGPNFY VPFSNKTGVV RSPFEAPQYY LAEPWQFSML AAYMFLLIML
SPLIT4 MNGTEGPNFY VPFSNKTGVV RSPFEAPQYY LAEPWQFSML AAYMFLLIML
TMFinder MNGTEGPNFY VPFSNKTGVV RSPFEAPQYY LAEPWQFSML AAYMFLLIML
SWISSPROT MNGTEGPNFY VPFSNKTGVV RSPFEAPQYY LAEPWQFSML AAYMFLLIML

TMHMM GFPINFLTLY VTVQHKKLRT PLNYILLNLA VADLFMVFGG FTTTLYTSLH
TopPred GFPINFLTLY VTVQHKKLRT PLNYILLNLA VADLFMVFGG FTTTLYTSLH
DAS GFPINFLTLY VTVQHKKLRT PLNYILLNLA VADLFMVFGG FTTTLYTSLH
SPLIT4 GFPINFLTLY VTVQHKKLRT PLNYILLNLA VADLFMVFGG FTTTLYTSLH
TMFinder GFPINFLTLY VTVQHKKLRT PLNYILLNLA VADLFMVFGG FTTTLYTSLH
SWISSPROT GFPINFLTLY VTVQHKKLRT PLNYILLNLA VADLFMVFGG FTTTLYTSLH

TMHMM GYFVFGPTGC NLEGFFATLG GEIALWSLVV LAIERYVVVC KPMSNFRFGE
TopPred GYFVFGPTGC NLEGFFATLG GEIALWSLVV LAIERYVVVC KPMSNFRFGE
DAS GYFVFGPTGC NLEGFFATLG GEIALWSLVV LAIERYVVVC KPMSNFRFGE
SPLIT4 GYFVFGPTGC NLEGFFATLG GEIALWSLVV LAIERYVVVC KPMSNFRFGE
TMFinder GYFVFGPTGC NLEGFFATLG GEIALWSLVV LAIERYVVVC KPMSNFRFGE
SWISSPROT GYFVFGPTGC NLEGFFATLG GEIALWSLVV LAIERYVVVC KPMSNFRFGE

TMHMM NHAIMGVAFT WVMALACAAP PLVGWSRYIP EGMQCSCGID YYTPHEETNN
TopPred NHAIMGVAFT WVMALACAAP PLVGWSRYIP EGMQCSCGID YYTPHEETNN
DAS NHAIMGVAFT WVMALACAAP PLVGWSRYIP EGMQCSCGID YYTPHEETNN
SPLIT4 NHAIMGVAFT WVMALACAAP PLVGWSRYIP EGMQCSCGID YYTPHEETNN
TMFinder NHAIMGVAFT WVMALACAAP PLVGWSRYIP EGMQCSCGID YYTPHEETNN
SWISSPROT NHAIMGVAFT WVMALACAAP PLVGWSRYIP EGMQCSCGID YYTPHEETNN

TMHMM ESFVIYMFVV HFIIPLIVIF FCYGQLVFTV KEAAAQQQES ATTQKAEKEV
TopPred ESFVIYMFVV HFIIPLIVIF FCYGQLVFTV KEAAAQQQES ATTQKAEKEV
DAS ESFVIYMFVV HFIIPLIVIF FCYGQLVFTV KEAAAQQQES ATTQKAEKEV
SPLIT4 ESFVIYMFVV HFIIPLIVIF FCYGQLVFTV KEAAAQQQES ATTQKAEKEV
TMFinder ESFVIYMFVV HFIIPLIVIF FCYGQLVFTV KEAAAQQQES ATTQKAEKEV
SWISSPROT ESFVIYMFVV HFIIPLIVIF FCYGQLVFTV KEAAAQQQES ATTQKAEKEV

TMHMM TRMVIIMVIA FLICWLPYAG VAFYIFTHQG SDFGPIFMTI PAFFAKTSAV
TopPred TRMVIIMVIA FLICWLPYAG VAFYIFTHQG SDFGPIFMTI PAFFAKTSAV
DAS TRMVIIMVIA FLICWLPYAG VAFYIFTHQG SDFGPIFMTI PAFFAKTSAV
SPLIT4 TRMVIIMVIA FLICWLPYAG VAFYIFTHQG SDFGPIFMTI PAFFAKTSAV
TMFinder TRMVIIMVIA FLICWLPYAG VAFYIFTHQG SDFGPIFMTI PAFFAKTSAV
SWISSPROT TRMVIIMVIA FLICWLPYAG VAFYIFTHQG SDFGPIFMTI PAFFAKTSAV

TMHMM YNPVIYIMMN KQFRNCMVTT LCCGKNPLGD DEASTTVSKT ETSQVAPA
TopPred YNPVIYIMMN KQFRNCMVTT LCCGKNPLGD DEASTTVSKT ETSQVAPA
DAS YNPVIYIMMN KQFRNCMVTT LCCGKNPLGD DEASTTVSKT ETSQVAPA
SPLIT4 YNPVIYIMMN KQFRNCMVTT LCCGKNPLGD DEASTTVSKT ETSQVAPA
TMFinder YNPVIYIMMN KQFRNCMVTT LCCGKNPLGD DEASTTVSKT ETSQVAPA
SWISSPROT YNPVIYIMMN KQFRNCMVTT LCCGKNPLGD DEASTTVSKT ETSQVAPA
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Table 10.4: Prediction of secondary structure in the sequence of bovine rhodopsin.
PHD MNGTEGPNFY VPFSNKTGVV RSPFEAPQYY LAEPWQFSML AAYMFLLIML
PROF MNGTEGPNFY VPFSNKTGVV RSPFEAPQYY LAEPWQFSML AAYMFLLIML
PSIPRED MNGTEGPNFY VPFSNKTGVV RSPFEAPQYY LAEPWQFSML AAYMFLLIML
SAM T99 MNGTEGPNFY VPFSNKTGVV RSPFEAPQYY LAEPWQFSML AAYMFLLIML
SSPRO MNGTEGPNFY VPFSNKTGVV RSPFEAPQYY LAEPWQFSML AAYMFLLIML
SWISSPROT MNGTEGPNFY VPFSNKTGVV RSPFEAPQYY LAEPWQFSML AAYMFLLIML
1HZX MNGTEGPNFY VPFSNKTGVV RSPFEAPQYY LAEPWQFSML AAYMFLLIML

PHD GFPINFLTLY VTVQHKKLRT PLNYILLNLA VADLFMVFGG FTTTLYTSLH
PROF GFPINFLTLY VTVQHKKLRT PLNYILLNLA VADLFMVFGG FTTTLYTSLH
PSIPRED GFPINFLTLY VTVQHKKLRT PLNYILLNLA VADLFMVFGG FTTTLYTSLH
SAM T99 GFPINFLTLY VTVQHKKLRT PLNYILLNLA VADLFMVFGG FTTTLYTSLH
SSPRO GFPINFLTLY VTVQHKKLRT PLNYILLNLA VADLFMVFGG FTTTLYTSLH
SWISSPROT GFPINFLTLY VTVQHKKLRT PLNYILLNLA VADLFMVFGG FTTTLYTSLH
1HZX GFPINFLTLY VTVQHKKLRT PLNYILLNLA VADLFMVFGG FTTTLYTSLH

PHD GYFVFGPTGC NLEGFFATLG GEIALWSLVV LAIERYVVVC KPMSNFRFGE
PROF GYFVFGPTGC NLEGFFATLG GEIALWSLVV LAIERYVVVC KPMSNFRFGE
PSIPRED GYFVFGPTGC NLEGFFATLG GEIALWSLVV LAIERYVVVC KPMSNFRFGE
SAM T99 GYFVFGPTGC NLEGFFATLG GEIALWSLVV LAIERYVVVC KPMSNFRFGE
SSPRO GYFVFGPTGC NLEGFFATLG GEIALWSLVV LAIERYVVVC KPMSNFRFGE
SWISSPROT GYFVFGPTGC NLEGFFATLG GEIALWSLVV LAIERYVVVC KPMSNFRFGE
1HZX GYFVFGPTGC NLEGFFATLG GEIALWSLVV LAIERYVVVC KPMSNFRFGE

PHD NHAIMGVAFT WVMALACAAP PLVGWSRYIP EGMQCSCGID YYTPHEETNN
PROF NHAIMGVAFT WVMALACAAP PLVGWSRYIP EGMQCSCGID YYTPHEETNN
PSIPRED NHAIMGVAFT WVMALACAAP PLVGWSRYIP EGMQCSCGID YYTPHEETNN
SAM T99 NHAIMGVAFT WVMALACAAP PLVGWSRYIP EGMQCSCGID YYTPHEETNN
SSPRO NHAIMGVAFT WVMALACAAP PLVGWSRYIP EGMQCSCGID YYTPHEETNN
SWISSPROT NHAIMGVAFT WVMALACAAP PLVGWSRYIP EGMQCSCGID YYTPHEETNN
1HZX NHAIMGVAFT WVMALACAAP PLVGWSRYIP EGMQCSCGID YYTPHEETNN

PHD ESFVIYMFVV HFIIPLIVIF FCYGQLVFTV KEAAAQQQES ATTQKAEKEV
PROF ESFVIYMFVV HFIIPLIVIF FCYGQLVFTV KEAAAQQQES ATTQKAEKEV
PSIPRED ESFVIYMFVV HFIIPLIVIF FCYGQLVFTV KEAAAQQQES ATTQKAEKEV
SAM T99 ESFVIYMFVV HFIIPLIVIF FCYGQLVFTV KEAAAQQQES ATTQKAEKEV
SSPRO ESFVIYMFVV HFIIPLIVIF FCYGQLVFTV KEAAAQQQES ATTQKAEKEV
SWISSPROT ESFVIYMFVV HFIIPLIVIF FCYGQLVFTV KEAAAQQQES ATTQKAEKEV
1HZX ESFVIYMFVV HFIIPLIVIF FCYGQLVFTV KEAAAQQQES ATTQKAEKEV

PHD TRMVIIMVIA FLICWLPYAG VAFYIFTHQG SDFGPIFMTI PAFFAKTSAV
PROF TRMVIIMVIA FLICWLPYAG VAFYIFTHQG SDFGPIFMTI PAFFAKTSAV
PSIPRED TRMVIIMVIA FLICWLPYAG VAFYIFTHQG SDFGPIFMTI PAFFAKTSAV
SAM T99 TRMVIIMVIA FLICWLPYAG VAFYIFTHQG SDFGPIFMTI PAFFAKTSAV
SSPRO TRMVIIMVIA FLICWLPYAG VAFYIFTHQG SDFGPIFMTI PAFFAKTSAV
SWISSPROT TRMVIIMVIA FLICWLPYAG VAFYIFTHQG SDFGPIFMTI PAFFAKTSAV
1HZX TRMVIIMVIA FLICWLPYAG VAFYIFTHQG SDFGPIFMTI PAFFAKTSAV

PHD YNPVIYIMMN KQFRNCMVTT LCCGKNPLGD DEASTTVSKT ETSQVAPA
PROF YNPVIYIMMN KQFRNCMVTT LCCGKNPLGD DEASTTVSKT ETSQVAPA
PSIPRED YNPVIYIMMN KQFRNCMVTT LCCGKNPLGD DEASTTVSKT ETSQVAPA
SAM T99 YNPVIYIMMN KQFRNCMVTT LCCGKNPLGD DEASTTVSKT ETSQVAPA
SSPRO YNPVIYIMMN KQFRNCMVTT LCCGKNPLGD DEASTTVSKT ETSQVAPA
SWISSPROT YNPVIYIMMN KQFRNCMVTT LCCGKNPLGD DEASTTVSKT ETSQVAPA
1HZX YNPVIYIMMN KQFRNCMVTT LCCGKNPLGD DEASTTVSKT ETSQVAPA
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