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Abstract

The main goal of this work was to apply combined quantum mechan-

ics/molecular mechanics (QM/MM) methods to investigate two different

enzymatic reactions and to develop new QM/MM techniques in the field of

reaction path and free energy calculations.

Cyclohexanone Monooxygenase. The main target of the current work was

the reaction mechanism of Cyclohexanone Monooxygenase (CHMO) - a

representative Baeyer-Villiger monooxygenase enzyme, responsible for oxy-

genation of cycohexanone into ǫ-caprolactone in nature, but also famous for

accepting and being enantioselective towards a wide range of substrates. We

have for the first time modeled the cyclohexanone oxygenation reaction in

the active site of CHMO, and explained the experimentally observed regio-

and stereoselectivity of this enzyme towards several substituted substrates.

Lipopolysaccharyl-α-1,4-galactosyltransferase C. A QM/MM study of the

reaction mechanism of lipopolysaccharyl-α-1,4-galactosyltransferase C (LgtC),

a member of the family of retaining galactosyltransferase (GT) enzymes,

was performed. We have assessed the different proposed mechanisms and

showed that the SNi mechanism, via a front-side attack of the acceptor oxy-

gen to the donor anomeric carbon atom, most probably takes place in the

wild type enzyme. We have also analysed key interactions that help this at-

tack by stabilizing the corresponding oxocarbenium ion-like transtion state.

Microiterative IRC.We have implemented and tested a microiterative method

to perform intrinsic reaction coordinate (IRC) calculations for QM/MM sys-

tems of arbitrary size and complexity. In this approach, the reactive system



is divided into a core and an outer region, with each step of the core region

along the IRC being followed by the minimization of the outer region. We

have tested the microiterative IRC method for a number of systems with

varying size and complexity and showed that it is an efficient and relatively

accurate procedure to perform reaction path calculations for large systems.

DH-FEP. We have developed a new QM/MM free energy technique called

dual Hamiltonian free energy perturbation (DH-FEP). The method is supe-

rior to the conventional QM/MM-FE scheme due to the explicit sampling

of the QM region. In order to allow for sufficient sampling of the reactive

system, simulations are performed at a semiempirical QM/MM level, while

the perturbation energies are evaluated at a higher level of theory (QM =

DFT or MP2). The performance of the method strongly depends on the ge-

ometrical correspondence between the two levels. We have performed test

calculations and suggested suitable strategies to identify the best match-

ing pair of methods. We have also proposed the use of collective reaction

coordinates within the DH-FEP method, which makes the problem of con-

figurational space overlap between the two levels less relevant at the price

of a slightly reduced sampling of the QM region.



Zusammenfassung

Die vorliegende Arbeit berichtet über kombinierte quantenmechanische und

molekülmechanische (QM/MM) Untersuchungen zumMechanismus von zwei

unterschiedlichen enzymatischen Reaktionen und über die Entwicklung neuer

QM/MM Methoden zur Berechnung von Reaktionspfaden und freien Ener-

gien.

Cyclohexanon-Monooxygenase. Ein Hauptziel der Arbeit war die detaillierte

Aufklärung des Reaktionsmechanismus der Cyclohexanon-Monooxygenase

(CHMO). Diese prototypische Baeyer-Villiger-Monooxygenase katalysiert

nicht nur die Oxidation von Cyclohexanon zu ǫ-Caprolacton in der Natur,

sondern auch die enantioselektive Umsetzung einer Vielzahl anderer Sub-

strate. Wir haben erstmals die Oxidation von Cyclohexanon in der aktiven

Tasche von CHMO modelliert und können die experimentell beobachtete

Regio- und Stereoselektivität des Enzyms bezüglich mehrerer Substrate

erklären.

Lipopolysaccharyl-α-1,4-galactosyltransferase C.Der Reaktionsmechanismus

von Lipopolysaccharyl-α-1,4-galactosyltransferase C (LgtC), einer unter Re-

tention arbeitenden Galactosyltransferase (GT), wurde mit QM/MM Rech-

nungen studiert. Wir haben verschiedene vorgeschlagene Mechanismen un-

tersucht und gezeigt, dass der SNi Mechanismus, über einen frontalen An-

griff des Akzeptorsauerstoffs am anomeren Donorkohlenstoff, im Wildtyp

des Enzyms bevorzugt ist. Dabei wurden die wesentlichen Wechselwirkun-

gen analysiert, die diesen Angriff durch Stabilisierung des zugehörigen Oxo-

carbenium-Übergangszustands unterstützen.



Mikroiterative IRC.Wir haben eine mikroiterative Methode zur Berechnung

von intrinsischen Reaktionskoordinaten (intrinsic reaction coordinates, IRC)

für QM/MM-Systeme beliebiger Größe und Komplexität implementiert und

getestet. Hierbei wird das System in eine Kern- und eine Außenregion

aufgeteilt, wobei jeder Schritt in der Kernregion entlang des IRC von einer

Minimierung der Außenregion gefolgt wird. Wir haben das mikroiterative

IRC Verfahren an verschieden großen und komplexen Systemen getestet und

gezeigt, dass es eine effiziente und recht genaue Methode ist, um Reaktions-

pfadberechnungen für große Systeme durchzuführen.

DH-FEP.Wir haben eine neue QM/MMFreie-Energy-Methode (dual Hamil-

tonian free energy perturbation, DH-FEP) entwickelt. Diese Methode ist

dem konventionellem QM/MM-FE Schema durch die explizite Behand-

lung der QM-Region überlegen. Um für ein ausreichendes Sampling des

reaktiven Bereichs zu sorgen, werden die Simulationen auf einem semiem-

pirischen QM/MM Niveau durchgeführt, während die Störungsenergien auf

einem höheren Theorielevel (QM = DFT oder MP2) berechnet werden. Die

Genauigkeit der Methode hängt stark von der Übereinstimmung der Struk-

turen auf den beiden Niveaus ab. Wir haben anhand von Testrechnun-

gen passende Strategien entwickelt, um das beste Methodenpaar zu finden.

Empfehlenswert ist die Benutzung von kollektiven Reaktionskoordinaten im

Rahmen der DH-FEP Methode, um die Konfigurationsraumüberlappung zu

verbessern, auf Kosten eines leicht verringerten Samplings der QM-Region.
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1

Introduction

Hybrid quantum mechanics/molecular mechanics (QM/MM) techniques have in the last

decades become an invaluable tool to study biomolecular systems, especially enzymatic

reactions. On the one hand, the protein environment plays an important role in the

reaction mechanism, and therefore must be included explicitly in calculations. Solvated

proteins, containing thousands of atoms, are obviously too large to be treated solely by

any of the available QM techniques, calling for the use of classical force fields. On the

other hand, MM methods can only describe protein dynamics, but will fail for chemical

reactions. Therefore, the natural way to study enzymatic reactions is to perform hybrid

calculations, in which the reactive centre is treated with a QM method, as accurately

as needed, while the protein and solvent environment are treated classically.

The QM/MM approach was first used in the seminal paper by Warshell and Levitt

in 1976 (1), and reentered the world of computational chemistry in 1990 with intro-

duction of hybrid QM/MM calculations in the CHARMM program (2). Since then its

popularity has been rising, and a lot of different approaches to perform QM/MM cal-

culations were developed, as well as specialized methods to explore QM/MM potential

energy surfaces and to run free energy calculations.

In the QM/MM calculations, one chooses a reactive part of the system that is treated

quantum-mechanically, while the rest of the system is described with a force field. The

main question is how to handle the coupling terms, arising due to interactions between

the QM and MM regions, as well as the boundary between the two subsystems. For a

detailed discussion of the existing methods the reader is referred to a review by Senn

1



1. INTRODUCTION

and Thiel (3) and references therein. In the following, we will cover only the major

points.

There are in general no limitations in the choice of the QM and MM methods to be

used in the QM/MM calculations. There are only few widely used biomolecular force

fields available, which are commonly considered equally suitable for QM/MM studies.

On the other hand, one can choose between a large variety of QM methods that may

vastly differ in accuracy and computational effort. The selection of the QM method is

generally based on the same criteria as in pure QM studies.

Density functional theory (DFT) is most commonly used in QM/MM calculations,

due to its favorable cost/performance ratio. Among the exchange-correlation function-

als, B3LYP (4, 5, 6, 7, 8, 9) is one of the most popular choices, because it usually

gives satisfactory results for many chemical systems. However, other functionals may

be superior in specific applications, and one should thus base the decision on available

benchmark studies and/or preliminary test calculations to verify the functional that

performs best for a given chemical system. Standard DFT does not describe van der

Waals dispersive interactions properly, which may play an important role in biological

systems (10). Empirical corrections that account for dispersion have therefore been

introduced (DFT-D method) (11). In the present work we employ DFT for studying

enzymatic reactions. We generally use the B3LYP or BP86 (4, 5, 6, 12, 13) functional

for geometry optimizations, and perform single-point calculations at the optimized sta-

tionary points using B3LYP-D, and in some cases also M06-2X, a modern functional

that describes mid-range dispersion well (14) (Chapters 2 and 3).

QM/MM molecular dynamics (MD) simulations require significantly more energy

and gradients evaluations than geometry optimizations. For practical reasons, such MD

runs are often done at the semiempirical QM/MM level. In the present work we use

the OM3 (15, 16), AM1 (17) and SCC-DFTB (18) methods to perform MD sampling

during free energy calculations, and to carry out reaction path calculations for testing

purposes (Chapters 4 and 5).

Due to their large computational cost, accurate ab initio post-Hartree-Fock methods

are still of limited use in QM/MM calculations, since the QM region usually contains

a relatively large number of atoms. However, the recent development (19, 20, 21) of

linear-scaling local correlation methods (LMP2, LCCSD) expands the applicability of

2



the ab initio methods in biological systems (usually at the level of single-point calcu-

lations). Second-order Møller-Plesset (MP2) perturbation theory, in combination with

the resolution-of-the-identity (RI) approximation, allows us to perform geometry opti-

mizations of QM regions of moderate size nearly as fast as with DFT (B3LYP). In the

present work, we use RI-MP2 (22, 23), as implemented in Turbomole program (24), to

follow reaction paths and to perform sequences of single-point QM/MM calculations

for an enzymatic system that contains 24 atoms in its QM region (Chapter 5).

There are two distinct approaches of how to evaluate the QM-MM interactions:

substractive and additive schemes. In the substractive scheme, the energy of the whole

system is evaluated at the MM level, while the QM subsystem energy is calculated at

both QM and MM levels. The MM energy for the whole system is then added to the

QM energy of the subsystem, and the MM energy of the subsystem is substracted out

in order to avoid double counting. This method was not used in the current work, and

we therefore refrain from discussing it further.

The second and most widely used approach does not require an MM calculation

of the QM region and thus avoids the problem of having good force field parameters

available for a QM subsystem. In the additive scheme, the force field is only used to

evaluate the energy of the MM part of the system, which is added to the QM energy of

the QM region. One then has to evaluate the QM-MM interactions that, according to

force field notation, consist of bonded, van der Waals and electrostatic contributions.

These terms can be evaluated either at the QM or MM level.

The most popular choice for the electrostatic QM-MM interactions is to perform QM

calculations in the presence of the MM point charges, which are incorporated as one-

electron terms in the QM Hamiltonian. This approach is called electrostatic (electronic)

embedding. The QM energy then contains the QM-MM electrostatic interactions, and

the QM region gets automatically polarized by the environment. Some care is required

when applying electrostatic embedding because the QM region may be overpolarized

by closely-lying MM point charges, as will be discussed in Chapter 2.

The van der Waals QM-MM interactions are normally evaluated purely at the MM

level. They are usually unproblematic due to their short-range nature. The energy

between two atoms is computed from a standard Lennard-Jones potential using pa-

rameters that are consistent with those employed for the MM region. Sometimes it

3



1. INTRODUCTION

may be advantageous to use specially parameterised Lennard-Jones parameters for the

QM atoms, e.g. in order to compensate for electrostatic overpolarization at the QM-

MM boundary (25). This can be especially helpful for simulating ions in solution, in

order to ensure that the hydrogen bonding distances and interaction energies between

solvent (water) molecules are compatible in the QM and MM region and match the

pure QM results (26).

The bonded interactions are more involved, and there exist many different ap-

proaches to treat them. In some fortunate cases (e.g. in QM/MM studies of solvation),

there are no bonded interactions between the QM and MM region, but in general, this

is unavoidable (e.g. in enzymatic reactions or when a chromophore is covalently bound

to the protein backbone). The bonded interaction is then usually evaluated at the MM

level, but special care must be taken on how to perform the QM calculations, since the

clipped bond at the QM-MM boundary must be capped. There are three most popular

treatments, namely the link-atom, boundary-atom, and localized-orbital schemes. We

only discuss the link-atom method that was used in the present work.

In the link-atom method, an auxiliary atom (usually hydrogen) is placed in between

the boundary QM and MM atoms and serves as a capping atom in the QM calculations.

To avoid introducing additional degrees of freedom, it is usually positioned and kept

fixed on the line between the boundary atoms. During geometry optimizations or MD

simulations, the forces acting on a link atom are distributed over the boundary atoms

via the chain rule. Due to their close distance, the boundary QM atom may become

overpolarized by the neighboring MM point charge. One of the ways to overcome this

problem is to set the frontier MM atom charge to zero and to evenly distribute its

original charge over the MM atoms directly bonded to it, with additional correction

terms to preserve the corresponding bond dipoles (charge-shift scheme (27, 28)).

QM/MM studies require efficient techniques for exploring both the potential and

free energy surfaces of large polyatomic systems. In case of optimization techniques,

special attention needs to be paid to the scalability of the method. While the size of

QM/MM systems is comparable to the dimensions of usual MM systems, the compu-

tational costs for energy and gradient evaluations increase enormously with the use of

QM techniques. Therefore, a linear-scaling method, such as the low-memory Broyden-

Fletcher-Goldfarb-Shanno (L-BFGS) method (29, 30), is desirable. L-BFGS is a quasi-

4



Newton optimization algorithm, in which only the diagonal of the Hessian matrix is

stored, and steps are done with the use of information about gradients and positions

at a limited number of previous steps.

Internal coordinates are usually more suitable for faster geometry optimizations

than the more strongly coupled Cartesian coordinates (31). However, the conversion

from Cartesian to internal coordinates and backwards usually does not scale linearly,

which becomes a computational bottleneck with increasing system size. In an attempt

to solve this problem, hybrid delocalized internal coordinates (HDLC) have been intro-

duced (31). Here, the system is divided into many fragments, each of which is described

with a set of internal coordinates. The relative orientation of these small subsystems

is handled by the Cartesian HDLC components. Such partitioning of a whole system

into local subsets of internal coordinates decreases the coupling between the fragments

and allows for faster coordinate manipulations.

In order to obtain accurate results, QM/MM calculations often require the use of

relatively large QM regions (50-150 atoms). When searching for a transition state on

a potential energy surface, one often needs to have a sufficiently accurate Hessian at

every optimization step, which becomes very expensive with the growth of the QM

region. A microiterative transition state optimization (32) is an efficient way to tackle

this problem. In this approach, the Hessian is calculated only for a small subset of

atoms, called the core region, in which steps are taken towards the transition state

following a second-order optimization algorithm, e.g. the partitioned rational function

optimizer (P-RFO) (33, 34). After every step by the core atoms, all remaining degrees

of freedom are totally relaxed, e.g. with the conventional L-BFGS optimizer.

Specific methods for reaction path determination at the QM/MM level have also

been suggested. They are mostly based on constrained optimizations or local reac-

tion path following, performed in parallel on a chain of structures, which are initially

obtained by linear interpolation of reactant and product coordinates. Examples are

the QM/MM adaptation of the nudged elastic band (35) and the path-optimization

algorithm by Ayala and Schlegel (36, 37), or the combination of both (38). There is

also a method to perform intrinsic reaction coordinate (IRC) calculation for a whole

QM/MM system (39), which requires gradients and Hessian information both for the

QM and MM regions.

5



1. INTRODUCTION

With increasing system complexity, it becomes harder to describe chemical reactions

by only finding a subset of stationary points and performing reaction path calculations

to connect them on the potential energy surface. Extensive sampling of the phase

space and evaluation of reaction free energies become necessary to ”average” the con-

tributions from multiple pathways, which may contribute to the investigated reaction.

The resulting activation free energies may be used to obtain reaction constants and to

compare the theoretical results to experimental data via transition state theory.

Efficient sampling of phase space by means of either MD or Monte Carlo (MC)

calculations is a very demanding task for large QM/MM systems. Such applications

are therefore normally done at the semiempirical QM/MM level. Even then, it is

computationally very expensive to perform long samplings (of the order of ns) and MD

runs are often restricted to tens of picoseconds. Therefore, specialised techniques for

free energy QM/MM calculations were also designed to suit QM/MM systems better.

We discuss those in Chapter 5.

The current thesis is fully devoted to the QM/MM approach. It is divided into two

parts. In the first one (Chapter 2 and Chapter 3) we apply existing QM/MM tech-

niques to unravel the details of the reaction mechanisms of two enzymes, Cyclohexanone

Monooxygenase (CHMO) and Lipopolysaccharyl-α-1,4-galactosyltransferase C (LgtC),

with the main focus on CHMO (Chapter 2). In the second part, we describe two new

techniques that extend the existing arsenal of reaction path and free energy methods

for QM/MM studies: the microiterative intrinsic reaction coordinate (Chapter 4) and

dual Hamiltonian free energy perturbation methods (Chapter 5).

6



2

Cyclohexanone Monooxygenase

(CHMO)

The Baeyer-Villiger reaction (40) has been known for more than 100 years, but con-

tinues to attract the attention of synthetic chemists (41). It is an oxidation reaction

that transforms ketones into esters or lactones using stoichiometric amounts of oxidant,

e.g. peracids. It proceeds in two steps. In the initial addition step, the carbonyl car-

bon atom of a ketone is attacked by the peroxide moiety of an oxidant, resulting in

a tetrahedral Criegee intermediate. Usually the Criegee intermediate is neutral with

the carbonyl oxygen being protonated, since the reaction is normally carried out in an

acidic environment. However, base-catalyzed variants also exist, which involve an an-

ionic Criegee intermediate (42). The addition step is followed by a concerted migration

of one of the C-C σ bonds adjacent to the carbonyl carbon to the closest oxygen atom

from the peroxy group, with cleavage of the O-O bond. Both the type of substrate and

the reaction environment determine which of the two steps will be rate-determining.

Despite the obvious benefits of the Baeyer-Villiger reaction, such as the retention of

configuration at the migrating carbon and the large variety of carbonyl substrates prone

to oxidation, its regio- and enantioselectivity are limited (43).

Therefore, Baeyer-Villiger monooxygenases (BVMO) have become an attractive

alternative, which perform an O2-driven enzymatic variant of the Baeyer-Villiger oxy-

genation (43, 44). These enzymes provide access to many valuable products (e.g. chi-

ral lactones) with high enantioselectivity, using only stoichiometric amounts of oxygen

and producing water as an ecologically clean byproduct. Many BVMOs have been

7



2. CYCLOHEXANONE MONOOXYGENASE (CHMO)
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Figure 2.1: Reaction mechanism of CHMO. Shown in red are the steps that have been

studied computationally.

characterised and used in synthetic organic chemistry, with cyclohexanone monooxy-

genase (CHMO) from Acinetobacter sp. NCIMB 9871 (45, 46, 47) and phenyl acetone

monooxygenase (PAMO) from Thermobifida fusca (48) being two prominent examples.

An active BVMO accomodates two cofactors that play important roles in the cat-

alytic cycle: flavin adenine dinucleotide (FAD) that is constantly bound to the enzyme,

and a reduced form of the nicotinamide adenine dinucleotide phosphate (NADPH) that

binds to the enzyme at the beginning and is released at the end of the reaction cycle.

The reaction mechanism of BVMOs has been studied experimentally (49, 50, 51, 52) and

its main steps are known (see Fig. 2.1). First, FAD is reduced by NADPH via hydride

transfer. Thereafter it reacts with an oxygen molecule, forming a C4a-peroxyflavin

intermediate (FADHOO−). It was shown for CHMO (50) that in the absence of sub-

strate, C4a-peroxyflavin slowly transforms into the unreactive C4a-hydroperoxyflavin.

When substrate is present in the active site, the Baeyer-Villiger reaction takes place,

and the consensus view is that it proceeds via the same two steps as its nonenzymatic

analogue. It is not known, however, whether the reaction involves an anionic or neutral

Criegee intermediate and whether the addition or migration step is rate-determining.
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2.1 QM/MM study on the rection mechanism of CHMO

While the general reaction mechanism is established, the atomistic details of the

enzymatic Baeyer-Villiger oxidation are still obscure. The high regio- and enantio-

selectivity of BVMOs towards a wide range of substrates are of great importance for

synthetic chemistry, but their origins remain unclear up to know. Therefore, it is crucial

to have structural information on the enzymatic active site during the reaction, which

can be obtained by a combination of X-ray and computational techniques.

The first resolved X-ray structure of a BVMO was that of PAMO (53), but it con-

tained only the FAD cofactor bound to the enzyme and lacked the NADP(H) cofactor

and a substrate. The first resolved structure of a BVMO containing both the FAD

and NADP+ cofactors bound to the protein matrix was reported by Lau, Berghius et

al. for CHMO from Rhodococcus sp. strain HI-31 (54). It also lacked a ligand or an

inhibitor in its active site, but one of the two resolved structures (called a ”closed”

structure) was considered to reflect the state of reaction after FAD reduction and prior

to the Baeyer-Villiger reaction. In this structure, there is a well-defined binding site

in the direct proximity to the isoalloxazine ring of FAD, surrounded by hydrophobic

residues, that can in principle accomodate a substrate of the size of cyclohexanone or

even larger.

This crystal structure of CHMO is a perfect candidate for computational investi-

gation of the BVMO reaction mechanism. While there is more experimental data on

CHMO from Acinetobacter sp., the two CHMO enzymes share 55% sequence identity

(with all residues surrounding the binding site being conserved) and they behave sim-

ilarly with respect to different substrates concerning stereoselectivity (54). Therefore

it seems justified to compare the computational results on the reaction mechanism of

CHMO from Rhodococcus sp. with the experimental findings for CHMO from Acine-

tobacter sp.

2.1 QM/MM study on the rection mechanism of CHMO

We performed a full-dimensional QM/MM computational study (55) to elucidate the

atomistic details of the CHMO reaction mechanism, from the substrate-enzyme complex

up to the product. Cyclohexanone, a natural substrate of CHMO, was chosen as ligand.

The system setup and QM/MM methodology were the same throughout all our

computation investigations of the CHMO mechanism, which are documented in three

9



2. CYCLOHEXANONE MONOOXYGENASE (CHMO)

publications (55, 56, 57). In the following, we describe the computational procedure

briefly; for further details the reader is referred to the corresponding papers.

Initial coordinates were taken from the crystal structure of the ”closed” CHMO

conformation described above (PDB code 3GWD). We modeled C4a-peroxyflavin based

on the FAD geometry present in the X-ray structure. The whole system was solvated in

a water sphere and neutralized by Mg2+ and Cl− ions by random substitution of solvent

water molecules. The solvated neutralized system was then relaxed and subjected to a

1 ns MD equilibration at the pure MM level using the CHARMM22 force field (58) as

implemented in the CHARMM program (59, 60). One cyclohexanone molecule in the

chair conformation was docked into the enzyme active site of a random snapshot taken

from the classical MD trajectory and the resulting structure was used as starting point

for the QM/MM calculations.

The QM region comprised the cyclohexanone, all atoms from the isoalloxazine ring

of the FADHOO−, the side chain of Arg329, and both the nicotineamide ring and

adjacent ribose of NADP+. It was relatively large and contained 96 atoms. It was

treated at the DFT level using the B3LYP functional (4, 5, 6, 7, 8, 9) in combination

with the TZVP basis set (61). The rest of the system was described classically with

the CHARMM22 force field. The QM/MM calculations were done with the ChemShell

package (62), interfacing the TURBOMOLE program (24) used to obtain the QM part

energy and gradients, and the DL POLY program (63) used to treat the MM part of

the system. All atoms within 12 Å of the center of the QM system were free to move

during optimizations (active region). The calculations employed the QM/MM additive

scheme, electronic embedding for the QM/MM electrostatic interactions, and hydrogen

link atoms with the charge shift approach at the QM/MM boundary (see Introduction).

In the following we will use the residue notation of CHMO from Rhodococcus sp., so

that the residue numbers around the active site will differ by two from those of CHMO

from Acinetobacter sp. For example, Arg329 in CHMO (Rhodococcus) corresponds to

Arg327 in CHMO (Acinetobacter). We will apply the latter notation only when directly

referring to that enzyme, e.g. when discussing the available experimental data.

We performed full reaction path calculations and optimized all the relevant sta-

tionary points, with the exception of the transition state for the addition step, which

10



2.1 QM/MM study on the rection mechanism of CHMO

Figure 2.2: Reaction mechanism of CHMO according to the QM/MM calcula-

tions. Stationary points along the reaction path (QM region only) optimized at the

QM(B3LYP/TZVP)/CHARMM level.

was shown to be kinetically unimportant compared to the transition state for the mi-

gration step, as discussed below (see Fig. 2.2). The optimization and reaction path

calculations show that cyclohexanone is bound in a distinct orientation with respect to

both cofactors and the side chain of Arg329, such that its carbonyl oxygen is oriented

towards the hydrogen atoms of Arg329 and of the NADP+ ribose hydroxyl group. This

orientation allows the addition step to proceed via a rather small barrier of 8.7 kcal/mol

(at the QM(B3LYP/TZVP)/CHARMM level). The resulting Criegee intermediate has

a rigid, well-defined structure, occupying a very shallow minimum on the potential

surface (7.8 kcal/mol above the reactant state). It should be noted, however, that

single-point calculations, performed along the reaction path of the addition step with

two QM methods that include mid-range dispersion (B3LYP-D (11) and M06-2X (14)),

yield lower relative energies for the transition state and the Criegee intermediate. In

both cases the addition step proceeds in a nearly barrierless fashion, and the Criegee

intermediate appears to be more stable than the reactant state.

The Criegee intermediate has a pronounced anionic character. Its carbonyl oxy-

11



2. CYCLOHEXANONE MONOOXYGENASE (CHMO)

gen forms two very short H-bonds with the hydrogen atoms of Arg329 and of the

NADP+ ribose group, towards which it is oriented in the reactant configuration. Our

calculations thus suggest that the enzymatic Baeyer-Villiger reaction proceeds via an

anionic Criegee intermediate and that the two strong H-bonds formed by the carbonyl

oxygen make the carbonyl carbon sufficiently electrophilic for the addition reaction to

take place. This also confirms the crucial role of Arg329 and NADP+ cofactor in the

catalytic activity of BVMOs suggested experimentally (51).

The optimized Criegee intermediate has an asymmetric conformation, in which

one of the two C-C bonds adjacent to the carbonyl group is strictly antiperiplanar to

the C4a-peroxyflavin O-O peroxy bond (i.e., the C-C-O-O dihedral angle is close to

180◦). In accordance with the traditional stereoelectronic requirement of antiperipla-

narity (64), our calculations predict that the migration step can proceed only in one

direction: the distal oxygen of the peroxy group can be inserted into the cyclohexanone

ring only at the C-C bond antiperiplanar to the peroxy bond. The corresponding

transition state was optimized and found to be 14.5 kcal/mol above the reactant state

at the QM(B3LYP/TZVP)/CHARMM level. The migration step is therefore rate-

determining. The formed product, ǫ-caprolactone, lies 69.9 kcal/mol below the reac-

tant state, indicating that the enzymatic Baeyer-Villiger reaction is highly exothermic,

just as its non-enzymatic analogue (65). Accounting for dispersion interactions through

single-point calculations did not change the qualitative character of the migration step,

which remained rate-determining, although the barrier height varied depending on the

method used.

2.2 Unveiling the source of enantioselectivity of CHMO

Summarizing the previous section, we have modeled part of the CHMO catalytic cycle,

namely the Baeyer-Villiger oxidation of the cyclohexanone substrate. There is one

distinct binding mode, in which cyclohexanone may undergo the addition step in its

chair conformation, which leads to formation of a Criegee intermediate in a strictly

defined conformation. In this intermediate, only one of the two σ-bonds adjacent

to the cyclohexanone carbonyl group fulfills the stereoelectronic requirement of anti-

periplanarity and can therefore migrate to the oxygen from the C4a-peroxyflavin peroxy

12
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Figure 2.3: CHMO enantioselectivity towards 4-substituted cyclohexanone. According

to the stereoelectronic requirements, only the bond antiperiplanar to the O-O bond may

migrate in the Criegee intermediate (shown in red). (A) A substituent in equatorial position

leads to an (S )-lactone. (B) A substituent in axial position leads to an (R)-lactone.

group. Armed with this model, we approached the problem of explaining the source of

the CHMO enantioselectivity toward diverse substrates.

There have been many speculations about the source of enantioselectivity in BVMO-

catalyzed reactions (66, 67, 68, 69, 70, 71). A common basis of all the attempts for

explaining the observed enantioselectivity was the stereoelectronic requirement of anti-

periplanarity in the Criegee intermediate fragmentation step (see above). Based on

this notion and empirical data on the asymmetric transformations of numerous cyclo-

hexanone derivatives catalysed by BVMOs, several models were proposed. The most

prominent one is the ”diamond lattice” model (66, 70, 71, 72). It is based on the as-

sumption that the substrate enters the reaction in a chair conformation, in which the

substituents occupy only allowed positions (usually equatorial). This model proved to

be a useful device in predicting the outcome of several catalyzed reactions (66).

As a representative case of CHMO enantioselectivity, we considered the desym-

metrisation of 4-methylcyclohexanone. CHMO from Acinetobacter sp. (as well as

CHMO from Rhodococcus sp.) reacts with the 4-methylcyclohexanone with nearly per-

fect (S )-enantioselectivity, producing (S )-4-methyl-ǫ-caprolactone with more than 96%

enantiomeric excess (ee). In the gas phase, the 4-methyl group prefers the equatorial

position at the cyclohexanone ring, having a chair conformation. If we assume that

it retains the same conformation in the active site of CHMO, with the whole ligand

adopting an orientation as described above, the resulting structure of the Criegee in-
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2. CYCLOHEXANONE MONOOXYGENASE (CHMO)

termediate immediately suggests formation of the (S )-lactone product due to selective

migration of one of the two carbon atoms adjacent to the carbonyl group. A methyl

substituent in axial orientation would give rise to the (R)-lactone product, which is not

observed in experiment. This principle is illustrated in Fig. 2.3 for a general case.

To verify the prediction made, we reoptimized the Criegee intermediate and tran-

sition state for migration, after having manually introduced the methyl group at the

cyclohexanone ring (both in equatorial and axial position - four structures altogether).

The results confirmed our prediction: the energies of the intermediate and the transi-

tion state were lower when the 4-methyl group was in an equatorial rather than axial

position at the cyclohexanone ring, by 4.8 and 4.5 kcal/mol, respectively. The actual

energy barriers for the migration step were quite similar in the two conformers, but the

equatorial pathway is favored on an absolute scale at the rate-determining transition

state. Since an isolated 4-methylcyclohexanone molecule with an equatorial 4-methyl

group is lower in energy by 1.9 kcal/mol relative to its axial counterpart (calculated at

the B3LYP/TZVP level, close to the experimental enthalpy difference of 2.1 kcal/mol

between the two conformers (73)), we find an increased preference towards the equato-

rial conformation when the ligand is in the active site of CHMO.

Another enantioselective reaction in the active site of CHMO was considered in

a separate paper (56). Here, wild type (WT) CHMO enantioselectivity towards the

E -isomer of the product of 4-ethylidenecyclohexanone desymmetrisation was explained

in terms of our computational model. In this case, there are again two poses that

the substituent can adopt at the cyclohexanone ring of the Criegee intermediate. In

the first conformation that would lead to the Z -product, the 4-ethylidene group points

towards a close-lying residue of protein backbone, and its optimization at the QM/MM

level leads to significant displacement from the initially guessed geometry (taken from

our previous work (55)). The resulting optimized Criegee intermediate was found to

be higher in energy than the alternative conformer that would lead to an E -product,

in which the substituent is pointing into the relatively empty space in the center of the

binding site, by 2.3 kcal/mol. This is in a good agreement with experimental results,

which show a strong preference towards the E -isomer with > 99% ee.
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2.3 Effects of mutations on CHMO enantioselectivity.

2.3 Effects of mutations on CHMO enantioselectivity.

The effect of point mutations on BVMO enantioselectivity is of great interest to syn-

thetic chemists. Substrate acceptance and enantioselectivity is limited in the WT

BVMOs. In case of CHMO, if substituents at the cyclohexanone ring are varied too

much, enantioselectivity may decrease, or even get reversed (72). In an attempt to

overcome natural limitations of enzymatic catalysis, directed evolution is nowadays

frequently applied to achieve the desired enantioselectivity towards selected substrates

by means of point mutations in the amino acid chain of an enzyme (74). Detailed

knowledge of the reaction mechanism, and the reasons why certain mutations affect

the outcome of a reaction, may help to make directed evolution more efficient. In our

next paper (57), we therefore tried to explain the effect of two different mutations at

the site of a single amino acid residue, which cause notable changes of the observed

CHMO enantioselectivity towards 4-hydroxycyclohexanone.

Experimentally (72), the WT CHMO (Acinetobacter) exhibits rather low enantiose-

lectivity towards this ligand (9% (R)), the Phe432Ser mutant reverses enantiopreference

to 79% (S ), and the Phe432Ile mutant improves the WT enzyme enantioselectivity up

to 49% (R). According to Kayser and Clouthier (72), 4-hydroxycyclohexanone in the

gas phase slightly favors the hydroxyl group in axial rather than equatorial position.

They assumed that this is the cause of the observed weak (R)-enantioselectivity of the

WT CHMO. The drastic change of enantioselectivity towards 4-hydroxycyclohexanone

in the Phe432Ser mutant was attributed to a hypothetical H-bond between Ser432

and the substrate hydroxyl group in equatorial position (see Fig. 2.4). The Phe432Ile

mutation effect was not discussed.

These qualitative explanations are consistent with our computational model, which

translates the preferred substituent position at the cyclohexanone ring into the enan-

tiomeric outcome of the reaction. In WT CHMO (Rhodococcus), Phe434 is indeed

situated next to the equatorial side of the C4 atom of cyclohexanone, and hence the

serine side chain of the Phe434Ser mutant may form an H-bond with the hydroxyl

substituent. In case of the Phe434Ile mutant, one may expect steric effects rather than

specific interactions. In an attempt to find precisely the reasons for the remarkable

changes in the CHMO enantioselectivity, we performed full reaction path calculations

and optimized all relevant stationary points for the WT enzyme as well as for both
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Figure 2.4: CHMO enantioselectivity towards 4-hydroxycyclohexanone. (A) In wild-type

CHMO, the hydroxyl group prefers the axial position, which imposes the (R) configuration

on the lactone product. (B) In the Phe432Ser mutant, an H-bond was proposed (72)

between Ser432 and the 4-hydroxy group, provided that the latter occupies an equatorial

position, imposing the (S ) configuration on the lactone product. Subsequent intramolecular

translactonization to the thermodynamically more stable 5-membered lactones occurs in

both cases.

Phe434Ser and Phe434Ile mutants at the QM(B3LYP/TZVP)/CHARMM level. We

then used the difference in the QM/MM energies of the rate-limiting transition state,

calculated for both the equatorial and axial orientations of the hydroxyl group (from

here on called TS2-eq and TS2-ax, respectively), to estimate the ee value for each

mutant.

The results obtained (see Fig. 2.5) indicate a more complex picture of interactions

within the active cite of CHMO, than was initially anticipated. In the WT enzyme and

in both mutants, the substrate hydroxyl group in axial orientation forms an H-bond

with the Thr435 carbonyl oxygen, which is preserved along the whole reaction path. In

the WT enzyme TS2-eq, the hydroxyl group in equatorial position is oriented towards

the benzene ring of the Phe434 side chain, creating a π-hydroxyl H-bond. This inter-

action, together with a very weak H-bond between the hydroxyl group oxygen atom

and a rather distant Trp492 ring hydrogen atom, nearly counterbalances the strong

H-bond that is formed in the case of axial configuration, bringing the energy of TS2-eq

only 0.5 kcal/mol above the TS2-ax energy. In the Phe434Ser mutant, as anticipated,

the oxygen atom from the substrate equatorial hydroxyl group forms an H-bond with

the hydrogen atom of the Ser434 side chain hydroxyl group, and this interaction is

preserved along the whole reaction path. The best estimate for the energy difference
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(a) (b)

(c) (d)

(e) (f)

Figure 2.5: CHMO reaction with 4-hydroxycyclohexanone: transition state for the

migration step. Active sites of the wild type CHMO (Rhodococcus) and its two mutants,

with the hydroxyl group being either in equatorial or axial position. The residue numbers

in parentheses label the analogous residues in CHMO from Acinetobacter sp. NCIMB

9871. (a) Wild-type CHMO. Hydroxyl group in equatorial position. (b) Wild-type CHMO.

Hydroxyl group in axial position. (c) Phe434Ser mutant of CHMO. Hydroxyl group in

equatorial position. (d) Phe434Ser mutant of CHMO. Hydroxyl group in axial position.

(e) Phe434Ile mutant of CHMO. Hydroxyl group in equatorial position. (f) Phe434Ser

mutant of CHMO. Hydroxyl group in axial position.
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2. CYCLOHEXANONE MONOOXYGENASE (CHMO)

between the corresponding TS2-eq and TS2-ax was 1.7 kcal/mol in favor of the equa-

torial configuration, which corresponds to 89% ee and is in reasonable agreement with

the experimental value of 79% ee. In the Phe434Ile mutant, the hydroxyl group of

the ligand cannot form any specific interaction with the side chain of Ile434; instead it

forms an H-bond with the Ile434 backbone carbonyl oxygen in TS2-eq. This becomes

possible because the Ile434 backbone undergoes some rotation, which is not observed

in the WT enzyme and the Phe434Ser mutant, but costs some energy. The result-

ing energy difference between TS2-eq and TS2-ax is 1.7 kcal/mol in favor of the axial

conformation, predicting (R)-enantioselectivity with 89% ee, compared to the experi-

mental value of 49% ee. The experimental and computed ee values and the associated

energy differences are summarized in Table 2.1.

Table 2.1: Enantiomeric excess of the CHMO-catalysed desymmetriza-

tion of 4-methylcyclohexanone as determined from experiment and calculations

(QM(B3LYP/TZVP)/CHARMM) for the WT enzyme and two mutants. The corre-

sponding energy differences between the rate-determining transition states are given in

parentheses in kcal/mol.

Type of mutant Type of enantioselectivity Experiment Theory

WT R 9% (0.1) 40% (0.5)
Phe432Ser S 79% (-1.3) 89% (-1.7)
Phe432Ile R 49% (0.6) 89% (1.7)

We should note that in order to obtain meaningful results, we had to enlarge the

default QM region (see Section 2.1) such that the residues involved in the formation

of H-bonds with the substrate were included. Otherwise, especially when there is

an H-bond formed between the MM oxygen atom and substrate hydroxyl group, we

encountered overpolarization of the QM region by a closely-lying MM charge, which

caused an artificial decrease of both the H-bond length and the QM energy. This issue

reflects a problem that QM/MM calculations may face when employing electrostatic

embedding, as discussed in Chapter 1.

The results of our QM/MM calculations are qualitatively and semi-quantitatively

in line with experimental data on CHMO enantiopreference towards 4-hydroxycyclo-

hexanone. We are therefore in a position to provide an explanation for the observed

stereochemical outcome of the reaction on the molecular level. The WT CHMO enzyme
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2.3 Effects of mutations on CHMO enantioselectivity.

exhibits a slight (R)-enantioselectivity towards 4-hydroxycyclohexanone, because the

Thr435-substrate (axial) H-bond stabilizes the TS2 more than the π-hydroxyl interac-

tion between Phe434 and the substrate equatorial hydroxyl group. Enantiopreference

of CHMO is reversed in the Phe434Ser mutant, because the equatorial substrate-Ser434

H-bond turns out to be stronger than the axial substrate-Thr435 H-bond. Finally, in

the Phe434Ile mutant, the WT enantiopreference is enhanced, because the equatorial

substrate-Ile434 interaction is weaker than in the case of the WT enzyme, and can thus

not compete effectively with the axial substrate-Thr435 H-bond.

Our results show that CHMO enantioselectivity towards substrates with polar sub-

stituents depends on a fine interplay of the weak interactions between the substituent

and the protein environment. This makes it difficult to predict the outcome of reactions

with an arbitrary substrate, without performing explicit calculations at the QM/MM

level. The situation is expected to be simpler for substrates containing only non-polar

substituents. In such cases (as with 4-methyl- or 4-ethylidenecyclohexanone), steric

effects will dominate over specific electronic effects, and one should be able to explain

the origin of enantioselectivity by checking the difference in energy between substrate

conformers, as determined in the gas phase, and by considering the generic structure

of the migration transition state (or even just the Criegee intermediate) to identify

possible steric clashes between non-polar substituents and active-site residues.
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Lipopolysaccharyl-α-1,4-

galactosyltransferase C

Lipopolysaccharyl-α-1,4-galactosyltransferase C (LgtC) from N. meningitidis is a mem-

ber of one of the glycosyltransferase (GT) families (75). GTs are a large group of en-

zymes, responsible for the biosynthesis of glycosidic bonds, which is accomplished by

transferring monosaccharides from donors (usually nucleotide sugars) to different accep-

tors, such as other saccharides, lipids, proteins or DNA (76). LgtC catalyzes transfer of

the α-galactose from uridine 5′-diphospho-α-galactose (UDP-Gal) to a galactose from

the terminal lactose (LAT) of the bacterial lipooligosaccharide (LOS), resulting in its

elongation. These LOSs cause the great virulence of N. meningitidis, since they are

able to mimic human glycolipids at the surface of bacteria and thus avoid recogni-

tion by the human immune system (77). The reaction proceeds with overall retention

of stereochemistry at the anomeric carbon atom, and therefore LgtC is attributed

to the retaining GTs, the catalytic mechanism of which is poorly understood up to

now (78, 79, 80).

Three different mechanisms were proposed for the retaining GTs (see Fig. 3.1). In

the first one, the double-displacement mechanism, the reaction involves formation and

subsequent cleavage of a covalent glycosyl-enzyme (CGE) intermediate (79, 80, 81).

This scheme requires the presence of an appropriately positioned nucleophilic residue

within the active site. The X-ray structure of LgtC (82), however, only contains a

glutamine (Gln189) as suitably positioned active-site residue for a nucleophilic attack on

the anomeric carbon. The nucleophilic character of glutamine is expected to be rather
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Figure 3.1: Proposed mechanisms for retaining glycosyltransferases. (A) Double-

displacement mechanism, via a covalently bound glycosyl-enzyme intermediate. (B) Con-

certed front-side single displacement (SNi) mechanism with an oxocarbenium-like transition

state. (C) SNi-like mechanism with a short-lived oxocarbenium-phosphate ion pair inter-

mediate.

poor, and taking into account experimental evidence that both Q189A and Q189E

LgtC mutants display 3% residual activity (83), the double-displacement mechanism

is unlikely to operate in this enzyme. The alternative mechanisms proceed as a front-

side attack of the LAT oxygen atom on the anomeric carbon with the formation of

an oxocarbenium ion-like transition state (SNi mechanism) (84) or an oxocarbenium-

phosphate ion pair intermediate (SNi-like mechanism) (80).

The LgtC reaction mechanism was previously studied with a reduced cluster model

of 136 atoms, including five protein residues (85). This study confirmed the SNi mech-

anism of LgtC. However, many important interactions within the enzyme-substrate

complex were neglected in this cluster model, which may prevent full understanding of

the role of the enzyme in the reaction.
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In our paper (86), we presented a full-enzyme QM/MM study of the LgtC catalytic

mechanism. The chosen methodology is generally the same as described in Chapter 2,

so we omit the details here. The major difference is that we used the B3LYP functional

for geometry optimizations in the case of CHMO, while here we employed the BP86

functional for the sake of computational efficiency, and performed single-point energy

evaluations at the optimized stationary points with the B3LYP, B3LYP-D, and M05-2X

functionals.

We investigated the three different mechanisms proposed for LgtC and showed that

the dissociative SNi mechanism is most likely in the WT enzyme. The computed barriers

of 11.8 kcal/mol at the B3LYP/TZVP level and 14.6 kcal/mol at the M05-2X/TZVP

level are in reasonable agreement with experimental kinetic data for the free energy

barrier of 16 kcal/mol, as derived from kcat values of 14-34 s−1 at 303 K (82, 83).

According to our results, the bond between the anomeric carbon (C1’) and the UDP

oxygen atom (O3B) breaks early in the course of reaction; thereafter the O3B-HO4

bond (involving the hydrogen atom leaving LAT) and the C-O glycosidic bond form

simultaneously, immediately after the concerted transition state (see Fig. 3.2a). We

thus find that the leaving UDP group acts as a catalyst, as was suggested before (85).

Attempts to locate the covalent glycosyl-enzyme complex in the double displacement

mechanism failed. To gain more insight, we performed a two-dimensional potential en-

ergy scan, varying the reaction coordinate, represented by the difference of the breaking

C1’-O3B bond and the forming glycosidic bond, at fixed values of the distance between

the anomeric carbon and Gln189 side chain oxygen atom. The resulting surface (see

Fig. 3.2b) indicates a clear SNi reaction path as described above, along which the dis-

tance between the anomeric carbon and Gln189 changes only slightly, while there is no

minimum close to the covalent-bond distance between these two atoms.

On the other hand, in the Q189E mutant, we observed immediate formation of the

CGE complex with a covalent bond between the anomeric carbon and Glu189 oxygen

atom. However, the following SN2 attack of LAT at the CGE has a very high activation

barrier (more than 30 kcal/mol) that would make this reaction very slow. These findings

indicate that mutations in the active site of LgtC, and of retaining GTs in general, may

switch the reaction mechanism from SNi to a double displacement model, or vice versa.

We have also analysed several other factors that play a role in the reaction, especially

the enzyme-substrate and substrate-substrate interactions, and the results obtained
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3. LIPOPOLYSACCHARYL-α-1,4-GALACTOSYLTRANSFERASE C

(a) (b)

Figure 3.2: Details of the LgtC reaction mechanism revealed by QM/MM calculations.

(a) QM(BP86/SVP)/CHARMM optimized transition state of the LgtC reaction following

the SNi mechanism. (b) Two-dimensional QM(BP86/SVP)/CHARMM potential energy

surface. Energies are given in kcal/mol and distances in Å. Contour lines are drawn in

intervals of 3 kcal/mol.

indicate that the rate of reaction, and even the mechanistic scenario followed by each

enzyme-substrate complex, may be influenced by many factors, including the nature

of substrates and their relative orientation. One can therefore not expect that all

retaining GTs share the same mechanism, and case-by-case studies are necessary to

gain full understanding of these catalytic mechanisms.
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4

Microiterative Intrinsic Reaction

Coordinate (IRC)

Reaction path determination is an important aspect of theoretical and computational

chemistry. The most appropriate way to determine a reaction path is to follow the

intrinsic reaction coordinate (IRC), as proposed by Fukui in 1970 (87, 88). According

to his definition, the IRC is the steepest-descent pathway in mass-weighted coordinates

that proceeds from a transition state in two opposite directions and ends in the two

associated local minima. In quantum chemistry, it has become a routine procedure to

perform IRC path following for small and medium-size molecules, and a number of dif-

ferent methods have been developed for this purpose (89, 90, 91, 92, 93, 94, 95, 96, 97).

However, IRC calculations for large QM/MM systems are usually avoided, as straight-

forward application of standard IRC techniques will be costly and impractical. Other

indirect reaction-path techniques, usually based on the ”chain-of-replicas” approach,

have been proposed and adapted specifically for QM/MM systems (35, 37, 38). They

are usually based on constrained optimizations or local path following for a set of con-

strained intermediate coordinates, initially obtained by interpolation of reactant and

product structures. Otherwise, if the aim is to ensure that an optimized transition state

is connected via a smooth path to the two relevant minima, careful energy minimizations

are usually performed, starting from two structures that are obtained by perturbing

transition state coordinates along the transition mode in both directions. There exists

one IRC implementation at the QM/MM level in the Gaussian program (98), which is

used in combiation with the ONIOM approach (99). In this implementation (39), the
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4. MICROITERATIVE INTRINSIC REACTION COORDINATE (IRC)

IRC is computed for the whole system using gradient and curvature information for

both the QM and MM regions.

We have suggested an alternative method called microiterative IRC (100). Here,

only a subset of QM atoms (the core region) follows the IRC equation, while all remain-

ing active degrees of freedom are subject to minimization after every IRC step. This

approach is derived from the microiterative transition state optimization method (32).

In this and few other papers (101, 102), the possibility of performing microiterative IRC

computation was mentioned, but no further details were given. We have implemented

the microiterative IRC method, investigated its performance in detail, and carefully

checked its validity for a number of test systems.

4.1 Microiterative IRC formalism

The IRC equation has the following form

dx

ds
= − g(x)

|g(x)| , (4.1)

where x denotes the mass-weighted Cartesian coordinates of the nuclei, s is the arc

length along the IRC defined by ds2 =
∑3N

i=1 dx
2
i , and g is the mass-weighted gradient

at x. In order to follow the IRC, Eq. 4.1 is integrated in small steps, from a transition

state to the nearest local minima. Below we review the most popular IRC methods,

three of which were implemented in our work.

The simplest way to solve Eq. 4.1 is to perform Euler integration

xk+1 = xk −∆s
g(xk)

|g(xk)|
, (4.2)

so that only information about the gradient at the previous point along the path is

used to make the next step. However, simple Euler integration is too inaccurate and

would require very small steps to converge. Therefore, several modifications of the Euler

method were suggested, among which we mention only the most prominent approaches.

In the Ishida-Morokuma-Komornicki (IMK) stabilized Euler method (89), first an IRC

step is done according to Eq. 4.2, followed by a linear search for the energy minimum

along the bisector of the gradient at the current and previous point, in order to correct

the Euler step. The Gonzalez and Schlegel method (92, 93, 94) also corrects the simple
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4.1 Microiterative IRC formalism

Euler step; it is based on a constrained optimization on a hypersurface, performed after

applying half of the Euler step.

The local quadratic approximation (LQA) method employs second-order energy

derivative information and requires reformulation of Eq. 4.1. Following Page and

McIver (90), it is convenient to express the IRC as

dx

dt
= g(x). (4.3)

As initially shown by Pechukas (103), dt is an arbitrary parameter satisfying

ds

dt
=

√

dx†

dt

dx

dt
. (4.4)

In LQA approximation, the gradient becomes

g(x) = g0 +H0(x− x0), (4.5)

withH0 being the Hessian matrix of second energy derivatives, and the steepest descent

path can be obtained by integrating

dx

dt
= −g0 −H0(x− x0). (4.6)

This can be transformed into

xk+1 = xk +A(t)g(xk), (4.7)

where

A(t) = Ukα(t)U
†
k , (4.8)

with Uk being the matrix of column eigenvectors of the Hessian (Hk), and α(t) being

a diagonal matrix with elements

αii(t) = (e−λiit − 1)/λii. (4.9)

The parameter t can be obtained by numerical integration of an expression that can

be derived from Eq. 4.4:
ds

dt
=

√

∑

i

g
′

i(xk)2e−2λiit, (4.10)

where g
′

(xk) = U †
kg(xk). Due to the use of curvature information, the LQA method is

accurate and efficient (it needs only one energy and one gradient calculation per step),

and it can normally be used with larger steps than the Euler methods.
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4. MICROITERATIVE INTRINSIC REACTION COORDINATE (IRC)

The Hessian and Euler based predictor-corrector (HPC and EulerPC) methods (95,

96, 97) use either an LQA or an Euler method as a predictor step, and a modified

Bulirsch-Stoer integrator on a fitted distance-weighted interpolant (DWI) surface as a

corrector step. First, a predictor step is performed. Then the energy, gradients and

Hessian are evaluated at the resulting coordinates. By interpolating energy and gradi-

ents from the previous and current points along the reaction path, the IRC equation

is integrated with the Euler method starting from the previous point N times, with

the step size equal to ∆s
N . Integration is performed several times with N growing up

to an arbitrarily chosen number. Then, a polynomial extrapolation to a step size of 0

(which corresponds to N = ∞) is used for the computed sets of coordinates, to get the

corrected coordinates for the current IRC step.

The microiterative IRC methodology follows the philosophy of the microiterative

transition state search (32) that was previously implemented in the HDLCopt pro-

gram (31), which is a module within the ChemShell package (62). In both methods,

the system is partitioned into the reaction core and the outer regions. While in the

transition state search the core region follows the second order P-RFO (partitioned

rational function optimizer) optimization algorithm (33, 34) towards a transition state,

it undergoes steps along the steepest descent path in the microiterative IRC method,

according to the chosen IRC integrator. The outer region is in both cases minimized

using the L-BFGS algorithm (29, 30). The calculation is performed via micro- and

macroiterations, such that every single step for the core region is followed by a full

relaxation of environment.

We have implemented the microiterative IRC method into the HDLCopt module

of Chemshell. The first step starts from the optimized transition state and is taken

along the imaginary frequency mode eigenvector (90), which is used instead of the

gradient, regardless of the IRC method. As will be discussed later, the convergence

criterion for the outer-region optimization may play an important role for some systems,

and should thus be chosen carefully. In order to make the calculations more efficient,

the Hessian matrix, required by some of the IRC methods, can be obtained through

Hessian updates, e.g. those proposed by Powell (104) or Bofill (105), which use gradient

information at the current point as well as the gradient and Hessian at the previous

point. The use of Hessian updates was previously shown to be accurate enough for
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4.1 Microiterative IRC formalism

Figure 4.1: Scheme of the microiterative IRC procedure, as implemented in the HDLCopt

program.

IRC calculations (106). The IRC steps in the core region atoms are always performed

in Cartesian coordinates, while the outer region can be optimized in hybrid delocalized

internal coordinates (31).

Among the methods described above, we have implemented the IMK-stabilized Eu-

ler, LQA, and HPC approaches into the HDLCopt program. The IMK-stabilized Euler

method requires from three to seven energy and two gradient calculations per step,

and therefore is the least efficient IRC approach implemented. Nevertheless, it is the

simplest way of integrating Eq. 4.1, and with small steps it is supposed to work for any

system. LQA is a much more accurate and efficient method, and is a perfect choice

for the microiterative scheme, especially when making use of the Hessian updates. The

HPC method should in principle be even more beneficial, since it corrects the LQA step

using the same number of energy and gradient calculations (one per step). We expected

the HPC method to be especially efficient in the microiterative IRC approach, since we

perform the correction step after the outer region has been optimized, thereby decreas-

ing the decoupling between the two regions. For the chosen test systems, however, we

did not observe significant differences in HPC and LQA performance. Therefore, we

generally applied the simpler LQA approach in our applications.
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4. MICROITERATIVE INTRINSIC REACTION COORDINATE (IRC)

4.2 Microiterative IRC performance

We assessed the benefits and limitations of the implemented algorithms with four dif-

ferent test systems of varying size and complexity. One can not directly compare two

microiterative IRC curves with different number of atoms used in the core region, or

a microiterative IRC curve with a full-system IRC curve. In our work, the differences

between the IRC pathways for the same system were evaluated qualitatively, by com-

paring the arc length computed for the same number of atoms, and quantitatively,

by calculating the root-mean-square (RMS) deviations between geometries along the

corresponding IRC paths. Due to common differences in the number of steps required

to complete e.g. microiterative and full-system IRC calculations, geometries with the

closest energy values along the reaction paths were compared.

We first tested the performance of the three implemented microiterative IRC meth-

ods by comparisons with the full-system IRC and with respect to each other. The test

case was the Diels-Alder cycloaddition reaction between 2,4-hexadiene and ethene in

the gas phase.

In full-system IRC calculations, the LQA and HPC methods behaved equally well,

and for IRC step sizes from 0.05 to 0.15
√
amu bohr, the shape of the IRC curve did

not change, indicating that the latter step size is accurate enough. The results of the

IMK-stabilized Euler method, on the contrary, strongly depended on the step size,

and converged only at a very small step size of 0.01
√
amu bohr. For microiterative

IRC calculations, the core region consisted of the four carbon atoms involved in the

bond breaking and bond making during the reaction. Here, all the three methods

gave the nearly identical IRC curves, with converged results already at a step size of

0.15
√
amu bohr.

There are some minor differences between the microiterative and full-system reac-

tion paths, regardless of the IRC method used (see Fig. 4.2a). Visual analysis reveals

that the two methyl groups of the 2,4-hexadiene rotate at different rates in the microi-

terative and full-system setups, giving RMS deviations up to about 0.1 Å, which then

decrease again as the two pathways approach the same reactant and product states.

On the other hand, within the microiterative IRC framework, all IRC methods yield

similar results, with negligible RMS deviations along the reaction pathway of the order

of 10−3 to 10−2 Å. As all the implemented IRC methods performed equally well in
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4.2 Microiterative IRC performance
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Figure 4.2: Microiterative IRC energy profiles with different arc length definitions. A

step size of 0.15
√
amu bohr was used if not stated otherwise. (a) Comparison between full-

system and microiterative IRC energy profiles for the Diels-Alder reaction. (b) Comparison

between full-system (system 3) and microiterative IRC energy profiles for a small (system

1) and medium-size (system 2) core regions for the internal rotation in 1,2-diphenylethane.

LQA step sizes: 0.15
√
amu bohr for the full system and 0.05

√
amu bohr for the small

and medium-size core regions. (c) Comparison between microiterative IRC energy profiles

for the chorismate–prephenate conversion, catalyzed by BsCM, from the full-ligand and

small-core IRC calculations. (e) Comparison between microiterative IRC energy profiles

for the hydroxylation reaction conversion, catalyzed by PHBH, for the three different core

regions
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4. MICROITERATIVE INTRINSIC REACTION COORDINATE (IRC)

these tests, we used only LQA for the remaining calculations as the most efficient and

straightforward IRC method.

To explore the limits of its performance, we have chosen the internal rotation of

1,2-diphenylethane as our second test. Due to the rigidity of phenyl rings and their

steric interaction, the whole system participates in the rotation, and it should thus be

difficult to define two uncoupled regions.

We selected two core regions: the first one contained only the four central carbon

atoms, while the second one also contained the two adjacent carbon atoms from each

phenyl ring. Both core regions resulted in smooth reaction pathways (see Fig. 4.2b) and

gave the proper product, even though in the first case, the rotation of the benzene rings

was only accounted for during the optimization steps. We note that the convergence

criteria value for the outer-region optimization became crucial for the first system, and

in order for the microiterative IRC calculation to produce a smooth curve, the default

HDLCopt threshold for the maximum gradient component of 15 × 10−5 hartree/bohr

had to be decreased by factors of 3 or even 9 (depending on the IRC step size).

As expected, the RMS deviations from the full-IRC geometries along the reaction

were much smaller for the microiterative IRC geometries obtained with the large core

region (compared with those for the small core region). In small-core case, the rotation

of the phenyl rings happens too early during the optimizations of the outer region.

Obviously, as soon as the two adjacent carbon atoms from the phenyl rings are also

included in the large core region, the rotation of the rings starts to be accounted for

during the IRC steps. The microiterative IRC method can thus be successfully applied

even to complicated systems like 1,2-diphenylethane, provided that the proper core

region is chosen.

Finally, we evaluated the performance of the microiterative IRC method in enzy-

matic QM/MM systems, for which the method is designed. As our test systems, we

chose the conversion of chorismate to prephenate catalyzed by the chorismate mutase

(BsCM) enzyme from Bacillus subtilis, and the hydroxylation reaction in the catalytic

cycle of p-hydroxybenzoate hydroxylase (PHBH). In both cases, the microiterative IRC

calculations performed very well already with the smallest core region (in both cases

the four atoms involved in bond breaking and bond making). The corresponding results

were similar to those obtained for larger cores incorporating the whole QM region (see
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4.2 Microiterative IRC performance

Fig. 4.2c and 4.2d). Both in BsCM and PHBH, the small-core IRC curves were rather

close to the full-QM region IRC results, indicating that the atoms directly involved in

the chemical reaction undergo the largest displacements along the reaction pathway.

The RMS deviations of the geometries along the IRC paths were not very high, re-

maining well below 0.1 Å along the reaction path. For BsCM, we also performed a

microiterative IRC for a bigger core region, which, apart from the QM atoms, included

the five amino acid residues from the MM region that form H-bonds with the substrate.

The resulting IRC curve was essentially indistinguishable from the one obtained for the

core region comprising only the QM region. This corroborates our assumption that

only a limited number of degrees of freedom from a large QM/MM system need to be

directly included in the IRC calculations.

The proposed microiterative IRC method can be used to determine reaction paths in

large-scale QM/MM calculations, e.g. on enzymatic reactions, but also at the pure QM

level, with a core region containing only the atoms directly involved in the chemical

reaction. With further validation, it may also be used in the context of variational

transition state theory or reaction path Hamiltonian calculations. The resulting IRC

paths may serve as a basis for collective coordinates in free energy methods, e.g. the

DH-FEP method, described in the next Chapter.
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5

Dual Hamiltonian Free Energy

Perturbation (DH-FEP)

Free energy calculations require extensive sampling of configurational space. In a classi-

cal system, information about all accessible configurations is contained in the partition

function, which can however not be obtained exactly with a limited number of config-

urations. Free energy differences can be expressed in terms of ensemble averages that

can be approximately evaluated with the use of sampling techniques such as Monte

Carlo (MC) or Molecular Dynamics (MD) (107).

It is generally not trivial to achieve sufficient sampling. This depends on the system

size and on the computational time required to obtain the potential energy and the

gradients at a given theory level. Classical force field calculations are fast enough to

allow efficient sampling even of large biological systems, but this becomes difficult in

QM/MM calculations. Usually large solvated biomolecules are treated with QM/MM

techniques, and extensive sampling is required to explore their configurational space,

which is computationally demanding, since part of a system is treated at the QM level.

Due to this limitation, much effort was spent to develop approximate methods for

evaluating free energy differences specifically in QM/MM systems (108, 109, 110, 111,

112, 113, 114, 115, 116, 117, 118, 119, 120, 121, 122). These methods usually try to

avoid direct sampling at a high theory level, while still aiming at providing an accurate

estimate of free energy changes in the course of the process studied (usually a chemical

reaction).

In the first approach (108, 109, 110, 111, 112, 113, 114, 115) the free energy of
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(DH-FEP)

reaction is initially estimated by performing sampling of configurational space with a

computationally inexpensive reference Hamiltonian, and then correcting the obtained

estimate via the free energy perturbation (FEP) from the reference to a QM/MM

Hamiltonian, thus employing a thermodynamic cycle. Another approach is based on

sampling acceleration, achieved by using auxiliary MC simulations, performed with a

reference Hamiltonian (e.g. a classical force field specially parameterized for the sys-

tem under investigation); each final structure is then subjected to a MC update test,

with the success criterion being based on the overlap of the two Hamiltonian phase

spaces (123, 124, 125). This procedure was shown to improve the rate of convergence

significantly. The two approaches were also combined (126) such that the free en-

ergy difference between two points along a reaction path is evaluated with a reference

Hamiltonian, but the free energy correction is determined via thermodynamic integra-

tion, employing the Metropolis-Hastings MC algorithm.

The free energy of enzymatic reactions is sometimes also evaluated using a direct

sampling of the whole phase space of the QM/MM system on a single potential surface

using standard free energy techniques, such as umbrella sampling (127) or thermody-

namic integration (128). Usually, sampling is performed with an efficient semiempirical

QM method (129). DFT calculations of reaction free energies were also reported (130),

but are generally computationally unattainable for systems with a large QM region.

The reliability of semiempirical QM methods was questioned in a recent paper by Heim-

dal and Ryde (115), on the grounds that there may only be a weak overlap of phase

space between semiempirical and higher theory levels. In this context, another ap-

proach should also be mentioned, in which the configurational space is sampled using

a semiempirical QM method, and a high-level energy correction, given as a continu-

ous function of a distinguished reaction coordinate, is applied to modify energies and

gradients at every step (101, 102).

The QM/MM free energy (FE) method, developed by Yang et al. (131), has be-

come rather popular for calculating enzymatic reaction free energies. It does not require

sampling of the QM degrees of freedom and only uses information from the MM config-

uration ensemble. In this approach, the FEP formalism of Zwanzig (132) is applied in

an unusual way. According to Zwanzig, the free energy difference between two systems,

described by an unperturbed (H1) and a perturbed (H2) Hamiltonian, can be written
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as

∆A = A2 −A1 = − 1

β
ln

∫

P1(r)exp{−β[E2(r)− E1(r)]}dr, (5.1)

where E(r) is potential energy and P1(r) is the probability of finding the unperturbed

system in the configuration r. In the QM/MM-FE method, the reaction path is divided

into multiple windows, based on the value of a predefined reaction coordinate. The

geometries of the QM region in these windows are obtained via a set of initial restrained

optimizations. Then, for each window, MD sampling is performed for the MM region

only, while the QM region is kept fixed. The coordinates of the QM region of the

current window are replaced with the ones from the next window at every step (or

every n steps) of MD, and the perturbation energy difference is evaluated. Then, the

ensemble of energy differences is used to calculate the free energy difference between

the two windows:

∆A(Rc) = ∆EQM (rmin
QM )− 1

β
ln

∫

P (RA
c )exp{−β[EQM/MM (rmin

QM (RB
c ))

−EQM/MM (rmin
QM (RA

c ))]}drMM . (5.2)

Here, ∆EQM (rmin
QM ) is the QM energy difference between the two subsequent windows,

and rmin
QM (RA

c ) and rmin
QM (RB

c ) are the coordinates of the optimized QM region, satisfying

constraints at windows A and B, respectively. Note that sampling is performed with

the QM region coordinates fixed to their value at window A, and integration is done

only over MM degrees of freedom. Summing up the free energy differences between

the neighboring windows along the reaction path, one obtains activation and reaction

free energies of a given reaction. In order to make sampling inexpensive, the QM

region is represented during the sampling with the partial charges obtained by an ESP

(electrostatic potential) fit.

This QM/MM-FE procedure assumes that QM and MM degrees of freedom can

be sampled individually and that one can avoid sampling the QM region, accounting

for its entropic contribution only within the harmonic approximation at the stationary

points. QM/MM-FE is widely used and considered to be an appropriate method for

calculating enzymatic reaction free energies (133). However, one may expect that it

can underestimate the entropic contributions due to the lack of sampling in the QM

region.
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5.1 DH-FEP formalism

We have developed a modified version of the QM/MM-FE method (134), in which we

do not separate the QM and MM degrees of freedom. The perturbation is defined by

means of a predetermined reaction coordinate ξ (usually one degree of freedom). As in

QM/MM-FE, the reaction path is split into discrete windows, each satisfying a specific

ξi value, so that ξi and ξi+1 are two constraints, which define the two neighboring

windows along the reaction coordinate:

∆E
ξi→ξi+1

pert = E(r′, ξi+1)− E(r′, ξi), (5.3)

where r′ denotes any system configuration that fulfills the constraint ξi. We thus have a

constrained Hamiltonian, which is perturbed by the change of the constraint. Following

Eq. 5.1, one can write the free energy difference between two subsequent points along

the RC as

∆Aξi→ξi+1 = − 1

β
ln

∫

Pi(r
′, ξi)exp{−β[E(r′, ξi+1)− E(r′, ξi)]}dr′. (5.4)

For practical computations, the integration is replaced by a discrete sum over MD steps

(like for conventional QM/MM-FE). In the limit of extensive sampling over all r′ one

obtains:

∆Aξi→ξi+1 = − 1

β
ln[

1

N

N
∑

i=1

exp{−β∆E
ξi→ξi+1

pert }]. (5.5)

As such, the approach presented above has no benefits compared with standard free

energy methods, like umbrella sampling or thermodynamic integration. In principle, it

enables an exact evaluation of the reaction free energy. In practice, it can be applied

for large QM/MM systems only at semiempirical level of QM theory. However, the

formalism allows us to introduce two important approximations, which can turn it into

a powerful device for calculating reaction free energies of QM/MM systems, with the

use of higher-level QM methods.

First we notice that the integration step size in MD simulations is usually chosen

such as to guarantee a stable and accurate propagation of the system. Therefore, two

consecutive points are very close in geometry, and ∆Epert does not vary significantly

within one step. Hence, the MD step size is not suited to sample ∆Epert efficiently. We

adopt a procedure, in which ∆Epert is computed only periodically after skipping a pre-

defined number of steps. The intermediate MD steps are neglected in the computation
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5.1 DH-FEP formalism

of the free energy. Secondly, we propose to perform QM/MM sampling with a semiem-

pirical QM Hamiltonian, while the ∆Epert values are evaluated using a higher-level QM

method (DFT or MP2) for the selected steps. Equation 5.4 can then be reformulated

as follows:

∆Aξi→ξi+1 = − 1

β
ln

∫

PHam1
i (r′, ξi)exp{−β[EHam2(r′, ξi+1)

−EHam2(r′, ξi)]}dr′. (5.6)

In practice, the following algorithm is executed in order to evaluate the free en-

ergy difference along the reaction coordinate. The reaction path, obtained from the

sequence of restrained optimizations, is divided into windows, with discrete values of

the reaction coordinate. Then a constrained QM/MM MD simulation is performed at

a semiempirical QM/MM level for each window, with the constraint ξi being satisfied

at every step via the SHAKE algorythm (135) (see details below). At every predefined

number of steps, the constraint is perturbed to ξi+1 and ∆Epert is evaluated, using a

higher-level QM Hamiltonian. Then the next MD step is performed from the geome-

try that satisfied constraint ξi. From the ensemble of energy differences obtained, the

free energy difference along the reaction coordinate is evaluated as in the conventional

QM/MM-FE approach.

We have implemented the DH-FEP method in the developmental version of the

ChemShell package. The constraint, applied to the reaction coordinate during MD

sampling, is fulfilled using the SHAKE procedure. The SHAKE algorithm is normally

employed in MD programs to constrain the X-H bonds (with X being any heavy atom)

so that hydrogen atoms do not move too far during a single MD step, but it is designed

to satisfy any constraint in a chemical system (135). SHAKE constraints for a single

distance, for a torsion angle, and for the difference of two bonds lengths with one

common atom were already available in ChemShell (129). In order to be able to run

DH-FEP for the chosen test sytem, we also implemented the SHAKE algorithm for the

difference of two independent bond lengths involving four different atoms.

Following previous work (129), the difference-of-distances constraint involving four

atoms A, B, C and D, has the form

σ(RA,RB,RC) = |RBA| − |RDC | − ξ = 0, (5.7)
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where |RIJ | = |RJ −RI | and ξ is the constraint value. The SHAKE algorithm itera-

tively determines the Lagrangean multiplier γ, which is the force constant that guar-

antees the constraint to be exactly satisfied in the next time step. For the difference-

of-distances constraint, the positions of the atoms are propagated as

RI(+) = R̄I(+)− ∆

MI
γ∇Iσ|0, (5.8)

where R̄I(+) is the new atom position, propagated without constraints, MI is the mass

of atom I, ∆ is the time step, and ∇Iσ is the derivative of Eq. 5.7 with respect to the

positions of the atoms involved in the constraint, namely

∇Aσ = R̂BA

∇Bσ = −R̂BA

∇Cσ = −R̂DC

∇Dσ = R̂DC . (5.9)

5.2 DH-FEP performance

With the use of a two-dimensional analytic model potential, sampled by a constrained

MC simulation, we have first checked that the free energy perturbation method gives

accurate results when used in the reaction coordinate ansatz described above. We

studied two similar analytic potentials that differ only slightly in the region of the first-

order saddle point, connecting the two minima on the two-dimensional surface. In an

assessment of DH-FEP for these model surfaces, MC sampling was performed on one

surface, while the perturbations were evaluated on the other one at every step. The

accuracy of the computed free energies quickly decreased with increasing difference

between the two surfaces. This indicates a pronounced sensitivity of the DH-FEP

method to the degree of the configurational space overlap between the two potentials,

which necessitates a careful examination of their geometrical correspondence along the

reaction coordinate prior to the sampling.

Next, we tested the DH-FEP method performance on a ”real-life” QM/MM system,

the Claisen rearrangement of chorismate to prephenate in the active site of the Bacil-

lus subtilis Chorismate Mutase (BsCM) enzyme. For this system, both the enthalpic

and entropic contributions to the activation barrier are known from experiment, with
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Figure 5.1: Dependence of the free energy differences between two windows on the MD

parameters. (a) Free energy difference between the two windows, calculated with different

number of steps skipped between two subsequent ∆Epert readings with the overall number

of ∆Epert evaluations fixed to 1000. (b) Free energy difference between the two windows,

calculated with 14 steps skipped between two subsequent ∆E readings with the overall

number of ∆E evaluations being varied. The values in red were obtained after the data

was subjected to statistical tests for lack of trend and decorrelation. The values in green

were obtained from the direct exponential averaging of all the data points. Data taken

starting from the end of the 25 ps MD sampling run of one of the windows along the CM

reaction profile at the OM3/CHARMM level.

T∆S = −11.4 ± 1.5 kJ/mol at T = 300 K (136). The reaction coordinate can be

conveniently defined as the difference between the lengths of the breaking C-O and the

forming C-C bond.

We first performed test calculations at a semiempirical QM/MM level using OM3 (15,

16), without introducing the dual Hamiltonian approximation. At this level, we anal-

ysed the number of steps that should be skipped in between two subsequent pertur-

bation measurements (Nskipped), and the length of sampling that should be performed

in order to obtain converged results with given Nskipped. Based on the graphs, see

Fig. 5.1, we obtain a reasonable value of Nskipped = 15, for which 10 ps simulation

seems to be sufficient to obtain converged results for one window. Ideally, one would

take a longer simulation time (20 ps or more), but this will increase the computational

time for each window significantly, when perturbations are measured with a higher-

level QM method, without improving the results significantly. We then assessed the
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Figure 5.2: DH-FEP assessment and performance: Chorismate mutase. (a) Opti-

mized C-C and C-O distances along the reaction coordinate for the three different QM

methods. (b) Potential energy, DH-FEP and QM/MM-FE profiles, computed with the

QM(MP2/SVP)/CHARMM theory level. DH-FEP sampling was performed with a ”hy-

brid approach”: the first part of the reaction path was sampled with OM3/CHARMM,

and the second part with SCC-DFTB/CHARMM.

accuracy of the method, again at the semiempirical QM/MM level; as in the case of the

analytic model function, we closely reproduced the accurate reference results (obtained

here from thermodynamic integration (TI) performed at the same theory level). The

computed activation energies were within 0.8 kJ/mol for each of the four snapshots

tested, which is within the error bar of the applied TI approach (129).

Moving towards real-life DH-FEP applications for BsCM, we first evaluated the ge-

ometrical correspondence between the low-level and high-level methods used for sam-

pling and for perturbation measurements, respectively. This can be done by comparing

the individual interatomic distances entering the reaction coordinate or by computing

the full QM region root-mean-square (RMS) deviations along the reaction path. We

used both criteria and found that the latter criterion is less important than the first

one, so we refrain from discussing it here. It should be noted that the SHAKE proce-

dure enforces nearly the same individual interatomic distances in the MD runs as the

restraint procedure used during optimizations. Therefore, one can assess the configu-

rational space overlap between the low-level and high-level methods during MD by the

information obtained during the restrained optimizations.

We considered the correspondence between the two semiempirical methods used
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5.2 DH-FEP performance

for configurational space sampling, OM3 (15, 16) and SCC-DFTB (18), and the RI-

MP2 (22, 23) method used in combination with the SVP basis set (137) for the ∆Epert

evaluations. The C-O and C-C distances along the reaction coordinate for all the three

methods are given in Fig. 5.2a. Clearly, while the OM3 method gives precisely the same

bond lengths as MP2/SVP at the beginning of the reaction path, the distances differ

significantly closer to the transition state. On the contrary, SCC-DFTB represents

MP2/SVP bond lengths quite accurately in the region around the transition state,

while being slightly off in the first part of reaction path.

Accordingly, DH-FEP calculations of the BsCM activation barrier, performed with

OM3 or SCC-DFTB based sampling, failed to give an accurate entropic contribution.

We therefore performed hybrid DH-FEP calculations, in which the OM3 method was

used to sample the configurational space of the system in the first part of reaction

path, while SCC-DFTB was used for the second part. This approach gave satisfactory

results, with the average entropic contribution (T∆S) for the six snapshots being equal

to −14.5 kJ/mol, after taking into account the difference in the zero-point energy of the

reactant and transition state in the harmonic oscillator approximation. The potential

energy as well as the DH-FEP and standard QM/MM-FE curves are given in Fig. 5.2b

for one of the six snapshots. One can see that while the QM/MM-FE curve practically

follows the potential energy curve, the DH-FEP curve differs strongly, reflecting a

significant entropic contribution along the reaction path (consistent with experiment).

The DH-FEP method thus seems somewhat tedious to use. It can provide accu-

rate results, but a lot of effort may be required to find the appropriate semiempirical

QM/MM method that will produce geometries close to those obtained with the higher-

level method used to evaluate perturbation energy differences. One way to tackle this

problem may be a special reparameterization of a semiempirical method for each spe-

cific case study, but this is quite cumbersome and generally not recommended. Instead,

we advocate a modification of the DH-FEP method, in which more degrees of freedom

are constrained via the SHAKE procedure, e.g., in case of BsCM, not the difference

of two distances, but each of the two distances individually. This introduction of col-

lective reaction coordinates will assure better sampling of configurational space, with

only minor effects on the measured entropic contribution. We tested this approach on

BsCM and obtained good results when using either OM3 or SCC-DFTB for sampling.
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The use of a collective reaction coordinate also simplifies the application of the DH-

FEP method in complicated cases. Instead of treating one complex reaction coordinate

with a special SHAKE procedure, several simple degrees of freedom, e.g., individual

bonds, can be subjected to constraints. We propose the following procedure to identify a

collective coordinate and to set up the DH-FEP calculations. First, high-level QM/MM

calculations should be performed to find the relevant transition state and the reaction

path that connects it with the reactants and products. A natural choice for determining

the reaction path is to follow the IRC starting from the optimized transition state,

which can be efficiently done at the QM/MM level by an approximate microiterative

IRC scheme, as discussed in the previous Chapter. The IRC can then be used to

identify the limited set of internal coordinates that undergo the most drastic changes

along the reaction path and that should thus enter the collective reaction coordinate

for the subsequent DH-FEP calculations.
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Conclusions and outlook

In the current work, we have applied existing QM/MM techniques to uncover the

detailed mechanism of two different enzymatic reactions and developed two novel

QM/MM techniques for reaction path and free energy calculations.

We have performed the first computational investigation of the reaction mechanism

in the Baeyer-Villiger cyclohexanone monooxygenase (CHMO). We have shown that

the cyclohexanone oxygenation proceeds via formation of an anionic Criegee interme-

diate, with the subsequent fragmentation being the rate-limiting step of reaction. We

have also rationalized the experimentally observed CHMO enantioselectivity toward

several substrates, i.e., 4-methyl-, 4-ethylidene- and 4-hydroxycyclohexanone. The pre-

diction or explanation of experimentally observed CHMO enantioselectivity toward

other substituted substrates should be possible in terms of the proposed model. It is

the selective binding mode of the ligand in its chair conformation that places it in a

chiral environment such that only one of the two enantiotopic C-atoms can migrate.

The preferred orientation of substituent, e.g. equatorial or axial, then determines the

stereoselective outcome of the reaction. In the case of the non-polar substituents, e.g.

4-methylcyclohexanone, the preferred orientation should be easy to predict, based on

the intrinsic preferences among possible substrate conformers and on an assessment

of the Criegee intermediate and the subsequent transition state concerning possible

steric clashes between the substituent and active-site residues. The situation is more

complicated in the case of polar substituents, e.g. 4-hydroxycyclohexanone, where the

outcome of reaction depends on a fine interplay of weak interactions between the sub-
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strate and protein environment. Explicit calculations are therefore needed to make

predictions in such cases.

Further calculations of the reactions between wild-type and mutated CHMO and

multiple substrates would be helpful to support and guide directed evolution exper-

iments. Of fundamental interest would be the investigation of the CHMO reaction

mechanism with larger substrates, since currently it is not obvious whether the enzyme

can accomodate those in the binding site present in the available X-ray structures,

or whether the protein structure must first undergo some structural rearrangement.

An alternative active site, proposed in another recently resolved X-ray structure of

CHMO (138), could be tested by explicit QM/MM calculations as well. A study of the

reaction mechanism of another thermostable Baeyer-Villiger monooxygenase, PAMO,

is currently underway in our group.

We have also investigated the reaction mechanism of Lipopolysaccharyl-α-1,4-galac-

tosyltransferase C (LgtC). Most likely in the wild-type enzyme is the so-called SNi

mechanism, which occurs through a front-side attack of the nucleophile (lactose) to

the anomeric carbon of the galactose, at the same side as the leaving group (UDP).

It proceeds via formation of an oxocarbenium ion-like transition state. We also found

evidence that mutations in the active site and/or changes in substrate composition

may change the rate and even the nature of the reaction mechanism. Hence, explicit

QM/MM calculations are needed in order to explain the reaction mechanisms of other

retaining glycosyltransferases (GTs).

We have proposed a method for performing intrinsic reaction coordinate (IRC)

calculations for large QM/MM systems. In this approach, only the atoms directly

involved in the reaction (core region) follow the steepest descent path, while the re-

maining degrees of freedom (outer region) are fully relaxed after each IRC step. This

microiterative IRC method adheres to the same philosophy as the microiterative transi-

tion state search that has been successfully used in previous QM/MM calculations. We

tested this method on four different systems, including two enzymatic reactions. We

showed that the microiterative IRC approach performs very well already with a very

small core region (provided that it is well chosen). There are usually slight differences

in reaction paths compared with those obtained with larger core regions, but the RMS

deviations of the geometries along the reaction path are quite small, especially in the
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case of enzymatic reactions. Microiterative IRC calculations can therefore be used to

obtain a qualitative picture of the reaction path in large QM/MM systems. We expect

that our method may also be used in other types of calculations, e.g. when using re-

action path Hamiltonians or variational transition state theory. Further validation of

the microiteraive IRC method is desirable for this purpose.

We have developed a modified QM/MM free energy perturbation method, in which

the QM region degrees of freedom are explicitly sampled by MD. Normally, only one

or two degrees of freedom (reaction coordinate) are constrained and subject to pertur-

bations, as opposed to the original QM/MM-FE formulation, in which only the MM

region is sampled and the entropic contribution of the QM region is evaluated only

at the stationary points within the harmonic approximation. To make such calcula-

tions feasible, we suggest to accelerate sampling by performing it at the semi-empirical

QM/MM level, while evaluating the perturbation energies with higher-level QM meth-

ods like DFT or MP2. We therefore call our method dual Hamiltonian free energy

pertutrbation (DH-FEP). We have assessed DH-FEP performance using an analytic

model function with exactly known solutions and one real-life enzymatic QM/MM sys-

tem, namely chorismate mutase. In the latter case, we have shown that the low-level

semiempirical method needs to be chosen carefully such that a configurational space

similar to that of the higher-level method is sampled during MD; if so, accurate free

energy results can be obtained. We suggest a modified version of DH-FEP, in which

a collective reaction coordinate composed of several individual interatomic distances

is constrained to the values obtained from restrained higher-level optimizations, which

ensures sampling of an appropriate configurational space.

The microiterative IRC method can be used in combination with the DH-FEP

method to identify the collective coordinate in cases where the reaction coordinate

cannot be easily defined on qualitative grounds in terms of a combination of inter-

atomic distances. After optimizing a transition state, one can run microiterative IRC

calculations to get a sequence of structures along the reaction path. These can provide

starting coordinates for each of the sampling windows, and the individual degrees of

freedom that undergo the most drastic distortions along the reaction path can be con-

strained and subjected to perturbations. Such a scheme may become an efficient way

of performing free energy calculations in arbitrary QM/MM systems.
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ABSTRACT: We report a combined quantum mechanical/molecular
mechanical (QM/MM) study on the mechanism of the enzymatic
Baeyer−Villiger reaction catalyzed by cyclohexanone monooxygenase
(CHMO). In QM/MM geometry optimizations and reaction path
calculations, density functional theory (B3LYP/TZVP) is used to describe
the QM region consisting of the substrate (cyclohexanone), the isoalloxazine
ring of C4a-peroxyflavin, the side chain of Arg-329, and the nicotinamide ring
and the adjacent ribose of NADP+, while the remainder of the enzyme is
represented by the CHARMM force field. QM/MM molecular dynamics
simulations and free energy calculations at the semiempirical OM3/
CHARMM level employ the same QM/MM partitioning. According to
the QM/MM calculations, the enzyme−reactant complex contains an
anionic deprotonated C4a-peroxyflavin that is stabilized by strong hydrogen
bonds with the Arg-329 residue and the NADP+ cofactor. The CHMO-catalyzed reaction proceeds via a Criegee intermediate
having pronounced anionic character. The initial addition reaction has to overcome an energy barrier of about 9 kcal/mol. The
formed Criegee intermediate occupies a shallow minimum on the QM/MM potential energy surface and can undergo
fragmentation to the lactone product by surmounting a second energy barrier of about 7 kcal/mol. The transition state for the
latter migration step is the highest point on the QM/MM energy profile. Gas-phase reoptimizations of the QM region lead to
higher barriers and confirm the crucial role of the Arg-329 residue and the NADP+ cofactor for the catalytic efficiency of CHMO.
QM/MM calculations for the CHMO-catalyzed oxidation of 4-methylcyclohexanone reproduce and rationalize the
experimentally observed (S)-enantioselectivity for this substrate, which is governed by the conformational preferences of the
corresponding Criegee intermediate and the subsequent transition state for the migration step.

1. INTRODUCTION

The Baeyer−Villiger (B−V) oxidation1 transforms ketones into
esters or lactones using stoichiometric amounts of hydrogen
peroxide, peracids, or alkylhydroperoxides. The reaction is
catalyzed by acids, bases, or transition metals, asymmetric
versions being possible by the use of chiral transition metal
catalysts2 or organocatalysts.3 Unfortunately, notable activity
and high enantioselectivity is restricted to the reaction of
strained cyclic ketones such as cyclobutanone derivatives. An
attractive alternative is the O2-driven enzymatic variant that is
catalyzed by Baeyer−Villiger monooxygenases (BVMOs).4

These enzymes have proven to be of great interest for synthetic
chemists4,5 because in many cases their use allows stereo-
selective access to valuable products such as chiral lactones
without the need for hazardous reagents, with only water as an
ecologically benign byproduct. In those cases in which a given
substrate fails to react stereoselectively, directed evolution6 can
be employed as a tool to control this important catalytic
parameter.7,8 A variety of different BVMOs have been isolated,
characterized, and used in synthetic organic chemistry,
cyclohexanone monooxygenases (CHMOs) forming an
important sub-family with CHMO from Acinetobacter sp.

NCIMB 9871 (EC 1.14.13.22) as the most prominent
member.9

The reaction mechanism of BVMOs (see Figure 1) has been
explored with the use of kinetic and spectroscopic meth-
ods.10−13 In the initial phase of the reaction, the enzyme-bound
FAD cofactor is reduced by NADPH via hydride transfer. The
reduced FADH− then interacts with an oxygen molecule and
forms the C4a-peroxyflavin intermediate (FADHOO−). Up to
this point, the reaction can proceed without the substrate
necessarily occupying the binding site. For CHMO it was
shown11 that the C4a-peroxyflavin is stable for some time, but
in the absence of substrate it slowly transforms into the
protonated state, C4a-hydroperoxyflavin (pKa = 8.4), which
was found to be unreactive. In the presence of substrate, the
B−V reaction takes place: the consensus view is that a
tetrahedral Criegee intermediate is formed, which subsequently
fragments with concomitant C-migration to give C4a-
hydroxyflavin and a product (ester or lactone). The FAD
cofactor in its oxidized form is then recovered by the
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spontaneous elimination of a water molecule. Furthermore, the
initially formed NADP+ needs to be released, and a new
NADPH cofactor must bind to the enzyme in order to reduce
FAD into the catalytically active form before the next reaction
cycle can begin. The NADP+ cofactor is considered to play an
important role in stabilizing the C4a-peroxyflavin, and the Arg-
329 residue is vital for the B−V reaction to proceed,12

presumably by stabilizing the Criegee intermediate.
Nonenzymatic B−V reactions in synthetic organic chemistry

proceed by two steps, both of which also occur in the enzymatic
variant (Figure 1).15,16 In the addition step, the peroxy moiety
of an oxidant such as an alkylhydroperoxide attacks the
carbonyl carbon of the ketone to generate the so-called Criegee
intermediate. In the following migration step, one of the C−C
σ bonds adjacent to the carbonyl carbon migrates to the closest
oxygen atom of the peroxy group, with the O−O bond being
simultaneously cleaved. The so-called anti-periplanar arrange-
ment is part of the stereoelectronic requirement for the reaction
to proceed smoothly, leading to the formation of either an ester
or a lactone. In solution, the B−V reaction is generally carried
out in an acidic environment so that the carbonyl oxygen is
protonated during the addition step and loses its proton during
or immediately after the migration step. However, base-
catalyzed reactions have also been reported,16 which are
believed to proceed via an anionic Criegee intermediate.
Whether the addition or migration (fragmentation) step is rate-
determining will depend both on the type of the substrate and
the reaction environment.15

The nonenzymatic B−V reaction has been studied computa-
tionally for small molecules in the gas phase and in solution.17

In the case of the acid-catalyzed B−V oxidation of cyclo-
hexanone,17d the migration step was found to be rate-
determining, and the overall reaction was highly exothermic
(by −67.4 kcal/mol). To our knowledge, the enzyme-catalyzed
B−V reaction has not been studied theoretically up to now.
The first X-ray structure of a BVMO was that of phenyl

acetone monooxygenase (PAMO) with bound FAD but in the
absence of the flavin cofactor and lacking a substrate.18 The first
crystal structure of a BVMO enzyme that contains both FAD
and NADP+ cofactors bound to the enzyme was reported for
the CHMO from Rhodococcus sp. strain HI-31 by Lau,
Berghuis, and co-workers.14 It has no ligand or inhibitor in
the binding site. One of the two structures resolved for this
CHMO (the “closed” form) was considered to represent the
conformation of the enzyme that is best suited for the
formation of the Criegee intermediate and the subsequent

fragmentation. CHMO from Rhodococcus sp. strain HI-31 and
CHMO from Acinetobacter sp. NCIMB 9871 are homologous
BVMOs, sharing an overall 55% sequence identity.14 The two
enzymes display similar profiles with respect to the sense and
degree of stereoselectivity, as for example in the desymmetriza-
tion of 4-methylcyclohexanone (1), both BVMOs leading to
>96% ee in favor of the respective (S)-lactone (2) (Figure 2).

According to phylogenetic analysis, the sequence of CHMO
(Rhodococcus) clusters with several other CHMOs as well,
showing that it is a good representative of this family of
BVMOs.14 Therefore, the crystal structure of the closed form of
CHMO (Rhodococcus), hereafter referred to as CHMO, was
used as the starting point for our investigation. More recently,
further X-ray structures have become available for PAMO (and
some PAMO mutants) containing both FAD and NADP+

cofactors, including those for the reduced form of PAMO
without and with a bound 2-(N-morpholino)ethanesulfonic
acid (MES) inhibitor.13

In this article, we report quantum mechanical/molecular
mechanical (QM/MM) calculations on the B−V oxidation of
cyclohexanone in the active site of CHMO. Our aim is to
provide a detailed atomistic understanding of the mechanism of
this enzymatic reaction starting from the substrate-enzyme
complex and up to the formation of the product (ε-
caprolactone). Another important goal is to find an explanation
of the observed enantioselectivity of CHMO as a catalyst in the
desymmetrization of 1 on the basis of the computed structures
for the Criegee intermediate and the subsequent transition
state.

Figure 1. Mechanism of CHMO reaction. Reproduced with permission from ref 14. Copyright 2009 American Chemical Society.

Figure 2. Stereochemical conversion of 4-methylcyclohexanone (1) to
(S)-4-methyl-ε-caprolactone ((S)-2) in the B−V reaction catalyzed by
CHMO.
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2. METHODS

Initial coordinates were taken from the X-ray structure of CHMO
from Rhodococcus sp. strain HI-31 (PDB code 3GWD, resolution 2.3
Å).14 The protonation states of the titratable residues (His, Glu, Asp)
were chosen on the basis of the pKa values obtained via the H++ Web
software19 and the PROPKA procedure20 and were verified through
visual inspection. Based on the FAD structure in the crystal, the
FADHOO− geometry was built and optimized in the gas phase with all
coordinates frozen, except for those of the peroxy group oxygen atoms
and the C4a carbon atom of the isoalloxazine ring which is directly
bound to the peroxy group. The whole enzyme was solvated in a water
ball of 45 Å radius centered at the CHMO center of mass. The total
charge of the whole system was −30e at this point; to avoid artifacts, it
was neutralized by Mg2+ and Cl− ions via random substitution of
solvent water molecules lying at least 5.5 Å away from any protein
atom. In molecular dynamics (MD) simulations, a potential was
imposed on the water sphere to prevent the outer solvent water
molecules from drifting away into the vacuum.
The solvated system was relaxed via energy minimization and

subjected to MD simulations at the MM level using the CHARMM22
force field21 as implemented within the CHARMM program.22 During
the classical energy minimizations and MD simulations, the whole
system was moving freely except for the FADHOO− and NADP+

cofactors, the coordinates of which were kept fixed at the positions of
the crystal structure. A random snapshot from the classical MD
trajectory was used as starting point for the QM/MM calculations.
Cyclohexanone was docked into the enzyme active site of the

chosen snapshot via the AutoDock program.23 The water molecules
overlapping with the docked ligand were deleted as well as the two
water molecules close to the distal oxygen of the FADHOO− peroxy
group. The resulting system (see Figure 3) contained 39 913 atoms.

The chosen QM/MM methodology24,25 is analogous to that used in
previous studies from our group. Here we mention only the aspects
relevant to the present work. In the QM/MM calculations, the QM
part was treated by density functional theory (DFT) using the B3LYP
functional,26 while the MM part was described by the CHARMM22
force field. An electronic embedding scheme27 was adopted in the
QM/MM calculations, with the MM point charges being incorporated
into the one-electron Hamiltonian during the QM calculation. No
cutoffs were introduced for the nonbonding MM and QM/MM
interactions. Hydrogen link atoms with the charge shift model28 were
employed to treat the QM/MM boundary. The QM/MM calculations
were performed with the ChemShell package29 using the TURBO-
MOLE program30 to obtain the energy and gradients for the QM part
and the DL_POLY program31 to compute the energy and gradients of
the MM part represented by the CHARMM22 force field. Within
ChemShell, the HDLCopt32 and DL_FIND33 optimizers were used as
well as the MD module.
The QM region incorporated all atoms from the isoalloxazine ring

of C4a-peroxyflavin, cyclohexanone, the side chain of Arg-329, and the
nicotinamide ring and the adjacent ribose of NADP+. The latter group

was included in the QM region upon inspection of preliminary
optimization results with a smaller QM region, which placed the ribose
2′-hydroxyl group into close proximity to the oxygen atom of
cyclohexanone. The total charge of the QM region was +1.

The SVP basis set34 was chosen for initial B3LYP/CHARMM
pathway explorations and geometry optimizations. The stationary
points thus obtained along the reaction path were reoptimized using
the TZVP basis set35 in B3LYP/CHARMM calculations. Empirical
dispersion corrections for DFT36 (DFT-D2) were applied in single-
point calculations at the B3LYP/TZVP level to check for the influence
of dispersion. Additional single-point calculations were carried out at
the M06-2X/TZVP level for further validation using a modern
functional that performs particularly well for main-group thermo-
chemistry and kinetics.37

During the QM/MM geometry optimizations, the active region to
be optimized (see Figure 3) included all QM atoms as well as all
residues and water molecules of the MM region within 12 Å of the
C4a atom in the isoalloxazine ring of FADHOO−. This radius was
chosen such that all enzyme residues around the binding pocket were
part of the active region.

Reaction paths were scanned along suitably defined reaction
coordinates by performing sequences of restrained optimizations.
The resulting structures served as starting points for subsequent full
optimizations of the relevant stationary points. Energy minimizations
and transition state (TS) searches were done with the low-memory
Broyden−Fletcher−Goldfarb−Shanno (L-BFGS) algorithm38 and
with the microiterative TS optimizer that combines L-BFGS and the
partitioned rational function optimizer39 (P-RFO), both of which are
implemented in the HDLCopt module of ChemShell. Frequency
calculations were performed for the QM region to confirm that the
optimized TS structure is indeed characterized by one imaginary
frequency and a suitable transition vector, and subsequent intrinsic
reaction coordinate calculations ensured that the TS is indeed
connected to the proper minima by a continuous pathway.

QM/MM dynamics was performed with the use of the dynamics
module within ChemShell. These MD simulations employed the NVT
ensemble with a Nose-́Hoover thermostat.40 The QM part of the
system was treated with the OM3 semiempirical method41 in these
QM/MM MD runs; the active region was the same as in the QM/MM
optimizations (see above), with all other atomic coordinates being
frozen. The SHAKE procedure42 was applied at every step for the
water O−H bonds. QM/MM free energy calculations were carried out
at the OM3/CHARMM level using thermodynamic integration and
established procedures described elsewhere.43

For the purpose of comparison, pure QM calculations were
performed at the B3LYP/TZVP level in the gas phase for the QM
region (including link atoms), which was “anchored” in space by
freezing the Cartesian coordinates of all atoms that were covalently
bound to MM atoms. In this way, all three minima along the reaction
path were reoptimized, potential energy scans were carried out along
the reaction coordinates for addition and migration, and the TS for the
migration step was also reoptimized.

3. RESULTS AND DISCUSSION

In the crystal structure determination of CHMO,14 two
structures were resolved. It was argued that one of these,
namely the “closed” structure, is likely to represent the enzyme
conformation in the post-flavin reduction state and during the
essential chemical transformations.14 For the current mecha-
nistic investigation, this “closed” structure was chosen as the
starting point. Binding of an oxygen molecule to FAD will
hardly cause significant conformational changes in the active
site, and it is known experimentally11 that the enzyme remains
stable after oxygen binding in the absence of a substrate in the
binding pocket. Therefore, the crystal structure was manually
modified by adding a peroxy group to the FAD cofactor and
subjected to MD equilibration (after adding solvent molecules
and counterions, see above). Cyclohexanone was then docked

Figure 3. System used for QM/MM calculations. The active region is
enlarged (on the left).
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into the binding site of a snapshot taken from the sampling MD
trajectory, followed by an energy minimization to adjust the
orientation of cyclohexanone and the active-site residues. This
procedure is based on the assumption that substrate binding
does not cause a significant change in the overall protein
structure and, in particular, in the orientation of the FADHOO−

and NADP+ cofactors.
The “closed” crystal structure contains two water molecules

in the region where the oxygen molecule is bound, which can
form hydrogen bonds with the distal oxygen of the FADHOO−

peroxy group after the latter is inserted manually (see above).
Preliminary scans along the reaction coordinate for the addition
step indicated that these two water molecules destabilize the
forming Criegee intermediate: if they are included in the QM
region, the Criegee intermediate dissociates spontaneously after
releasing the reaction coordinate restraints in a full
optimization. Therefore, these two water molecules were
removed from the system, and the reaction mechanism was
investigated under the assumption that specific water molecules
are not directly involved.
The chosen setup for CHMO is supported by recently

published X-ray structures of another BVMO enzyme, namely
PAMO containing NADP+ and FAD in its oxidized form (PDB
code 2YLR), in its reduced form (PDB code 2YLS), and with a
bound MES inhibitor (PDB code 2YLT).13 After alignment, the
three structures match very well, with root-mean-square
deviations for the protein backbone atoms (residues 12−542)
of only 0.281 (2YLR vs 2YLS), 0.283 (2YLR vs 2YLT), and
0.322 Å (2YLS vs 2YLT). Visual inspection confirms that there
are no significant conformational changes upon binding of MES
to PAMO. Furthermore, the PAMO crystal structures without
bound MES contain water molecules close to the FAD
isoalloxazine ring which are absent in the structure with
MES, indicating that inhibitor or substrate binding may indeed
lead to the removal of water molecules from the active site of
BVMO enzymes.
The structure obtained by our setup procedure for CHMO

was subjected to QM/MM geometry optimization. The
resulting reactant complex is shown in Figure 4, featuring
cyclohexanone in the chair conformation in a well-defined
position in the binding pocket, with hydrogen bonds between
the carbonyl oxygen atom and Arg-329 and the NADP+ ribose
2′-hydroxyl group (NADP:HN2T) (Table 1). The molecule
can also be positioned in a different way, namely in a
juxtaposition resulting from rotation by 180° around the main
axis passing through the CYHN:C1 and CYHN:C4 atoms. The
resulting geometry was reoptimized at the QM(B3LYP/SVP)/
CHARMM level. During this minimization, cyclohexanone
retained its new orientation and did not rotate back, but the
total energy of the optimized minimum structure (Supporting
Information (SI), Figure S1) was 11 kcal/mol higher than that
of the previously optimized complex with cyclohexanone in its
original orientation. In addition, we checked the energy
required for converting the favored reactant complex (Figure
4) into the alternative binding mode by constrained potential
energy scans at the OM3/CHARMM level: the resulting barrier
for rotation of the cyclohexanone moiety around the C1−C4
axis is more than 25 kcal/mol and thus prohibitively high in the
enzyme environment. As delineated later (section 3.5), these
findings are the key to explaining the source of enantiose-
lectivity in the B−V reaction of 1.
The mechanistic studies at the QM/MM level started from

the enzyme−reactant complex. The energy values and

interatomic distances given in this section were obtained
using the B3LYP functional and, unless noted otherwise, the
TZVP basis set as QM treatment in the DFT/CHARMM
calculations. The specific atom labels used in the text are
defined in Figure 4. Whenever necessary they will be specified
in the format Resname:AtomName, for example FADO:OX3′
for atom OX3′ in FADHOO−. Some characteristic interatomic
distances in the stationary points along the reaction path are
listed in Table 1.

3.1. Addition Step and Criegee Intermediate. In the
optimized enzyme−reactant complex (Figure 4), cyclohex-
anone and FADHOO− are still far apart, with a distance of 3.41
Å between the carbonyl carbon of cyclohexanone (CYHN:C1)
and the distal oxygen of the FADHOO− peroxy group
(FADO:OX3′). As noted above, the cyclohexanone oxygen
atom (CYHN:O1) is oriented toward hydrogen atoms at Arg-
329 (Hε) and the NADP+ ribose 2′-hydroxyl group
(NADP:HN2T). The corresponding distances (1.91 and 1.77
Å, respectively) are short and indicate hydrogen bonding.
Otherwise cyclohexanone is surrounded by the hydrophobic
residues of the binding pocket. One of the NADP+

nicotinamide hydrogen atoms (NADP:HN71) forms a hydro-
gen bond with the proximal oxygen of the FADHOO− peroxy
group (FADO:OX3) (1.88 Å), consistent with experimental

Figure 4. Enzyme−reactant complex (QM region only) optimized at
the QM(B3LYP/TZVP)/CHARMM level with definition of atom
labels used in the text. Residue names are given in parentheses. For
characteristic interatomic distances, see text and Table 1.

Table 1. Characteristic Interatomic Distances in
QM(B3LYP/TZVP)/CHARMM Optimized Geometries (in
Å)a

reactant intermediate TS2 product

CYHN:C1-FADO:OX3′ 3.41 1.61 1.38 1.32

CYHN:O1-Arg329:Hε 1.91 1.60 1.62 1.75

CYHN:O1-NADP:HN2T 1.77 1.53 1.58 1.69

FADO:OX3′-Arg329:Hη 1.57 1.98 1.97 3.46

FADO:OX3-NADP:HN71 1.88 2.22 2.09 1.80
aFor the definition of the atomic labels, see Figure 4.
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evidence that NADP+ stabilizes the C4a-peroxyflavin, while the
distal oxygen of the FADHOO− peroxy group is close to the
Arg-329 Hη atom (1.57 Å).
Starting from the optimized enzyme−reactant complex

(Figure 4), a potential energy scan was performed for the
addition step. The reaction coordinate was defined as the
distance between the carbonyl carbon of cyclohexanone and the
distal oxygen of the FADHOO− peroxy group, dC1−OX3′, since
there is a covalent bond between these atoms in the Criegee
intermediate. During the scan, this distance was successively
decreased in steps of 0.1 Å until the value of 1.6 Å was reached.
The resulting QM/MM potential energy curve (see Figure 5

for QM = B3LYP/TZVP and SI, Figure S2 for QM = B3LYP/
SVP) is relatively smooth, with a maximum of about 8.7 kcal/
mol at dC1−OX3′ close to 1.9 Å. Beyond this point, the energy
goes down again because of the formation of the Criegee
intermediate. There is some minor unevenness in the
computed energy profile arising from the limited precision of
the geometry optimizations, particularly with regard to
structural features governed by weak non-covalent interactions.
Figure 5 also shows the decomposition of the QM/MM

energy into QM and MM contributions (with the QM energy
including the electrostatic interactions between QM atoms and
MM point charges). The MM curve shows an overall rise, with
some fluctuations (by typically less than 1 kcal/mol). Since all
atoms directly involved in the formation of the Criegee
intermediate are part of the QM region, and since there are no
significant motions in the binding pocket during the scan
(except for the cyclohexanone getting closer to the C4a-
peroxyflavin peroxy group and undergoing a slight rotation),
the rise of MM energy is probably due to the weakening of the
van der Waals interactions between cyclohexanone and the
active-site MM residues. The QM energy fluctuates around ∼4
kcal/mol (relative to the reactant complex) at distances
between 2.3 and 1.9 Å and then drops slightly. As a
consequence of compensating changes in the QM and MM
energies, the overall QM/MM energy profile is rather flat in
this region, and a TS search starting from its highest point
actually did not converge. The final point from the scan at a
distance of 1.6 Å is only slightly lower in energy than the
highest point, but when subjected to unconstrained mini-

mization, it retains the covalent C1-OX3′ bond and yields the
Criegee intermediate. During this minimization, the geometry
changes only very slightly.
We also carried out single-point QM(B3LYP-D2/TZVP)/

CHARMM calculations with empirical dispersion corrections at
geometries taken from the QM(B3LYP/SVP)/CHARMM scan
(see SI, Figure S3 for the energy profile) and at the
corresponding optimized stationary points. In this case, the
QM energy decreased from the reactant complex to the
intermediate, with no intervening maximum, because of the
inclusion of the attractive dispersion interactions. However,
because of the concomitant increase in the MM energy, there is
still a barrier such that unconstrained reoptimization of the
reactant complex at the QM(B3LYP-D2/TZVP)/CHARMM
level essentially retained its structure and did not produce the
Criegee intermediate. Given the well-organized active site of
CHMO, we did not consider it necessary to perform further
reoptimizations at this level, thus assuming that the essential
dispersion effects on the energy profile can be captured by
single-point QM(B3LYP-D2/TZVP)/CHARMM calculations,
in line with previous findings.44

In an attempt to follow the dynamics of the addition step, we
performed QM/CHARMM MD simulations using the semi-
empirical OM3 method for the QM part and starting from the
reactant complex. After heating the system up to 300 K, the
Criegee intermediate was formed spontaneously after about 3.5
ps and remained stable thereafter for the following 5.5 ps of the
MD run. Figure 6 shows the variation of several key distances

during the MD simulation. The distance dC1−OX3′ fluctuates
around 3.3 Å during the first 3.2 ps and then quickly shrinks to
the covalent bond distance of 1.5 Å which is retained in the
remaining time. These dynamics results suggest that there
should exist a low-lying TS for the addition step at the OM3/
CHARMM level. This TS could indeed be optimized properly
on the OM3/CHARMM potential energy surface, as well as the
reactant complex and the Criegee intermediate (see SI and
Figure S4 for detailed results). The computed OM3/
CHARMM barrier for the addition step is 5.7 kcal/mol,
which is reasonably close to the value of about 8.7 kcal/mol
obtained from the QM(B3LYP/TZVP)/CHARMM energy
profile (Figure 5). Free energy calculations using thermody-
namic integration lower the OM3/CHARMM barrier for

Figure 5. Energy profile for the addition step computed at the
QM(B3LYP/TZVP)/CHARMM level using the reaction coordinate
dC1−OX3′.

Figure 6. Changes in selected interatomic distances during the OM3/
CHARMM MD simulation. For the definition of the atomic labels, see
Figure 4.
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addition to 4.3 kcal/mol, thus making it feasible to directly
observe this reaction in the OM3/CHARMM MD runs.
Contrary to previous theoretical work17d on the gas-phase

acid-catalyzed B−V oxygenation of cyclohexanone, the carbonyl
oxygen of cyclohexanone is not protonated in the Criegee
intermediate within the enzyme (see Figure 7). However, it is

in close proximity to the hydrogen atoms at Arg-329 (Hε, 1.60
Å) and the NADP+ ribose 2′-hydroxyl group (1.53 Å). These
two hydrogen bonds are strong enough to stabilize the
intermediate and to make the carbonyl carbon atom more
electrophilic. As a further check on the stability of the
deprotonated Criegee intermediate, we performed a QM-
(B3LYP/TZVP)/CHARMM potential energy scan for the
proton transfer from Arg-329 to the carbonyl oxygen, using as
reaction coordinate the difference of distances in the bonds
being formed and broken, dO1−Hε−dHε−Nε. The QM/MM
energy was rising monotonously in this scan (up to 4.6 kcal/
mol at the last point), indicating that this proton transfer does
not occur spontaneously in the enzyme.
For reasons that will become clear when addressing the

migration step (section 3.2), we also considered the alternative
substrate binding mode (SI, Figure S1) and performed an
OM3/CHARMM potential energy scan for the addition step
leading to the respective Criegee intermediate. This turned out
to be less favorable: in order to undergo nucleophilic C−O
bond formation with the peroxy group, cyclohexanone must
undergo an energetically costly conformational change such
that the carbonyl oxygen atom points in the proper direction
(i.e., the same as in the originally discussed approach, Figure 4).
Importantly, the Criegee intermediate obtained in this manner
contains cyclohexanone in a boat-like conformation and is 4.6
kcal/mol (OM3/CHARMM) higher in energy than the original
one (Figure 7). It thus appears that the preferred binding mode
of cyclohexanone generally involves an orientation as shown in
Figure 4, and the energetically favored pathway will then be the
one with cyclohexanone in its most stable chairlike
conformation.
Our data support experimental evidence that NADP+ and

Arg-329 play a crucial role in stabilizing the C4a-peroxyflavin
and the Criegee intermediate. In the initial phase of the

addition reaction, there are strong hydrogen bonds between the
nicotinamide hydrogen atom and the proximal oxygen of the
FADHOO− peroxy group as well as between the 2′-hydroxyl
group of the adjacent ribose group and the carbonyl oxygen of
cyclohexanone. The latter stabilizing interaction is retained in
the Criegee intermediate, whereas the former is diminished
since the nicotinamide ring amino group shifts away (up to 2.2
Å) from the proximal oxygen of the FADHOO− peroxy group
as soon as the intermediate is formed (probably due to the
reduced nucleophilicity of the peroxy group).

3.2. Migration Step. In the Criegee intermediate arising
from the energetically preferred orientation of cyclohexanone in
the binding pocket, the C1−C2 bond of cyclohexanone is
antiperiplanar to the peroxy bond of the C4a-peroxyflavin, with
the FADO:OX3-OX3′-CYHN:C1−C2 dihedral angle being
close to 180°. Because of the stereoelectronic requirement, the
migration step of the B−V reaction is expected to involve a
bond antiperiplanar to the peroxy bond.45 Therefore a
QM(B3LYP/SVP)/CHARMM potential energy scan was
performed using as reaction coordinate the distance between
the distal oxygen atom of the peroxy group and the C2 atom of
cyclohexanone, dOX3′−C2, which was successively decreased in
steps of 0.05 Å until the value of 1.5 Å was reached. During this
scan, the QM/MM energy of the system first rises fast and then
at some point decreases dramatically (see SI, Figure S5). This
sudden drop is associated with the insertion of the distal oxygen
from the peroxy group into the cyclohexanone ring and the
dissociation of the product from the isoalloxazine ring. The
following smooth decrease of the QM/MM energy along the
reaction coordinate reflects the gradual approach of the
oxygen−carbon distance in the ε-caprolactone ring to its
equilibrium value.
A TS search starting from the maximum-energy geometry

was successful. In the resulting QM(B3LYP/TZVP)/
CHARMM transition structure (see Figure 8), characteristic

distances are those between the two former peroxy group
oxygen atoms (1.83 Å) and between the distal oxygen of the
peroxy group and the C2 atom of cyclohexanone (2.19 Å). The
energy barrier to migration is computed to be 6.7 kcal/mol at
this level. To verify the type of TS, we distorted its geometry
slightly along the transition vector in both directions and

Figure 7. Criegee intermediate (QM region only) optimized at the
QM(B3LYP/TZVP)/CHARMM level. For characteristic interatomic
distances, see text and Table 1.

Figure 8. Transition state for the migration step (QM region only)
optimized at the QM(B3LYP/TZVP)/CHARMM level. For character-
istic interatomic distances, see Table 1.
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thereafter performed careful energy minimizations (with
smaller maximum step sizes than usual) which led to the
Criegee intermediate in one direction and the product (see
Figure 9) in the other direction (as expected). The optimized

enzyme−product complex is 81.4 kcal/mol lower in energy
than the Criegee intermediate, and the overall reaction is highly
exothermic with a reaction energy of −66.9 kcal/mol at the
QM(B3LYP/TZVP)/CHARMM level. The overall energy
profile is depicted in Figure 10, and the energies of all

stationary points are given in Table 2 at different levels of
theory. We note that the two QM approaches that include
midrange dispersion (B3LYP-D2 and M06-2X) yield lower
relative energies for the first transition state (TS1) and the
Criegee intermediate (compared with B3LYP/TZVP). For the
migration step (TS2), the barrier from QM(M06-2X/TZVP)/
CHARMM is higher than that from QM(B3LYP/TZVP)/
CHARMM, which may correct for the known general tendency
of B3LYP to underestimate barriers; however, relative to the
reactant complex, both approaches yield a similar energy for
TS2 (14.3 vs 12.8 kcal/mol). Finally, all methods predict the
overall enzymatic reaction to be very exothermic, with reaction
energies between −66.5 and −70.4 kcal/mol.
To confirm that the migration step will preferably proceed as

described (with the bond antiperiplanar to the peroxy bond

being the one to migrate), another potential energy scan was
performed, taking as reaction coordinate the distance between
the distal oxygen of the peroxy group and the other carbon
atom (C6) connected to the carbonyl carbon of cyclohexanone,
dOX3′−C6. The resulting QM(B3LYP/SVP)/CHARMM energy
profile had a very high maximum of about 26 kcal/mol.
Moreover, during a subsequent TS search, the distal oxygen
from the peroxy group flipped, assuming an orientation close to
the one adopted in the potential energy scan along the dOX3′−C2
reaction coordinate. We thus conclude that the structure of the
Criegee intermediate completely determines the preferred
mode of migration. This implies that the energetically preferred
binding mode of cyclohexanone (Figure 4) sets the stage for all
subsequent molecular events. If the alternative binding mode
(SI, Figure S1) were to be followed in the subsequent steps,
then the other carbon atom (C6) would participate in the
migration. Whereas C2 and C6 are equivalent by symmetry in
the free cyclohexanone molecule, this is not so when it is
complexed in the chiral binding pocket. As shown in section
3.5, this discrimination between C2 and C6 is crucial in
determining the sense of stereoselectivity in the oxidative
desymmetrization of 1.

3.3. Gas-Phase Calculations. Generally speaking, the
protein environment in CHMO promotes the B−V reaction by
defining the spatial orientation of the two cofactors and by
properly placing the catalytic Arg-329 side chain within the
active site. To check the influence of the MM region on the
reaction mechanism in more detail, we performed pure QM
gas-phase reoptimizations of the QM region for the relevant
minima, transition states, and reaction paths at the B3LYP/
TZVP level, starting from the corresponding QM/MM
geometries. In these calculations, we (partially) retained the
overall spatial arrangement within the QM region by keeping
the Cartesian coordinates of all atoms fixed that are covalently
bound to MM atoms in the QM/MM setup.
The most significant difference between the reactant

complex in the gas phase and in the enzyme is a proton
transfer from Arg-329 to FADHOO− that happens during the
gas-phase reoptimization of the QM region. In the enzyme,
Arg-329 is protonated (with a covalent Hη

−Nη bond), and there
is a short hydrogen bond between OX3′ and Hη, whereas in the
gas-phase reoptimization, Hη quickly moves from Nη to the
OX3′ atom in FADHOO− (with dHη

−N
η = 1.57 Å in the

equilibrium structure). These gas-phase results are at odds with
the experimental evidence for the enzyme where FADHOO−

remains deprotonated in its active state. Apparently the protein
environment stabilizes the deprotonated form of FADHOO− in
the reactant complex, presumably via the two strong hydrogen

Figure 9. Enzyme−product complex (QM region only) optimized at
the QM(B3LYP/TZVP)/CHARMM level. For characteristic intera-
tomic distances, see Table 1.

Figure 10. QM(B3LYP/TZVP)/CHARMM energy profile.

Table 2. Calculated QM/MM Energies (in kcal/mol) for
Stationary Points along the Reaction Profile Relative to the
Reactant Complex, Obtained with Different QM Methods

reactant
TS1
scan intermediate TS2 product

B3LYP/SVP//
B3LYP/SVP

0.0 3.6 0.8 9.3 −69.3

B3LYP/TZVP//
B3LYP/SVP

0.0 7.9 7.6 14.3 −66.5

B3LYP/TZVP//
B3LYP/TZVP

0.0 8.7 7.8 14.5 −66.9

B3LYP-D2/TZVP//
B3LYP/SVP

0.0 −0.3 −4.0 3.4 −68.8

M06−2X/TZVP//
B3LYP/SVP

0.0 1.7 −6.2 12.8 −70.4
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bonds between Arg-329 and Asp-59 which make the nitrogen
atoms of the arginine guanidinium group more nucleophilic.
Furthermore, the overall geometry of the reactant complex
changes substantially upon gas-phase reoptimization because
the isoalloxazine and nicotinamide rings rotate (being repelled
by each other) and reorient with respect to the cyclohexanone
ring, such that the FADO:OX3-OX3′-CYHN:C1−C2 dihedral
angle decreases from 170° to 100°; however, cyclohexanone
remains hydrogen bonded via the carbonyl oxygen atom with
Arg-329 (Hε) and with the NADP+ ribose 2′-hydroxyl group
(which are part of the QM region).
The structure of the Criegee intermediate complex changes

much less upon gas-phase reoptimization, and the Criegee
intermediate itself remains deprotonated and retains its anionic
character. The gas-phase reaction from the reactant to the
intermediate thus requires significant conformational changes:
to enable the formation of the covalent bond between
CYHN:C1 and FADO:OX3′ the proton must first be
transferred back to Arg-329:Nη, and in the Criegee intermediate
the FADO:OX3-OX3′-CYHN:C1−C2 dihedral angle must be
close to 180° (which is crucial for the reaction to proceed
further). This causes the energy barrier for the addition step to
be much higher (18 kcal/mol) than in the enzyme. The gas-
phase Criegee intermediate lies 12 kcal/mol above the reactant
complex, and hence 6 kcal/mol below the TS for its formation.
The enzyme thus lowers the energy barrier for the addition step
not only by constraining the spatial orientation of the cofactors,
but also by allowing the cyclohexanone to be bound in a
reactant conformation with the FADO:OX3-OX3′-CYHN:C1−
C2 dihedral angle being close to 180° and by stabilizing the
deprotonated form of the C4a-peroxyflavin.
The energy barrier for the migration step is also higher in the

gas phase than in the enzyme (12 vs 6.7 kcal/mol) even though
the corresponding TSs are geometrically not very different. For
example, the key distances in the breaking OX3-OX3′ bond and
the forming OX3′−C2 bond are 1.93 and 2.17 Å in the gas-
phase TS (compared with 1.83 and 2.19 Å in the enzyme,
respectively), and it is thus difficult to pinpoint geometrical
factors that would account for the lower barrier in the enzyme.
The overall reaction energies are rather similar in the gas phase
and in the enzyme (−64 vs −66.9 kcal/mol).
3.4. Comparison with Reaction in Solution. According

to our calculations, the mechanism of the CHMO-catalyzed
B−V oxidation of cyclohexanone differs from that of the acid-
catalyzed reaction in solution that has been described
previously.17d In the latter case, the presence of a strong acid
like trifluoroacetic acid (TFAA) causes protonation of the
carbonyl oxygen during the addition step, which increases the
electrophilicity of the carbonyl carbon atom and thus facilitates
the addition of the peroxyacid (which is at the same time
deprotonated by the same TFA that protonates the substrate in
a concerted fashion).17d Hence this acid-catalyzed solution
reaction generates a neutral Criegee intermediate, contrary to
the situation in the enzyme where, according to our QM/MM
calculations, the carbonyl oxygen is not protonated although
doubly H-bonded, and the Criegee intermediate has
pronounced anionic character. We note in this context that
both the protonated arginine and the hydroxyl group are weak
acids with pKa values higher than 10 and that the hydrogen
bonds, which they form in CHMO with the carbonyl oxygen,
seem strong enough to make the carbonyl carbon sufficiently
electrophilic. As mentioned elsewhere,16 the anionic nature of
the Criegee intermediate is expected to accelerate the migration

step, and one important role of the enzyme is thus the effective
stabilization of this kind of Criegee adduct, which allows for a
faster overall reaction compared with an acidic solution.

3.5. Unveiling the Source of Enantioselectivity of
CHMO. After exploring the mechanism of the CHMO-
catalyzed B−V reaction for the parent substrate cyclohexanone,
we now turn to a substituted substrate, namely 1, and study the
stereoselectivity of its reaction. It is experimentally known that
CHMO (Rhodococcus) as well as CHMO (Acinetobacter) react
with this substrate with nearly perfect (S)-enantioselectivity
providing (S)-2 with >96% ee (Figure 2). Chemists have long
speculated about the source of enantioselectivity in BVMO-
catalyzed transformations (including the asymmetric 1 → 2
transformation).5,46,47 The traditional stereoelectronic require-
ment regarding anti-periplanarity in the cleavage (fragmenta-
tion) of the Criegee intermediate, known to be essential in
nonenzymatic reactions, formed a common basis in all attempts
to develop a model. Then, upon considering the empirical
results of BVMO-catalyzed asymmetric transformations of
numerous cyclohexanone derivatives, appropriate models
were proposed by Furstoss,46a Ottolina and Colonna,46b

Kelly,46c Stewart,46d,47 and Kayser.5,7 Especially the “diamond
lattice model”, in which the substrate is assumed to have the
chair conformation with substituents in the equatorial position,
has proven to be a useful mnemonic aid with notable predictive
power.5,7,46d,47 We are now in the position to deliver the
underlying explanation for these models on the molecular level.
Making the reasonable assumption that the 4-methyl group
adopts the equatorial position in the cyclohexanone chair
conformation in the preferred binding mode (Figure 4), our
optimized structure of the Criegee intermediate (Figure 7)
immediately suggests exclusive formation of the (S)-lactone
product by energetically favored selective migration of C2
rather than C6.
To verify this qualitative prediction, we have built the two 4-

methyl-substituted Criegee intermediates by manually adding a
methyl group into the optimized geometry of the original
Criegee intermediate. The resulting structures were fully
reoptimized at the QM(B3LYP/TZVP)/CHARMM level,
followed by energy scans and TS searches for the migration
step. As expected, the energies of the Criegee intermediate and
the TS are lower when an equatorial rather than an axial 4-
methyl group is present, by 4.8 and 4.5 kcal/mol, respectively.
For an isolated molecule of 1, gas-phase B3LYP/TZVP
calculations favor the equatorial over the axial conformer by
1.9 kcal/mol (energy difference including zero-point vibrational
corrections), close to the experimental value of 2.1 kcal/mol for
the enthalpy difference between the two conformers.48 The
preference for the equatorial form is thus reinforced both in the
Criegee intermediate and the subsequent TS in CHMO. While
the energy barriers to migration are quite similar within each
conformer, the equatorial pathway is favored overall by an
energy difference of 4.5 kcal/mol at the crucial TS, and hence
the (S)-lactone product will be formed with high enantiose-
lectivity.
Our current mechanistic scenario for the mechanism of the

CHMO-catalyzed B−V reaction thus reproduces and explains
on a molecular level the observed (S)-enantioselectivity for the
chiral substrate 1 very well. This pertains to CHMO
(Rhodococcus) and other homologous CHMOs such as the
most used CHMO (Acinetobacter). On this basis it should thus
be possible to make qualitative predictions concerning the
enantioselectivity for other substituted cyclohexanone deriva-
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tives and the effect of active-site mutations. One such example
is the B−V oxidation of 4-hydroxycyclohexanone by CHMO
(Acinetobacter) which changes from marginal (R)-enantiose-
lectivity (9% ee) in the wild-type enzyme to good (S)-
enantioselectivity (79% ee) in the Phe432Ser mutant.7 Our
model immediately suggests an explanation for this drastic
change in terms of the orientation of the substrate in the
binding site and the formation of a hydrogen bond in the
mutant between Ser432 and the 4-hydroxy group of the
substrate, which will lead to more favorable binding when the
latter is in an equatorial rather than an axial position. We are
currently studying the B−V oxidation of this substrate by QM/
MM calculations to confirm the qualitative conclusions derived
from our model and to arrive at quantitative assessments. The
results of this work will be reported elsewhere.

4. CONCLUSION

We have reported the first computational investigation of the
Baeyer−Villiger reaction proceeding in a native enzyme
environment. Reaction pathways for cyclohexanone oxidation
by cyclohexanone monooxygenase from Rhodococcus (CHMO)
were determined as well as the structures of the Criegee
intermediate and the transition states. Judging from the
QM(B3LYP/TZVP)/CHARMM results, the initial addition
reaction has to overcome an energy barrier of about 8.7 kcal/
mol, which generates the Criegee intermediate that occupies a
shallow minimum on the potential energy surface and can
rearrange to the lactone product by surmounting a second
energy barrier of 6.7 kcal/mol. The latter transition state for the
migration step is the highest point on the energy profile. The
CHMO-catalyzed reaction proceeds via a Criegee intermediate
of anionic character and is highly exothermic, with a computed
overall reaction energy of −66.9 kcal/mol. The QM/MM
calculations confirm the crucial role of the Arg-329 residue and
the NADP+ cofactor for the catalytic efficiency of CHMO. The
experimentally observed enantioselectivity toward 1 with
essentially complete formation of the lactone (S)-2 has been
rationalized for the first time on a molecular basis by the
current QM/MM calculations. It is the selective binding mode
of the substrate in the chair conformation with the methyl-
substituent in the equatorial position that places it in a chiral
environment in a way that only one of the two enantiotopic C-
atoms can migrate. This physical model also serves as a guide
for interpreting the stereochemical results of other synthetically
interesting transformations catalyzed by CHMO and other
homologues such as the most used CHMO from Acinetobacter
sp. NCIMB 9871.4 Finally, this work provides insight into the
possible effects of mutations aimed at tuning the enantio- and
regioselectivity of CHMO and other BVMOs by rational design
or directed evolution.6−8
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1. Reactant complex with alternative substrate orientation

Figure S1: Enzyme-reactant complex (QM region only) optimized at the
QM(B3LYP/TZVP)/CHARMM level with the cyclohexanone being flipped around its main
axis by 180◦ (relative to the preferred orientation shown in Figure 4 of the main paper).
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2. QM/MM energy profiles for the addition step
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Figure S2: Energy profile for the addition step computed at the QM(B3LYP/SVP)/CHARMM level
using the reaction coordinate dC1−OX3′ .
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Figure S3: Dispersion-corrected single-point QM(B3LYP-D/TZVP)/CHARMM energies calcu-
lated at QM(B3LYP/SVP)/CHARMM optimized geometries for the addition step.
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3. OM3/CHARMM calculations: Detailed results

−2
−1.5

−1
−0.5

 0
 0.5

 1
 1.5

 2
 2.5

 3
 3.5

 4
 4.5

 5
 5.5

 6

 1.8 2 2.2 2.4 2.6 2.8 3 3.2 3.4 3.6

re
la

tiv
e 

en
er

gy
 (

kc
al

/m
ol

)

reaction coordinate (Å)

QM/MM energy
QM energy
MM energy

Figure S4: Energy profile for the addition step computed at the OM3/CHARMM level using the
reaction coordinate dC1−OX3′ .

3.1 OM3/CHARMM molecular dynamics

During the QM/MM (OM3/CHARMM) MD simulation (see Figure 6 in the main text), no pro-

ton transfer is observed after formation of the Criegee intermediate. However, the ARG-329 Hε

atom fluctuates between being at a covalent bond distance dHε
−Nε of ∼1.1Å and in a hydrogen

bond arrangement with roughly equal distances of ∼1.3Å from ARG-329 Nε and the carbonyl

oxygen of cyclohexanone. The same is true for the hydrogen from the NADP+ ribose 2′-hydroxyl

group, which approaches the carbonyl oxygen even more closely during the dynamics. In the

OM3/CHARMM optimized structure of the Criegee intermediate, the corresponding distances are

dO1−Hε = 1.41 Å, dO1−HN2T = 1.27 Å, dHε
−Nε = 1.11 Å, and dHN2T−ON2′ = 1.12 Å. We also

note that prior to the formation of the Criegee intermediate, the OM3/CHARMM MD simulation

places the ARG-329 Hη atom mostly in between the ARG-329 Nη atom and the distal oxygen of
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the FADHOO− peroxy group, being on average less than 1.3Å away from either one (see Figure 6).

In the OM3/CHARMM optimized structure of the reactant complex, we find dOX3′−Hη = 1.29 Å

and dHη
−Nη = 1.16 Å, compared with values of 1.95 Å and 1.03 Å, respectively, in the Criegee

intermediate.

3.2 OM3/CHARMM optimization of the transition state for the addition re-

action

It was technically quite difficult to locate the transition state for the addition at the OM3/CHARMM

level. Using the P-RFO algorithm in the transition state search, we had to calculate the full Hes-

sian of a subsystem including the whole cyclohexanone ring (in total more than 20 atoms) every

25 steps. The initial search gave a structure with two imaginary frequencies, the second of which

corresponded to the mode connecting reactant and intermediate. This structure was then manually

displaced along the reaction mode until the corresponding imaginary frequency became the lead-

ing one, and thereafter another P-RFO search was performed which yielded the correct transition

state structure (confirmed by frequency and IRC calculations). With regard to its geometry and

energy, the fully optimized OM3/CHARMM transition state resembles the highest point on the

OM3/CHARMM energy profile very closely (see Figure S4). It seems reasonable to assume that

such similarity also holds at the QM(B3LYP/TZVP)/CHARMM level, where we did not perform

the costly manual procedure outlined above to precisely locate the transition state.
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4. Energy profile for the migration step
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Figure S5: Energy profile for the migration step computed at the QM(B3LYP/SVP)/CHARMM
level using the reaction coordinate dOX3′−C2.
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5. Sequence alignment

Figure S6: Sequence alignment of the two CHMOs from Acinetobacter sp. NCIMB 9871 and
Rhodococcus sp. strain HI-31.

The sequence alignment shows that the two enzymes have the same active-site residues in the

binding pocket (145-146, 248, 279, 329, 434-435, 437, 492, and 507 according to the CHMOrh

numbering scheme). The overall sequence similarity is 55% (see ref. 14 in the main paper).
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Abstract: A new concept for accessing configuration-
ally defined trisubstituted olefins has been devel-
oped. Starting from a common ketone precursor of
the type 4-ethylidenecyclohexanone, Baeyer–Villiger
monooxygenases are employed as catalysts in diaste-
reoselective Baeyer–Villiger reactions leading to the
corresponding E- or Z-configurated lactones. Wild-
type cyclohexanone monooxygenase (CHMO) as
catalyst delivers the E-isomers and a directed evolu-
tion mutant the opposite Z-isomers. Subsequent
transition metal-catalyzed chemical transformations

of a key product containing a vinyl bromide moiety
provide a variety of different trisubstituted E- or Z-
olefins. A model based on QM/MM sheds light on
the origin of this unusual type of diastereoselectivity.
In contrast to this biocatalytic approach, traditional
Baeyer–Villiger reagents such as m-CPBA fail to
show any selectivity, 1:1 mixtures of E- and Z-olefins
being formed.

Keywords: alkenes; Baeyer–Villiger oxidation; dia-
stereoselectivity; directed evolution; palladium

Introduction

A commonly occurring structural feature of many
natural and unnatural organic compounds is the pres-
ence of configurationally well defined olefinic moiet-
ies, the respective double bonds having either the E-
or Z-configuration. Controlling the E/Z-selectivity of
olefin-forming processes with formation of trisubsti-
tuted products as in Wittig-type reactions, Julia–Lyth-
goe olefination, sigmatropic rearrangements, olefin
metathesis, or CÿC bond-forming reactions of alkynes
has attracted a great deal of attention.[1] Variations of
these themes as well as new approaches continue to

be developed.[2] Making the appropriate choice of
methods depends upon the particular starting material
and synthetic goal under investigation.

A different approach is to start with easily accessi-
ble trisubstituted olefins 1 in which the 1,1-substitu-
ents are identical (Scheme 1). Such substituents are
diastereotopic, which means that they may react with
different rates leading to E- or Z-configurated olefins
2 (assignment of E- or Z-configuration depends on
the priority of the particular substituents). Prominent
examples include Pd-catalyzed CÿC bond formation
in which the trans CÿX bond of 1,1-dihalides 1 (X=
Cl or Br) reacts preferentially with formation of the
respective Z-configurated trisubstituted olefins, as
first developed by Tamao.[3] Subsequently it was gen-
eralized using a variety of coupling processes which
include Kumada–Tamao–Corriu, Suzuki, Stille or So-
nogashira reactions.[2f,4] It is also possible to consider
a “reversed” approach in which 1,1-dimetalated re-
agents are utilized (e.g., X=boron in compounds 1).[5]

Another case pertains to the lipase-catalyzed hydroly-
sis of diesters of the type 1 (X=CO2Et) which pro-
ceeds likewise in a Z-selective manner.[6] In all ofScheme 1.
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these systems the sterically less shielded diastereotop-
ic group reacts preferentially, but a reversal of the ste-
reoselectivity has yet to be achieved. Nevertheless,
the possibility of subsequent chemoselective transfor-
mations makes these processes synthetically attrac-
tive.[3–6]

We envisioned a different approach to selectively
activate diastereotopic groups in appropriate trisubsti-
tuted olefins bearing identical substituents at the 1,1-
position. The plan foresaw Baeyer–Villiger (BV) reac-
tions[7] of keto-olefins of the type 3, in which the two
diastereotopic s-bonds flanking the ketone function
could react with different rates, thereby diastereose-
lectively providing olefins E- or Z-4 from a common
precursor, ideally on an optional basis (Scheme 2). Of
particular interest was the vinyl bromide 3b, because
the respective E- or Z-lactones 4b could serve as key
compounds for transition metal-catalyzed cascade re-
actions with formation of a variety of different config-
urationally defined trisubstituted olefins. This type of
stereoselectivity has not been considered previously,
perhaps due to the anticipated difficulty in designing
selective reagents and/or catalysts for such BV reac-
tions. The reactive diastereotopic groups in com-
pounds of the type 3, namely the two s-bonds flank-
ing the ketone function in the respective Criegee in-
termediate, are spatially far removed from the olefinic
moiety and are thus likely to migrate with similar
rates leading to an undesired mixture of thermody-
namically similar E- and Z-olefins. Indeed, upon
treating keto-olefin 3b with m-CPBA, a 1:1 mixture
of lactones E- and Z-4b was formed.

Results and Discussion

Utilizing Biocatalysis as an Option

We therefore turned to biocatalytic BV reactions by
considering Baeyer–Villiger monooxygenases
(BVMOs)[8] as potentially diastereoselective catalysts.
In previous work a number of enantioselective trans-
formations have been reported, including oxidative
kinetic resolution of 2-substituted cyclohexanone de-

rivatives and desymmerization of 4-alkylcyclohex-
ACHTUNGTRENNUNGanones using wild-type (WT) cyclohexanone monoox-
ygenase from Acinetobacter sp. NCIMB 9871 (desig-
nated here as CHMO), which is the most commonly
employed BVMO in enantioselective BV reactions.[8]

Regiodivergent oxidation has also been observed in
some cases.[8h–k] In these enzymatic transformations,
dioxygen in air reacts with an enzyme-bound (re-
duced) flavin (FAD) to form an anionic intermediate
FAD-OOÿ which initiates the BV reaction by nucleo-
philic addition to the carbonyl function, the respective
Criegee intermediate then undergoing the usual frag-
mentation and s-bond migration.[8] Subsequently,
NADPH transforms the oxidized FAD back to the re-
duced form, thereby closing the catalytic cycle. When
selectivity proves to be poor, the methods of directed
evolution[9] can be applied with generation of enantio-
selective BVMO mutants.[10]

In the present study we chose WT CHMO as the
catalyst in a whole cell E. coli system, the initial
model transformation being the reaction of keto-
olefin 3a. Gratifyingly, essentially complete stereodif-
ferentiation was observed, E-selectivity being favored
(E-4a :Z-4a=98:2) with excellent conversion and es-
sentially no side-products. The other ketones were
then tested under similar conditions (Table 1). Sub-
strate 3b likewise reacted with complete E-selectivity
(E-4b :Z-4b�99:1). Unambiguous configurational as-
signment was made on the basis of the crystal struc-
ture of the key compound E-4b (Figure 1) and its
transformation into E-4a by Suzuki coupling (see the
Supporting Information). In sharp contrast, the other
two ketones 3c and 3d reacted sluggishly, allowing
substantial amounts of side-products to be formed
which were identified as the alcohols corresponding
to the reduction of the ketones. We suspect that in
the whole cell process unidentified alcohol dehydro-
genases are involved. From a synthetic viewpoint,
poor conversion to the desired lactones 4c and 4d is
not a serious problem, because the vinyl bromide E-
4b, as already delineated, can serve as a key inter-
mediate in the transition metal catalyzed transforma-
tion into the respective E-configurated products (see
below).

Scheme 2.
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A possible strategy for reversing the diastereoselec-
tivity in favor of the Z-isomers could be the systemat-
ic screening of different BVMOs, but a preliminary
search beginning with the thermally robust phenyl
acetone monooxygenase (PAMO)[11] and known mu-
tants[10c] thereof proved to be unsuccessful. Rather
than continuing along this strategy, we turned to di-
rected evolution of WT CHMO using ketone 3b as
the model substrate, although changing such a highly
E-selective enzyme into a completely Z-selective
mutant appeared challenging. In earlier studies we
had used error-prone PCR in order to enhance and
invert the enantioselectivity of CHMO as a catalyst in
the oxidative desymmetrization of 4-hydroxycyclohex-
anone.[10a] Later the much improved directed evolu-
tion method based on structure-guided saturation mu-
tagenesis, the combinatorial active-site saturation test
(CAST),[9i,12] was applied to PAMO with the creation
of enantioselective mutants.[10c] Accordingly, sites
around the binding pocket of an enzyme as revealed
by the respective crystal structure or homology model
are subjected to saturation mutagenesis, meaning the
focused introduction of all of the other 19 canonical
amino acids. If the initial libraries provide only mod-
erately improved mutants, iterative saturation muta-
genesis (ISM) can be applied.[9i] In the present study
this structure-based approach to laboratory evolution

was invoked. Since the X-ray structure of CHMO
from Acinetobacter sp. NCIMB 9871 has not been re-
ported to date, we used as a guide for choosing appro-
priate randomization sites the crystallographic data of
the homologous CHMO from Rhodococcus recently
reported by Lau, Berghuis and co-workers.[13] A
number of potential randomization sites are possible,
but only a limited number of experiments were per-
formed, guided by exploratory docking simulations
employing substrate 3a. These indicated steric clashes
between the methyl group and certain residues of the
protein environment when considering the Z-selective
process (see the Supplementary Information). On this
basis three sites were selected, namely A (Phe432/
Thr433), B (Leu143 and C (Phe505) as illustrated in
Figure 2.

In the case of the single-residue sites B and C, only
about 100 transformants need to be screened for 95%
library coverage.[9i] In order to minimize the screening
effort in the case of saturation mutagenesis at the 2-
residue site A, a reduced amino acid alphabet was
used comprising 12 building blocks (Phe, Tyr, Cys,
Leu, His, Arg., Ile, Asn, Ser, Val, Asp and Gly) as de-
fined by NDT codon degeneracy. This requires the as-
sessment of only ~430 transformants for 95% library
coverage (instead of about 3000 when employing the
standard NNK codon degeneracy encoding all 20 can-
onical amino acids).[9i] Six different ISM pathways are
possible in a 3-site ISM scheme. In the present case
we started with site A. Upon screening 500 transform-
ants, a double mutant Phe432Ile/Thr433Gly (variant
I) was identified leading to a shift toward Z-selectivi-
ty, but not yet to the desired reversal of diastereose-

Table 1. WT-CHMO as a biocatalyst in the Baeyer–Villiger
reaction of ketones 3a–d with formation of lactones 4a–d in
a whole-cell process.

Ketone Product E:Z Conversion
[%][a]

Time
[h]

Other prod-
uct [%][a]

3a 4a 98:2 >99 5 1
3b 4b 99:1 >99 5 4
3c 4c >99:1 39 12 84
3d 4d 96:4 42 12 70

[a] By GC analysis of the crude products, the side-products
being the alcohols corresponding to the ketones.

Figure 1. X-Ray structure of lactone E-4b.

Figure 2. Possible saturation mutagenesis sites A (Phe432/
Thr433), B (Leu143) and C (Phe505) in CHMO from Acine-

tobacter sp. NCIMB 9871, chosen on the basis of the crystal
structure of CHMO from Rhodococcus,[13] PDB code
3GWD. The residue numbers not in parentheses correspond
to the analogous residues in CHMO from Rhodococcus. The
structure of cofactor FAD cofactor is marked in light grey
and the substrate 3b is marked in dark grey.
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lectivity (E/Z=71:29). The gene of this variant was
then used as a template for saturation mutagenesis at
single residue site B, this time utilizing NNK codon
degeneracy. This provided a triple mutant Phe432Ile/
Thr433Gly/Leu143Met (variant II) resulting in
a slight reversal of selectivity (E-4b :Z-4b=46:54). Fi-
nally, upon continuing the upward climb to site C, re-
versal of diastereoselectivity was further improved to
82% Z-selectivity (E-4b :Z-4b=18:82) and 19% con-
version after 5 h, catalyzed by quadruple mutant
Phe432Ile/Thr433Gly/Leu143Met/Phe505Cys (variant
III). An increased reaction time 12 h afforded conver-
sions up to 30% with similar Z-selectivity (E-4b :Z-
4b=20:80) (see the Supporting Information,
Table S3). Column chromatography and alternatively
preparative HPLC provided essentially pure Z-4b.
The arbitrarily chosen ISM pathway A!B!C is pic-
tured in Figure 3. Exploring other pathways may well
provide even better diastereoselectivities, but at this
point we settled for the present results.

Testing the Best Mutant with Other Substrates

In order to explore the catalytic efficiency of the
quadruple mutant (variant III), specifically evolved
for compound 3b, we tested it with the other ketones
3a and 3c and 3d. In the case of substrate 3d, the bio-
catalyst performs very well, the original Z-selectivity
(WT CHMO) being fully reversed (E-4d :Z-4d=4:96)
at 98% conversion within 12 h and only 7% side-
product (1.2 mmol scale). In the reactions of the
other substrates, the results proved to be less encour-
aging (see the Supporting Information).

Exploiting the Vinyl Bromide 4b as a Key Compound
in Cascade Reactions

As already alluded to, we planned to utilize E- and Z-
4b as key compounds in further transformations. For
example, upon subjecting them to Pd-catalyzed car-
bonylation[14] in the presence of ethanol, trisubstituted
olefins E-5 and 6 were obtained, respectively
(Scheme 3). The presence of ethanol induces rapid
transesterifying ring-opening under the reaction con-
ditions, probably before the actual carbonylation
occurs. We observed this kind of ring-opening for
compounds of the type 5 whenever they were treated
with mild nucleophiles such as water or alcohols in
the absence of transition metal catalysts (see the Sup-
porting Information). These carbonylation reactions
stand in contrast to the poor results when attempting
the BV reaction of 3c (Table 1).

In other reactions, Pd-catalyzed Suzuki-type aryla-
tion[15] of E-4b provided the respective lactone E-4c
again with retention of configuration (Scheme 4),
which is not readily accessible starting from keto-
olefin 3c (Table 1). The products in these schemes
bear functional groups which can in principle be ma-
nipulated with formation of a wide variety of different
trisubstituted olefins for potential applications.

Figure 3. Chosen ISM pathway for evolving a Z-selective
CHMO mutant as the catalyst in the BV reaction of ketone
3b.

Scheme 3. Pd-catalyzed carbonylation with retention of double bond configuration. Reagents and conditions: i) EtOH,
Pd ACHTUNGTRENNUNG(PPh3)4/CsF, CO, 80 8C, 48 h: E-5, 61%; 6, 78%.

102 asc.wiley-vch.de � 2013 Wiley-VCH Verlag GmbH&Co. KGaA, Weinheim Adv. Synth. Catal. 2013, 355, 99 – 106

FULL PAPERS Zhi-Gang Zhang et al.



Developing a Model to Explain the Observed
Diastereoselectivity

In order to gain insight into the source of diastereose-
lectivity of WT CHMO on a molecular level, we first
performed docking computations and molecular dy-
namics (MD) simulations[16] using ketone 3a as the
substrate. In this endeavor, our recent QM/MM study
of CHMO as a catalyst in the BV reaction of the
parent compound cyclohexanone was considered, in
which it was shown that the chair form of this ketone
can bind in only one way which ensures a low-energy
pathway to the Criegee intermediate.[17] Analysis of
this intermediate revealed a crucial characteristic,
namely that only one of the two s-bonds flanking the
carbonyl group is capable of undergoing rapid migra-
tion because here the traditional stereoelectronic re-
quirement is fulfilled (anti-periplanar arrangement of
the reactive CÿCÿOÿO segment),[7,18] in contrast to
the geometric arrangement when the other s-bond
migrates. This hypothesis was then supported by QM/
MM calculations of the respective transition states. In

the case of enantioselective desymmetrization of 4-
methylcyclohexanone, the same applies, but two dif-
ferent chair forms are possible, one in which the
methyl group is equatorial and the other in which it is
axial. The difference in energy between the two chair
forms in the protein environment determines the
degree of enantioselectivity (�96% ee in favor of S-
lactone).[17]

This model is not directly applicable to the CHMO-
catalyzed BV reaction of ketone 3a in the present
study, because the axial/equatorial structural element
is not relevant. Nevertheless, we used the geometric
features of the previously calculated Criegee inter-
mediate of cyclohexanone as a template for manually
constructing the analogous intermediate involving 3a.
As shown by force field calculations and molecular
dynamics (MD) simulations, there are two poses of
different energy, in each case only one s-bond react-
ing due to the stereoelectronic requirement. The ener-
getically lower pose leads to the experimentally ob-
served formation of E-4a (see the Supporting Infor-
mation). In the higher energy pose, the methyl group
clashes with residues in a nearby loop (Supporting In-
formation). This conclusion was corroborated by
more accurate QM(B3LYP/TZVP)/CHARMM opti-
mizations of the respective Criegee intermediates
(Figure 4, a and b). Accordingly, the difference in
energy amounts to 2.3 kcalmolÿ1, which correlates
well with the experimentally observed diastereoselec-
tivity (see the Supporting Information).

Scheme 4. Stereospecific Suzuki transformation of lactone
E-4b with retention of configuration. Reagents and condi-

tions: i) PhB(OH)2, Pd ACHTUNGTRENNUNG(PPh3)4/CsF, THF/70 8C/24 h; 92%.

Figure 4. QM-calculated Criegee intermediates involving 4-ethylidenecyclohexanone (3a) in WT CHMO. a) Low-energy in-
termediate leading to the experimentally observed lactone E-4a. b) High-energy intermediate which would provide Z-4a
(not observed).
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Conclusions

The present study contributes to the continuing
search for ways to prepare configurationally defined
trisubstiuted olefins. In doing so, we have demonstrat-
ed a new type of stereoselective transformation in
Baeyer–Villiger reactions, which has not been consid-
ered previously using synthetic reagents/catalysts or
enzymes. Utilizing a Baeyer–Villiger monooxygenase,
specifically CHMO from Acinetobacter sp. NCIMB
9871, a biocatalytic approach was developed which
enables the control of E/Z-configuration in the forma-
tion of structurally different trisubstituted olefins
starting from the respective 4-alkylidenecyclohex-
ACHTUNGTRENNUNGanone derivatives. WT CHMO is fully E-selective in
the reaction of three different substrates. Especially
the vinyl bromide 3b proved to be a synthetically im-
portant substrate because the respective diastereose-
lectively formed lactone E-4b serves as a key com-
pound in subsequent stereospecific cascade transfor-
mations such as Pd-catalyzed carbonylation or Suzuki
coupling with formation of configurationally defined
trisubstituted olefins. A model was developed which
explains the source of diastereoselectivity on a molec-
ular level. We also succeeded in reversing the selectiv-
ity in favor of Z-configurated olefins up to 82%.
Future work will focus on directed evolution of the
thermally stable Baeyer–Villiger monooxygenase
PAMO[11] as a catalyst in this type of stereoselective
transformation. It also remains to be seen whether ap-
propriate derivatives of other even-membered cyclic
ketones such as those of cyclobutanone or cycloocta-
none can be used in a similar way.

Experimental Section

Biology: Creation of Mutant Libraries

The whole length of the CHMO gene from Acinetobacter

sp. NCIMB 9871 was cloned into E.coli expression vector
pET-22b (+) just as described previously,[19] which was also
used as template for saturation mutagenesis. Mutant libra-
ries shown in Table S1 (Supporting Information) were creat-
ed by employing the QuikChange PCR method (Strata-
gene). Table S2 (Supporting Information) provides the oli-
gonucleotide primers used for the creation of mutant libra-
ries. PCR reaction mixtures (50 mL final volume) consisted
of 10�KOD buffer (5 mL), MgSO4 (2 mL, 25 mM), dNTP
(5 mL, 2 mM each), primers (5 mL, 2.5 mM each), template
plasmid (2 mL, 10 ngmLÿ1) and KOD Hot Start DNA poly-
merase (1 U). The PCR reaction started at 95 8C for 3 min,
followed by 18 cycles of denaturing step at 95 8C for 1 min,
annealing at 52–58 8C (depending on the particular pairs of
primers) for 1 min and elongation at 72 8C for 8 min. After
cycling a final extension step at 72 8C for 16 min was per-
formed. To ensure the removal of the template plasmid,
PCR products were digested during 4 h at 37 8C after adding
1 unit of DpnI (New England Biolabs) at 37 8C for 4 h. The

digested PCR product was used to transform electrocompe-
tent E.coli BL21-Gold (DE3) cells. The cells were spread on
the LB agar plate with 100 mgmLÿ1 carbenicilline.

Library Screening

Single colonies were picked into 2.2-mL 96 deep-well plates
containing 800 mL LB media with 100 mgmLÿ1 carbenicilline.
Four wells per plate were used to culture wild-type CHMO
as a control. After shaking at 37 8C, 800 rpm overnight,
100 mL of this overnight culture were used to inoculate
a new 96 deep-well plate containing 700 mL LB media with
relevant antibiotics. To conserve copy of libraries at ÿ80 8C,
the glycerol stock plates containing culture solution with
30% glycerol were prepared at this stage. The duplicate
plates were cultivated for 1 h at 37 8C, 800 rpm. Then,
100 mL of the substrate mixture (80 mL LB with the relevant
antibiotics and 20 mL of a stock solution of substrate 0.1M
in acetonitrile) supplemented with 0.2 mM IPTG were
added to the plates. The incubation was continued at 30 8C
shaking at 800 rpm for additional 15 h. The reaction was
stopped and reaction product was extracted by adding
400 mL ethyl acetate to each well of the plates. After centri-
fugation, the organic phase was transferred to 96-well glass
plate (Zinsser, Analytic) for GC analysis. The final positive
mutants were collected and confirmed by reproducing the
biotransformation in a flask scale. The plasmids of the mu-
tants were extracted from overnight cultures and sequenced.

Biotransformations: General Upscaling Procedure for
Biotransformations with the E. coli Wild-Type
CHMO or Mutant CHMO

The wild-type CHMO or mutant CHMO were stored in the
form of glycerol frozen stocks of E.coli BL21-Gold (DE3)
(Stratagene) harboring the pET-22b (+) expression vector.
Fresh LB medium (50 mL) containing carbenicillin
(100 mgmLÿ1) was inoculated with 1% of an overnight pre-
culture of the CHMO-expressing E.coli strains in 300-mL
Erlenmeyer flasks. The culture was incubated at 37 8C with
shaking at 200 rpm until the OD600 reached 0.7. Then, iso-
proxypropyl-thio-b-d-galactoside (IPTG) was added to
a final concentration of 0.2 mM, followed by adding ketone
substrate in acetonitrile with the final concentration of
20 mM. The final reaction mixture was shaken at 30 8C and
200 rpm. The whole process of the reaction was monitored
by GC analysis of the aliquot samples every 2 h until the re-
action completion. Then, the reaction was stopped and bio-
transformation mixtures were extracted with ethyl acetate.
The organic phase was afterwards dried with Na2SO4, evapo-
rated and the residue subjected to column chromatography
for further purification and products separation.

Chemistry: General Remarks

Starting compounds and all other reagents including dry sol-
vents were purchased from Acros, Sigma–Aldrich and Alfa
and used without further purification. NMR spectra were re-
corded on a Bruker Avance 300 or DRX 400 (1H: 300 MHz
or 400 MHz, 13C: 75 MHz or 101 MHz) spectrometer using
TMS as internal standard (d=0) unless otherwise noted.
High-resolution EI mass spectra were measured on a Finni-
gan MAT 95S spectrometer. High-resolution mass spectra
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recorded in ESI and APCI mode were performed on a Ther-
moScientific LTQ-FT spectrometer. Conversion and diaste-
reoisomeric composition were determined by achiral gas
chromatography as described. Alternatively, product 4b dia-
stereomeric mixture was determined by HPLC. Diastereo-
isomeric assignments were determined as described in the
Supporting Information. Analytical thin layer chromatogra-
phy was performed on Merck silica gel 60 F254q while for
column chromatography Merck silica gel 60 (230–400 mesh
ASTM) was used. Reactions that required inert atmosphere
(nitrogen or argon) were carried out using standard Schlenk
techniques. GC analyses were performed on a HP 6890
series while HPLC data were measured on a Shimadzu LC-
8 A. Crystallographic data for the structure of E-4b has
been deposited with the Cambridge Crystallographic Data
Centre (CCDC 880686). These data can be obtained free of
charge from The Cambridge Crystallographic Data Centre
via www.ccdc.cam.ac.uk/data_request/cifor on application to
CCDC, 12 Union Road, Cambridge CB2 1EZ, U.K. [fax:
+44-(0)1223-336033 or e-mail: deposit@ccdc.cam.ac.uk].
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‡Fachbereich Chemie, Philipps-Universitaẗ Marburg, Hans-Meerwein-Straße, D-35032 Marburg, Germany

*S Supporting Information

ABSTRACT: We report a combined quantum mechanical/molecular mechanical (QM/MM)
study of the effect of mutations of the Phe434 residue in the active site of cyclohexanone
monooxygenase (CHMO) on its enantioselectivity toward 4-hydroxycyclohexanone. In terms of
our previously established model of the enzymatic Baeyer−Villiger reaction, enantioselectivity is
governed by the preference toward the equatorial ((S)-selectivity) or axial ((R)-selectivity)
conformation of the substituent at the C4 carbon atom of the cyclohexanone ring in the Criegee
intermediate and the subsequent rate-limiting transition state for migration (TS2). We assess the
enantiopreference by locating all relevant TS2 structures at the QM/MM level. In the wild-type
enzyme we find that the axial conformation is energetically slightly more stable, thus leading to a
small excess of (R)-product. In the Phe434Ser mutant, there is a hydrogen bond between the
serine side chain and the equatorial substrate hydroxyl group that is retained during the whole
reaction, and hence there is pronounced reverse (S)-enantioselectivity. Another mutant,
Phe434Ile, is shown to preserve and enhance the (R)-selectivity. All these findings are in
accordance with experiment. The QM/MM calculations allow us to explain the effect of point mutations on CHMO
enantioselectivity for the first time at the molecular level by an analysis of the specific interactions between substrate and active-
site environment in the TS2 structures that satisfy the basic stereoelectronic requirement of anti-periplanarity for the migrating σ-
bond.

1. INTRODUCTION

Cyclohexanone monooxygenase (CHMO) is a member of the
family of Baeyer−Villiger (B−V) monooxygenases (BVMO),1

responsible for conversion of cyclic or linear ketones into
lactones or esters, respectively. The natural ligand for CHMO is
cyclohexanone, but this enzyme can accept a wide range of
ligands and is highly enantioselective toward different
substrates.2 This feature makes CHMO very useful for
enzymatic catalysis,3 with CHMO from Acinetobacter sp.
NCIMB 9871 being the most thoroughly investigated member
of BVMOs.
However, substrate acceptance and enantioselectivity of

CHMO are still limited. When the substituents at the
cyclohexanone ring are varied too much, enantioselectivity
may become reduced or even reversed.4 In order to overcome
the natural limitations of enzymes in general, directed
evolution5 has been applied to essentially all enzyme types,
making it possible to achieve enantioselectivity toward desired
substrates by means of mutations in the amino acid chain of the
enzyme.6 Knowledge about the structure of the active site and
the reaction mechanism helps to make directed evolution more
efficient by designing improved strategies for the required
mutations.5,6 This type of protein engineering has also been
applied to CHMO.7

The reaction mechanism of BVMOs has been thoroughly
studied experimentally with the use of kinetic and spectroscopic
methods.2b,f,8 In brief, the enzyme-bound flavin reacts in its
reduced form with oxygen and forms the peroxyflavin, which in
the deprotonated form then generates a Criegee intermediate
via nucleophilic addition to the carbonyl carbon of the
substrate. The Criegee intermediate subsequently fragments
by σ-bond migration, yielding the hydroxyflavin and the
product (ester or lactone). This is followed by water
elimination from the oxidized flavin, which is subsequently
reduced by the NADPH cofactor via hydride transfer.
Several X-ray structures have been resolved up to now, for

both CHMO and another homologous BVMO, phenylacetone
monooxygenase (PAMO).8d,9 The first two crystal structures9b

(called “open” and “closed”) of CHMO from Rhodococcus sp.
strain HI-31 contained both FAD and NADP+ cofactors bound
to the enzyme but had no ligand or inhibitor in the binding
pocket. The “closed” structure was considered to resemble the
geometries adopted during the intermediate stages of the
enzymatic reaction. Another structure (called “rotated”), also
from Rhodococcus sp. strain HI-31, was recently resolved,9c in

Received: February 20, 2013
Revised: April 2, 2013
Published: April 5, 2013

Article

pubs.acs.org/JPCB

© 2013 American Chemical Society 4993 dx.doi.org/10.1021/jp4018019 | J. Phys. Chem. B 2013, 117, 4993−5001



which the NADP+ cofactor shows significant rotation compared
with the previously published structures,9b and what is believed
to be cyclohexanone is located in a position occupied by the
NADP+ nicotinamide moiety in the other structures. Because of
the proximity of cyclohexanone to the flavin ring, the authors
proposed that this “rotated” structure represents the con-
formation of the enzyme at the stage of the Criegee
intermediate and the subsequent fragmentation.9c However,
in such a configuration, the residues that are known to
determine the substrate specificity of CHMO and that line the
binding pocket in the “closed” conformation are no longer in
the vicinity of the ligand. Therefore, the authors suggested that
the substrate first binds to the enzyme in its “open”
conformation, followed by rearrangement into the tight
“closed” structure; thereafter, the substrate is supposed to be
driven into the catalytic position, with the enzyme adopting the
“rotated” conformation.9c

Several X-ray structures of PAMO were resolved as well,8d,9a

which contain either only one or both cofactors bound to the
enzyme, both with and without inhibitor at the binding site.
The PAMO crystal structure with the inhibitor bound in the
active site8d resembles the “closed” conformation of CHMO9b

rather than the “rotated” one.9c One cannot exclude, of course,
that substrate binding and reaction mechanism may be different
in these two enzymes.9c

Before the “rotated” conformation of the CHMO had been
published, we performed a computational quantum mechan-
ical/molecular mechanical (QM/MM) study on the reaction
mechanism of CHMO using the “closed” conformation of the
enzyme as starting point.10 We modeled both the addition and
fragmentation steps of cyclohexanone oxygenation. We found
that the “closed” conformation of CHMO is well-suited for the
reaction to proceed with reasonable barriers. According to the
QM/MM calculations, the cyclohexanone substrate, being in
the chair conformation, binds to the enzyme in a specific
manner, which allows for nucleophilic addition on an optimal
trajectory, yielding the Criegee intermediate in a strictly defined
conformation. In this geometry, only one of the two
cyclohexanone σ-bonds adjacent to the carbonyl carbon atom
fulfills the stereoelectronic requirement of anti-periplanarity
and can migrate. On the basis of this model, we could also
explain the experimentally observed enantioselectivity toward
4-methylcyclohexanone.10 The optimized structures of the
Criegee intermediate and the transition state for fragmentation
are generally similar to those obtained for unsubstituted
cyclohexanone, but two distinct conformations are possible in
the case of 4-methylcyclohexanone, with the methyl group
either in equatorial or axial orientation. For both conformers, it
is the same σ-bond of the ring that can migrate due to the
requirement of anti-periplanarity, and it is thus the orientation
of the methyl group that ultimately determines the
enantioselectivity. In the QM/MM calculations on the Criegee
intermediate and the subsequent transition state, the structures
with the methyl group of 4-methylcyclohexanone in the
equatorial position proved to be more stable than their axial
counterparts, thus correctly predicting the experimentally
observed7k (S)-product. This provided for the first time an
explanation at the molecular level for the enantioselectivity in
the CHMO-catalyzed desymmetrization of a substituted
cyclohexanone substrate. Recently, we have also been able to
rationalize the enantioselectivity of CHMO toward 4-ethyl-
idenecyclohexanone on the basis of the relative energies of the

(E)- and (Z)-conformers of the corresponding Criegee
intermediate.11

The current work is a continuation of our previous
investigations on the origin of enantioselectivity in CHMO-
catalyzed reactions. Here we study the desymmetrization of
another substituted cyclohexanone, 4-hydroxycyclohexanone
(1), catalyzed by the wild-type (WT) enzyme from Rhodococcus
sp. as well as the Phe434Ser and Phe434Ile mutants. This
substrate is of special interest, since the two particular point
mutations at this position either increase or reverse the
enzyme’s enantioselectivity.4 It is known experimentally4 that
WT CHMO enzyme from Acinetobacter sp. NCIMB 9871
exhibits rather low enantioselectivity for 1 (9% (R)), while the
Phe432Ser mutant reverses the enantiopreference (79% (S))
and the Phe432Ile mutant improves the enantioselectivity (49%
(R)) observed in the WT (Scheme 1). It needs to be pointed

out that the 7-membered lactones shown in Scheme 1 are
formed in the rate and stereoselectivity determining step, but
they are not the final products due to subsequent fast
intramolecular translactonization to the thermodynamically
more stable 5-membered lactones. Understanding stereo-
complementary behavior of enzyme homologues being mutated
at a single amino acid site is of theoretical and practical interest
and may pave the way to designing improved strategies for
directed evolution that target the synthesis of novel chiral
products.
As in our previous work,10 we use the CHMO structure from

Rhodococcus sp. strain HI-31 as the starting point. It is the only
CHMO for which crystal structures are available, and it is
homologous to CHMO from Acinetobacter sp. NCIMB 9871
(55% sequence identity). Both enzymes display similar profiles
with respect to the sense and degree of enantioselectivity.9b We

Scheme 1. Stereochemical Conversion of 4-
Hydroxycyclohexanone (1) to (R)-4-Hydroxy-ε-
caprolactone ((R)-2) and to (S)-4-Hydroxy-ε-caprolactone
((S)-2) in the B−V Reaction Catalyzed by WT CHMO and
Two Mutants (Acinetobacter) with Subsequent
Intramolecular Translactonization to the More Stable 5-
Membered Lactones ((R)-3 and (S)-3)
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continue to employ the “closed” conformation of CHMO in
the present calculations. First of all, our previous calculations
show that this conformation allows the reaction to occur, and
the binding pocket is large enough to accommodate cyclo-
hexanone substrates with suitable (not too large) substituents.
One may envision in the case of larger ligands that a less tight
“closed” conformation may be formed to enable the reaction.
Second, the relevance of the “closed” conformation is
supported by the finding that CHMO enantioselectivity is
determined by the residues lining its binding pocket. Given this
situation, we do not see the need to consider the complicated
structural rearrangements proposed by Yachnin et al.9c that
would drive the ligand from the binding site in the “closed”
state to an active site in the “rotated” state, in which the
reaction is supposed to happen.9c Hence, the current study can
also be regarded as a test of the generality of our model10 by
exploring whether QM/MM calculations for the “closed”
conformation can elucidate the observed changes in enantio-
selectivity upon mutation.4

2. METHODS

In this paper we adopt the residue notation of CHMO from
Rhodococcus sp., and hence the numbers of residues around the
active site differ by two from those of CHMO from
Acinetobacter sp.; for example, Phe434 in CHMO (Rhodococcus)
corresponds to Phe432 in CHMO (Acinetobacter). We use the
latter notation only when directly referring to that enzyme.
To generate starting structures for the WT complexed with

substrate 1, we manually modified the optimized reactant
structure from our previous study10 by inserting the hydroxyl
group as substituent in the 4-position of cyclohexanone, in both
the equatorial and axial position, and reoptimized the resulting
geometries. In addition, for the Phe434Ser and Phe434Ile
mutants, we made the necessary substitutions in the side chain
of residue 434.
In the case of the Phe434Ser mutant, the manually prepared

structure of the reactant complex was subjected to classical
molecular dynamics (MD) simulations for 1 ns, which led to
the expected hydrogen-bonding orientation of the Ser434
hydroxyl group toward the equatorial hydroxyl group of 1, and
the final structure from the MD run was taken as starting point
for further optimizations. In the reactant complex containing 1
with an axial hydroxyl group, we did not expect specific
interactions with the protein side chains, and we thus took the
final structure from the MD run for the equatorial conformer,
manually shifted the hydroxyl group to the axial position, and
optimized the resulting structure.
In the case of the Phe434Ile mutant, there might be some

effect of the bulky Ile434 side chain on the local structure of the
binding site. Therefore, we subjected the reactant complex for
each conformer of 1 to separate MD simulations for 1 ns to
generate the starting structures for the subsequent geometry
optimizations.
Since we aim at explaining enantioselectivity, which is a

matter of small energy differences of the order of 1−3 kcal/mol
between the enantiomers, we must be careful to locate the
lowest relevant minima and transition states on the potential
energy surface. Therefore, we adopted a procedure, in which we
follow the reaction path from the initially optimized reactant
complex to the rate-limiting transition state for the migration
step (TS2)10 where we try to find the lowest-energy conformer
and then follow the reaction path back to the reactant (and
forward to the product) to refine the overall path. In the

following, we present results for the lowest-energy paths only.
The chosen procedure is essential to avoid artifacts arising, e.g.,
from the rotation of the hydroxyl group of 1, which could lead
to different minima and could thus spoil any attempt to model
and understand enantioselectivity.
In the setup phase, we adopted the same MD procedure as in

our previous work10 using the CHARMM22 force field12 as
implemented within the CHARMM program.13 During the
MD simulations the whole system was moving freely except for
the cofactors, the coordinates of which were kept fixed at the
positions of the crystal structure. A potential was imposed on
the surrounding water sphere to prevent the outer solvent
water molecules from drifting away into the vacuum.
CHARMM parameters for 1 were assigned using the
CHARMM general force field (CGenFF) philosophy14 on
the basis of the cyclohexanone parameters that had previously
been deposited into CGenFF.
We used exactly the same QM/MM methodology15 as in our

previous work.10 Briefly, the QM part was treated by density
functional theory (DFT) with the B3LYP functional,16 and the
MM part was described by the CHARMM22 force field, as in
the classical MD simulations. The QM/MM calculations were
performed using the ChemShell package,17 combining the
TURBOMOLE program18 for the QM part and the DL_POLY
program19 for the MM part. An electronic embedding scheme20

was adopted, in which the MM point charges are incorporated
into the one-electron part of the Hamiltonian during the QM
calculation. The QM/MM boundary was treated with the
charge shift model and hydrogen link atoms.21

In the present study we worked with several different QM
regions. By default, we employed for all reaction-path
optimizations the same QM region as in our previous
study,10 incorporating all atoms from the isoalloxazine ring of
the peroxyflavin, the whole ligand (1), the side chain of Arg-
329, and the nicotineamide ring and the adjacent ribose of
NADP+ cofactor (97 atoms, “small” QM region). Aiming for
accurate relative energies of the rate-limiting transition state
(TS2), we increased the QM region in the corresponding
optimizations by including parts of the interacting active-site
residues 434−436, to an extent depending on the particular
system. In the case of the WT enzyme and the Phe434Ile
mutant, the “large” QM region (109 atoms) also contained the
Phe434/Ile434 carbonyl group, the full Thr435 backbone, and
the Asn436 amino and α-CH groups; this choice avoids a QM/
MM boundary across a polar C−N bond and conserves
neutrality of the CHARMM atom groups. In the case of the
Phe434Ser mutant, the “large” QM region (108 atoms)
included the Ser434 side chain, the Thr435 carbonyl group,
and the Asn436 amino and α-CH groups. Finally, in the WT
enzyme, we used an even larger QM region (127 atoms) that
also incorporates the side chain of Phe434 to check for the
effect of the weak π-hydroxyl interaction. This was not deemed
necessary in the Phe434Ile mutant where the Ile434 side chain
was treated at the MM level because of the lack of specific
interactions with the substrate. The chosen QM regions are
fully specified in the Supporting Information.
The TZVP basis set22 was used in all B3LYP/CHARMM

geometry optimizations. Single-point calculations were per-
formed for TS2 at the B3LYP-D2/TZVP23 and M06-2X/
TZVP24 levels.
Optimizations were done with the use of the HDLCopt

optimizer25 as implemented in the ChemShell program. The
active region to be optimized included all QM atoms as well as
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all residues and water molecules of the MM region within 12 Å
of the C4a atom in the isoalloxazine ring of the peroxyflavin.
Reaction paths were scanned along the same reaction
coordinates as in our previous work10 by performing sequences
of restrained optimizations. The resulting starting structures for
the stationary points were subjected to full unrestrained
optimizations. Energy minimizations were performed with the
low-memory Broyden−Fletcher−Goldfarb−Shanno (L-BFGS)
algorithm,26 while transition state (TS) searches were carried
out using a microiterative TS optimizer that combines an uphill
TS search in the core region (a small subset of atoms directly
involved in the reaction) using the partitioned rational function
method27 (P-RFO) with an L-BFGS downhill relaxation of the
environment.
Frequency calculations were performed for the core region to

confirm that the optimized TS structures are characterized by a
single imaginary frequency and a suitable transition vector.
Thereafter, as in our previous work,10 we displaced the
optimized TS structure slightly along the direction of the
transition vector and subjected it to unrestrained optimizations
to ensure that the TS is indeed connected to the proper minima
by a continuous pathway.

3. RESULTS AND DISCUSSION

The WT CHMO enzyme shows weak (R)-enantiopreference in
the reaction with 1, converting it to the corresponding lactone
with only 9% ee, in contrast to other 4-substituted cyclo-
hexanone derivatives such as the 4-methyl or 4-chloro
compounds that usually afford the corresponding (S)-lactones
with high enantioselectivity exceeding 96% ee. As part of a
directed evolution project we have previously found that a
single mutation at a particular residue (Phe432) in CHMO
(Acinetobacter) may drastically change the enantioselectivity in
the B−V reaction of 1.6 For example, the WT enantioselectivity
is reversed in the Phe432Ser mutant but enhanced in the
Phe432Ile mutant.
Before the active-site structure of CHMO was known

experimentally, an empirical model serving as a useful
mnemonic device3a,4,7k,28 was used to explain and predict
enantioselectivity, focusing on the specific conformation of the
Criegee intermediate. The model assumes that it is the
preferred orientation of the substituent that determines
enantioselectivity in WT CHMO. For example, a methyl
substituent at the C4 atom of cyclohexanone prefers to be in
the equatorial orientation, which is reflected in (S)-
enantioselectivity. According to ab initio calculations,4 com-
pound 1 in the absence of CHMO has a slightly lower energy
when the hydroxyl substituent at C4 is in the axial (rather than
the equatorial) conformation, which may then be associated
with the observed weak (R)-enantioselectivity of WT CHMO
toward 1. The reaction mechanism established in our previous
study10 supports this notion. However, the energy difference
between the two chair conformers of 1 (hydroxy equatorial
versus axial) may be different in the binding pocket of WT
CHMO and mutants due to the possibility of H-bonding. In
the rigid asymmetric Criegee intermediate, only one of the two
σ-bonds adjacent to the carbonyl carbon is allowed to migrate
for stereoelectronic reasons. Therefore, the preferred orienta-
tion of the substituent determines enantioselectivity. Taking
into account the hydrophobic nature of the residues around the
WT CHMO binding site, there are no obvious specific
interactions between substrate and protein environment, and
the relative stabilities of the equatorial and axial conformers of

the substrate are thus expected to be qualitatively similar as in
the gas phase. In our previous study, the preference for the
equatorial conformer of 4-methylcyclohexanone was however
found to be more pronounced in the CHMO binding site than
in the gas phase.10

According to Kayser and Clouthier,4 Phe432 must be
situated in the active site of CHMO (Acinetobacter) in close
vicinity to the ligand, so that its mutation may alter the WT
enantioselectivity of CHMO by introducing a specific H-bond
interaction with 1. In the “closed” crystal structure of CHMO
(Rhodococcus) and in our optimized geometries (see Figure 1),

Phe434 is indeed one of the residues that constitutes the
binding site and remains in direct proximity to the substrate
during the whole reaction. One can easily see that it is situated
next to the equatorial side of the C4 atom of cyclohexanone. In
the Phe434Ser mutant, a serine residue in this position should
be able to form a hydrogen bond with substrate 1 that has a
hydroxyl group at the C4 atom of cyclohexanone. In the case of
the Phe434Ile mutant, steric effects are likely rather than
specific interactions.
For our target systems, we performed full reaction path

calculations and optimized all relevant stationary points, except
for the kinetically unimportant10 transition state for the initial
addition step. We covered the WT enzyme as well as the
Phe434Ser and Phe434Ile mutants, and we considered in each
case both the equatorial and axial orientations of the hydroxyl
group in substrate 1. The computed overall energy profiles are
generally close to each other and to the reference results
previously obtained for cyclohexanone oxygenation in the WT
CHMO enzyme10 (see Supporting Information, Figures S1−

Figure 1. Transition state for the migration step: active site in WT
CHMO (Rhodococcus) with the hydroxyl group of 1 being in (A)
equatorial and (B) axial position. The residue numbers in parentheses
label the analogous residues in CHMO from Acinetobacter sp. NCIMB
9871.
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S3). The relative energies of the stationary points along the
reaction path are generally well separated for the two substrate
conformers (equatorial versus axial hydroxyl group in 1). We
use the difference in the corresponding QM/MM energies of
the rate-limiting transition state (TS2), calculated with the
largest QM region, to estimate the ee value (enantiomeric
excess). We thus approximate the relevant free energy
difference (ΔG) by the corresponding energy difference
(ΔE), assuming that the contributions from zero-point
vibrational and thermal corrections are negligibly small (see
Supporting Information for further details and formulas).
We should again emphasize at this point that our main

objective is to understand the origin of enantioselectivity in the
enzymatic Baeyer−Villiger reaction of 4-hydroxycyclohexanone.
Given the great overall similarity between the relevant
transition states for the equatorial and axial substrate isomers
(see below), we do not expect conformational sampling to
change the qualitative preferences among them, thus obviating
the need for demanding free energy calculations. Likewise, for
analogous reasons, we believe that computations for a single
snapshot are sufficient for our purposes. While it is well-known
that individual QM/MM barriers may vary by a few kcal/mol
between different snapshots and when including corrections
from sampling, these variations are expected to be very similar
for the two closely related transition states that govern
enantioselectivity in the present case.
3.1. WT CHMO. In the WT enzyme (Figure 1), substrate 1

with the hydroxyl group in axial orientation forms an H-bond
with the Thr435 carbonyl oxygen already in the reactant
complex, and this interaction is preserved along the whole
reaction path. At TS2 the H-bond distance is 1.92 (1.73) Å if
the Thr435 carbonyl group is part of the QM (MM) region. In
the substrate conformer with an equatorial hydroxyl substituent
(see Figure S4), the lowest-energy TS2 structure has the
hydroxyl group oriented toward the benzene ring of the Phe434
side chain, creating a weak π-hydroxyl H-bond; in addition,
there appears to be a very weak interaction between the
hydroxyl oxygen and a rather distant Trp492 ring hydrogen
atom (2.72 Å).
We now consider the relative energies of TS2 for the axial

and equatorial substrate conformers. The experimentally
observed weak (R)-enantioselectivity of 9% ee translates into
a preference of 0.1 kcal/mol for TS2 with an axial substrate
hydroxyl group. The QM/MM energies also predict (R)-
enantioselectivity but overestimate its extent. The rate-limiting
transition state TS2 with an axial substrate hydroxyl group is
favored by 1.7 kcal/mol when using the small QM region with
Phe434 and Thr435 in the MM part and by 0.5 kcal/mol with
the two larger QM regions that incorporate the backbones of
these two residues. The larger QM regions are expected to be
more realistic because inclusion of the Thr435 carbonyl group
may help to avoid overpolarization of the substrate hydroxyl
group. The energy difference between the axial and equatorial
TS2 structures (0.5 kcal/mol) does not change when the
Phe434 side chain is incorporated in the largest QM region to
improve the description of the corresponding π-hydroxyl
interaction.
3.2. Phe434Ser Mutant. As already discussed, the

replacement of Phe434 by serine in WT CHMO is anticipated
to allow formation of a hydrogen bond between serine and
substrate 1 with the hydroxyl group in equatorial position,
immediately after ligand binding. Therefore, we decided to
perform an MD simulation of the manually prepared reactant

complex to enable spatial adjustment of the Ser434 side chain
and the substrate. The anticipated H-bond formation could
indeed be observed during the 1 ns MD run between the
hydrogen atom of the Ser434 hydroxyl group and the oxygen
atom of the equatorial substrate hydroxyl group. However, this
H-bond was not present during the whole MD run, since the
serine−substrate H-bonding distance varied between 2.0 and
5.5 Å, due to the rotation of the Ser434 hydroxyl group (see
Figure S5). This H-bond is thus apparently rather weak, as
already concluded4 from the experimental observation that this
Phe-Ser substitution does not reverse the enantioselectivity for
related substrates, e.g., disubstituted 4-hydroxy-4-methylcyclo-
hexanone.
In the final geometry of the MD simulation, the serine−

substrate H-bonding distance was 2.02 Å. This structure was
taken as starting point for QM/MM geometry optimization of
the reactant complex, which gave an even shorter H-bonding
distance of 1.89 Å. Because of the flexibility of the Ser434 side
chain, this H-bond is preserved during the full reaction path. At
TS2 (Figure 2), the H-bonding distance is computed to be 1.90
Å for the small QM region (Ser434 in the MM part) and 1.97 Å
for the large QM region (including Ser434).

In the case of axial orientation, a hydrogen bond can be
formed between the substrate hydroxyl group and the Thr435
carbonyl oxygen atom (as in the WT enzyme). Qualitatively,
the reaction paths for the WT enzyme and the Phe434Ser
mutant are found to be completely analogous.
We now address the relative energies of TS2 for the axial and

equatorial substrate conformers. The experimentally observed

Figure 2. Transition state for the migration step: active site in the
Phe434Ser mutant of CHMO (Rhodococcus) with the hydroxyl group
of 1 in (A) equatorial and (B) axial position. The residue numbers in
parentheses label the analogous residues in CHMO from Acinetobacter
sp. NCIMB 9871.
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(S)-enantioselectivity of 79% ee corresponds to a preference of
1.3 kcal/mol for TS2 with an equatorial substrate hydroxyl
group. The rate-limiting transition state TS2 with an equatorial
substrate hydroxyl group is disfavored by 0.5 kcal/mol when
using the small QM region with Ser434 and Thr435 in the MM
part and is favored by 1.7 kcal/mol for the large QM region that
incorporates the Ser434 side chain and the Thr435 backbone.
The QM/MM energies thus predict the right (S)-enantiose-
lectivity only when employing the large QM region (89% ee in
reasonable agreement with the experimental value). Qualita-
tively, the reversal of enantioselectivity upon going from the
WT enzyme to the Phe434Ser mutant is due to the serine−
substrate hydrogen bond, which is already formed in the
reactant complex and is maintained throughout the whole
reaction path. For a reliable quantitative assessment of the
relative strengths of different H-bond interactions at the QM/
MM level, it is thus important to include all H-bonding partners
(substrate, Ser434, Thr435) in the QM region. When using the
small QM region (Ser434 and Thr435 in the MM part), there is
apparently some overpolarization of the QM region by the MM
point charges of these residues, which occurs to a different
extent for the axial and equatorial substrate conformers. Judging
from the computed distances, the H-bond is stronger in both
cases when using the small QM region, but this effect is more
pronounced for the axial conformer (Thr435-substrate H-bond
distances of 1.75 Å versus 1.95 Å with the small and large QM
region, respectively) than for the equatorial conformer (Ser434-
substrate H-bond distances of 1.90 Å versus 1.97 Å). A realistic
assessment of such small energy differences at the QM/MM
level thus requires the use of large QM regions that capture all
relevant interactions.
3.3. Phe434Ile Mutant. MD simulations for the reactant

complex between substrate 1 and the Phe434Ile mutant of
CHMO did not reveal any spatial clashes between 1 and the
Ile434 side chain because the side chain is partially pointing out
of the binding pocket and thus allows the ligand to adopt its
usual orientation (as in the WT enzyme). In the absence of
substrate, however, the Ile434 side chain can flip from the
outside to the inside of the active site. This may cause problems
for the substrate to bind with the hydroxyl group being in
equatorial position. A ligand-free 1 ns MD simulation indeed
shows such spontaneous flipping of the Ile434 side chain.
As in the case of the WT enzyme, the axial substrate

conformer forms a hydrogen bond between the hydrogen atom
of its hydroxyl group and the Thr435 carbonyl oxygen atom,
which is maintained throughout the whole reaction path
(including TS2, see Figure 3B). In the equatorial substrate
conformer, the hydroxyl group is oriented toward the Ile434
residue. In the optimized TS2 structure (see Figure 3A), the
whole Ile434 backbone has undergone some rotation so that its
carbonyl group points roughly into the direction of the
substrate and can engage in an H-bonding interaction (2.14 Å)
with the equatorial hydroxyl group; the corresponding energy
gain apparently outweighs the energy penalty arising from
backbone rotation. In this regard, the situation is different for
the WT enzyme where the Phe434 backbone carbonyl group
points outside the active side (see Figure 1A)there is no
need for a rotation of the Phe434 backbone since the Phe434
residue (unlike Ile434) can offer the phenyl π system as an
alternative H-bonding partner to the equatorial hydroxyl group.
Test calculations indicate that this latter interaction accounts
for about 2 kcal/mol of stabilization because the TS2 energy

increases by this amount in the WT case when rotating the
equatorial hydroxyl group away from the Phe434 phenyl ring.
Given these counteracting effects, it is obviously difficult to

predict the enantioselectivity solely by qualitative arguments.
The QM/MM calculations with the large QM region
(including the Ile434 and Thr435 backbone atoms) favor the
TS2 structure with the axial substrate conformer by 1.7 kcal/
mol. Hence, they predict (R)-enantioselectivity of the
Phe434Ile mutant toward 1 with an ee value of 89% (compared
with the experimental ee value of 49%). The calculations thus
qualitatively reproduce the observed increase of (R)-enantio-
selectivity when going from the WT enzyme to the Phe434Ile
mutant, without being accurate quantitatively.

3.4. Summary and Discussion. Table 1 collects the QM/
MM energy differences between the TS2 structures containing
the equatorial and axial substrate conformers for the WT

Figure 3. Transition state for the migration step: active site in the
Phe434Ile mutant of CHMO (Rhodococcus) with the hydroxyl group
of 1 in (A) equatorial and (B) axial position. The residue numbers in
parentheses label the analogous residues in CHMO from Acinetobacter
sp. NCIMB 9871.

Table 1. Calculated QM/MM Energy Differences (in kcal/
mol) between the TS2 Structures Containing the Equatorial
and Axial Substrate Conformers (Equatorial − Axial) for the
WT CHMO Enzyme and Two Mutantsa

B3LYP/TZVP//
B3LYP/TZVP

B3LYP-D2/
TZVP//B3LYP/

TZVP
M06-2X/TZVP//
B3LYP/TZVP

WT 0.5 0.7 1.1

Phe434Ser −1.7 −1.4 −0.2

Phe434Ile 1.7 0.5 0.8

aResults are given for three different QM methods (see text). The
residue numbers refer to CHMO (Rhodococcus).
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CHMO enzyme as well as the Phe434Ser and Phe434Ile
mutants, calculated with the largest QM region at the
QM(B3LYP/TZVP)/CHARMM optimized geometries. The
values for the two DFT approaches that include midrange
dispersion (B3LYP-D2 and M06-2X) were obtained from
single-point calculations. In many respects, they give a
qualitatively similar picture as the B3LYP-based results, but
there are also some differences. Since the computed energy
differences are generally quite small, their values may be
nontrivially affected by reoptimization with dispersion included
(B3LYP-D2 and M06-2X), and hence we refrain from further
discussion of these single-point results.
The results of our QM/MM calculations are qualitatively in

line with the experimental data on CHMO enantioselectivity
toward 1. The basic mechanism of the CHMO-catalyzed
oxygenation of cyclohexanone has been elucidated in atomistic
detail by our previous QM/MM study,10 which established the
transition state (TS2) for the migration step in the Criegee
intermediate to be rate-limiting. The stereochemical outcome
of the reaction is thus governed by the lowest-energy TS2
structure. In the case of substrate 1, the reaction exhibits (R)-
or (S)-enantioselectivity if the lowest-energy TS2 structure
contains the substrate with an axial or equatorial hydroxyl
group, respectively. This preference is largely determined by the
possible interactions between a given substrate conformer and
the active-site environment in the TS2 region. The WT CHMO
enzyme shows a slight (R)-enantiopreference because the axial
substrate−Thr435 H-bond is stronger than the equatorial
substrate−Phe434 π-hydroxyl H-bond (Figure 1). This
enantiopreference is enhanced in the Phe434Ile mutant with
an analogous axial substrate−Thr435 H-bond because the
competing equatorial substrate−Ile434 interaction is weaker
than in the case of the WT enzyme (Figure 3). The Phe434Ser
mutant shows the opposite (S)-enantiopreference because the
equatorial substrate−Ser434 H-bond prevails over the alter-
native axial substrate−Thr435 H-bond (Figure 2).
To generalize, CHMO enantioselectivity toward substrates

with polar substituents is the result of a fine interplay of the
weak interactions between the substrate and the protein
environment. This makes it difficult to give explanations or to
make predictions for any particular substrate/enzyme combi-
nation without doing explicit QM/MM calculations, which can
capture and quantify these specific interactions. The situation
should be easier for substrates with nonpolar substituents (like
methyl) where steric effects should dominate over specific
electronic effects. In such cases, one may draw conclusions
about the origin of enantioselectivity by considering the generic
structure of the Criegee intermediate and the rate-limiting
transition state for migration,10 by examining possible steric
clashes between nonpolar substituents and active-site residues,
and by taking into account the intrinsic preferences among
substrate conformers as determined in the gas phase.
Finally, the overall agreement of our calculations with the

experimental data7b in the present study supports the validity of
the underlying model,10 namely, that the enzymatic Baeyer−
Villiger reaction takes place in the “closed” conformation of
CHMO. The observed enantioselectivity can be explained in
our model without the need to invoke the recently proposed
“rotated” conformation,9c in which the substrate becomes
separated from the residues that govern enantioselectivity
according to the present work.

4. CONCLUSION

We have performed a computational investigation on the origin
of enantioselectivity in the B−V reaction of 4-hydroxycyclohex-
anone (1) catalyzed by cyclohexanone monooxygenase
(CHMO) from Rhodococcus and by two mutants (Phe434Ser
and Phe434Ile). As shown in our previous QM/MM work,10

the migration step is rate-limiting and stereoselective because of
the requirement of anti-periplanarity for the migrating σ-bond
so that a given orientation of a substituent at the cyclohexanone
ring gives rise to a particular enantiomeric product. Judging
from the QM(B3LYP/TZVP)/CHARMM results, the energy
difference between the rate-limiting migration transition states
(TS2) for the equatorial and axial chair conformers of substrate
1 is 0.5 kcal/mol in the WT CHMO enzyme, in favor of the
axial form and implying slight (R)-enantiopreference. In the
Phe434Ser mutant, the energetic order of these transition states
is reversed, and the equatorial form is favored by 1.7 kcal/mol
leading to (S)-enantioselectivity. By contrast, the Phe434Ile
mutant again shows (R)-enantioselectivity that is enhanced
compared to the WT enzyme, with a preference of 1.7 kcal/mol
for TS2 with an axial substrate conformer. These results agree
qualitatively and to some extent even semiquantitatively with
the experimental data7b on the enantiopreference observed for
CHMO from Acinetobacter toward 1. The enantioselectivity in
CHMO-catalyzed reactions is determined by a fine interplay of
weak interactions between the ligand and surrounding active-
site residues and can be rationalized by an analysis of these
interactions in the TS2 structures that fulfill the basic
stereoelectronic requirement of anti-periplanarity for the
migrating σ-bond.
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Energy diagrams 
 

 

 

 

Figure S1. QM(B3LYP/TZVP)/CHARMM energy profiles for the WT CHMO (Rhodococcus) 

with the hydroxyl group of 1 in equatorial and axial position. From left to right, the energy levels 

correspond to the reactant complex, the transition state for the addition step (TS1), the Criegee 

intermediate, the transition state for the migration step (TS2), and the product complex. The 

energy profiles have been computed using the small QM region 1(see below). For energy values, 

see Table S1. 
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Figure S2. QM(B3LYP/TZVP)/CHARMM energy profiles for the Phe434Ser mutant of CHMO 

(Rhodococcus) with the hydroxyl group of 1 in equatorial and axial position. From left to right, 

the energy levels correspond to the reactant complex, the transition state for the addition step 

(TS1), the Criegee intermediate, the transition state for the migration step (TS2), and the product 

complex. The energy profiles have been computed using the small QM region 1 (see below). For 

energy values, see Table S2. 
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Figure S3. QM(B3LYP/TZVP)/CHARMM energy profiles for the Phe434Ile mutant of CHMO 

(Rhodococcus) with the hydroxyl group of 1 in equatorial and axial position. From left to right, 

the energy levels correspond to the reactant complex, the transition state for the addition step 

(TS1), the Criegee intermediate, the transition state for the migration step (TS2), and the product 

complex. The energy profiles have been computed using the small QM region 1 (see below). For 

energy values, see Table S3. 
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 Reactant TS1 scan Intermediate TS2 Product 

Equatorial 2.5 9.4 7.6 15.4 -62.1 

Axial 0.0 7.6 6.4 13.7 -69.0 

Table S1. Calculated QM(B3LYP/TZVP)/CHARMM energies (in kcal/mol) for stationary 

points along the reaction profile for the WT CHMO (Rhodococcus) with the hydroxyl group of 1 

in equatorial and axial position. The energy profiles have been computed using the small QM 

region 1 (see below). Energies are given relative to the reactant complex with axial 

configuration. 

 

 Reactant TS1 scan Intermediate TS2 Product 

Equatorial 1.4 6.6 5.7 13.2 -66.7 

Axial 0.0 6.6 5.5 12.7 -68.7 

Table S2. Calculated QM(B3LYP/TZVP)/CHARMM energies (in kcal/mol) for stationary 

points along the reaction profile for the Phe434Ser mutant of CHMO (Rhodococcus) with the 

hydroxyl group of 1 in equatorial and axial position. The energy profiles have been computed 

using the small QM region 1 (see below). Energies are given relative to the reactant complex 

with axial configuration. 

 

 Reactant TS1 scan Intermediate TS2 Product 

Equatorial 2.5 8.8 7.6 14.8 -61.0 

Axial 0.0 7.3 6.3 12.6 -68.9 

Table S3. Calculated QM(B3LYP/TZVP)/CHARMM energies (in kcal/mol) for stationary 

points along the reaction profile for the Phe434Ile mutant of CHMO (Rhodococcus) with the 

hydroxyl group of 1 in equatorial and axial position. The energy profiles have been computed 

using the small QM region 1 (see below). Energies are given relative to the reactant complex 

with axial configuration. 

 

Please note: 

The transition states TS2 have been reoptimized at the QM(B3LYP/TZVP)/CHARMM level 

using the larger QM regions 2 and 3 (see below). The resulting energy differences between the 

TS2 structures containing the equatorial and axial substrate conformers are given in Table 1 of 

the main paper for the WT CHMO enzyme and the two mutants. They are considered more 

reliable than those derived from Tables S1-S3 because of the use of larger QM regions.  
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QM regions 
 

WT CHMO 
 

QM region 1 : Isoalloxazine ring of the peroxyflavin, ligand (1), the side chain of Arg329, the 

nicotineamide ring and the adjacent ribose of NADP
+
 cofactor (97 atoms). 

QM region 2 : Isoalloxazine ring of the peroxyflavin, ligand (1), the side chain of Arg329, the 

nicotineamide ring and the adjacent ribose of NADP
+
 cofactor; the carbonyl group of Phe434; 

the full backbone of Thr435; the amino group and the α-CH group of Asn436 (109 atoms). 

QM region 3 : Isoalloxazine ring of the peroxyflavin, ligand (1), the side chain of Arg329, the 

nicotineamide ring and the adjacent ribose of NADP
+
 cofactor; the carbonyl group, the α-CH 

group, and the side-chain of Phe434; the full backbone of Thr435; the amino group and the α-CH 

group of Asn436 (127 atoms). 

 

Phe434Ser mutant of CHMO 
 

QM region 1 : Isoalloxazine ring of the peroxyflavin, ligand (1), the side chain of Arg329, the 

nicotineamide ring and the adjacent ribose of NADP
+
 cofactor (97 atoms). 

QM region 2 : Isoalloxazine ring of the peroxyflavin, ligand (1), the side chain of Arg329, the 

nicotineamide ring and the adjacent ribose of NADP
+
 cofactor; the side chain of Ser434; the 

carbonyl group of Thr435; the amino group and the α-CH group of Asn436 (108 atoms). 

 

Phe434Ile mutant of CHMO 
 

QM region 1 : Isoalloxazine ring of the peroxyflavin, ligand (1), the side chain of Arg329, the 

nicotineamide ring and the adjacent ribose of NADP
+
 cofactor (97 atoms). 

QM region 2 : Isoalloxazine ring of the peroxyflavin, ligand (1), the side chain of Arg329, the 

nicotineamide ring and the adjacent ribose of NADP
+
 cofactor; the carbonyl group of Ile434; the 

full backbone of Thr435; the amino group and the α-CH group of Asn436 (109 atoms). 
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Ligand hydroxyl group rotation in the Criegee intermediate of the WT 

CHMO. 
 

 

 

 

Figure S4. Energy profile for rotation of the equatorial hydroxyl group of the ligand (1) in the 

Criegee intermediate of the WT CHMO (Rhodococcus) from QM/MM geometry optimizations 

using the small QM region 1. At the energy minimum, the hydroxyl group is oriented towards 

the benzene ring of the Phe434 side chain, creating a weak π-hydroxyl H-bond. This orientation 

was adopted in the computation of the energy profile of the enzymatic Baeyer-Villiger reaction.  
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Ser434 – ligand  hydrogen bond dynamics 
 

 

 

 

Figure S5. Changes in the H-bonding distance between the hydrogen atom of the Ser434 

hydroxyl group and the oxygen atom of the equatorial ligand hydroxyl group during the 500ps 

classical MD sampling run. 
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Evaluation of the ee value (enantiomeric excess )  
 

We evaluate the ee value from the following formula: 

 

Here,  is the difference between the QM/MM energies of the 

rate-determining transition states TS2 containing the equatorial and axial substrate conformers. 

We take the difference between the absolute TS2 energies because at equilibrium the initial 

reference state is the same for both conformers, namely the lowest-energy reactants at infinite 

separation (enzyme and substrate). In this manner we also account for the energy difference 

between the two isolated conformers. 

Strictly speaking, we would need to evaluate the ee value from differences in free energies (ΔG) 

rather than energies (ΔE). In the above formula, we approximate the free energies of the 

transition states by their potential energies, assuming that the differences in the corresponding 

zero-point vibrational energies and thermal corrections are negligibly small. 

Conversely, we can determine the energy difference associated with the experimental ee value 

(given as a decimal number in the range 0-1 rather than in percent): 
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ABSTRACT: Glycosyltransferases (GTs) catalyze the highly specific biosynthesis
of glycosidic bonds and, as such, are important both as drug targets and for
biotechnological purposes. Despite their broad interest, fundamental questions
about their reaction mechanism remain to be answered, especially for those GTs that
transfer the sugar with net retention of the configuration at the anomeric carbon
(retaining glycosyltransferases, ret-GTs). In the present work, we focus on the
reaction catalyzed by lipopolysaccharyl-α-1,4-galactosyltransferase C (LgtC) from
Neisseria meningitides. We study and compare the different proposed mechanisms
(SNi, SNi-like, and double displacement mechanism via a covalent glycosyl-enzyme
intermediate, CGE) by using density functional theory (DFT) and quantum
mechanics/molecular mechanics (QM/MM) calculations on the full enzyme. We characterize a dissociative single-displacement
(SNi) mechanism consistent with the experimental data, in which the acceptor substrate attacks on the side of the UDP leaving
group that acts as a catalytic base. We identify several key interactions that help this front-side attack by stabilizing the transition
state. Among them, Gln189, the putative nucleophile in a double displacement mechanism, is shown to favor the charge
development at the anomeric center by about 2 kcal/mol, compatible with experimental mutagenesis data. We predict that using
3-deoxylactose as acceptor would result in a reduction of kcat to 0.6−3% of that for the unmodified substrates. The reactions of
the Q189A and Q189E mutants have also been investigated. For Q189E, there is a change in mechanism since a CGE can be
formed which, however, is not able to evolve to products. The current findings are discussed in the light of the available
experimental data and compared with those for other ret-GTs.

■ INTRODUCTION

Glycosyltransferases (GTs) are a large family of enzymes that
catalyze the biosynthesis of glycosidic linkages by the stereo-
and regiospecific transfer of monosaccharides from donors,
typically nucleotide sugars, to a variety of acceptors (other
saccharides, lipids, proteins, DNA).1 GTs are responsible for
the synthesis of biopolymers, therapeutically important
glycosylated natural product antibiotics, and anticancer agents.
Moreover, they are part of important biological pathways and
are implicated in many diseases. Despite the relevance of their
reactions and products in different fields, the understanding of
their catalytic mechanism remains one of the fundamental
challenges in glycoscience.2−4 This is specially the case for
retaining GTs, which catalyze the sugar transfer with net
retention of the configuration at the anomeric carbon.
Neisseria meningitidis is a bacterium that lives within the

nasopharyngeal tract of humans and can become a human-
specific pathogen causing invasive, life-threatening infections,
such as meningitis and septicemia.5 Its great virulence is related
to the presence of lipooligosaccharides (LOSs) on its cell
surface that can mimic those of human glycolipids, thus,
avoiding the recognition by the human immune system.

Lipopolysaccharyl-α-1,4-galactosyltransferase C (EC 2.4.1.44,
LgtC) from N. meningitidis (a member of family 8 of GTs)6

plays a key role in the biosynthesis of the oligosaccharide part
of LOS structures. Therefore, it represents a very attractive
therapeutic target for new antibiotics.7 This enzyme catalyzes
the transfer of an α-galactose from uridine 5′-diphospho-α-
galactose (UDP-Gal) to a galactose of the terminal lactose
(LAT) on the bacterial LOS to yield an elongated
oligosaccharide with an overall retention of stereochemistry at
the anomeric carbon atom. Thus, LgtC can be classified as a
retaining GT. Moreover, it presents a GT-A fold, one of the
three folds reported for GTs, characterized by the presence in
the active site of the Asp-X-Asp (DXD) signature implicated in
the binding of the donor sugar substrate and/or the
coordination of a divalent cation.4

Virtually all retaining glycosidases (GHs) utilize a double-
displacement reaction mechanism. By analogy, catalysis by
retaining GTs was initially believed to proceed in a similar way
(Scheme 1A) with the formation and subsequent cleavage of a
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covalent glycosyl-enzyme (CGE) intermediate, which requires
the existence of an appropriately positioned nucleophile within
the active site.3,4,8 However, conclusive evidence for the
formation of CGE intermediates has been elusive for many
years although several experiments point in that direction.9−11

The problem is even more challenging for those retaining
GTs in which no good candidate for the catalytic nucleophile
seems to exist within the active site. This is the case for LgtC
from N. meningitidis, whose X-ray crystal structure was the first
one determined for a glycosyltransferase in the form of a
ternary complex with both donor and acceptor substrate
analogues.12 This 2.0 Å crystal structure contains the inert
UDP-2′-deoxy-2′-fluoro-α-galactose (UDP-2′FGal) and the
nonreactive 4-deoxylactose.12 Quite surprisingly, the most
suitably positioned active-site residue on the β-face of the
donor sugar for a nucleophilic attack on the anomeric carbon is
Gln189 (whose side chain oxygen atom is 3.5 Å away from the
anomeric carbon). However, the nucleophilic character of the
amide of Gln189 should be rather poor. Experimentally, both
the Q189A and Q189E LgtC mutants display 3% residual
transferase activity, indicating the limited relevance of Gln189
as catalytic nucleophile.11,12

An alternative mechanism involving retention of config-
uration at the anomeric carbon is the so-called SNi (“i” for
“internal return”) mechanism,13 which occurs through a front-
side attack of the nucleophile (the O4 atom of lactose) on the
same side as the leaving group (UDP) forming an
oxocarbenium ion-like transition state (Scheme 1B), or even
an oxocarbenium-phosphate short-lived ion pair intermediate
(Scheme 1C) in an SNi-like mechanism.4 A front-side attack
might seem unfavorable in view of the limited free space
available in the active site of LgtC and the bulky nature of both
the ingoing and the outgoing groups, but such steric problems
could be alleviated by having a highly dissociative SNi transition
state (Scheme 1B) or even a short-lived ion pair intermediate
(Scheme 1C). Very recently, experimental work on trehalose-6-
phosphate synthase (OtsA), a retaining GT of the GT20 family,
has provided evidence for a dissociative mechanism with charge
development at the anomeric center.14,15

Very little computational work has been devoted to the study
of retaining GTs and, to the best of our knowledge, only one
paper has been published about LgtC: Tvarosǩa16 used density
functional theory (DFT) methods to study a cluster model
based on the crystallographic structure of LgtC. This reduced
model contained 136 atoms, including those from five protein
residues (three of them coordinating the Mg2+ cation). To
mimic the positioning effect of the missing protein environ-
ment, the α-carbons of the five included amino acids were
constrained to their crystallographic positions. Tvarosǩa
predicted a one-step SNi mechanism with an energy barrier of
31.3 kcal/mol at the B3LYP/6-311++G**//B3LYP/6-31G*
level of theory. Treating the environment as a dielectric
continuum with dielectric constants of 2 (78) reduced this
barrier by 7 (21) kcal/mol and thus led to rough estimates for
the barrier in the range of 10−24 kcal/mol. However, the
choice of a reduced cluster model neglects the effects of many
important residues and interactions that are actually present in
the enzyme−substrate complex, which causes uncertainties and
prevents a true understanding of the role of the enzyme in
driving the reaction (see Figure 1 for a view of all the enzyme−
substrate interactions seen in the crystallographic structure).12

In this paper, we present for the first time a full-enzyme
hybrid quantum mechanical/molecular mechanical (QM/MM)
study of the catalytic mechanism of a retaining glycosyltransfer-
ase with the GT-A fold, that is, LgtC from N. meningitidis. We
explore the different mechanistic alternatives outlined above
and analyze the role of the most relevant active-site residues
and interactions that support the catalytic action of LgtC
despite the absence of a good nucleophilic agent. In addition,
we consider the effect of different mutations in the enzyme and
of modifications in the substrates. Finally, a comparison with
other retaining GTs is made, and possible relationships
between specificity and mechanism are discussed.
While this paper was being written, a computational QM/

MM study of OtsA was published18 which concluded that OtsA
reacts via an SNi-like mechanism with a very short-lived ion-pair
intermediate. OtsA differs from LgtC in having the GT-B fold,
which lacks the DXD signature and does not require a divalent
metal for catalysis. Given these differences, it is unclear whether

Scheme 1. Proposed Mechanisms for the Retaining GTsa

a(A) Double-displacement mechanism with formation of a covalently
bound glycosyl-enzyme intermediate. (B) Concerted front-side single
displacement (SNi) with an oxocarbenium ion-like transition state. (C)
SNi-like mechanism in which a short-lived oxocarbenium-phosphate
ion pair intermediate is formed.

Figure 1. LIGPLOT17 diagram of UDP-Gal and LAT analogues
bound in the LgtC active site (PDB code: 1GA8). The metal
coordination and hydrogen bonds between the substrates and the
surrounding amino acids are represented by black or green dashed
lines, respectively. Nonligand residues in hydrophobic contacts with
the substrates are represented by red semicircles with radiating spokes.
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to expect similar or different mechanistic behavior in LgtC and
OtsA.

■ MODELS AND METHODS

Initial coordinates for the wild-type enzyme were taken from the X-ray
structure12 (PDB Code: 1GA8, resolution 2.0 Å). The protonation
states of the titratable residues (His, Glu, Asp, Arg, Lys) were chosen
based on the pKa values given by the empirical PROPKA procedure19

and verified through visual inspection. The substrate analogues present
in the crystal structure (UDP 2-deoxy-2′-fluoro-galactose and 4-
deoxylactose) were transformed manually into the original substrates,
UDP-galactose (UDP-Gal) and lactose (LAT), respectively, while the
manganese ion was modeled by Mg2+. This latter choice was also made
in the previous model study.16 In the retaining glycosyltransferases
with the GT-A fold, the M2+ ion is known to act as a Lewis acid that
facilitates the departure of the leaving group,4 and it is known that
both Mn2+ and Mg2+ can adopt this role in a similar manner.20

Generally, according to previous theoretical work, both cations behave
remarkably similar and exhibit the same coordination preferences.21

More specifically, both divalent ions have given almost the same
results in a thorough validation study22 of α-glycosidic bond
dissociation in sugar phosphates derived from the crystal structure
of LgtC; for example, the M05-2X energies (bond lengths) differ
between the studied Mg2+ and Mn2+ complexes by less than 0.2 kcal/
mol (0.01 Å). This has been taken as justification for using enzymatic
models in which Mn2+ is replaced by a computationally more
convenient Mg2+ cation.22 Still, test calculations have been done for
the most relevant pathways to ensure that this replacement is valid
here (see below).
A partial solvation scheme was used to solvate the region of 24 Å

around the anomeric center by overlaying a water sphere on the
enzyme. The solvated system was first relaxed by performing energy
minimizations at the MM level using the CHARMM22 force field23−25

as implemented in the CHARMM program.26,27 For the sugar
moieties, the topology and parameters from the CHARMM force field
for carbohydrates were used, including the recently released ones for
glycosidic linkages between hexopyranoses.28 The solute atoms were
initially frozen for 10 000 conjugate gradient optimization steps. In the
subsequent minimizations, the restraints on the protein and ligand
atoms were gradually released. The prepared system (see Figure 2)
contained 6728 atoms, including 755 TIP3P water molecules, and
served as starting point for the QM/MM calculations.
The QM/MM calculations were done with the modular program

package ChemShell29 using TURBOMOLE,30 Gaussian0331 or
MNDO200532 to obtain the QM energies and gradients at the DFT
(BP86,33−37 B3LYP33−35,38−40 and M05-2X41 functionals) or SCC-
DFTB42,43 levels, respectively. MM energies and gradients were
evaluated by DL_POLY,44 which was accessed through the ChemShell
package, using the CHARMM force field. An electronic embedding
scheme45 was adopted in the QM/MM calculations with the MM
point charges being incorporated into the one-electron Hamiltonian
during the QM calculation. No cutoffs were introduced for the
nonbonding MM and QM/MM interactions. Seven hydrogen link
atoms were employed to treat the QM/MM boundary with the charge
shift model.46,47

All residues and water molecules within 12 Å of the anomeric center
were included in the optimization process (1225 atoms) as the active
region while the remaining atoms were kept fixed. The QM region
incorporated 101 atoms: those from the α and β galactose rings (from
UDP-Gal and LAT, respectively), Mg2+ and its first coordination
sphere (phosphate groups from UDP and the side chains of residues
Asp103, Asp105 and His244), as well as the side chain of Gln189 (see
Scheme 2). The total charge of the QM region was −2.
Reaction paths were scanned by performing constrained optimiza-

tions along properly defined reaction coordinates in steps of 0.2 Å.
This provided starting structures for subsequent full optimization of all
relevant stationary points, employing the low-memory Broyden-
Fletcher-Goldfarb-Shanno (L-BFGS)48,49 algorithm in the case of
minimizations and the microiterative optimizer combining both the

partitioned rational function optimizer (P-RFO)50,51 and L-BFGS
during the transition state search. All these algorithms are
implemented in the HDLCopt52 module of ChemShell. Frequency
calculations on the QM region confirmed that all reported transition
states are characterized by a single imaginary frequency and a suitable
transition vector that corresponds to the investigated reaction. We
ensured by intrinsic reaction coordinate (IRC) calculations and visual
inspection of the optimized structures that the computed stationary
points are connected by continuous pathways.

Geometry optimizations were generally carried out at the
QM(BP86/SVP)/CHARMM level using the BP86 functional and
the SVP53 basis set in combination with the resolution-of-the-identity
(RI) approximation.54,55 For more accurate energy evaluations, we
performed single-point energy calculations with other functionals and

Figure 2. Representation of the system studied: UDP-Gal, LAT, and
Mg2+ (sticks) bound to LgtC (orange cartoon) and solvated with a 24
Å radius sphere of water molecules.

Scheme 2. Active Site Representation Showing the QM/MM
Partition Used in the Present Worka

aQM (MM) atoms are depicted in black (grey). The boundary
between the QM and MM regions is indicated by wavy lines. The first
step of the double displacement mechanism and the front-side attack
mechanism are illustrated by blue and red arrows, respectively. Atoms
mentioned in the text are labeled.

Journal of the American Chemical Society Article

dx.doi.org/10.1021/ja210490f | J. Am. Chem. Soc. 2012, 134, 4743−47524745



larger basis sets: B3LYP, M05-2X, and DFT-D56 methods; TZVP57

and def2-TZVPP(d)58 basis sets (see Supporting Information (SI) for
more details). Natural population analysis (NPA)59 charges were
determined from QM/MM calculations with QM = B3LYP/TZVP
and BP86/TZVP.
Umbrella sampling at the SCC-DFTB/CHARMM22 level was

performed to compute the potential of mean force (PMF) and the free
energy profile for the front-side mechanism using the dynamics
module within ChemShell (see SI for more details).
The contribution of different residues to the QM/MM energy in

the front-side attack mechanism was examined by setting their point
charges to zero in additional energy calculations along the QM(BP86/
SVP)/CHARMM reaction path. In the case of Gln189, extra QM/
MM calculations were performed in which Gln189 was assigned the
charges of a glutamate.
The Molefacture plugin for VMD60 was used to generate the

mutants of the enzyme and the modified substrates. This program also
served to generate all the drawings showing molecular structures.

■ RESULTS AND DISCUSSION

Front-Side Attack (SNi or SNi-like Mechanism). The use
of the reaction coordinate (RC = d(O3B−C1′) − d(O4−C1′))
to model the front-side attack of LAT at UDP-Gal results in a
smooth energy profile with a single energy barrier of ∼12 kcal/
mol at the QM(B3LYP/TZVP//BP86/SVP)/CHARMM level
(see Figure 3). The changes in the distances between the

reactive atoms along this reaction path (Figure 3) indicate that
the computed SNi mechanism has a highly dissociative
character: the C1′−O3B bond breaks early in the reaction,
the attacking O4 atom from LAT slowly approaches C1′, and
both the HO4−O3B and O4−C1′ bonds form simultaneously
and concomitant with the rapid drop in energy that is observed
right after the maximum in Figure 3. It should be noted that, in
the reactant complex, the O3B oxygen of the phosphate leaving
group is already well oriented to act as the base to deprotonate
the acceptor in the SNi mechanism (d(HO4−O3B) = 1.67 Å).
This possible role of the leaving group as the base catalyst has
initially been invoked by Sinnott and Jecks13 for the solvolysis
of glycosyl fluoride by trifluoroethanol and has recently also
been suggested for OtsA.14 In the cluster model by Tvarosǩa,
UDP was also found to accept the HO4 proton, but in the
reactant state, the O3B−HO4 distance was significantly longer
than in the present work (d(HO4−O3B) = 2.33 Å).16 The
distances at the energy maximum of Figure 3 are d(O3B−C1′)
= 3.22 Å, d(O4−C1′) = 2.16 Å, d(O4−HO4) = 1.07 Å, and

d(HO4−O3B) = 1.36 Å, clearly indicating a highly dissociative
character. This rationalizes the finding that the use of a single
distance (d(O4−C1′) or d(O3B−C1′)) as reaction coordinate
for this chemical event did not work satisfactorily (SI, Figure
S2).
The structure of the energy maximum in Figure 3 was used

as the starting point for a TS search (see Models and Methods).
The computed energy barriers and reaction energies are given
in Table 1, while key bond distances and NPA charges of

reactants, TS, and products are listed in Table 2. The TS
structure is shown in Figure 4. In the following discussion, we
focus on single-point QM/CHARMM energies obtained with
QM = M05-2X/TZVP and B3LYP/TZVP at geometries
optimized with QM = BP86/SVP, which are expected to be
our most reliable energy data (SI, Section 1.2). A more detailed
comparison of the energies and geometries obtained at different
levels is available in the Supporting Information (Section 2 and
Table S2).
The energy barriers obtained with M05-2X/TZVP and

B3LYP/TZVP are 14.6 and 11.8 kcal/mol, respectively. Both
values slightly underestimate the phenomenological free energy
barrier of ∼16 kcal/mol (derived from the experimental kcat
values of 14−34 s−1 at 303 K),11,12,61 but they do show that an

Figure 3. QM(B3LYP/TZVP//BP86/SVP)/CHARMM energy pro-
file for the front-side attack mechanism. The variation of several
interatomic distances involved in the reaction is also depicted. See
Scheme 2 for a clearer picture of the reaction under study.

Table 1. QM/MM Potential Energy Barrier and Reaction
Energy (in kcal/mol) for the Proposed SNi Mechanism at
Different Levels of Theory

QM treatment V⧧
ΔVR

BP86/SVP 9.2 3.3

BP86/TZVP//BP86/SVP 8.1 4.6

BP86/def2-TZVPP(d)//BP86/SVP 8.8 4.6

B3LYP/SVP// BP86/SVP 12.9 4.6

B3LYP/SVP 11.1 4.6

B3LYP/TZVP//BP86/SVP 11.8 6.1

B3LYP-D/TZVP//BP86/SVP 9.5 2.8

B3LYP/def2-TZVPP(d)//BP86/SVP 12.5 6.1

M05-2X/SVP//BP86/SVP 16.6 3.6

M05-2X/TZVP//BP86/SVP 14.6 4.6

SCC-DFTB 32.7 9.7

B3LYP/TZVP//SCC-DFTB 15.4 10.3

M05-2X/TZVP//SCC-DFTB 17.2 10.5

Table 2. Selected QM/CHARMM Bond Distances d (Å) and
Atomic Charges q (e) in the Optimized Reactants,
Transition State, and Products for the Front-Side Single
Displacement Mechanism, with QM = BP86/SVP (B3LYP/
SVP) for the Distances and QM = B3LYP/TZVP//BP86/
SVP for the Charges

reactant TS product

d(O3B−C1′) 1.57(1.53) 3.12(3.19) 3.28(3.30)

d(O4−C1′) 3.11(3.14) 2.18(2.06) 1.52(1.49)

d(O4-HO4) 0.99(0.97) 1.07(1.06) 1.38(1.44)

d(HO4−O3B) 1.67(1.71) 1.36(1.36) 1.06(1.02)

d(OE1−C1′) 3.38(3.40) 2.87(2.89) 3.05(3.09)

d(C1′−O5′) 1.36(1.36) 1.29(1.29) 1.38(1.38)

q(C1′) 0.38 0.49 0.34

q(O5′) 0.47 0.41 0.50
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SNi mechanism is plausible and consistent with the
experimental data. Interestingly, the distances obtained for
the optimized TS structure [d(O3B−C1′) = 3.12 Å, d(O4−
C1′) = 2.18 Å, d(O4−HO4) = 1.07 Å, and d(HO4−O3B) =
1.36 Å] are very similar to those reported for the energy
maximum in Figure 3, confirming that the reaction coordinate
used to describe the reactive process is adequate. The sugar ring
goes from the initial distorted 4C1 chair (φ = 236°, θ = 9°) in
the reactant complex to a conformation between an 4E
envelope and a 4H5 half-chair at the TS (φ = 250°, θ = 41°).
The oxocarbenium nature of the TS is also reflected in a
d(C1′−O5′) distance that is slightly shorter than in the reactant
(by 0.07 Å) and in the charge development during the reaction
(Table 2). When going from reactant to TS, the charge of the
α-Gal moiety increases by Δq(α-Gal) = 0.30 e, with the main
contributions coming from the ring atoms C1′ and O5′,
Δq(C1′) = 0.11 e and Δq(O5′) = 0.06 e. This is accompanied
by an increase in the negative charge of the UDP moiety
(Δq(UDP) = −0.36 e) dominated by the large change at the
leaving oxygen atom (Δq(O3B) = −0.24 e), and by a smaller
change in the lactose, mainly at the attacking oxygen atom
(Δq(β-Gal)= 0.09 e, Δq(O4) = 0.05 e).
Our results for LgtC thus indicate that there is a direct one-

step path connecting reactant, TS, and products, which
corresponds to a highly dissociative SNi mechanism (Scheme
1B). This is consistent with recent experiments on another
retaining GT. In one of these experiments, Davies and co-
workers14 report the crystal structure of the retaining
glycosyltransferase OtsA in a complex with UDP and a
bisubstrate analogue, in which the leaving-group phosphate
oxygen is sufficiently close to the acceptor nucleophile
(analogous to O4 in LgtC) to act as a base to deprotonate
the acceptor in a front-side attack mechanism (Scheme 1B or
1C). Kinetic isotope-labeling experiments15 further support this
type of mechanism and indicate an important charge
development at the anomeric center at the transition state or
intermediate of the reaction. In the computational work of

Tvarosǩa16 on a cluster model of LgtC, an SNi mechanism was
also suggested although some structural differences with the
present study should be highlighted: the gas-phase cluster
model predicts an earlier TS with shorter d(O3B−C1′) = 2.66
Å and longer d(C1′−O4) = 2.34 Å distances, and in the
reactant complex, the d(C1′−O4) = 3.50 Å and d(O3B−HO4)
= 2.33 Å distances are much longer than those obtained here,
probably due to a different donor−acceptor orientation because
of the missing enzyme environment. In the very recent
computational work on OtsA,18 which has a GT-B fold and
lacks a putative nucleophile residue that could act in a double-
displacement mechanism, it has been concluded that the
cleavage of the α,α-1,1 linkage is catalyzed in a two-step
mechanism via an extremely short-lived ion-pair intermediate
(Scheme 1C, SNi-like mechanism).
During the front-side attack of LAT on UDP-Gal, the

anomeric carbon and the OE1 atom of Gln189 (the putative
nucleophile in a double displacement mechanism) get closer by
∼0.5 Å. This is mainly caused by the change in the ring
puckering on the way from the reactants to the TS (see above).
The decrease in the d(C1′−OE1) distance, from 3.38 to 2.87 Å,
may help to stabilize the increasing positive charge at the
anomeric center. Like in the cluster model,16 Gln189 (via Nε)
forms a hydrogen bond with the O6 atom of β-Gal of LAT,
with d(H−O6) distances of 2.0 and 1.9 Å in the reactants and
the TS, respectively. This interaction is thus involved both in
the binding of LAT and in keeping the proper orientation of
the substrate during the reaction. The previously reported16

interaction between Nε (Gln189) and O5′ is not seen in our
QM/MM calculations where Nε (Gln189) is permanently
hydrogen bonded to the hydroxyl group of Tyr151. Again, this
difference may arise from the limitations of the cluster model
that does not include Tyr151.
Umbrella sampling molecular dynamics simulations at the

SCC-DFTB/CHARMM22 level were used to estimate the free
energy barrier of the front-side mechanism. Although this
electronic structure method severely overestimates the energy
barrier (Table 1), it is still expected to provide a reasonable
estimate of the differences between the potential energy and
free energy profiles. These and the corresponding barriers are
found to be practically identical, indicating that entropic effects
are minor in the reaction under study (SI, Figure S3). This is
consistent with the highly dissociative character of the TS.

Double Displacement Mechanism. All attempts to locate
the covalent glycosyl-enzyme complex (CGE) for the wild-type
enzyme failed. The d(OE1−C1′) distance would seem to be a
natural reaction coordinate for driving the reactants toward the
CGE intermediate. A corresponding reaction path calculation
indeed yields a CGE-type structure, with d(OE1−C1′) = 1.58 Å
and d(O3B−C1′) = 3.27 Å. However, the energy profile is
monotonously increasing (SI, Figure S4), and an unrestrained
minimization of the last point leads back to the reactants again.
Along this path, the d(O4−C1′) distance stays close to its initial
value of 3.11 Å, showing just some small fluctuations (0.1 Å).
Figure 5 illustrates the different mechanistic proposals for

LgtC using a two-dimensional potential energy surface (PES)
diagram. At fixed values of the d(OE1−C1′) distance, the QM/
MM energy was computed by constrained optimizations along
the reaction coordinate RC = d(O3B−C1′)  d(O4−C1′);
note that the x-axis in Figure 5 is just d(O4−C1′). Obviously,
the only energy minima in Figure 5 are those for the reactants
(R, top-right corner) and for the products (P, top-left corner).
There is no minimum in the region of the putative intermediate

Figure 4. QM(BP86/SVP)/CHARMM optimized transition state.
The donor and acceptor substrates, together with some relevant
residues, are represented as sticks. Selected distances (in Å) are
indicated in red.
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(CGE, bottom-right corner), and hence no evidence for the
proposed double-displacement mechanism in the wild-type
enzyme that would require CGE formation by nucleophilic
attack of Gln189. By contrast, one can easily identify a path
connecting reactants and products via an oxocarbenium ion-like
transition state (Figure 5). The corresponding transition state is
of dissociative character and belongs to a one-step SNi reaction.
Test calculations with Mn2+ in place of Mg2+ have been done

to ensure that the replacement used in this work is valid and
does not compromise the mechanistic conclusions drawn. The
potential energy profiles for both mechanisms remain
essentially the same (SI, Figure S5).
Analysis of Factors Contributing to Catalysis. The

QM/MM results presented so far show that the front-side
attack of LAT at UDP-Gal (SNi mechanism) is preferred and
can proceed at a reasonable energetic cost in the LgtC active
site. The energies and distances computed along the SNi
reaction path (Figure 3) show that the O3B−C1′ bond starts to
break already in the initial stage of the reaction, while the
d(O4−C1′) distance still remains above 2.5 Å; the QM/MM
energy then reaches its maximum with the O3B−C1′ distance
getting even longer and the O4 atom beginning to attack the
anomeric center; finally, the energy decreases abruptly after the
TS, when the O4−C1′ bond is formed and HO4 is transferred
from O4 to O3B. This proton transfer seems crucial for the
decrease of the energy in the final stage of this reaction. There
are different factors that facilitate the reaction and contribute to
the stabilization of the transition state. UDP is known to be a
good leaving group, especially if coordinated to a metal cation
that can stabilize the negatively charged phosphate. Moreover,
it has been suggested4 that it is because of the use of high-
energy donor substrates that retaining GTs can catalyze the
reaction via an a priori more expensive SNi type mechanism,
instead of using a double-displacement mechanism as the
retaining glycosidases do. The question then arises whether
there are also other factors that may be helpful, for example,
intrasubstrate and enzyme−substrate interactions in the TS
structure (Figure 4).
Interactions between Substrates. Three hydrogen bonds

between the donor and the acceptor substrates can be seen in
Figure 4: one involving O4 (as well as HO4) and O3B; another

one between O2′ (HO2′) and O1B (i.e., the oxygen atom of the
β phosphate coordinated to the metal cation); and a third one
between O3 (HO3) and O3B. All of them are present in the
reactants (with O−H···O distances of 1.67, 1.68, and 1.94 Å,
respectively, at the QM(BP86/SVP)/CHARMM22 level).
These hydrogen bonds get shorter at the TS (1.36, 1.64, and
1.65 Å, respectively) and thereby stabilize the increasing
negative charge in UDP. Another interaction that may help
stabilizing the highly charged phosphate at the TS is the H-
bond between O2A of the α phosphate and O3 of the UDP
ribose.
To estimate the energy contribution provided by these H-

bonds, we produced in silico variants of the substrates (UDP-2′-
deoxygalactose and 3-deoxylactose) and calculated the front-
side attack pathway for each of them at the QM(BP86/SVP)/
CHARMM level using the d(O3B−C1′ )  d(O4−C1′)
reaction coordinate. This was followed by optimization and
characterization of the corresponding transition states. The
results are presented in Figure 6 (see also SI, Tables S4 and S6

for other levels of theory). The computed barrier heights
confirm that substituting one of these OH-groups by a
hydrogen atom impedes the reaction significantly: it increases
the barrier by 2.3−3.3 kcal/mol compared with the unmodified
substrates. Assuming that these differences are maintained in
the free energy barriers, this would reduce the kcat value of the
mutants to 0.6−3% of that of the wild type at room
temperature. The use of modified substrates leads to somewhat
earlier TSs, as indicated by the optimized distances d(O3B−
C1′) = 3.09/3.06 Å, d(O4−C1′) = 2.39/2.35 Å, d(O4−HO4) =
1.11/1.08 Å, and d(HO4−O3B) = 1.29/1.35 Å for the
substrates UDP-2′-deoxyGal/3-deoxyLAT, respectively.
The changes in the computed TS geometries are similar for

both modifications, although the replacement of the 3-OH
group by H in lactose tends to increase the computed barrier
slightly more. By contrast, the reaction energy is affected much
more when the 2′−OH group of the α-galactose of UDP-Gal is
replaced by H, leading to a rather high endoergicity of ∼9 kcal/
mol. If we would substitute the 2′−OH group of UDP-Gal by

Figure 5. Two-dimensional QM(BP86/SVP)/CHARMM potential
energy surface. Energies are given in kcal/mol and distances in Å.
Contour lines are drawn in intervals of 3 kcal/mol.

Figure 6. QM/CHARMM potential energy barriers and reaction
energies for the front-side attack mechanism (SNi), with QM =
B3LYP/TZVP//BP86/SVP (M05-2X/TZVP//BP86/SVP). Color
code: black, unmodified wild-type enzyme and substrates; red, wild
type with modified substrates UDP-2′-deoxygalactose and lactose;
green, wild type with modified substrates UDP-Gal and 3-
deoxylactose; blue, Q189A mutant with unmodified substrates.
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fluorine instead of hydrogen, the oxocarbenium ion-like
transition state should be further destabilized inductively, and
the result can easily be an inert UDP-2′FGal (which acts as a
competitive inhibitor with respect to UDP-Gal), as has been
observed experimentally.12

Enzyme−substrates Interactions; Key Enzyme Residues.
The TS structure in Figure 4 also indicates several interactions
between the enzyme and the substrates that may contribute to
TS and/or product stabilization and thus facilitate the reaction
via this mechanism. These interactions are also present in the
reactants and in the crystallographic structure (Figure 1).12 We
have estimated the contribution of individual residues to the
(electrostatic) stabilization/destabilization of the system by
charge deletion analysis (see Models and Methods). The results
for the most relevant residues are shown in Figure 7.

The most prominent contribution comes from Lys250, with
∼19 kcal/mol of TS stabilization compared to the reactants.
This strong effect is caused by the interaction of the charged
Lys side chain with the α and β phosphates of the leaving UDP:
in fact, a new H-bond involving O2B appears at the TS
(H···O2B distance: 2.98 Å in the reactants and 2.18 Å in the
TS). On the other hand, the H-bond between Lys250 and O2A
lengthens from 1.67 Å in the reactants to 1.80 Å in the TS.
Lys250 is highly conserved in the GT8 family and belongs to
one of the two loops that fold over the donor substrate and are
thought to be disordered in its absence;12 hence, Lys250 is also
crucial for substrate binding. The H-bond of the β phosphate
(O2B) with Gly247 is very weak, while that with His78
provides a stabilization of 2.5 kcal/mol around the TS (and up
to 3 kcal/mol earlier). The electrostatic interactions involving
Asp188 (H-bonded to O4′ and O6′ of α-Gal) are most
important (up to 9 kcal/mol) at an early stage of the reaction,
while those involving Asp130 (H-bonded to O6 of β-Gal of
lactose) become more prominent as the reaction proceeds (6
kcal/mol around the TS). Although some residues like Asp188
and Lys250 exhibit strong stabilization effects, their inclusion in
the QM region results in negligible differences when comparing
the potential energy profiles (SI, Figure S6). These results
confirm that the QM/MM partition used in this work
satisfactorily describes such enzyme−substrates interactions.
Gln189, the putative nucleophile in a double displacement

mechanism, provides very little stabilization in the reactants,
which increases up to 2.5 kcal/mol on the route to the TS,
where it amounts to ∼2 kcal/mol before it drops off again

(Figure 7). This stabilization mostly comes from the interaction
of the anomeric center C1′ and the OE1 atom of Gln189 and is
correlated with the changes in the C1′−OE1 distance (see
Table 2). The transient decrease of this distance helps to
stabilize the charge development at C1′ during the reaction: this
charge shows a quick initial rise and then levels off before
decreasing again around the TS (Figure 8).

Q189A Mutant. Experimentally, the Q189A mutant has its
kcat value reduced to 3% of that of the wild-type enzyme,12

which translates into an increase of about 2 kcal/mol in the
phenomenological free energy barrier. At first sight, this agrees
well with the computed electrostatic TS stabilization due to
Gln189 (see above) which will be absent in the Q189A mutant.
Of course, the Q189A replacement causes other changes too,
and therefore, we decided to build the Q189A mutant in silico
starting from the coordinates of the wild-type enzyme and
making the required substitutions for residue 189. The energy
profile for the front-side attack reaction was then recalculated
(see Figure 8 and SI, Figure S7), and the corresponding
reactants, TS, and products were reoptimized.
Contrary to expectation, the computed QM/CHARMM

energy barrier for the Q189A mutant (see Figure 6 and SI,
Table S6) is slightly smaller than that for the wild-type enzyme,
by 1.8 kcal/mol for QM = B3LYP/TZVP//BP86/SVP and by
0.4 kcal/mol for QM = M05-2X/TZVP//BP86/SVP. The
effect of the mutation on the potential energy barrier is thus
relatively small, especially for M05-2X, but still in the wrong
direction.
Inspection of the computed energy profiles shows that the

initial breaking of the C1′−O3B bond and approach of the
attacking O4 atom is more difficult for the Q189A mutant,
making its energy profile much wider and higher initially
(Figure 8). However, the TS occurs somewhat earlier in the
mutant compared with the wild type, and the energy thus has to
rise more in the latter before the TS is reached (Figure 8). In
the optimized QM(BP86/SVP)/CHARMM TS structure, the
key distances are d(O3B−C1′) = 3.03 Å, d(O4−C1′) = 2.40 Å,
d(O4−HO4) = 1.04 Å, and d(O3B-HO4) = 1.66 Å, that is, the
breaking bond is shorter and the forming bond is longer than in
the case of the wild-type enzyme. The Q189A mutant thus has
an earlier TS with less dissociative character. One may
speculate that this could enhance entropic effects (a tighter
TS would make ΔS⧧ more negative and ΔG⧧ more positive,
because of the larger −TΔS⧧ term). We have not quantified

Figure 7. Electrostatic contribution to the stabilization of the QM
region by selected residues surrounding the substrates. The reaction
coordinate corresponds to the front-side attack mechanism [QM-
(BP86/SVP)/CHARMM data].

Figure 8. QM(B3LYP/TZVP)/CHARMM energy profile along the
d(O3B−C1′) − d(O4−C1′) reaction coordinate at QM(BP86/SVP)/
CHARMM optimized geometries, for the wild-type enzyme and the
Q189A mutant. The charges at the anomeric center of the wild type
enzyme were computed at the same level of theory.
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such effects, however, and therefore refrain from speculating
whether this may explain the wrong trend in the computed
barriers (see above).
In summary, the Q189A mutant still follows the SNi

mechanism although with a somewhat less dissociative TS.
Whether the enzyme has a single dissociative oxocarbenium
ion-like TS (SNi) or a short-lived ion-pair intermediate (SNi-
like) obviously depends on the actual shape of the potential (or
free) energy surface along the reaction coordinate (from RC ∼
−1.5 to 1.0 Å, see Figure 8), or in other words, on the extent
and timing of the making and breaking of bonds.15 The Q189A
mutation with the replacement of a weak nucleophile already
significantly affects the energy profile and the location of the TS
(see Figure 8 and SI, Figure S7). It is conceivable that other
mutations lead to larger changes, up to a point where another
local minimum for an ion-pair intermediate appears. Therefore,
the tuning by the environment may determine the exact
mechanism followed by the enzyme (SNi vs SNi-like). We note
in this connection again that the recent QM/MM work on
OtsA suggests an SNi-like mechanism with a very shallow ion-
pair intermediate.18

Q189E Mutant. If Gln189 assists the reaction by stabilizing
the charge development at the anomeric center, the Q189E
mutation would be expected to provide a much better
stabilization and, thus, favor the SNi mechanism even more.
This is exactly what we find if we transform in silico Gln189 to
a pseudo-glutamate (Q189E*) by simply including this residue
in the MM part of the system and giving it the charges of a
glutamate, without changing the geometries obtained for the
WT enzyme (SI, Figure S8). However, when we actually build
the Q189E mutant in silico and perform reoptimizations (in
analogy to the procedure outlined above for the Q189A
mutant), another scenario emerges.
Energy minimization of the Q189E mutant takes the system

straight to the CGE complex, indicating that in this case CGE
formation is barrierless. At the QM(BP86/SVP)/CHARMM
level, the C1′−O(Glu189) distance in the formed CGE is 1.49
Å. The interaction with the Ala154 amide is maintained, but
not the hydrogen bond with the O6 atom of LAT (which is
oriented to make a hydrogen bond with Asp130, Figure 9A).
The SN2 attack of LAT at the CGE, in what would be the
second step of the double displacement mechanism, was
studied by scanning the d(O4−C1′) reaction coordinate at
different levels of theory (SI, Figure S9). In all DFT-based
energy profiles, the computed barrier is higher than 30 kcal/
mol. TS optimization has only been successful for SCC-DFTB/
CHARMM, yielding a barrier height of 28.8 kcal/mol that
increased to 33.9 and 39.5 kcal/mol in single-point energy
calculations with QM = B3LYP/TZVP and M05-2X/TZVP,
respectively. According to these QM/MM results, the overall
reaction for the Q189E mutant would thus be very slow, and
moreover, the reaction energy is also computed to be very high
(26−30 kcal/mol). Key distances in the SCC-DFTB/
CHARMM TS structure are d(C1′−OE1) = 2.31 Ǻ, d(O4−
C1′) = 2.19 Ǻ, d(O4−HO4) = 1.18 Ǻ, and d(O3B−HO4) =
1.23 Ǻ (Figure 9B).
The case of the Q189E mutant would be an example of a

change in mechanism introduced by a mutation. Recently,
Goedl and Nidetzky62 have remodeled sucrose phosphorylase
to change its kinetics and chemical mechanism from a double-
displacement to a direct front-side nucleophilic displacement
reaction. In our calculations, we observe CGE formation in the
Q189E mutant, but galactosyl transfer via a double displace-

ment mechanism involving Glu189 has a high barrier and is
thus too slow to be feasible, at least in the presently studied
conformation of the enzyme. We note that O4 access to C1′ is
hampered by H1′ and also limited by the need to keep the
O3B−HO4 interaction. This enforces a TS structure with a
dissociated C1′−OE2 bond, but in the resulting species, Glu189
does not seem to be stabilized enough by the environment. In
fact, kinetic experiments on the Q189E mutant of LgtC found a
reduction in kcat to 3% of that of the wild-type enzyme and a
reduction in its (low) hydrolytic activity by a factor of 10.11

Formation of a CGE intermediate was indeed detected but
involved Asp190, whose side chain carboxylate is located as far
as 8.9 Å away from the anomeric carbon C1′ in the
Q189E:UDP-2′FGal crystal structure. These experimental
results suggest the possibility of a double-displacement
mechanism in the Q189E mutant, in which the remote residue
Asp190 acts as the catalytic nucleophile. This would obviously
require significant conformational changes (relative to the wild-
type crystal structure) to correctly position Asp190, which
might occur as a consequence of the mutation or upon acceptor
binding. A detailed understanding of the reaction in the Q189E
mutant would clearly require further experimental and
computational studies that are beyond the scope of the present
work.

Further Comparisons. There are other retaining GTs
which do contain a bona fide nucleophile in the active site. This
is the case for the family 6 GT bovine α-1,3-galactosyltransfer-
ase (α3GalT),63 which has a glutamate (Glu317) at the

Figure 9. Optimized (A) covalent glycosyl−enzyme complex and (B)
transition state for the second step of a double-displacement
mechanism in the LgtC Q189E mutant optimized at the SCC-
DFTB/CHARMM level. Selected distances (in Å) are indicated in red.
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position equivalent to Gln189. It has been proposed that the
presence of Glu317 is required for proper acceptor-substrate
orientation. α3GalT utilizes the same substrates as LgtC,
namely, UDP-Gal and LAT, but catalyzes the formation of an
α-1,3 glycosidic linkage. An overlay of the structures of these
two enzymes (SI, Figure S10) shows that the substrates indeed
adopt different relative orientations and that Glu317 and
Gln189 participate in correctly orienting the acceptor.
Consequently, some of the interactions identified in this
work that favor the SNi mechanism in LgtC are not present in
α3GalT, for example, the O3(LAT)−O3B(UDP) hydrogen
bond. Apparently, as expected, there are connections between
the identity of the substrates, the specificity of the glycosidic
bond to be formed, the interactions and relative orientation of
the bound substrates, and the active-site residues. And even
more interestingly, all these factors could conspire to determine
the mechanistic strategy followed by the enzyme. Experimental
data on α3GalT and two other ret-GTs of the family 6 GTs
suggest that these retaining enzymes could actually operate by a
double-displacement mechanism. The second step of the
double displacement mechanism for retaining α-galactosyl-
transferases with a glutamate nucleophile has been investigated
using a cluster model and QM(DFT) calculations.64 This study
concludes that such a mechanism is plausible and that the
hydroxyl group of the acceptor would attack the CGE in the
second step, with the UDP acting as the general base that
deprotonates the hydroxyl group. This role of UDP thus seems
to be a common feature in different ret-GT mechanisms.

■ CONCLUSIONS

Getting a clear picture of the reaction mechanism used by
retaining glycosyltransferases is very difficult experimentally and
remains one of the fundamental challenges in glycosciences.
Here we have used QM(DFT)/MM calculations on the full
enzyme to study the reaction catalyzed by LgtC as well as the
corresponding reaction with alternative substrates and with
LgtC mutant enzymes. This provides us with a detailed
description of the reaction catalyzed by this enzyme, which we
expect will be valuable to the experimental groups working in
the field. The different mechanisms proposed in the literature
(SNi, SNi-like, and double displacement mechanism via the
formation of a CGE intermediate) have been investigated and
compared. We find a dissociative SNi mechanism for the wild-
type enzyme with the most reliable QM/CHARMM barriers
ranging between 11.8 kcal/mol (B3LYP/TZVP) and 14.6 kcal/
mol (M05-2X/TZVP), in reasonable agreement with the
experimental kinetic data. We have identified several factors
that help the front-side mechanism, in particular enzyme−
substrate and substrate−substrate interactions. Among them,
the largest effects come from Lys250, which is also involved in
binding. Gln189, the putative nucleophile in a double
displacement mechanism, is found to favor the charge
development at the anomeric center during the reaction by
about 2 kcal/mol. We predict that 3-deoxylactose as acceptor
will increase the barrier height by 2−3 kcal/mol (reduction of
kcat to 0.6−3% of that for the unmodified substrates). The
reactions of the Q189A and Q189E mutants have also been
investigated. Comparison of LgtC wild type and mutant
systems, as well as other ret-GTs, suggest that the mechanistic
strategy followed by each enzyme−substrate complex may be
influenced by several factors, including the nature of the
substrates, the specificity of the glycosidic linkage to be formed
(and thus the interactions and relative orientation of the bound

substrates), or even the GT fold. Thus, it should not be
expected that all retaining GTs share the same mechanism. In
OtsA, no putative nucleophile is present and an SNi-like
mechanism was proposed; a poor nucleophile is present in
wild-type LgtC, and the enzyme is found to follow a
dissociative SNi mechanism; and when Gln189 is substituted
by Ala (Q189A), an SNi mechanism is still predicted but with a
less pronounced maximum and a wider and flatter barrier top.
For the LgtC Q189E mutant, an even more drastic change in
mechanism is computed, from a front-side attack to the
formation of a CGE with Glu189 that cannot evolve to the
products, at least not with the present enzyme conformation.
Finally, ret-GTs of family 6 GTs, with a well-defined
nucleophile present in the active site, seem to follow a
double-displacement mechanism. Therefore, a full under-
standing of the mechanism used by retaining glycosyltrans-
ferases would seem to require case-by-case studies. In an
attempt to shed more light on these mechanisms, other ret-GT
systems are now being investigated in our laboratory.
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(20) Frauśto da Silva, J. J. R.; Williams, R. J. P. The Biological
Chemistry of Elements. The Inorganic Chemistry of Life; Clarendon Press:
Oxford, England, 1991.
(21) Bock, C. W.; Katz, A. K.; Markham, G. D.; Glusker, J. P. J. Am.
Chem. Soc. 1999, 121, 7360−7372.
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1. Computational details 

1.1 System preparation 

PROTONATION STATES OF THE TITRATABLE RESIDUES: 

All Lys and Arg side chains are in the ammonium or guanidinium forms, respectively, and all Asp and Glu side chains are in 

the carboxylate form. The chosen protonation states for all histidines are listed below: 

HSD: 26 34 167 225 244 253  

HSE: 78 

 

ACTIVE RESIDUES INCLUDED IN QM/MM GEOMETRY OPTIMIZATIONS: 

TYR11,  PRO73,  LEU74,  ASN75,  ILE76, ARG77, HSE78, ILE79, SER80, THR82, THR83, TYR84, ARG86, LEU87, 
TYR101,  LEU102, ASP103, ILE104, ASP105, VAL106, LEU125, ALA127, SER128, ILE129, ASP130, LEU131, PHE132, 
VAL133, GLU134, GLN136, TYR139, ILE143, TYR151, PHE152, ASN153, ALA154, GLY155, VAL156, LEU157, 
MET184, GLN185, TYR 186, GLN187, ASP188,  GLN189, ASP190, ILE191, LEU192, ASN193, GLY194, ASN208, 
MET210, PRO211, THR212, ASN213, HSD244, TYR245, CYS246, GLY247, PRO248, ALA249, LYS250, TRP252. 
 

 1.2 Details of the electronic structure methods used for the QM/M calculations 

Geometry optimizations were generally carried out at the QM(BP86/SVP)/CHARMM level using the BP86 functional and the 

SVP basis set in combination with the resolution-of-the-identity (RI) approximation. Alternative QM treatments (B3LYP/SVP 

and SCC-DFTB) were tested for geometry optimization in reaction path calculations, and it was found that single-point 

QM/MM energy profiles are essentially the same when evaluated at QM/CHARMM geometries optimized with different QM 

treatments. For example, single-point QM(B3LYP/SVP)/CHARMM profiles are essentially identical when calculated at 

QM/CHARMM geometries optimized with the use of BP86/SVP or B3LYP/SVP (Figure S1). Therefore, we adopted 

BP86/SVP as standard QM treatment for geometry optimizations and transition state (TS) searches, even though we also used 

B3LYP/SVP for TS optimization in the wild-type enzyme. For more accurate energy evaluations, we performed single-point 

energy calculations with other functionals and larger basis sets. The M05-2X functional describes carbohydrate chemistry 

well, including the dissociation of the glycosidic bond in sugar phosphates (ref 23 of main text and Csonka, G.I.; French, A. 

D.; Johnson, G.P.; Stortz, C.A. J. Chem. Theory Comp. 2009, 5, 679-692), and it has therefore been applied along with the 

standard B3LYP functional. The energy barriers calculated with B3LYP or M05-2X are commonly somewhat higher than 

those obtained with BP86 because of the admixture of Hartree-Fock exchange in these two hybrid functionals. In summary, 

the SVP and TZVP basis set were used for single-point energy calculations with the functionals BP86, B3LYP and M05-2X; 

the def2-TZVPP(d) basis set was also considered in the case of BP86 and B3LYP. Finally, empirical dispersion corrections for 

DFT (DFT-D) were applied in combination with the B3LYP/TZVP treatment. 

1.3 Umbrella sampling molecular dynamics calculations 

Umbrella sampling at the SCC-DFTB/CHARMM22 level was performed to compute the potential of mean force (PMF) and 

the free energy profile for the front-side attack mechanism using the dynamics module within ChemShell. The reaction 

coordinate defined as d(O3B-C1’)– d(O4-C1’) was scanned in steps of 0.1 Å, with a force constant of 237 kcal mol-1 Å-2. The 

same active region as in QM/MM optimizations (see above) was subjected to NVT dynamics with the Nosé-Hoover 

thermostat (Nosé, S. J. Chem. Phys. 1984, 81, 511-519 and Hoover, W. Phys. Rev. A 1985, 31, 1695-1697). The SHAKE 

procedure (Ryckaert, J.; Ciccotti, G.; Berendsen, H. J. Comp. Phys. 1977, 23, 327-341) was applied at every step for the O-H 

bonds in the water molecules. A 20 ps molecular dynamics (MD) run for equilibration was followed by 5 ps of data collection 

for every sampling window. Both the umbrella integration analysis (Kästner, J.; Thiel, W. J. Chem. Phys. 2005, 123, 144104 
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and Kästner, J.; Thiel, W. J. Chem. Phys. 2006, 123, 234106) and the weighted histogram analysis method (WHAM) (Kumar, 

S.; Rosenberg, J. M.; Bouzida, D.; Swendsen, R. H.; Kollman, P. A. J. Comput. Chem. 1992, 13, 1011-1021 and Souaille, M. 

Comput. Phys. Commun. 2001, 135, 40-57) were used to compute the free energy profile. Results are plotted in Figure S3. 

 

2. QM/MM results 

Comparison of the results obtained by the different methods used (Table 1, Table S2 and Figure S1) shows that the 

energy barriers obtained range between 8.1 and 16.6 kcal/mol (BP86/TZVP and M05-2X/SVP single-point energies, 

respectively). The computed reaction energies vary less (from 2.8 kcal/mol at the B3LYP-D/TZVP level to 6.1 kcal/mol at the 

B3LYP/TZVP and B3LYP/def2-TZVPP(d) levels). Similar geometries for R, TS and P are obtained at the BP86/SVP and 

B3LYP/SVP levels, with some small differences for the TS: at the B3LYP/SVP level the breaking C1’-O3B bond is slightly 

longer, and the forming O4-C1’ bond is slightly shorter. Strong deviations are found when the QM region is treated at the 

SCC-DFTB level, which gives a very high energy barrier of 32.7 kcal/mol and a reaction energy of 9.7 kcal/mol. The 

transition state at this level of theory is still of dissociative character but SCC-DFTB/CHARMM yields a shorter d(C1’-O3B) 

distance (2.63 Å) and a longer d(O4-C1’) distance (2.44 Å) than the other two methods used for optimization in this work 

(Table S1). These discrepancies are most likely related to the difficulty of the SCC-DFTB method to correctly describe 

chemical processes involving phosphorous. When comparing the different DFT methods for a given basis set, the barrier 

heights increase in the order BP86 < B3LYP < M05-2X as has been observed before because of the Hartree-Fock exchange 

that is present in B3LYP and M05-2X but not in BP86. The M05-2X relative energies are higher at the TS and also along the 

reaction pathway (Figure S1), in agreement with the tendency observed between different DFT methods when describing the 

breakage of the glycosidic bond in sugar phosphates (see ref. 23 of the main paper). For a given method, the extension from 

the SVP to the TZVP basis set reduces the energy barrier, whereas the inclusion of more polarization and of diffuse functions 

in the def2-TVZPP(d) basis set increases the barrier height again. 

 

 

Table S1. Bond distances (in Å) in the optimized reactants, transition state, and products for the proposed SNi 

mechanism at the SCC-DFTB level of theory. 

 

 

 

 

 

 

 

�

�

 React TS Prod 

d(C1’-O3B)  1.51  2.63 3.23 

d(O4-C1’) 3.13 2.44 1.51 

d(O4-HO4) 0.99 1.15 1.69 

d(HO4-O3B) 1.78 1.27 0.99 

d(OE1-C1’) 3.38             2.78 3.08 

d(C1’-O5) 1.44       1.28 1.44 
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Table S2. QM/MM potential energy barriers and reaction energies for the wild type enzyme at several levels of theory 

calculated at stationary points optimized at the QM(BP86/SVP)/CHARMM level. Energies are given in kcal/mol. 

BP86 B3LYP B3LYP-D M05-2X  

SVP TZVP def2-
TZVPP(d) 

SVP TZVP def2-
TZVPP(d) 

TZVP SVP TZVP 

R* 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 

TS 9.18 8.13 8.81 12.87 11.82 12.52 9.50 16.61 14.61 

P 3.28 4.63 4.59 4.60 6.05 6.13 2.79 3.62 4.63 

*absolute energies (a.u): BP86: -3784.16478, -3787.66218, -3787.94300; B3LYP: -3782.26151, -3785.77506, -3786.06026;    
B3LYP-D: -3785.95579; M05-2X: -3783.48006, -3787.10053. 
 
 

 

 

Table S3. QM/MM potential energy barriers and reaction energies for the wild type enzyme at several levels of theory 

calculated at stationary points optimized at the QM(B3LYP/SVP)/CHARMM level. Energies are given in kcal/mol. 

B3LYP B3LYP-D M05-2X 

SVP TZVP def2-
TZVPP(d) 

TZVP SVP TZVP 

R* 0.00 0.00 0.00 0.00 0.00 0.00 

TS 11.14 10.09 10.96 7.23 14.46 12.44 

P 4.46 6.02 6.14 2.49 3.56 4.63 

*absolute energies (a.u): B3LYP: -3782.26833, -3785.78459 ,-3786.07594; B3LYP-D:  
-3785.96469; M05-2X: -3783.49413, -3787.11671. 
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Table S4. QM/MM potential energy barriers and reaction energies for the wild type enzyme with 2’-deoxygalactose 

calculated at stationary points optimized at the QM(BP86/SVP)/CHARMM level. Energies are given in kcal/mol. 

 

BP86 B3LYP B3LYP-D M05-2X 

SVP TZVP def2-
TZVPP(d) 

SVP TZVP def2-
TZVPP(d) 

TZVP SVP TZVP 

R* 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 

TS 12.71 10.77 11.19 17.02 15.06 15.49 12.41 19.69 16.91 

P 7.83 8.46 7.98 9.40 10.21 9.83 7.19 8.44 9.06 

*absolute energies (a.u): BP86: -3708.98620, -3712.4003, -3712.67705; B3LYP: -3707.12263, -3710.55270, -3710.83386; 
B3LYP-D: -3710.72719; M05-2X: -3708.31648, -3711.85067. 
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Table S5. QM/MM potential energy barriers and reaction energies for the WT enzyme with 3-deoxylactose calculated 

at stationary points optimized at the QM(BP86/SVP)/CHARMM level. Energies are given in kcal/mol. 

 

 

Table S6. QM/MM potential energy barriers and reaction energies for the Q189A mutant enzyme calculated at 

stationary points optimized at the QM(BP86/SVP)/CHARMM level. Energies are given in kcal/mol. 

 

 

Table S7. QM/MM potential energy barriers and reaction energies for the second step of a double displacement 

mechanism in the Q189E mutant enzyme. The stationary points were optimized at the SCC-DFTB/CHARMM level. 

Energies are given in kcal/mol. 

 

 

 

 

 

 

 

BP86 B3LYP B3LYP-D M05-2X 

SVP TZVP def2-
TZVPP(d) 

SVP TZVP def2-
TZVPP(d) 

TZVP SVP TZVP 

R* 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 

TS 13.77 11.20 12.13 17.51 14.97 15.82 12.84 21.15 17.71 

P 2.46 2.60 2.51 3.45 3.81 3.78 0.28 2.58 2.46 

*absolute energies (a.u): BP86: -3708.99351, -3712.40560, -3712.68209; B3LYP: -3707.13001, -3710.55810, -3710.83887; 
B3LYP-D: -3710.73282; M05-2X: -3708.32418, -3711.85662. 

BP86 B3LYP B3LYP-D M05-2X 

SVP TZVP def2-
TZVPP(d) 

SVP TZVP def2-
TZVPP(d) 

TZVP SVP TZVP 

R* 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 

TS 9.26 7.40 8.06 12.05 10.05 10.68 9.58 17.22 14.26 

P -0.96 0.12 0.11 -0.42 0.77 0.85 -0.94 0.02 0.68 

*absolute energies (a.u): BP86: -3576.24241, -3579.51524, -3579.78493; B3LYP: -3574.46567, -3577.75357, -3578.02721; 
B3LYP-D: -3577.91773; M05-2X: -3575.60240, -3578.9868. 

SCC-DFTB B3LYP B3LYP-D M05-2X  

  SVP TZVP def2-
TZVPP(d) 

TZVP SVP TZVP 

R* 0.00 0.00 0.00 0.00 0.00 0.00 0.00 

TS 28.57 36.16 33.86 34.25 32.13 41.74 39.47 

P 14.87 27.71 26.38 25.12 24.48 30.65 30.18 

*absolute energies (a.u): B3LYP: -3801.23378, -3804.79205, -3805.05941; B3LYP-D: -3804.97238; 
M05-2X: -3802.44688; -3806.11344. 
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Figure S1. QM/CHARMM potential energy profiles for the front-side attack (SNi) mechanism at different QM levels of 

theory: (A) BP86/SVP, B3LYP/SVP, B3LYP/SVP//BP86/SVP, M05-2X/SVP//BP86/SVP; and (B) SCC-DFTB. 

 

 

 

 

 

Figure S2. QM(BP86/SVP)/CHARMM energy profile for the front-side attack using as reaction coordinate (A) the d(O4-C1’) 

distance and (B) the d(O3B-C1) distance. The use of the d(O4-C1’) distance results in a energy profile with a very high barrier 

and a late exit of the leaving group (Figure S2A). On another side, by only forcing C1’-O3B bond cleavage, the reaction does 

not occur: the energy increases up to values similar to the ones obtained with the combined reaction coordinate (Figure S1), 

but there is no stabilization after breaking the C1’-O3B since proton transfer to O3B does not occur and, as a consequence, 

C1’-O4 bond formation is not achieved (Figure S2B). The QM(B3LYP/SVP)/CHARMM single-point energies along these 

paths are also given. 
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Figure S3. SCC-DFB/CHARMM potential energy profile and potential of mean force (PMF) for the front-side attack 
mechanism. 
 
 

 

Figure S4. QM(BP86/SVP, B3LYP/SVP)/CHARMM energy profiles for the first step of the double displacement mechanism 

in the wild type enzyme. 
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Figure S5. QM(BP86/SVP)/CHARMM potential energy profiles for (A) the front-side attack (SNi) mechanism and (B) the 

first step of the double displacement mechanism with Mg2+ and Mn2+ as divalent cation (solid and dotted lines, respectively). 
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Figure S6. QM(BP86/SVP)/CHARMM potential energy profiles for (A) the front-side attack (SNi) mechanism and (B) the 

first step of the double displacement mechanism in the wild type enzyme, including or not including the residues ASP188 and 

LYS250 in the QM region (dashed and solid lines, respectively). 
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Figure S7. QM(B3LYP/TZVP)/CHARMM energy profile for the proposed SNi mechanism calculated at 

QM(BP86/SVP)/CHARMM optimized geometries, for the Q189A mutant with unmodified substrates. The variation of 

selected interatomic distances involved in the reactive process is also shown.  
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Figure S8. QM(BP86/SVP)/CHARMM potential energy profile for the proposed SNi mechanism in the wild type and the 

pseudo Q189E* mutant enzymes. In both cases, residue 189 is described by the MM force field. The pseudo Q189E* mutant 

is built by simply assigning glutamate charges to Gln189. Its energy profile is calculated at the optimized geometries of the 

wild type enzyme. QM(BP86/TZVP)/CHARMM charge evolution at C1’ calculated at QM(BP86/SVP)/CHARMM optimized 

geometries is also depicted. 

 

 

 

 

 

Figure S9. QM/CHARMM potential energy profiles computed at different QM levels of theory, for the second step of the 

double displacement mechanism in the Q189E mutant. Energies are given in kcal/mol, distances in Å. 
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Figure S10. Comparison of LgtC (cyan; PDB code: 1GA8) and �3GalT (orange; PDB codes: 2VS5, protein and UDP-GAL; 

1O7O, LAT) active sites with substrates or substrate analogues bound (using the crystallographic data). 
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Intrinsic reaction coordinate (IRC) computations are a valuable tool in theoretical studies of chemical

reactions, but they can usually not be applied in their current form to handle large systems commonly

described by quantum mechanics/molecular mechanics (QM/MM) methods. We report on a development

that tackles this problem by using a strategy analogous to microiterative transition state optimization. In

this approach, the IRC equations only govern the motion of a core region that contains at least the atoms

directly involved in the reaction, while the remaining degrees of freedom are relaxed after each IRC step.

This strategy can be used together with any existing IRC procedure. The present implementation covers the

stabilized Euler, local quadratic approximation, and Hessian predictor–corrector algorithms for IRC calcula-

tions. As proof of principle, we perform tests at the QM level on small gas-phase systems and validate the

results by comparisons with standard IRC procedures. The broad applicability of the method is demon-

strated by IRC computations for two enzymatic reactions using standard QM/MM setups.

I. Introduction

Theoretical and computational studies of chemical reactions
often make use of the concept of an intrinsic reaction coordinate
(IRC). According to the original definition reported by Fukui,1,2 it is
the steepest-descent pathway inmass-weighted coordinates starting
from a transition state (TS) and ending in a local minimum on
a potential energy surface (PES). IRC calculations proceed in
steps, each of which satisfies:

dx

ds
¼ ÿ gðxÞ

jgðxÞj; (1)

where x denotes the mass-weighted Cartesian coordinates of
the nuclei, s is the arc length along the IRC, and g is the mass-
weighted gradient at x.

In quantum-chemical studies of small and medium-sized
molecules, IRC path following has become a routine task to
establish the connection between optimized stationary points
on the PES. There are a number of well-established methods to
integrate the basic IRC equation. The Ishida–Morokuma–
Komornicki stabilization3 of the Euler method is the simplest
approach since it only requires gradients. The local quadratic
approximation (LQA) method4,5 also utilizes information
from the Hessian and is therefore more accurate than Euler
methods. The Gonzalez–Schlegel method6–8 performs a constrained

optimization after each Euler step. Finally, the Hessian- and
Euler-based predictor–corrector (HPC and EulerPC) methods9–11

use either an LQA- or an Euler-type predictor step, and a
modified Bulirsch–Stoer integrator on a fitted distance-weighted
interpolant surface as a corrector step. These various approaches
differ in the required order of energy derivatives and in the
number of energy and gradient evaluations per IRC step.

In QM/MM studies of large systems with many degrees of
freedom, IRC calculations are normally avoided because
straightforward application of standard IRC procedures would
be quite costly and mostly impractical. Instead, as a pragmatic
alternative, one often performs careful energy minimizations
that start from two structures generated by perturbing the TS
coordinates along the transition mode in both directions and
that are supposed to lead to the two nearest local minima.
To our knowledge, the IRC technique is implemented at the
QM/MM level only in the Gaussian program12 through a
combination of the EulerPC method with the multi-scale
ONIOM approach.13 In this implementation,14 the IRC is
computed for the whole system using first and second deriva-
tive information for both the QM and MM part, and special
attention is paid to keep the treatment of the Hessian terms
tractable by using Hessian updates throughout.

In this paper we present a microiterative method for
QM/MM IRC calculations, in which only a subset of QM atoms
(the core region) follow the steepest descent path, while all the
remaining active atoms are subject to minimization after
every IRC step. This is of course an approximation, which will
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however become increasingly accurate with the growth of the
core region. In the original paper on microiterative transition
state optimization,15 the possibility of using the same strategy
for IRC computations was already mentioned, but without
giving any further details (see ref. 16 for an application of
the corresponding implementation in the GRACE program to
chorismate mutase).

The paper is structured as follows. In Section II we describe
the method and implementation details. In Section III we
present proof-of-concept QM applications for two small gas-
phase systems as well as QM/MM IRC calculations for two
enzymatic reactions. We discuss the benefits, pitfalls, and the
potential range of applications of the proposed method.
Section IV offers a summary and an outlook.

II. Method and implementation

The microiterative IRC method follows the philosophy of the
microiterative TS search15 as implemented in the HDLCopt
program.17 In this kind of TS search, the system is partitioned
into the reaction core that follows the P-RFO (partitioned
rational function optimizer) algorithm18,19 uphill towards the
transition state, and into the remainder that is minimized
using the L-BFGS (low-memory Broyden–Fletcher–Goldfarb–
Shanno) algorithm.20,21 This partitioning is motivated by the
need to avoid the calculation and diagonalization of the Hes-
sian for the whole system. The optimization is performed by
sequential micro- and macro-iterations such that every single
step for the core region is followed by a total relaxation of the
environment. This TS search has been demonstrated to be
accurate and highly efficient for large systems.17

In the microiterative IRC procedure, we perform a full
relaxation of the environment after each IRC step for the core
atoms (Fig. 1). Thereafter, the resulting gradients and Hessian
(if needed) of the core region are used to make the next IRC
step. As in the microiterative TS search, this decoupling of
the inner and outer region introduces errors, which will be
evaluated in the next section. The overall scheme is designed to
provide an efficient method for performing approximate
IRC calculations on large systems that can be utilized at the
QM/MM as well as the pure QM level.

We have implemented the microiterative IRC procedure into
the existing HDLCopt module17 in the ChemShell package.22

Starting from the transition state, the first step in the core
region is taken along the imaginary frequency mode eigenvec-
tor,4 regardless of the chosen IRC integration method. After
each IRC step, the outer region is minimized using the L-BFGS
optimizer employing user-specified convergence criteria which
may play an important role in some cases (see Section III). If
needed, the Hessian can be either recalculated numerically or
modified by applying one of the two available Hessian updates
(Powell23 or Bofill24) at every IRC step. The use of Hessian
updates has previously been shown to be accurate enough for
IRC calculations,25 it is fast and the preferred option for routine
applications. The IRC steps in the core region are always
performed in Cartesian coordinates, while the outer region
can be optimized in internal coordinates. For the integration
of the IRC equation, we have currently implemented the
IMK-stabilized Euler, LQA, and HPC methods.

The IMK-stabilized Euler method3 starts from a simple Euler
IRC step with input step size Ds:

xkþ1 ¼ xk ÿ Ds
gðxkÞ
jgðxkÞj

: (2)

Then a linear search for the energy minimum is performed
along the bisector of the gradients to correct the Euler step.
This requires additional energy and gradient evaluations (from
three to seven energy and two gradient calculations per step).
This approach is therefore the least efficient one among
those considered here. Nevertheless, it is the simplest way of
integrating eqn (1), and with small steps it is expected to work
for any system.

The LQA method employs second-order energy derivative
information and is thus more accurate. It can be used with
larger steps than the Euler methods. An LQA step has the
following form:4

xk+1 = xk + A(t)g(xk), (3)

with

A(t) = Uka(t)U
†
k (4)
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Fig. 1 Scheme of the microiterative IRC procedure as implemented in the HDLCopt program.
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where Uk is the matrix of column eigenvectors of the Hessian
(Hk), and a(t) is a diagonal matrix with the following diagonal
elements:

aii(t) = (eÿliit ÿ 1)/lii. (5)

The parameter t can be obtained by numerical integration of
the following expression:

ds

dt
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

X

i

g0iðxkÞ
2
eÿ2liit

r

; (6)

where g0(xk) = U†
k g(xk). The LQA method is both accurate (due to

the use of curvature information) and efficient (requiring only
one energy and one gradient calculation per step), and is
therefore a good choice for the microiterative IRC procedure.
The use of Hessian updates improves the computational

Q3 efficiency (Fig. 2).
In the HPC method,9 an LQA predictor step is performed

first. Then the energy and gradients are evaluated at the new
coordinates, and the Hessian is updated. By interpolating
energy and gradients from the previous and current points
along the IRC, the Euler method is used to integrate the IRC
equation starting from the previous point N times, with the step

size equal to
Ds

N
. This integration is performed several times

with N growing up to an arbitrarily chosen number. A poly-
nomial extrapolation to a step size of 0 (which corresponds to
infinite N) then yields the final, corrected coordinates for this
IRC step. This HPC scheme is generally beneficial, since it
corrects the LQA step using the available energy and gradient
information (from one evaluation per IRC step). It may be
expected to be especially efficient for the microiterative IRC
approach, since the correction is performed after the outer
region is optimized, which should decrease the adverse effects
of decoupling the inner and outer regions.

III. Examples

Several test systems of varying size and complexity were used to
assess the merits and limitations of our approach. These tests
include QM studies on the Diels–Alder cycloaddition between
2,4-hexadiene and ethene and on the internal rotation in 1,2-
diphenylethane, as well as QM/MM calculations on the enzy-
matic reactions catalyzed by chorismate mutase and p-hydro-
xybenzoate hydroxylase.

A. Diels–Alder reaction

The Diels–Alder cycloaddition between 2,4-hexadiene and
ethene was used to validate our implementation against an

external standard, to compare the microiterative and full-system
IRC treatments, to test the different IRC integration schemes,
and to check the influence of the chosen IRC step size. In all
calculations, the starting point was a published TS structure26

that was reoptimized at the B3LYP/SVP27–33 level using Chem-
Shell in combination with the Gaussian 09 program.

For the purpose of validation, we compared the full-system
LQA IRC paths calculated with HDLCopt and with Gaussian 09
using a step size of 0:15

ffiffiffiffiffiffiffiffiffi

amu
p

bohr. Except for the region close
to the dissociation limit, the two energy profiles overlapped
almost perfectly, with a root-mean-square (RMS) deviation
of 0.03 kcal molÿ1, and the RMS deviations between the
geometries along the two pathways were generally in the range
of 10ÿ3 to 10ÿ4 Å occasionally rising up to 0.01 Å. During the
last few steps towards the dissociation limit, the 2,4-hexadiene
moiety undergoes a slight distortion only in the case of the
Gaussian 09 calculation, which gives rise to energy differences
up to 0.18 kcal molÿ1 and RMS deviations up to 0.14 Å in the
geometries. When using a smaller step size in the HDLCopt
calculation, we find the same slight distortion as in the case of
Gaussian 09, indicating that any minor numerical differences
can be resolved by tightening the computational options to
ensure convergence.

Having validated our present IRC implementation in the
HDLCopt module, we performed full-system IRC calculations
using the stabilized Euler, LQA, and HPC methods with IRC
step sizes of 0:15; 0:10 and 0:05

ffiffiffiffiffiffiffiffiffi

amu
p

bohr. The LQA and HPC
methods behaved very similarly and gave essentially the same
IRC curves regardless of the step size, thus confirming that the
largest chosen step size of 0:15

ffiffiffiffiffiffiffiffiffi

amu
p

bohr is accurate enough
for these methods in the case of the Diels–Alder reaction
(except close to the dissociation limit, see above). The IMK-
stabilised Euler method, in contrast, failed to provide a smooth
descending curve for the two larger step sizes. It gave a smooth
curve for the step size of 0:05

ffiffiffiffiffiffiffiffiffi

amu
p

bohr, but the energies were
still well above the corresponding LQA or HPC values, which
were closely reproduced only after decreasing the step size
further to 0:01

ffiffiffiffiffiffiffiffiffi

amu
p

bohr. These results confirm that the LQA
and HPC methods outperform the stabilized Euler method.

Next we carried out microiterative IRC calculations. The
Diels–Alder cycloaddition involves a concerted formation of
two C–C s bonds, and hence we adopted an inner core region
comprised of the four atoms directly involved in C–C bond
formation, which is the smallest chemically meaningful choice.
The remaining 18 atoms constituted the outer region and were
allowed to move freely during the optimizations. The three IRC
integration methods gave essentially the same microiterative
IRC energy profiles, and the step size of 0:15

ffiffiffiffiffiffiffiffiffi

amu
p

bohr was
accurate enough for all of them, including the IMK-stabilized
Euler method, suggesting that the microiterative scheme toler-
ates larger steps than the conventional IRC scheme.

Given this situation, we only present comparisons between
the microiterative and the full-system IRC results for the
LQA approach (see Fig. 3). The red curve in Fig. 3a is a reference
IRC energy profile from the calculations on the full system.
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Fig. 2 Diels–Alder cycloaddition reaction of 2,4-hexadiene and ethene.
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The green curve is the microiterative IRC energy profile, with the
arc length on the abscissa computed from the coordinates of the
four core atoms, whichmust lead to a narrower profile than in the
reference curve where the arc length includes the variations in the
positions of all 22 atoms. The blue curve is obtained from the
microiterative IRC path by plotting the energies as a function of
the corresponding full-system arc length (22 atoms); it is some-
what broader than the reference curve. For a more direct compar-
ison, we calculated the RMS deviations between the geometries
along the microiterative and full-system IRC pathways (see
Fig. 3b). Due to differences in the number of steps required to
complete the IRC calculation, we compare points on the micro-
iterative and full-system IRC pathways that are closest in energy.
The RMS deviation is zero by definition at the transition state (arc
length of zero) and then increases up to values of about 0.1 Å since
the two methyl groups of 2,4-hexadiene rotate faster in the
microiterative approach, whereas the changes in the positions
of the other atoms are very similar on both pathways. The RMS
deviations decrease again at larger arc lengths as both IRC path-
ways approach the same reactant and product states.

Overall, the microiterative and full-system IRC pathways for
the Diels–Alder reaction between 2,4-cyclohexadiene and

ethene are in reasonable agreement, especially when considering
the choice of an extremely small core region (4 out of 22 atoms) in
the microiterative calculations. In view of the good performance
of the LQA integration method in the case of the Diels–Alder
reaction, we adopted it in all further IRC calculations.

B. Diphenylethane

We have studied the internal rotation in 1,2-diphenylethane at
the B3LYP/SVP level in an attempt to explore the limitations of
our microiterative IRC approach: considering the rigidity of the
phenyl rings and their steric interaction during internal rota-
tion around the central C–C bond, it should be difficult to
define a suitable small core region that is sufficiently
decoupled from the remainder of the molecule.

We considered two core regions for the microiterative IRC
procedure (see Fig. 4): the first one (1) included only the four
central carbon atoms with the adjacent hydrogen atoms, while
the second one (2) incorporated four more carbon atoms (the
neighbouring two from each phenyl ring). Region 1 is the
minimum choice to represent a rotation around the central
C–C bond, but is too small to account for the coupled rotation
of the phenyl rings.

We performed standard IRC calculations for the full system
and microiterative IRC calculations with core regions 1 and 2,
using the LQA method and several step sizes including the
default value of 0:15

ffiffiffiffiffiffiffiffiffi

amu
p

bohr. In the case of 1 and 2, the
smoothness and shape of the IRC energy profile were found to
be sensitive to the convergence criteria for the outer-region
optimization steps: the default HDLCopt threshold for the
maximum gradient component of 1.5 � 10ÿ4 hartree per bohr
was not sufficient and had to be tightened by factors of 3 or
even 9 (depending on the IRC step size) to ensure convergence
for the overall IRC energy profile.

Already with the default LQA step size, the microiterative
IRC procedure for 1 and 2 resulted in reasonable paths that
lead to the same product as the standard IRC treatment for the
full system 3. Calculations with smaller LQA step sizes showed
that the IRC results for the full system 3 are essentially
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Fig. 3 IRC results for the Diels–Alder reaction obtained using the LQA method

and a step size of 0:15
ffiffiffiffiffiffiffiffiffiffi

amu
p

bohr. (a) Comparison between full-system and

microiterative IRC energy profiles, see the text. (b) RMS deviations between the

geometries along the full-system and microiterative IRC pathways, see the text.

Fig. 4 Transition state for internal rotation in 1,2-diphenylethane, with assign-

ment of carbon atoms to core regions (see text).
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converged for the default step size (see above), while there are
still some changes for 1 and 2, with convergence being reached
at a step size of 0:05

ffiffiffiffiffiffiffiffiffi

amu
p

bohr. The use of smaller LQA step
sizes in the microiterative IRC procedure for 1 and 2 allows a
better and more gradual adaptation of the position of the two
phenyl rings during the internal rotation. The resulting IRC
energy profiles for 1–3 are presented in Fig. 5a, in the case of
1 and 2 again for two different definitions of the arc lengths
(core region and full system). The RMS deviations between
the geometries along the microiterative and full-system IRC
pathways are shown in Fig. 5b. It is obvious from these plots
that core region 1 is too small to give realistic results in the
microiterative IRC treatment: the IRC energy profiles are quite
different from the reference curve obtained from the standard
full-system treatment, and the RMS deviations reach values of
about 0.25 Å at the intermediate stage; visual inspection shows
that the rotation of the phenyl rings happens too early in the
case of 1. By contrast, for the larger core region 2, the IRC
energy profile traces the reference curve closely (when using the
full-system arc length definition), the RMS deviations remain

small (generally below 0.05 Å), and visual inspection confirms
that the microiterative IRC path for 2 closely follows the
standard IRC path for 3, with only slight deviations. The
microiterative IRC procedure can thus be successfully applied
even to complicated coupled systems like 1,2-diphenylethane
provided that the core region is chosen appropriately.

C. Chorismate mutase

To assess the performance of the microiterative IRC method in
QM/MM calculations of enzymatic reactions, we studied the
conversion of chorismate to prephenate (see Fig. 6) catalyzed by
chorismate mutase (BsCM) from Bacillus subtilis. This reaction
is a key step on the shikimate pathway for the synthesis of
aromatic amino acids in plants, fungi and bacteria. It has been
intensely investigated theoretically.34

Using the QM/MM approach we treated the substrate
(24 atoms) using the semiempirical OM3 method35,36 and the
rest of the system (including the protein and the solvent shell,
13 421 atoms in total) using the CHARMM22 force field.37 The
initial preparation of the system has been described elsewhere.38

A snapshot from the previous classical molecular dynamics (MD)
simulations38 was selected and subjected to another MD run in
the NVT ensemble using the CHARMM33b1 program.39,40 One
snapshot from this MD run was randomly chosen, and the
corresponding transition state for the chorismate–prephenate
conversion was optimized. During geometry optimizations and
reaction path calculations on BsCM, only the atoms within 16 Å
from the ligand were allowed to move (active region), while the
remainder of the system was kept frozen, thus enforcing a fixed
outer solvent layer and preventing solvent water molecules from
escaping into the vacuum.

In BsCM, the ligand is not covalently bound to the protein
matrix, and the rearrangement occurs solely within the ligand
substrate. This enzymatic reaction is thus ideally suited for
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Fig. 5 IRC results for the internal rotation in 1,2-diphenylethane from the

microiterative procedure for systems 1 and 2 (see text) and from the standard

treatment for the full system 3. LQA step sizes: 0:15
ffiffiffiffiffiffiffiffiffiffi

amu
p

bohr for 3 and

0:05
ffiffiffiffiffiffiffiffiffiffi

amu
p

bohr for 1 and 2. (a) IRC energy profiles for 1–3 with different arc

length definitions. (b) RMS deviations between the geometries along different

IRC pathways.

Fig. 6 Claisen rearrangement of chorismate to prephenate in BsCM.
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applying the microiterative IRC procedure at the QM/MM level:
the substrate (24 atoms) serves as a QM region and at the same
time as a reference core region during IRC computation. We
again compare the corresponding reference IRC results with
those for a much smaller core region (4 atoms) composed of the
oxygen atom and the three carbon atoms that are directly
involved in the bond breaking and bond making processes.

As can be seen from Fig. 7a, the two IRC energy profiles do not
deviate much from one another, in spite of testing a very small core
region with only four atoms (which clearly undergo the largest
displacements during the reaction). Likewise, the RMS deviations
between the geometries along the two microiterative IRC pathways
are quite small and remain well below 0.1 Å (see Fig. 7b), and visual
inspection confirms that the two pathways match very well. When
comparing these geometries, it seems appropriate not to align the
ligand structures, which are in both cases embedded into a protein
matrix with a fixed outer part that provides a structural scaffold. For
the sake of completeness, we have also plotted the RMS deviations
after ligand alignment, which causes a minor overall rotation/
translation of the substrate and leads to somewhat lower curves
of similar shape (see Fig. 7b).

For further validation, we performed microiterative IRC
calculations for a larger core region containing the substrate
(treated at the QM level) and the five residues (treated at the
MM level) that form hydrogen bonds with the substrate during
the reaction: three arginines, one glutamate, and one tyrosine
(see Fig. 8). The resulting IRC energy profile was essentially
indistinguishable from the reference curve obtained from the
full-ligand IRC treatment. This confirms our expectation that
surrounding active-site residues need not be included in the
core region of the microiterative IRC treatment in the case
of BsCM.

D. p-Hydroxybenzoate hydroxylase

As a second QM/MM test system, we have chosen another well-
studied enzymatic reaction, namely the hydroxylation step in
the catalytic cycle of p-hydroxybenzoate hydroxylase (PHBH).
The theoretical work on PHBH has been reviewed recently.41

In the course of reaction, the OH group is being transferred
from the flavin–adenin hydroperoxide cofactor (FADHOOH) to
the p-hydroxybenzoate substrate (see Fig. 9).

The initial preparation of the system is described elsewhere.42

The substrate and the isoalloxazine ring of the FADHOOH with
the attached hydroperoxide group (48 atoms) were included in
the QM region and treated using the semi-empirical AM1
method,43 while the rest of the system was described by the
CHARMM22 force field. A randomly chosen snapshot from
those used in ref. 42 was subjected to a restrained potential
energy scan along the reaction coordinate defined in ref. 42.
The structure with the highest energy on this scan served as a
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Fig. 7 Microiterative IRC results for the chorismate–prephenate conversion

catalyzed by BsCM. LQA step size: 0:15
ffiffiffiffiffiffiffiffiffiffi

amu
p

bohr. (a) Energy profiles from full-

ligand and small-core IRC calculations (plotted in the latter case with different arc

length definitions). (b) RMS deviations between the geometries along the full-

ligand and small-core IRC pathways, with and without ligand alignment.

Fig. 8 Active center of BsCM. Shown is the substrate in its transition state and

the five hydrogen-bonded active-site residues.

Fig. 9 Hydroxylation reaction catalyzed by p-hydroxybenzoate hydroxylase. R

denotes the ribityl side chain of the FADHOOH cofactor.
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starting point for TS optimization. The subsequent microitera-
tive IRC calculations employed three core regions of different
size. The small core region contained only four atoms: the
hydroperoxide group (OOH) and the substrate carbon atom, to
which the OH group is transferred. The medium core region
also included the remaining atoms of the substrate. The large
core region comprised nearly all the QM atoms: the isoalloxazine
ring, the hydroperoxide group, and the substrate (omitting only
the methyl group representing the ribityl side chain in the QM
calculations). Technically, the default values for the LQA step
size and the outer-region convergence criteria turned out to be
accurate enough for each of the three core regions; using smaller
values did not lead to any significant changes.

The computed IRC QM/MM energy profiles are depicted in
Fig. 10a. They practically coincide when plotted against the arc
lengths of the three individual IRC calculations that include
only the corresponding core region. This may be taken as an
indication that the largest displacements occur just for the few
atoms directly involved in the reaction. On the other hand, the
curves for the two smaller core regions become broader when

plotted against the arc length evaluated for the full QM region.
A better assessment is provided by direct comparisons between
the geometries of the full QM region along the IRC pathways for
the three chosen core regions. The corresponding RMS devia-
tions (Fig. 10b) are quite small and remain below 0.06 Å. Visual
inspection confirms that the motions within the QM region
along the IRC path are very similar for all three core regions
(with 4, 17, and 45 atoms).

IV. Conclusion

We have presented a microiterative procedure to perform IRC
calculations on large molecular systems. The method is based
on separating the system into a core region and an outer region.
The core region moves along the IRC path, while the outer
region is minimized after every IRC step following the IRC path
adiabatically. This procedure allows large-scale IRC calcula-
tions at the QM/MM level. A prototypical example is the
determination of IRC paths in enzymatic reactions, with the
core region corresponding to the QM region.

Other applications are also possible, of course. The micro-
iterative IRC procedure can be employed at the pure QM level
by defining a core region in a medium-sized molecule that
encompasses only the atoms directly involved in the reaction.
Likewise, in QM/MM studies on large systems, the core region
can be chosen to include only the reactive part of the QM
region. These options have been examined for two gas-phase
test systems and for two enzymatic reactions at the QM and
QM/MM level, respectively. These tests confirm that rather
small core regions can be used successfully provided that they
account for the characteristic bond making and bond breaking
processes during the reaction. If this is the case, small-core IRC
paths tend to be quite similar to large-core or full-system IRC
paths in terms of energies and geometries, and they can thus
safely be used to check the connectivity between an optimized
transition state and the associated reactant and product states.

Among the three IRC integration methods currently imple-
mented, the LQA approach is recommended as the standard
choice, with a default step size of 0:15

ffiffiffiffiffiffiffiffiffi

amu
p

bohr. In semiem-
pirical QM/MM work, it is generally affordable and recom-
mended to choose the QM region as a core region for
microiterative IRC calculations. When using first-principles
QM methods, it will often be more practical to use smaller core
regions, which is supported by the results of the current test
calculations. Apart from characterizing TS connectivity, the
resulting IRC paths may also serve as collective coordinates
in free energy calculations that are becoming increasingly
important in large-scale QM/MM studies. The present imple-
mentation of a microiterative IRC treatment should thus be
widely applicable.
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The dual Hamiltonian free energy perturbation (DH-FEP) method is designed for

accurate and efficient evaluation of the free energy profile of chemical reactions in

quantum mechanical/molecular mechanical (QM/MM) calculations. In contrast to

existing QM/MM FEP variants, the QM region is not kept frozen during sampling,

but all degrees of freedom except for the reaction coordinate are sampled. In the

DH-FEP scheme, the sampling is done by semiempirical QM/MM molecular dynam-

ics (MD), while the perturbation energy differences are evaluated from high-level

QM/MM single-point calculations at regular intervals, skipping a pre-defined num-

ber of MD sampling steps. After validating our method using an analytic model

potential with an exactly known solution, we report a QM/MM DH-FEP study of

the enzymatic reaction catalyzed by chorismate mutase. We suggest guidelines for

QM/MM DH-FEP calculations and default values for the required computational

parameters. In the case of chorismate mutase, we apply the DH-FEP approach

in combination with a single one-dimensional reaction coordinate and with a two-

dimensional collective coordinate (two individual distances), with superior results for

the latter choice.

a)Permanent address: Lanxess Deutschland GmbH, 51369 Leverkusen, Germany
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I. INTRODUCTION

Free energy is a key thermodynamic quantity to characterize chemical processes. It gov-

erns the relative stability of different species and the rate of chemical reactions. Knowledge

of the potential energy of the system along the reaction coordinate (RC) is not sufficient

to determine the reaction rate because of the entropic contributions to the free energy. In

systems that obey classical statistical mechanics, one needs information about all accessi-

ble configurations of the system through the partition function to calculate the free energy

exactly. The Helmholtz free energy is given by

A = −
1

β
ln(Z), (1)

where Z is the canonical ensemble partition function of the system and β = 1
kBT

is available

from the Boltzmann constant kB and the temperature T . Free energy differences can be

expressed in terms of ensemble averages that can be approximately evaluated with the use of

sampling techniques, such as molecular dynamics (MD) or Monte Carlo (MC) simulations.1

There are several well-established procedures to calculate the free energy, e.g. umbrella

sampling,2 thermodynamic integration,3 and free energy perturbation (FEP).4 For example,

FEP can be used to determine the free energy difference between a perturbed and an un-

perturbed state of the system, which are described by two different Hamiltonians, through

the sampling of the potential energy difference between them.

Regardless of the chosen procedure, the configurational phase space needs to be sampled

extensively to obtain accurate free energies. This will become computationally demanding

when going to ever larger systems and to ever more accurate and time-consuming methods

for computing the potential energy during the sampling. Nowadays, classical force fields

are widely used to describe thermodynamic properties of large biomolecular systems. If

electronic effects are important, e.g., as in chemical reactions, one can apply hybrid quantum

mechanical/molecular mechanical (QM/MM) methods,5 in which the electronically relevant

part of the system is treated quantum-mechanically, while the remainder is described by

a classical force field. QM calculations require significantly more computational time than

MM calculations, and therefore extensive sampling of large systems is demanding at the

QM/MM level, especially when using first-principles QM methods. Due to this limitation,

there have been many efforts6–26 to develop QM/MM free energy methods, which aim at
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avoiding direct sampling at high levels of theory while still giving an accurate estimate of

the free energy changes during the reaction.

A powerful approach, initially proposed and developed by Warshel,6–12 and also employed

in a modified form by Ryde,13,14,27 makes use of thermodynamical cycles; an initial estimate

of the free energy is determined by sampling with some approximate reference Hamiltonian

and then corrected by evaluating via FEP the free energy change when going from the

approximate reference Hamiltonian to the target QM/MM Hamiltonian. In some of these

studies,12,27 the reference potential has been generated using semiempirical QM methods.

Another approach22–24 is to accelerate the sampling of configurational phase space by using

auxiliary MC simulations performed with an approximate Hamiltonian; the resulting final

MC structures are subjected to MC update tests, which are based on the phase space overlap

of the two Hamiltonians, thus significantly increasing the rate of the overall convergence.

The two approaches have also been combined.25

There are also QM/MM free energy calculations that conduct a direct sampling of the

whole phase space of the full QM/MM system on a single potential surface using umbrella

sampling,28 thermodynamic integration,29 or umbrella integration.30 Such calculations usu-

ally employ efficient semiempirical methods as QM component and trajectories of less than

100 ps (sufficient to obtain converged results in the investigated enzymatic systems accord-

ing to standard statistical tests29). In a recent study,27 the use of semiempirical QM/MM

sampling for evaluating the entropic contributions was however considered questionable,

because the phase space showed only weak overlap with the one derived from higher-level

methods. In the dual-level approach of Tuñon and coworkers,31,32 higher-level single-point

calculations are employed to determine correction terms for the semiempirical QM/MM en-

ergy and gradient as a continuous function of a distinguished reaction coordinate, and free

energy calculations are then done on the resulting surface using umbrella sampling.

The QM/MM-FE technique developed by Yang et al.26 is based on the FEP method and

targets an especially efficient QM/MM sampling. In this approach, the reaction path is

divided into windows, and in each of them the geometry of the QM region is obtained by

a restrained QM/MM optimization. This geometry is then kept fixed during the sampling,

which is performed only for the MM region, with the QM atoms being represented by

partial charges (derived by an ESP fit of the electrostatic potential). The perturbations are

defined by the exchange of the two subsequent geometries of the QM region. This procedure
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offers an inexpensive way to directly obtain the free energy profile of a reaction at the

QM/MM level since the sampling of the MM region is effectively done at the MM level.

The conceptual drawback of this approach is the lack of sampling in the QM region, and

hence the entropic QM contribution can only be evaluated at the stationary points within

the rigid-rotor harmonic-oscillator approximation of statistical thermodynamics.

A more general formulation of the QM/MM-FE approach proposed by Rod and Ryde13,14

and named QTCP (quantum-mechanical thermodynamic-cycle perturbation) uses the FEP

method both for evaluating the MM → MM perturbation along the reaction coordinate and

for estimating the vertical MM → QM/MM free energy differences in a thermodynamical

cycle.

In this paper, we present a modified version of the QM/MM-FE method, in which the

phase space of the QM region is freely sampled, except for the RC which is the subject of

the perturbation. The sampling of the QM region combines MD simulations at the efficient

semiempirical QM/MM level with first-principles QM/MM energy evaluations (using ab

initio or density functional QM methods). We therefore call this approach Dual Hamiltonian

Free Energy Perturbation (DH-FEP). In the following sections, we first describe the method

and its implementation. Thereafter we validate it for two test systems: a two-dimensional

analytic model potential and the enzymatic reaction catalyzed by chorismate mutase.

II. METHOD

A. QM/MM-FE

According to Zwanzig,4 the free energy difference between a perturbed (2) and an unper-

turbed (1) state can be expressed as:

∆A = A2 − A1 = −
1

β
ln

∫

P1(r)exp{−β[E2(r)− E1(r)]}dr, (2)

where E(r) is the potential energy and P1(r) is the probability of finding the unperturbed

system in the configuration r. For a QM/MM Hamiltonian, the energy is decomposed into

three parts and therefore we have:

∆A = −
1

β
ln

∫

P1(r)exp{−β[∆EQM +∆EQM−MM +∆EMM ]}dr. (3)
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In the QM/MM-FE method introduced by Yang et al.,26 the perturbation is defined as

the exchange of two neighboring QM structures that result from restrained optimizations

of points along the reaction path. The underlying assumption is that the QM and MM

degrees of freedom (DOFs) can be treated separately and that the sampling needs to be

done only over the MM DOFs, whereas the contributions to the free energy arising from

the fluctuations of the QM region around its ”optimum reaction path” are assumed to be

constant along the RC. The expression for the free energy difference between the ”windows”

A and B along the RC is:26

∆A(Rc) = ∆EQM(rmin
QM)−

1

β
ln

∫

P (RA
c )exp{−β[EQM/MM(rmin

QM(RB
c ))−EQM/MM(rmin

QM(RA
c ))]}drMM .

(4)

Corrections for zero-point vibrational energies and entropic contributions are only included

at the stationary points using the rigid-rotor harmonic-oscillator approximation:

∆AQM −∆EQM = ∆EZPE
QM +∆U th

QM − T∆SQM . (5)

The QM/MM-FE method outlined above involves two major assumptions. The first one is

conceptual, namely not to sample the QM region, which causes a truncation of the accessible

configurational space and may thus lead to an underestimation of the entropic contributions.

The second and less critical one arises from the implementation: the representation of the

QM atoms by ESP charges to allow for an efficient sampling (technically at the MM level).

B. Dual Hamiltonian Free Energy Perturbation

In our approach, we do not separate the QM and MMDOFs but define the perturbation in

terms of a pre-determined RC ξ on the potential energy surface. The RC is split into discrete

windows, each having a specific ξi value assigned, so that ξi and ξi+1 are two constraints

defining two neighboring windows along the RC:

∆E
ξi→ξi+1

pert = E(r′, ξi+1)− E(r′, ξi), (6)

where r′ represents any configuration that fulfills the constraint ξi. We thus have a con-

strained Hamiltonian and can write the free energy along the RC as

A(ξi) = −
1

β
ln

∫

exp{−βE(r′, ξi)}dr
′. (7)
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In standard notation,4 the free energy perturbation between two subsequent points is given

by

∆Aξi→ξi+1 = −
1

β
ln

∫

Pi(r
′, ξi)exp{−β[E(r′, ξi+1)− E(r′, ξi)]}dr

′. (8)

In practice, the integration is replaced by a discrete sum over MD steps. In the limit of

complete sampling over all r′ we obtain:

∆Aξi→ξi+1 = −
1

β
ln[

1

N

N
∑

i=1

exp{−β∆E
ξi→ξi+1

pert }]. (9)

Applying this approach directly in combination with high-level QM methods would be

expensive. Therefore we look for an approximation that will make our computations efficient.

The integration step size in the MD simulation is usually chosen rather small to ensure a

stable and accurate propagation of the system. Two consecutive points are thus rather close

in geometry and ∆Epert does not vary much, i.e., the step size is ideal for the MD run, but not

for sampling ∆Epert efficiently. Therefore we adopt a procedure, in which ∆Epert is computed

regularly only after skipping a pre-determined number of steps; this also decreases the

correlation between subsequent configurations. The intermediate MD steps are disregarded

during the computation of the free energy, which is thus determined from a limited number

of configurations. This allows us to introduce the next approximation: ∆Epert is evaluated

with a computationally demanding high-level QM method at the selected steps (which is

affordable because of the relatively small number of such calculations), while the sampling

is performed at the semiempirical QM/MM level. Denoting the low-level and high-level

Hamiltonian by Ham1 and Ham2, equation 8 can then be reformulated accordingly:

∆Aξi→ξi+1 = −
1

β
ln

∫

PHam1
i (r′, ξi)exp{−β[EHam2(r′, ξi+1)− EHam2(r′, ξi)]}dr

′. (10)

Using a cumulant expansion,33 the free energy difference can be expressed as a function

of the central moments of the energy difference distribution:

∆A = 〈∆E〉 −
β

2
σ2 +O(β)2. (11)

We use this expansion to overcome the problem of possible random occurrences of low

∆Epert values in the trajectory, which may adversely affect the direct exponential average.

In practice, we neglect all higher-order terms (as in Ref. 33), and the free energy difference is

calculated as a sum of the average value and the variance of the energy difference distribution.
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In actual applications, the reaction path is obtained from a sequence of restrained opti-

mizations for suitably defined ”windows”, each one with a given RC value ξi. A semiempirical

QM/MM MD simulation is then performed for each window with the constrained RC value

ξi. Every x number of steps, the RC is perturbed to ξi+1 and ∆Epert is evaluated using

a high-level QM Hamiltonian; note that the system is always propagated at RC= ξi. The

∆Epert value obtained is then tested for equilibration as described in Ref. 29 by ensuring

that there is no trend in the coarse-grained average and variance, and by checking the distri-

bution for normality and lack of correlation. If the test for trend reveals non-stationarity of

∆Epert or its variance, some MD steps from the beginning of simulation (and rarely from the

end) are dropped until the resulting data becomes stationary. If the above analysis results in

less than 400 equilibrated data points, further sampling is performed for the given window.

The free energy difference between RC values ξi and ξi+1 and the related confidence interval

are then calculated based on the cumulant expansion.33 Finally, the free energy profile of

the reaction is obtained by summing up all the free energy differences between adjacent

windows.

So far our development has been in terms of a one-dimensional RC (e.g., an internal co-

ordinate or a linear combination of internal coordinates) that gives rise to a single constraint

ξi. However, our formalism, in particular Eq. 10, remains valid when using a more general

collective coordinate, for example a collection of several (N) independent internal coordi-

nates {dj(i)} that are individually and simultaneously constrained during the sampling. A

typical case is a one-dimensional RC defined as a linear combination of two distances, where

the corresponding collective coordinate is composed of these two distances (N = 2). The

use of a collective coordinate may lead to improved results, when the individual constraints

are chosen appropriately and reflect the most relevant changes during the reaction.

DH-FEP is related to the several existing methods11,12,27,31,32 in the sense that it uses a

reference potential in order to perform efficient sampling, while obtaining the free energy

difference at a higher theory level. It differs from previously proposed dual-level free energy

methods in that we do not evaluate and apply high-level perturbation corrections after the

low-level sampling is finished,11,12,27 nor do we perform a semiempirical QM/MM sampling

with a pre-calculated first-principles correction function along the reaction path.31,32 In-

stead, our goal is to approximate an accurate high-level QM/MM sampling by using efficient

semiempirical QM/MM MD simulations and directly evaluating first-principles QM/MM
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perturbation energies at a relatively small number of selected MD steps. We thus avoid

a perturbation treatment in the method space, based on the assumption that there is a

sufficient overlap in the phase space of the low-level and high-level methods used. Both

our approach and the methods based on a thermodynamic cycle may suffer from a possibly

weak overlap of the two underlying phase spaces. In Ref. 12 this problem is approached

by refining the reference potential, while we try to tackle it by finding a suitable semiem-

pirical method that will represent the high-level QM method phase space well and/or by

using an appropriate collective reaction coordinate (see section IV). DH-FEP thus shares

some basic strategic ideas with the MM based importance function method of Iftimie et

al.,22,23 which uses a classical MM potential to guide a first-principles MC simulation, but

the computational framework is of course entirely different in these two approaches.

The convergence of QM/MM free energy perturbations based on semiempirical QM/MM

simulations has recently been studied by Heimdal and Ryde.27 The main distinction from our

approach is the use of a thermodynamic cycle to account for the differences between low-level

and high-level QM/MM methods via FEP. Within this framework, the so-called QTCP-free

calculations are conceptually similar to our approach in the sense that only the reaction

coordinate is kept fixed (rather than the whole QM system); it is not specified, however,

whether the atoms involved in the reaction coordinate are fixed to their initial Cartesian

coordinates or whether a constraint is applied, which impedes direct comparisons. In the

QTCP-free calculations,27 the error bars for the perturbation along the reaction coordinate

are rather small (as in our approach, see below), whereas those for the perturbation in the

method space (which have no counterpart in our approach) are quite large.

III. COMPUTATIONAL DETAILS

The DH-FEP method was implemented in a developmental version of the Chemshell

package.34 Constraints were imposed using the SHAKE procedure,35 which was extended

to include the difference of two distances between four different atoms. When evaluating

∆Epert during the MD simulations, the SHAKE procedure is applied twice for the four

atoms involved in the reaction coordinate, first to satisfy the constraint on the unperturbed

system (RC value ξi), and then to satisfy the constraint on the perturbed system (RC value

ξi+1); thereafter the potential energy is computed for the two resulting structures. For the
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calculation of free energy differences and the statistical validation of sampled data, we used a

supplementary program written by Kästner for our original QM/MM-FE implementation.33

In the QM/MM calculations, we employed the following codes: MNDO200536 for the

semiempirical QM methods OM3 (orthogonalization model 3)37,38 and SCC-DFTB (self-

consistent-charge density functional tight binding),39 TURBOMOLE 6.340 for the ab ini-

tio QM method RI-MP2 (resolution-of-identity Møller-Plesset second-order perturbation

theory),41,42 and DL-POLY43 for the CHARMM22 force field.44

IV. ASSESSMENT

We assess our method using two examples. The first one involves an analytic potential

function that allows an exact evaluation of the free energy and can thus be used to validate

our ansatz for calculating free energy differences along a pre-defined RC. We use two poten-

tial functions that differ slightly from each other, one of which is used for sampling and the

other one for evaluating the perturbation energy differences, in order to test the importance

of configurational phase space overlap between the two potentials. The second example

addresses the evaluation of the activation free energy in the enzymatic reaction catalyzed

by chorismate mutase: here we examine the performance of our method for a chemically

meaningful QM/MM system and compare the results to experimental data.

A. Analytical model potential

For numerical validation of our method, we use a two-dimensional model potential taken

from Ref. 30, for which the free energy can be computed analytically: E1(ξ, φ) = f(ξ) +

k(ξ)φ2 with f(ξ) = b − cξ2 + (c2/4b)ξ4 and k(ξ) = kmin + 2db/c +
√

(8d2b)/cξ + dξ2. The

3D plot and a contour plot of the potential are shown in Fig. 1. The RC is represented by

ξ while φ is an additional degree of freedom, along which the surface will be sampled to

compute the free energy; on the RC, we always have φ = 0. This model potential has two

minima with E1 = 0, which have different surroundings and thus differ in free energy (lower

at the minimum with a broader potential because of higher entropic contributions). The free

energy along the RC can be evaluated analytically as A1(ξ) = f(ξ) + ln(k(ξ))/2β + const.

We used the same parameters as in our previous work.30 In atomic units, the barrier is
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FIG. 1. 3D plot and contour plot of the analytic potential E1(ξ, φ) with a contour spacing of 0.005.

All values in atomic units.

chosen to be b = 0.01, the minima are placed at ξmin = ±2 by assigning c = 0.005, while

the width of E1 in the direction of φ is defined by setting d = 0.01 and kmin = 0.01.

Constrained Metropolis MC simulations45 were carried out on this model potential in the

NVT ensemble at a temperature of 298.15 K. The path from ξ = −3 to ξ = 3 was split

into windows separated by a width of 0.05. 50000 MC trial steps with a maximum step

size of 0.05 were performed for each window along the RC, with each new run starting at

φ = 0 and the RC being constrained to ξi. At each step, both φ and ξ were shifted in

a random direction. If the step was accepted, the ξ value was replaced first with ξi and

then with ξi+1, and the energies at both points were evaluated. Thereafter the next step

was performed starting from ξi. The free energy difference was calculated from the direct

exponential average of all sampled ∆Epert values.

The resulting activation and reaction free energies are in excellent agreement with the

analytic results. Compared with the analytic values of 28.250 and 3.512 kJ/mol for the

activation and reaction free energies, the errors were as small as 0.043 and 0.049 kJ/mol,

respectively, which clearly validates the FEP ansatz for calculating free energy differences

along the reaction coordinate. With this justification in hand, we now test the approximation

of using two different potentials for sampling and for evaluating ∆Epert at the sampled

geometries.

For this purpose, we constructed two new model potentials that differ in the transition

state region but are the same at both minima. This choice is motivated by the intended
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FIG. 2. 3D plot and contour plot of the analytic potential E2a(ξ, φ) with a contour spacing of

0.005. All values in atomic units.

QM/MM applications, where we expect low-level QM methods to mimic high-level QM

methods more closely near the minima than near the transition states.

We first introduced into E1 a term that depends in a Gaussian fashion on ξ and quadrat-

ically on φ, being zero at φ = 0. In the resulting function E2a(ξ, φ) = f(ξ) + k(ξ)φ2 +

a exp{−ξ2/(2s)}φ2, we chose the parameters as a = 0.1 and s = 0.2 (see Fig. 2).

Next we shifted the zero of the new term along the φ axis, thus slightly changing the

minimum energy path in the region of the transition state. The new function was E2b(ξ, φ) =

f(ξ) + k(ξ)φ2 + a exp{−ξ2/(2s)}(φ+∆)2 (see Fig. 3). We confirmed that MC calculations

of the reaction and activation free energies for these modified potentials were as accurate

as before (for the E1(ξ, φ) potential, see above) when the energy differences were evaluated

with the same potential that was used for sampling.

We then ran MC simulations with the same parameters as before, with the sampling

done on the E2a(ξ, φ) potential and the evaluation of ∆Epert done on the E2b(ξ, φ) potential.

As expected, the results deteriorate with increasing values of the shift parameter ∆ that

governs the deviation from the E2a(ξ, φ) sampling potential. In the sequence ∆ = 0.05, 0.1,

and 0.2, the error in the activation free energy rises from 0.45 kJ/mol via 2.33 kJ/mol to

9.74 kJ/mol. Due to the deliberate choice of the shape of the potentials (see above), the

error in the reaction free energy grows much more slowly, from 0.00 kJ/mol via 0.17 kJ/mol

to 0.92 kJ/mol, respectively.

The drastic rise of the error in the activation free energy confirms the importance of having

11



-3 -2 -1  0  1  2  3

-2

-1

 0

 1

 2

ξ

φ

FIG. 3. Contour plot of the analytic potentials E2a(ξ, φ) (solid lines) and E2b(ξ, φ) (dashed lines)

with a contour spacing of 0.005 and ∆ = 0.2. All values in atomic units.

sufficient overlap between the configurational phase space accessible on the two surfaces. At

the transition state, the φ values that can be sampled on the E2a(ξ, φ) potential range

from −0.2 to 0.2 due to the steep rise of energy along the φ axis. Therefore, as soon as

the transition state on the E2b(ξ, φ) potential is moved close to the border of the φ values

accessible at the E2a(ξ, φ) level, we no longer sample the correct configurational space, and

hence the computed activation free energy can no longer be trusted.

The DH-FEP method is thus clearly sensitive to the degree of the overlap of configura-

tional phase space between the two potentials that are used for sampling and for evaluating

∆Epert at the sampled geometries. Therefore the geometrical correspondence of the two

potentials along the RC must be carefully checked prior to free energy calculations.

B. Chorismate Mutase

As second example we chose a ”real-life” QM/MM system and calculated the activation

free energy of the Claisen rearrangement of chorismate to prephenate, catalyzed by the

Bacillus subtilis Chorismate Mutase (BsCM) enzyme. This reaction is a key step on the
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shikimate pathway of the aromatic amino acid synthesis in plants, fungi, and bacteria. It

has been intensively investigated theoretically.46 One peculiar trait of this system is the

lack of covalent bonds between the substrate and the protein environment during the whole

reaction, making it a rather convenient model for testing QM/MMmethods. Experimentally,

the entropic contribution to the activation free energy has been determined47 to be T∆S =

−11.4 ± 1.5 kJ/mol at T = 300K, which may serve as a reference value for assessing the

results from QM/MM free energy calculations. In our present work on BsCM, we first

focus on technical issues relevant to the proposed DH-FEP approach: we test the number

of steps that may be skipped between two subsequent ∆Epert evaluations, as well as the

overall number of MD steps needed to obtain converged results, and we address the problem

of configurational phase space overlap between the two potentials and how this affects the

results.

In the QM/MM calculations, we treated the substrate (24 atoms) at the QM level (OM3,

SCC-DFTB, RI-MP2/SVP) and the rest of the system comprising the protein and the solvent

shell (13421 atoms in total) with the CHARMM22 force field.44 The initial preparation of

the system has been described elsewhere.48 The first MD snapshot from the previous study48

was subjected to further MD sampling using CHARMM33b1,49,50 and six independent new

snapshots were randomly chosen from this MD run.

Following standard conventions, we first defined the RC as the difference between the

lengths of the breaking C-O and the forming C-C bond (see Fig. 4). Potential energy

profiles were calculated at all applied QM/MM levels (see above) for all the snapshots, via

a series of restrained optimizations with the RC being sequentially changed from -2.4 Å to

2.4 Å in steps of 0.05 Å. For some of the snapshots, the reaction pathways were calculated

several times in forward and backward direction until any unevenness was removed from the

potential energy profile. Subsequent transition state optimizations and intrinsic reaction

coordinate computations confirmed that the chosen RC is perfectly adequate and a valid

reference to perform the FEP calculations.

In DH-FEP applications, two parameters need to be set, namely the number of steps

skipped between two subsequent perturbations (x) and the total number of ∆Epert evalua-

tions to be performed. We have tested these options in a single MD run for an arbitrarily

chosen window (at RC= −1.15 Å). The system was heated up to 300 K in steps of 10 K

during 3 ps and then equilibrated for 20 ps, before the sampling was performed for 25 ps
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FIG. 4. Claisen rearrangement of chorismate to prephenate in chorismate mutase. The two parallel

red dashed lines in the transition state indicate the forming and the breaking bonds. The difference

between the corresponding distances is the reaction coordinate.

with ∆Epert evaluated at every step. In this and all further MD calculations, the step size

was 1 fs. All MD simulations were run in the canonial ensemble using the Nosé-Hoover chain

thermostat51,52 with a chain length of 4 and a characteristic time for the first thermostat of

0.02 ps. We used OM3/CHARMM both for sampling and for evaluating ∆Epert. Results for

different values of x with the number of ∆Epert evaluations fixed to 1000 are shown in Fig. 5.

We depict both the direct exponential average of all ∆Epert evaluations taken (dashed) and

the values obtained via cumulant expansion from a reduced number of ∆Epert values (solid)

selected after applying the statistical test on the lack of trend. The error bars shown in

Fig. 5 refer to the latter; they were evaluated according to Ref. 33. The two sets of data

do not deviate significantly, reflecting the lack of trend in most datasets. ∆A converges

with increasing x, showing that the decreasing dependency between subsequent ∆Epert cal-

culations improves the quality of the sampling. For x between 0 and 4, the free energy is

clearly not converged, while values above 10 seem to be a reasonable choice. In this study,
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FIG. 5. Free energy difference between two windows calculated with a different number of steps

skipped between the ∆Epert evaluations, with the overall number of these evaluations fixed to 1000.

The values in red (solid line) were obtained after subjecting the data to statistical tests for lack of

trend and decorrelation. The values in green (dashed line) were obtained from direct exponential

averaging of all data points. Data were taken starting from the end of a 25 ps OM3/CHARMM

MD sampling run of one of the windows along the CM reaction profile (see text for further details).

we adopted x = 14 (i.e., we evaluate ∆Epert at every 15th step) since ∆A fluctuates around

some average value for higher x. In an additional test, we have confirmed that this remains

true up to x = 149, i.e., when extending the time between ∆Epert evaluations up to 150 fs

(see Fig. S1a of Supporting Information53).

Concerning the second option, Fig. 6 shows the variation of ∆A against the overall number

of steps taken, with a fixed value of x = 14. ∆A seems to converge after MD sampling times

of around 10 ps. As expected, the error bar for ∆A decreases with increasing sampling time,

i.e., with the number of ∆Epert evaluations performed. This kind of convergence is confirmed

by further test calculations with sampling times up to 105 ps (see Fig. S1b of Supporting

Information53). In the following, we normally limit ourselves to 10 ps of sampling and use

x = 14 throughout. We note in this context that more extensive sampling will often be
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FIG. 6. Free energy difference between two windows calculated with 14 steps skipped between

two ∆Epert evaluations, with the overall number of these evaluations being varied. The values in

red (solid line) were obtained after subjecting the data to statistical tests for lack of trend and

decorrelation. The values in green (dashed line) were obtained from direct exponential averaging

of all data points. Data were taken during a 25 ps OM3/CHARMM MD sampling run of one of

the windows along the CM reaction profile (see text for further details).

hardly affordable in practice when the ∆Epert evaluations are carried out with a high-level

QM method.

Next we assess the accuracy of our method by comparing it to the well-established ther-

modynamic integration (TI) method. Both the sampling and ∆Epert evaluations were per-

formed at the OM3/CHARMM level. Since we focus on the activation free energy, we only

considered the first 50 windows from the energy profile, covering the reactant minimum and

transition state areas. The MD calculations were done for four snapshots in the following

way: in every window, the system was first heated up to 300 K in steps of 10 K during 3 ps,

then equilibrated for 25 ps, and finally sampled for 15 ps, with ∆Epert being computed at

every 15th step.

The results from the OM3/CHARMM FEP runs were in good agreement with those from
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FIG. 7. Optimized C-C and C-O distances along the RC for the three different QM methods.

TI calculations performed for the same snapshots with the same MD parameters: for all four

snapshots tested, the activation free energies agreed to within 0.8 kJ/mol, which is of the

same order as the error estimate29 of 1.0 kJ/mol for the TI values with the currently adopted

setup. The computed activation free energies ∆A‡ for the four snapshots range between 66.5

and 71.5 kJ/mol, hence the snapshot-dependent fluctuations are significantly larger than the

uncertainties in the TI and FEP calculations (both run on the same single potential surface).

We have also tested the convergence of the OM3/CHARMM FEP results for one particular

snaphot with regard to the MD sampling time in the FEP procedure: when prolonging

the sampling time per window from 15 to 105 ps, the resulting free energy profiles remain

virtually identical (see Fig. S2 of the Supporting Information53), the activation free energies

agree to within 0.2 kJ/mol, and the associated uncertainties decrease from 0.7 to 0.3 kJ/mol.

We now test the central DH-FEP approximation, namely the use of two different QM

Hamiltonians in the QM/CHARMM calculations: OM3 or SCC-DFTB for sampling and

MP2/SVP for evaluating ∆Epert. As shown in the previous sub-section for the analytic

model potential, reasonably accurate DH-FEP results can be expected only if the two QM

methods yield reasonably similar geometries along the RC. To check this crucial DH-FEP

issue, we define two criteria of geometrical correspondence: first, the interatomic distances
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entering the expression for the RC, and second, the root-mean-square deviation (RMSD)

between the geometries of the whole QM region along the RC.

For a given value of RC defined as the difference of the distances in the forming C-O and

the breaking C-C bond, restrained QM/MM optimizations (as well as constrained QM/MM

dynamics) with two different QM methods will give different individual C-O and C-C dis-

tances, and therefore comparison of these distances can be an straightforward way to examine

the geometrical correspondence of the two QMmethods. Fig. 7 shows that the optimized dis-

tances from OM3/CHARMM nearly coincide with those from QM(MP2/SVP)/CHARMM

up to RC= −1.4 Å, but start to deviate thereafter, with the difference growing up to 0.4 Å

at RC= 0. The optimized C-O and C-C distances from SCC-DFTB/CHARMM show the

opposite behavior: they differ from the QM(MP2/SVP)/CHARMM distances somewhat

up to RC= −1.1 Å, but then follow them closely up to RC= 0 except for the region of

RC= {−0.6 Å,−0.2 Å}. Concerning the RMSD values for the optimized QM regions rel-

ative to the QM(MP2/SVP)/CHARMM geometries along the RC: they vary from 0.04 to

0.06 Å for SCC-DFTB (being lowest in the region of RC= {−1.2 Å, 0.0 Å}) while they range

from 0.06 to 0.09 Å for OM3 (being lowest for RC= {−1.15 Å,−0.7 Å}).

Going beyond geometry considerations, we performed a series of QM(MP2/SVP)/MM

single-point energy calculations at the optimized OM3/MM and SCC-DFTB/MM geome-

tries along the RC (see Fig. 8). None of the resulting two curves was exactly matching

the QM(MP2/SVP)/MM energy profile, but the relative energies computed at the SCC-

DFTB/MM geometries were clearly closer to the QM(MP2/SVP)/MM reference values.

In an overall assessment of the QM/MM geometries for BsCM, SCC-DFTB thus seems

superior to OM3 in reproducing the MP2-based results, and hence it should be a good

choice for performing the sampling in QM/MM DH-FEP calculations. However, the corre-

sponding QM(MP2/SVP//SCC-DFTB)/MM DH-FEP results (see Fig. S3 of the Supporting

Information53) were unsatisfactory: the DH-FEP free energy profile started rising much too

fast at an early stage of the reaction close to the reactant state, and the activation free en-

ergy was too high compared with the QM(MP2/SVP)/MM reference value. Moreover, these

calculations failed to reproduce the entropic contribution to the activation free energy that is

known experimentally (see above). By contrast, the QM(MP2/SVP//OM3)/MM DH-FEP

free energy profile was found to ”behave” very well close to the reactant equilibrium, but to

become quite different in shape from the QM(MP2/SVP)/MM reference curve closer to the
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FIG. 8. Potential energy profile computed at the QM(MP2/SVP)/CHARMM level and

QM(MP2/SVP)/CHARMM single-point energies at the optimized OM3 and SCC-DFTB struc-

tures along the reaction path.

TS, as expected from the geometry correspondence tests (see above).

Given the fact that neither OM3 nor SCC-DFTB provides sufficiently accurate QM/MM

geometries along the whole RC, we decided to test a hybrid approach, running the MD sam-

pling for the first part of the reaction (RC= {−2.4 Å,−1.25 Å}) with OM3/MM and using

SCC-DFTB/MM for the second part (RC= {−1.25 Å, 0.1 Å}). To limit the computational

effort for the MP2-based evaluation of ∆Epert, the MD procedure was slightly changed: the

heating was done in steps of 5 K during 6 ps, thereafter the system was equilibrated for 15 ps

and sampled for 10 ps. We thus performed 1333 MP2/CHARMM calculations per window.

The hybrid approach (dash-dotted curve in Fig. 9) gave satisfactory results: the difference

between ∆E‡ and ∆A‡ ranged from -2.0 to -18.0 kJ/mol for the individual snapshots, with

an average value of -10.3 kJ/mol and a confidence interval for the barrier of about 1 kJ/mol.

Taking into account the difference ∆EZPE
QM between the zero-point vibrational energies of

TS and reactant (-4.2 kJ/mol for each snapshot in harmonic approximation) and assum-

ing the thermal corrections ∆U th to be negligible, we arrive at an average T∆S‡ value of
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FIG. 9. Potential energy, DH-FEP, and QM/MM-FE profiles obtained for snapshot 6. The poten-

tial energy was computed at the QM(MP2/SVP)/CHARMM theory level. The DH-FEP profile

was determined with a hybrid approach, in which the first part of the reaction path was sampled

with OM3/CHARMM, and the second part with SCC-DFTB/CHARMM, while ∆Epert was eval-

uated with QM(MP2/SVP)/CHARMM. The conventional QM/MM-FE profile was computed at

the QM(MP2/SVP)/CHARMM level.

-14.5 kJ/mol, which is close to the experimental result of −11.4 ± 1.5 kJ/mol.47 It is obvi-

ous from Table I that the ∆A‡ value fluctuates much less from snapshot to snapshot than

the ∆E‡ value, implying that the sampling was adequate. The fluctuations in the entropic

contributions (∆E‡ −∆A‡) thus mainly arise from the differences in the energy barriers for

the individual snapshots.

The error estimates given in Table I account only for statistical fluctuations and incom-

plete sampling during the MD runs. They do not include errors caused by an insufficient

overlap of the two underlying configurational spaces, as we do not apply an explicit reweight-

ing of the semiempirical surface via FEP, as done e.g. in Refs. 12 and 27. In the latter work,

the errors associated with the perturbations along the reaction coordinate were fairly small

(as in our case), while those associated with the perturbations in the method space (avoided
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TABLE I. Free energy and potential energy barriers and entropic contributions to the barrier of

the BsCM-catalyzed reaction for the six snapshots considerd. All values in kJ/mol.

Snapshots Average Exp.47

Snapshot number 1 2 3 4 5 6

∆A‡ 57.1±0.7 59.2±0.7 62.4±0.9 56.7±0.7 62.1±0.8 60.0±0.7 59.6±0.75 64.4

∆E‡ 47.5 41.9 44.4 49.2 60.1 52.6 49.3

∆E‡ −∆A‡ -9.6±0.7 -17.3±0.7 -18.0±0.9 -7.5±0.7 -2.0±0.8 -7.4±0.7 -10.3±0.75 -11.4±1.5

in our approach) were rather large, thus raising general concerns about using semiempirical

methods to provide the reference potential. We note that there was no attempt in Ref. 27 to

evaluate the configurational space overlap between the chosen semiempirical and higher-level

QM method prior to performing MD simulations, or to go beyond standard MNDO-type

semiempirical methods. Doing so may enhance the quality of the reference potential in such

dual-level free energy calculations.

For comparison, we also performed conventional QM/MM-FE calculations26,29 for snap-

shot 6 (see Fig. 9). As expected from the lack of sampling in the QM region, the entropic

contribution is underestimated: the free energy profile basically follows the potential en-

ergy profile, and the TS is even slightly lower, suggesting an entropic contribution with the

wrong sign. Following the conventional procedure,26,29 the entropic contribution for the QM

region can be evaluated at the stationary points using the rigid-rotor harmonic-oscillator

approximation; this gives a T∆S‡
QM contribution of 2.5 kJ/mol, which is clearly too small

to get close to the experimental value of the entropic contribution (see above). This example

confirms that the degrees of freedom in the QM region should also be sampled to obtain a

realistic entropic contribution to activation free energies in chemical reactions.

Our results with the hybrid approach indicate that the DH-FEP approach can provide

free energies that closely mimic those from high-level QM/MM approaches, if the low-level

QM/MM approach used for sampling yields realistic geometries along the RC (close to the

high-level QM/MM geometries). However, such close matching of low-level and high-level

geometries, e.g., from semiempirical and ab initio QM/MM calculations, may not always be

achievable, as presently demonstrated for OM3 or SCC-DFTB versus MP2/SVP. In such
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FIG. 10. Potential energy profile from QM(MP2/SVP)/CHARMM calculations and three free

energy profiles computed for snapshot 6. Hybrid DH-FEP profile, sampling with OM3/CHARMM

and SCC-DFTB/CHARMM for the first and second part of the reaction path, respectively

(see text); 2D DH-FEP profiles, evaluated with the use of a two-dimensional collective coordi-

nate, sampling with OM3/CHARMM and with SCC-DFTB/CHARMM. ∆Epert obtained from

QM(MP2/SVP)/CHARMM single-point calculations (see text).

cases, we can generalize the DH-FEP strategy by using more than one constraint, based

on the observation that it is crucial to match the decisive geometrical variables entering

the RC. In the case of BsCM, instead of only constraining the RC (i.e., the difference

between the distances of the forming C-O and the breaking C-C bond), we now constrain

the individual C-O and C-C distances to their reference values from QM(MP2/SVP)/MM

restrained optimizations. This choice removes two DOFs of the QM region from sampling

(rather than one DOF as before) and may thus entail the risk to underestimate the entropic

contributions. This disadvantage is expected to be outweighed by the advantage of sampling

a more appropriate configurational phase space, with better coverage of the region that is

important in the high-level treatment.

We checked the performance of this collective coordinate approach by running DH-FEP

22



calculations for snapshot 6, constraining both relevant C-O and C-C distances separately

and using either OM3/CHARMM or SCC-DFTB/CHARMM for sampling throughout the

whole reaction (see Fig. 10). Both DH-FEP calculations gave similar free energy profiles

and reproduced the ∆A‡ values that had previously been obtained with the hybrid DH-FEP

approach. The use of a collective coordinate (here composed of the two relevant interatomic

distances) in the DH-FEP calculations thus helps to overcome the limitations associated

with the use of a single one-dimensional RC.32

The DH-FEP treatment may thus be improved by the judicious choice of an appropriate

collective coordinate, thereby replacing the single constraint on the RC with two (or more)

constraints on suitably chosen DOFs. This allows for successful applications even when

there are appreciable differences between the low-level and high-level geometries along the

reaction path. Obviously, a careful analysis of these differences is essential for identifying

the DOFs that should enter the collective coordinate and be constrained in the DH-FEP

calculations. Compared with the conventional QM/MM-FE procedure,26,29 the DH-FEP

approach, regardless of whether used with a single or a collective reaction coordinate, is

expected to give a better estimate of the entropic contributions to the free energy profile,

because of the explicit sampling of most of the QM region.

V. CONCLUSION

We have presented the dual Hamiltonian free energy perturbation (DH-FEP) method for

evaluating free energies differences in large QM/MM systems. Compared with the conven-

tional QM/MM-FE approach,26,29 our method samples not only the MM region but also the

QM region, i.e., the full configurational space except for the reaction coordinate. For the

sake of computational efficiency, we introduced the approximation to use a less expensive

low-level QM/MM method for sampling, while the perturbation energy differences ∆Epert

are evaluated through higher-level single-point QM/MM calculations performed at regular

intervals, after skipping a pre-determined number of MD sampling steps. We examined the

performance of our method using two test systems, namely a two-dimensional analytic model

potential and a prototypical enzymatic reaction, the chorismate-to-prephenate conversion

catalyzed by the BsCM enzyme.

Our implementation of the FEP approach was validated using the same potential for
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sampling and for evaluating ∆Epert (i.e., a single Hamiltonian approach). The FEP results

were shown to accurately reproduce the exact solutions for an analytic model potential and

the activation free energy of the BsCM reaction obtained from standard thermodynamic

integration.

In the numerical tests of the dual Hamiltonian approximation for the analytic model

potential, the computed free energies were found to be quite sensitive to the overlap of the

two surfaces in the region accessible to the sampling, thus calling for a careful analysis of

the geometrical correspondence between the low-level and high-level methods chosen for

DH-FEP calculations.

In the QM/MM tests for the enzymatic BsCM reaction, we first determined the necessary

simulation parameters: we found that it was sufficient to evaluate ∆Epert every 15 MD steps

and to sample for at least 10 ps to obtain results that are converged well enough. The sub-

sequent DH-FEP QM/MM calculations employed the semiempirical OM3 and SCC-DFTB

QM methods for sampling and the ab initio MP2/SVP approach for evaluating ∆Epert. In

the basic DH-FEP treatment, we constrained only the RC (defined as the difference between

the distances of the forming C-O and the breaking C-C bond). The quality of the DH-FEP

results was found to depend on the similarity between the low-level and high-level QM/MM

structures along the RC: neither OM3 nor SCC-DFTB provided a good match to the MP2-

based geometries over the entire RC, while being reasonably accurate in complementary

regions of the reaction path. More realistic DH-FEP results could be obtained by a hybrid

approach, in which the reaction path was divided into two regions, each described with the

most suitable semiempirical method: the computed entropic contribution to the activation

free energy was close to the experimental value.

Closer analysis of these DH-FEP QM/MM results for BsCM revealed that the crucial in-

dicator of success is not the RMSD between the low-level and high-level QM/MM structures

along the RC, but rather the match of the C-O and C-C distances used to define the RC

(see above). Therefore, we applied the more general collective coordinate approach, with

separate constraints on these two distances, to ensure an improved sampling of the relevant

configurational space. The corresponding results were very close to the those from the hy-

brid approach, regardless of whether OM3 or SCC-DFTB was used for sampling. We thus

recommend to use such a collective RC whenever the analysis of the low-level and high-level

QM/MM structures along the RC reveals substantial discrepancies. A suitable collective
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RC can be defined by proceeding as follows. First, high-level QM/MM calculations are per-

formed to locate the relevant transition state and the reaction path that connects it with the

reactants and products. A natural choice for determining the reaction path is to follow the

intrinsic reaction cooordinate (IRC) starting from the optimized transition state, which can

efficiently be done at the QM/MM level by an approximate microiterative scheme.54 The

IRC can then be used to identify the (small) set of internal coordinates, e.g., of individual

interatomic distances, that undergo the most drastic changes along the reaction path and

that should thus enter the collective RC for the subsequent DH-FEP calculations.

Going beyond this type of RC-based DH-FEP approach, one may attempt to devise

procedures that directly control the space being sampled, for example by using MC tech-

niques with update criteria based on the overlap between the two configurational spaces as

suggested previously in a different context.22 Alternatively, one may implement a DH-FEP

scheme, in which the geometries and energy differences are stored during MD sampling,

with the energy differences being weighted according to phase space overlap criteria at the

end. Generally speaking, it is advisable to examine whether there is sufficient similarity of

the geometries and sufficient overlap of the configurational phase spaces obtained with the

low-level and high-level QM/MM methods used in the DH-FEP approach. If this is the

case, DH-FEP offers an efficient opportunity to calculate accurate free energy differences in

large QM/MM systems.

This approach can become even more valuable with the increase of computer power that

will allow for future large-scale sampling at more expensive first-principles QM/MM levels,

which may then enable even more accurate free energy evaluations, e.g., with larger basis

sets or coupled cluster QM methods.
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Fig. S1. Free energy differences between two windows of snapshot 4.  

Fig. S1a. 

Free energy differences between two windows calculated with different numbers of steps 

skipped between the ΔEpert evaluations, with the overall number of evaluations fixed to 700. Data 

taken starting from the end of a 105 ps OM3/CHARMM MD sampling run. 

The computed free energy differences vary between 1.78 and 1.96 kJ/mol, without any obvious 

trend, when increasing the number of steps skipped between evaluations from 14 to 149. They 

remain within the range covered by the individual error bars, which are typically around 0.35 

kJ/mol. 

Comparison with Figure 5 of the main paper for snapshot 6: Fluctuations of the computed free 

energy differences persist at a roughly constant level, within the range of the error bars, when 

extending the time between ΔEpert evaluations from 15 to 150 fs (thus decreasing the correlation 

between successive evaluations). 
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Fig. S1b. 

 

Free energy differences between two windows calculated with 14 steps skipped between two 

ΔEpert evaluations, as a function of the overall number of evaluations. Data taken starting from 

the beginning of a 105 ps OM3/CHARMM MD sampling run. 

The computed free energy differences vary between 1.89 and 2.04 kJ/mol, when increasing the 

sampling time from 22.5 to 105 ps. Initially they decrease slightly, before reaching an essentially 

constant plateau at around 1.90 kJ/mol. The individual error bars also decrease slightly with 

increasing sampling time, from about 0.2 to 0.1 kJ/mol. 

Comparison with Figure 6 of the main paper for snapshot 6: The computed free energy 

differences and the associated error bars show reasonable convergence when extending the 

sampling time to 105 ps. The results obtained with the standard sampling time of 10 ps (see the 

main paper) differ only slightly from the converged value (which remains within the error bar of 

the standard value).  
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Fig. S2. FEP profiles obtained for snapshot 4 with different sampling 

times. 

In both cases, OM3/CHARMM MD sampling was performed after 25 ps of equilibration, with 

ΔEpert being evaluated at every 15th step. In the first case (red solid line) the sampling time for 

each window was 15 ps. In the second case (green dash-dotted line) it was prolonged to 105 ps.  

The resulting activation free energies agree to within 0.2 kJ/mol. The corresponding uncertainties 

are 0.7 kJ/mol and 0.3 kJ/mol for the 15 ps and 105 ps simulations, respectively.  
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Fig. S3. Potential energy and DH-FEP profiles for snapshot 6. 

 

The potential energy was computed at the QM(MP2/SVP)/CHARMM level. The DH-FEP 

profiles were computed with sampling done at the OM3/CHARMM or SCC-DFTB/CHARMM 

level, while ΔEpert was evaluated using QM(MP2/SVP)/CHARMM. 

 




