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"The formation of different languages and of distinct species and the proofs that both
have been developed through a gradual process, are curiously parallel”

- Charles Darwin, "The Descent Of Man, 1871, Chapter 3, pp 79"

iil



Summary

Recent advances in genomics and linguistics have generated vast data that
provide a useful benchmark to study micro- and macro- evolutionary
processes. Several evolutionary process such as recombination, hybridization,
genome fusions and lateral gene transfer/horizontal gene transfer (LGT or
HGT) in genome evolution are fundamentally non-treelike in nature.
Analogies for all major evolutionary processes in genome evolution are also
recognized in language evolution. Consequently, networks, in addition to
bifurcating trees, become an essential tool for modeling conflicting signals and
evolutionary complexity in genomic and linguistic research. Studying genome
and language evolution using phylogenetic networks traces both vertical as
well as lateral component during their evolution. Because similar evolutionary
processes shaped both genome and language evolution into contemporary
forms, it is also possible to use methods that are developed to study genome
evolution to study language evolution.

In the course of this thesis the frequency and impact of lateral transfers
during the evolution of genomes (Haloarchaea) and languages (Indo-
European and Polynesian) were investigated. Phylogenomic networks were
reconstructed using genomes or languages as nodes and their evolutionary
relationships as edges. The evolution of ten halorarchaeal genomes using a
phylogenomic network approach with respect to 1,143 eubacterial reference
genomes identified extensive inter domain LGT during haloarchaeal genome
evolution. The results exemplify the role of LGT in transforming a strictly
anaerobic, chemolithoautotropic methanogen into a heterotrophic, oxygen-
respiring and bacteriorhodopsin-photosythetic organism. In the second and
third studies presented here, the evolutionary history of 84 Indo-European and
33 Polynesian languages were examined. In both cases reconstructed
phylogenomic networks identified a higher frequency of lexical borrowings
than previously thought.

Modeling genome and language evolution using phylogenomic
networks opens up new insights and provides more precise quantitative

inferences about both vertical and lateral components during evolution.
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Zusammenfassung

Jungste Fortschritte in der Genomik und den Sprachwissenschaften haben eine
Flut an Daten generiert welche eine gute Grundlage bieten, um kleinere und
grofsere evolutiondre Prozesse zu studieren. Viele dieser Prozesse, wie
Rekombination, = Hybridisierung, = Genomfusionen und horizontaler
Gentransfer, lassen sich aufgrund ihrer Natur nicht durch bifurkierende
Bdume darstellen. Fur alle wichtigen evolutiondren Prozesse innerhalb der
Genomik wurden auch analoge Prozesse in der Evolution der Sprachen
gefunden. Dementsprechend sind Netzwerke, nach bifurkierenden Bdumen,
essentielle Werkzeuge, um widerspruchliche Signale und evolutionére
Komplexitit in den beiden Wissenschaften darzustellen. Bei der Untersuchung
der Evolution von Genomen und der Geschichte von Sprachen sichert der
Gebrauch von phylogenetischen Netzwerken, dass nicht nur die vertikale
sondern auch die horizontale Komponente der evolutiondren Prozesse erfasst
wird. Aufgrund ihrer Ahnlichkeiten ist es moglich, Methoden, die zur
Untersuchung der Genomevolution entwickelt wurden, auch zu verwenden,
um die Geschichte von Sprachen zu untersuchen.

Im Verlauf dieser Arbeit wurde die Haufigkeit und der Einfluss
lateralen Transfers auf die Evolution mehrerer bakterieller Genome
(Halobakterien) und mehrerer Sprachen (indogermanische und polynesische
Sprachen) untersucht. Fur diesen Zweck wurden phylogenetische Netzwerke
erstellt, deren Knoten Genome bzw. Sprachen reprisentieren, und deren
Kanten die evolutiondre Beziehung zwischen Genomen bzw. Sprachen
darstellen. Zuerst wurde die Evolution von zehn halobakteriellen Genomen
studiert. Durch einen Vergleich mit 1.143 eubakteriellen Genomen wurde eine
hohe Haufigkeit an lateralen Gentransferprozessen zwischen den beiden
Doménen gefunden. Anhand der Ergebnisse wird beispielhaft die Rolle
lateralen  Gentransfers erklart, welcher ein  strikt  anaerobes,
chemolithoautotrophes und methanogenes Archaeum, in einen heterotrophen,
Sauerstoff atmenden und bacteriorhodopsin-photosynthetischen Organismus
transformiert. In zwei weiteren Studien, welche hier prasentiert werden,

wurde der evolutiondre Hintergrund von 84 Indoeuropdischen und 33



Polynesischen Sprachen untersucht. In beiden Féllen wiesen phylogenetische
Netzwerke auf einen viel hoheren Grad an lexikalischer Entlehnung hin, als
bisher angenommen wurde.

Die Darstellung von Genomevolution und Sprachgeschichte mit Hilfe
von phylogenetischen Netzwerken gewdhrt neue und quantitative Einblicke in
die Bedeutung der vertikalen sowie der horizontalen Komponente

evolutiondrer Prozesse.
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1.

Introduction

Introduction

“... it might be that some very ancient language had altered little, and had given
rise to few new languages, whilst others (owing to the spreading and subsequent
isolation and states of civilisation of the several races, descended from a common

race) had altered much, and had given rise to many new languages and dialects. ...”

(Charles Darwin (1859) The origin of species, chapter 13)

Genomes and languages have much in common, genes or words both evolve
via vertical inheritance and lateral transfers. Traditionally, both processes
were described in terms of family trees with ancestral species/languages
diverging into its descendants. Immediately after Darwin (1859) published
family trees to describe evolutionary relationships among biological species,
German linguist August Schleicher (1863) introduced trees in linguistics to
explain language evolution. Soon after the work published by Darwin (1859)
and Schleicher (1863), tree models rapidly became a common tool to study
evolution in both fields. However, lateral components in both entities
(genomes and languages) play an important role during their evolution, its
impacts get largely discarded. Over the past 500 years, different metaphors
and models have been developed to describe the natural systems and
genealogical relationships (Ragan 2009), but realistic models that can explain
evolution of genomes and languages in addition to vertical inheritance are

still lacking.
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1.1  Similarities between genome and language evolution

The parallels between biological and linguistic evolution were evident both
to Charles Darwin, who briefly addressed the topic of language evolution in
The Origin of species (Darwin 1859), and to the linguist August Schleicher,
who in an open letter to Ernst Haeckel discussed the similarities between
language classification and species evolution (Schleicher 1863). As genomes
contain all the necessary biological hereditary information of species, a
language system contains all linguistic requirements for replicating
communication within a speech community. Both entities are constituted by
discrete evolving elements that allow building highly elaborate functional
complexes. Discrete heritable units such as nucleotides, amino acids and
genes in biological evolution are similar to that of words, phonemes and
syntax in language evolution, also similar evolutionary forces shaped both
genomes and languages into contemporary form (Pagel 2009). Evolutionary
relationship between genomes and languages shows that both systems
undergone similar evolutionary shifts to attain increasing level of complexity
(Ji 1989). Both genomes and languages evolved by evolutionary strategies
that affected their properties and complexity, both were constantly subject to
change and affected by lateral gene transfers in genomes and lexical

borrowings in languages.

1.2 Lateral component of genome and language evolution

In biology, statistical methods were developed in late 1960’s to infer
phylogenetic trees from sets of homologous molecular sequences (Fitch and
Margoliash 1967, Dayhoff 1969) and phylogenetic trees reconstructed using
universal small-subunit ribosomal genes were soon assumed to represent a
vertical bifurcating tree of life (Woese et al. 1990). As further genome
sequences became available and phylogenetic inference grew more-
sophisticated, single-gene topologies failed to tell a fully consistent

phylogenetic story. In prokaryotes, patterns of topological incongruence
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among different trees, or between a gene tree and a reference tree were
interpreted as a primary evidence for lateral gene transfer (Jain et al. 1999,
Beiko et al. 2005, Dagan et al. 2008, Soria-Carrasco and Castresana 2008,
Dagan and Martin 2009, Haggerty et al. 2009, Ragan 2009). Genome
evolution includes both vertical as well as lateral components and it can thus
take the form of networks (Kunin et al. 2005, Dagan et al. 2008, Soria-
Carrasco and Castresana 2008, Dagan and Martin 2009, Haggerty et al. 2009,
Ragan 2009). Recent studies showed that substantial amount of lateral gene
transfer events occurred between different taxonomic groups during
bacterial evolution (Koonin et al. 2001, Dagan and Martin 2007).

Lateral gene transfer processes in genome evolution have strong
resemblance with lexical borrowings in language evolution. Biologists and
linguists were well aware of the fact that evolutionary relationships are not
always necessarily vertical (genealogical). However tree models were long
used as a metaphor for modeling genome and language evolution.
Gradually tree models were rejected by several scholars arguing against the
use of simple tree model for describing the complicated evolution of
genomes and languages. In 1872, the German linguist Johannes Schmidt
(1843-1901) proposed a “Wave theory” to better explain the patterns of
language evolution, followed by many alternative ways such as “chain” or
even “animated pictures” (Schuchardt 1870). Inadequacy of explaining
vertical and lateral components of language evolution, none of these models
gained acceptance among all linguistic scholars. An early explicit network
approach can be found in a study by Bofante (1931) where more complex
relations between languages are considered. Nevertheless, many
independent models were developed in both fields to account for the lateral
component in evolution (Bryant et al. 2005, Nakhleh et al. 2005, Huson and
Bryant 2006), while these models can show the conflicting signals in the data,
none of them is capable of giving an estimate regarding quantitative

measurement of lateral transfers during evolution.
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1.2.1 Lateral gene transfers (LGTs) in microbial genome evolution

Microbes evolve not only via vertical inheritance but also by acquiring
genetic material from their environment via a process called lateral or
horizontal gene transfer (LGT or HGT), during which a recipient genome
acquires genetic material from a donor genome. The importance of LGTs for
microbial genome evolution was not recognized until 1950’s. Freeman first
demonstrated LGT in 1951 by transferring a viral gene on to a non-
virulent Corynebacterium diphtheriae strain so that it turned into a virulent
stain. In 1959 Ochiai et al. described the existence of long distance inter-
bacterial gene transfer and in mid 1980’s Syvanen predicted the existence,
biological significance and role of LGT’s in biological evolution. LGT plays a
crucial role in microbial genome evolution (Doolittle 1999, Ochman et al.
2000) giving the bacterial genomes a rather dynamic structure compared to

the previously assumed static one (Martin 1999).

i. Basic mechanism of lateral gene transfers (LGTs)

The occurrence of lateral gene transfers (LGTs) that blurs the boundaries
between species has been generally accepted for many years (Popa and
Dagan 2011). There are several mechanisms discovered so far which mediate
lateral gene transfer. They include, transformation - the uptake of DNA from
the environment (Chen et al. 2005), conjugation — the transfer of genetic
material via plasmid (Norman et al. 2005) and transduction — the transfer of
DNA by phages (Thomas and Nielson 2005). In addition, genetic material
can be transferred using gene transfer agents (GTA, Lang and Beatty 2007) or
nanotubes that are membrane tubular protrusions connecting between cells
(Dubey and Yehuda 2011). Microbial genomes are in a constant state of flux
i.e., any segment of genetic material in a large bacterial population might
have the chance to be laterally transferred. The current mechanistic
understanding of the processes that facilitate LGT events has come from the
study of model organisms and the environmental factors that promote or

limit LGT events in nature are not well known. Even though only a minor
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proportion of the transferred DNA between species is likely to be
maintained in the new host over generations, there are many factors limiting
evolutionarily successful LGT including mechanismistic barriers to their
establishment, expression and function (Popa and Dagan 2011). In addition
temporal and spatial factors limit the spread of the transferred genetic

material in bacterial populations (Thomas and Neilson 2005).

ii. Impact of lateral gene transfers (LGTs) in genome evolution

The proportion of protein families affected by LGT during microbial
evolution as inferred from gene phylogenies is estimated to be between 60%
(Kunin et al. 2005, Dagan et al. 2008) and 90% (Mirkin et al. 2003). Since the
amount of lateral transfers in microbial genomes is much more important
than mutation in evolving new functions (Lawrence and Ochman 1998), the
underlying process of microbial evolution would be fundamentally at odds
with the concept of a single bifurcating tree, because lateral transfers are not
a tree like process (Martin 1999, Doolittle 2004, Gogarten and Townsend
2005, Pal et al. 2005, Dagan and Martin 2006). A simple tree model that uses
genealogical relationships is not capable of adequately describing the
evolution of prokaryotes (Bapteste et. al. 2009) because the current
phylogeny itself may be defined in a large part by LGT (Doolittle 1999). A
few examples of abundant lateral gene transfer during early evolution
include transfers from organellar to nuclear genomes in eukaryotes
(Doolittle 1998, Martin 2003) and transfer of plasmids between bacterial
species (Naik et al. 1994). Archaea - Eubacteria inter domain lateral gene
transfers were frequent during early evolution and they played an important
role for the evolution of the archaeal domain (Nelson et al. 1999,
Deppenmeir et al. 2001, Allers and Mevarech 2005). Regarding bacterial
pathogenicity, LGTs are considered as the primary mechanism for spreading

antibiotic resistance genes in microbes (Nielsen 1998, Koonin et al. 2001).
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iii. Trends and barriers of lateral gene transfers (LGTs)

Although inter-domain LGTs were frequent during early evolution (Nelson
1999, Mongodin 2005), most recent LGTs seem to occur between closely
related species (295% similar nucleotide composition) suggesting an
existence of donor-recipient similarity barrier (Popa and Dagan 2011). A
functional barrier exists that suggesting most of the transferred genes perform
preferred metabolic functions. The majority of the LGTs occur within the
same habitat suggesting an ecological barrier and the frequency of LGTs
between species negatively correlate with the physical distance suggesting a
spatial barrier (Popa and Dagan 2011). In the context of long distance gene
transfers, the transduction mechanism is considered to have the longest
range (Majewski 2001).

.2.2 Borrowings in language evolution

Lexical borrowing is the transfer of a word from a donor language to a
recipient language as a result of a certain kind of contact between the
speakers of the two languages (Trask 2000). Lexical borrowing can be
reciprocal or unidirectional and occurs at variable rates during evolution.
Lateral interactions during language evolution can range from the exchange
of a few words to deep interference. Factors affecting the rate of lexical
borrowing during language evolution include socio-cultural situation, the
intensity of contact between the speakers of the respective languages, the
dignity of specific language varieties within a given speech community, the
genetic or typological closeness of the languages that facilitates the inclusion
of foreign words, the amount of bi- or multilingual speakers in the respective
linguistic communities, or combinations thereof (Thomason and kaufman
1998, Aikhenvald 2006). For example, English has been heavily influenced
throughout its history by different languages such as Celtic,c Norse and
Norman French (Fox 1995).
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i. Basic mechanism of lexical borrowing

Generally words from a donor language enter in to a recipient language as a
technical term in contrast to the exposure to a foreign culture. Mostly donor
languages may be players in dominant field of activities such as arts,
religion, business, science and philosophy. Once a borrowed word looses its
foreign cultural associations, it passes into general use in the languages.
Borrowing processes can be a direct transfer or a semantic transfer. In direct
transfer, form and meaning of words are transferred as a whole from the
donor to recipient language. e.g., word flor was directly transferred from Old
French to English flower. In case of semantic transfer, a word is reproduced in
the recipient languages by expanding the meaning of a given word to match
the form-meaning unity in the donor language (Weinreich 1953). For example
German maus has two meanings: “animal” and a “computer device”, the
second meaning is a semantic borrowing from English to German. Basic
vocabulary of languages is supposed to be more resistant to borrowing than

its whole lexicon.

ii. Impact of lexical borrowings in language evolution

Similar to LGT in genome evolution, lexical borrowing is a non-tree-like
evolutionary event that cannot be reconstructed using phylogenetic trees
that are common in evolutionary biology (Soukhanov 1992, Orel 2003). In
language evolution, lexical borrowing resulting from contacts, linguists were
well aware of the existence of non-geological component in language
evolution. For example at least 60% of cognates (words having same
etymological origin) in Indo-European languages have been affected by at
least one borrowing event during evolution (Nelson-Sathi et al. 2011). A
recent study shows that English has borrowed eight percentage of its basic
vocabulary from Old Norse and Old French (Embleton 2000). Icelandic, on
the other hand, has preserved most of its original words (Bergsland 1962),

maybe because of its geographical isolation.
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iii. Trends and barriers of lexical borrowings

Since in most cases word borrowings happen as a result of interaction
between two speech communities, there also exist some trends and barriers
in borrowing process of language evolution. Since the sound systems of
languages may differ crucially, not all words that might be borrowed are
equally easy to pronounce for the speakers of different languages. In cases
where the sound system of possible donor and recipient languages is similar,
direct borrowing will happen result in a similarity barrier. Usually word
borrowing occurs when a recipient language lacks certain words for some
concepts that is present in the donor language, borrowing heavily depends
on the meaning of the items being borrowed. For example, words
representing basic concepts that are very essential for daily life are less likely
to be transferred, resulting in a functional barrier (Hock and Joseph 2009).
Since borrowing occurs as a result of interaction between two speech
communities, it is obvious that borrowing events will be less frequent
between geographically distant ones, resulting in a spatial barrier. The spatial
barrier is closely connected with what one might call a socio-cultural or socio-
political barrier for lexical borrowing: Due to social, cultural, or political
reasons a given language variety may either be promoted or marginalized by
the ones who speak it, resulting in a high or low borrowing rates (Tadmor
2009).

1.3 Networks to study lateral transfers in genome and language
evolution

Traditionally, shared traits among genomes and languages were used to
thought to include close relationships in the family tree, hence trees became
the leading metaphor to describe their evolutionary relationships.
Nevertheless, biologists and linguists have long been aware of the problems
that lateral transfers poses to the tree model. Given the specific need to
model both vertical and lateral processes, biologists and linguists naturally

turn to networks as a format to represent evolving entities. Network
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representation of relations is not new and it has been documented even
before Darwin’s species tree was popularized (Ragan 2009).

A network is a mathematical model of pairwise relations among
entities. It is described as a collection of pairwise relations between entities
where the entities are called nodes (or vertices) and the relations between
them edges (Newman 2010). A network of N vertices can be fully defined by
matrix, A = [a,ly«, with a; =a; = 0 if a connection exists between node i and j,
and a;= a; = 0 otherwise. In a binary network, the information is limited to
whether the vertices are connected or not. In a weighted Network edges can
also have a certain weight that signifies the strength of the connection.
Network based approaches are common in almost all fields of science
including social science, cell biology, ecology and statistical physics.
Networks provide complete overview of the whole system as interacting
entities and its properties and connectivity patterns can tell us about to the
topology, dynamics and development of the modelled system (Strogatz 2001,
Alon 2007, Newman 2010).

Networks are generally wused in phylogenetic research for
reconstruction of evolutionary processes that are non-tree like in nature
including hybridization, recombination, genome fusion and lateral gene
transfer (Dagan 2011). A phylogenomic network represents completely
sequenced genomes or lexicon of languages as nodes and their relationship
as edges (Dagan et al. 2008, Dagan 2011, Nelson-Sathi et al. 2011). The
network relationships can be reconstructed by means of genetic information
from shared gene content (Halary et al. 2010), shared similarity (Dagan and
Martin 2007, Lima-Mendez et al. 2008) or from phylogenetic trees (Beiko et
al. 2005, Dagan and Martin 2008, Popa et al. 2011).

In contrast to phylogenetic trees, phylogenomic networks have many
advantages when studying genome and language evolution. An in-depth
analysis of network structure and properties enables the application of
networks to study evolution in a much more quantitative way (Dagan 2011).
Since they consider the lateral component, phylogenomic networks show
more a dynamical picture of evolution rather than a static picture of

relationship between taxa.



Aim of the thesis

2. Aim of the thesis

In light of the forgoing, the aims of this thesis were to quantify the frequency
and impact of lateral transfers during genome and language evolution using
phylogenomic networks and publically available data (microbial genomes
and lexicon of languages).

i. In the case of genomes, the goal was to provide a detailed
investigation towards the amount of ancient eubacteria-archaea inter-
domain LGTs and its impact on physiologically transforming an anerobic
chemolithoautotroph (methanogen) into aerobic heterotroph (haloarchaea).

ii. In the case of language evolution, the goal was to use
phylogenomic network approach, investigate the rate and frequency of
hidden lexical borrowings during the evolution of Indo-European and

Polynesian languages.

Thematic contents of the thesis

This thesis deals with phylogenomic network approaches to model genome
and language evolution and it is mainly divided into two complementary
sections comprising a total of three publications. The first part deals with the
phylogenomic approach to infer the lateral gene transfers between archaeal
and eubacterial domains and its impact on haloarchaeal evolution (Nelson-
Sathi et al. 2012). The second part deals with the application of
phylogenomic networks to infer the impact of lexical borrowings during
Indo-European and Polynesian language evolution (Nelson-Sathi et al. 2011,

Nelson-Sathi et al., submitted).

10
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Archaebacterial halophiles (Haloarchaea) are oxygen-respiring
heterotrophs that derive from methanogens—strictly anaerobic,
hydrogen-dependent autotrophs. Haloarchaeal genomes are known
to have acquired, via lateral gene transfer (LGT), several genes
from eubacteria, but it is yet unknown how many genes the Hal-
oarchaea acquired in total and, more importantly, whether inde-
pendent haloarchaeal lineages acquired their genes in parallel, or
as a single acquisition at the origin of the group. Here we have
studied 10 haloarchaeal and 1,143 reference genomes and have
identified 1,089 haloarchaeal gene families that were acquired by
a methanogenic recipient from eubacteria. The data suggest that
these genes were acquired in the haloarchaeal common ancestor,
not in parallel in independent haloarchaeal lineages, nor in the
common ancestor of haloarchaeans and methanosarcinales. The
1,089 acquisitions include genes for catabolic carbon metabolism,
membrane transporters, menaquinone biosynthesis, and com-
plexes I-IV of the eubacterial respiratory chain that functions in
the haloarchaeal membrane consisting of diphytanyl isoprene
ether lipids. LGT on a massive scale transformed a strictly anaero-
bic, chemolithoautotrophic methanogen into the heterotrophic,
oxygen-respiring, and bacteriorhodopsin-photosynthetic haloarch-
aeal common ancestor.

H alophilic archaebacteria (Haloarchaea) require concen-
trated salt solutions for survival and can inhabit saturated
brine environments such as salt lakes, the Dead Sea, and salterns
(1). In rRNA and phylogenomic analyses of informational genes,
Haloarchaea always branch well within the methanogens (2-4).
Haloarchaea can thus be seen as deriving from methanogen
ancestors, but the physiology of methanogens and halophiles
could hardly be more different. Methanogens are strict anae-
robes, most species are lithoautotrophs that use electrons from
H, to reduce CO, to methane (obligate hydrogenotrophic metha-
nogens), thereby generating a chemiosmotic ion gradient for
ATP synthesis in their energy metabolism, although some species
can generate methane from reduced C; compounds, or acetate
in the case of aceticlastic forms (5-7). Their carbon metabolism
involves the Wood-Ljungdahl (acetyl-CoA) pathway of CO,
fixation (5-7). In contrast, Haloarchaea are obligate heterotrophs
that typically use O, as the terminal acceptor of their electron
transport chain, although many can also use alternative electron
acceptors such as nitrate in addition to light harnessing via a bac-
teriorhodopsin-based proton pumping system (8). The evolutionary
nature of that radical physiological transformation from anaerobic
chemolithoautotroph to aerobic heterotroph is of interest.
Many individual reports document that lateral gene transfer
(LGT) from eubacteria was involved in the origin of at least
some components of haloarchaeal metabolism. These include
the operon for gas vesicle formation, which allows Haloarchaea
to remain in surface waters (9), the newly identified methylaspartate
cycle of acetyl-CoA oxidation (10), various components of the
haloarchaeal aerobic respiratory chain (11-18), and proteins
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involved in the assembly of FeS clusters (19). The sequencing of
the first haloarchaeal genome over a decade ago identified some
eubacterial genes that possibly could have been acquired by lat-
eral gene transfer (11, 20), and whereas substantial data that
would illuminate the origin of haloarchaeal physiology have ac-
cumulated since then, those data have not been subjected to
comparative evolutionary analysis. Investigating the role of the
environment in haloarchaeal genome evolution, Rhodes et al.
(21) recently showed that Haloarchaea are indeed far more likely
to acquire genes from other halophiles, but they did not address
the issues at the focus of our present investigation, namely: How
many eubacterial acquisitions are present in haloarchaeal genomes?
How was the physiological transformation of methanogens to
Haloarchaea affected by LGT? Do those acquisitions trace to the
haloarchaecal common ancestor as a single acquisition or not?

To discern whether the eubacterial genes in haloarchaeal
genomes are the result of multiple independent transfers in
individual lineages or the result of a single ancient mass ac-
quisition, here we have analyzed 10 sequenced haloarchaeal
genomes—Haloarcula marismortui (22), Halobacterium salina-
rum (23), Halobacterium sp. (20), Halomicrobium mukohataei
(24), Haloquadratum walsbyi (25), Halorhabdus utahensis (26),
Halorubrum lacusprofundi (27), Natrialba magadii (28), Natro-
nomonas pharaonis (29), and Haloterrigena turkmmenica (30)—
in the context of 65 other archaebacterial and >1,000 eubac-
terial reference genomes.

Results and Discussion

We first clustered the 172,531 proteins encoded in the chromo-
somes of 75 archaebacterial genomes into families using the
standard Markov cluster (MCL) procedure (31) yielding 16,061
protein families. Comparison with 1,078 completely sequenced
eubacterial genomes delivered 1,479 protein families that are
present in at least two Haloarchaea and contain archaebacterial
and eubacterial homologs (Fig. 14). Gene trees for the protein
families were reconstructed using maximum likelihood inference
(Methods).

Of 1,479 trees, 1,089 (73%) uncovered Haloarchaea as mono-
phyletic and rooting within (or branching next to) eubacterial
rather than archaebacterial homologs (Fig. 1B). For 414 of these
trees, no homologs at all were detected in nonhalophilic
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to the relationship of Haloarchaea, nonhalophilic archaea, and eubacterial genes.

archaebacteria. An additional 538 families had only very dis-
tant homologs (E values >107'" or amino acid identity <30%) in
some nonhalophilic archaebacteria, together we designate these
952 cases as “acquisitions.” An additional 137 genes yielded trees
in which Haloarchaea branch within eubacteria to the exclusion
of readily detectable archaebacterial homologs, we designate
these genes as “replacements”; acquisitions and replacements
we designate collectively as “imports” (Fig. 1B). The 390 cases of
Haloarchaea nonmonophyly included 76 trees in which one
haloarchaeon branched deviantly and 105 trees in which the Hal-
oarchaea were split into two groups of two or more species. Because
LGT is common in prokaryotes (32, 33), among haloarchaeans in
particular (21), these 181 gene trees could well depict secondary
transfers into or from the Haloarchaea.

Single Ancestral Acquisition. Are the 1,089 eubacterial imports in
haloarchaeal genomes the result of a single ancestral acquisition
or multiple parallel acquisitions? Monophyly alone does not
completely decide the issue, because it is possible that a bacterial
gene could be acquired recently in one haloarchaeal lineage and
then passed around to other Haloarchaea by LGT. Such a pro-
cess could, in principle, also generate monophyly for imported
genes in a phylogenetic tree. However, in that case, individual
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gene trees for imported genes would be very different from one
another as opposed to the case of single acquisition, where trees
for imports should be the same due to vertical inheritance from
the haloarchaeal common ancestor. Moreover, trees for ances-
trally acquired eubacterial imports should not only be similar to
each other, they should also be similar to trees for endogenous
haloarchaeal genes that are shared only with other arch-
aebacteria, which we call recipient genes. There are 364 hal-
oarchaeal recipient genes that are present as single copies in all
10 Haloarchaea sampled and 109 haloarchaeal imports that are
present as single copies in all 10 Haloarchaea (Fig. 24),
providing comparable tree sets. To avoid oversampling, the
H. salinarum and the Halobacterium sp. genomes were condensed
to one genome, because they share almost exactly the same genes
and would have skewed the test by enhancing the congruence of
the two sets.

Comparing the distributions of phylogenetic splits observed in
the 364 recipient trees and the 109 imported trees containing all
10 (condensed to 9) Haloarchaea shows that the two sets exhibit
a very similar phylogenetic signal (Fig. 2B). The six most com-
mon splits in the two sets of trees are identical and comprise 51%
and 46% of the splits in the two sets, respectively. Moreover,
these six splits exactly define the haloarchaeal phylogeny

Nelson-Sathi et al.



RPN AS PN AS DN

Nelson-Sathi et al. (2012) PNAS

A Halo10 Halo9 Halo8 Halo7 Halo6 Halo5  Halo4 Halo3 Halo2
(72) L (79) . (93) ., (104) | (173) )
H | H| WH ‘H H ‘ Natronomonas pharaonis
HH””WNI” “I ‘ } ‘ | Halorhabdus utahensis
I | | ‘ ‘ Halomicrobium mukohataei
H H H\H H | Haloarcula marismortui
H| ‘ H | | ‘ Natrialba magadii
H “ ‘H | H \\ H H Haloterrigena turkmenica
| | | ‘ Halorubrum lacusprofundi
" H“ || H ”H Haloquadratum walsbyi
Halobacterium sp
\ ‘ ‘ MHalobacterium salinarum
300 400 500 600 700 800 900 1000
Presence absence patterns (PAPs) of 1089 imported protein families
B 100 c
|| |Shits in imporied genes (106 Treee) 30 - Methanosarcinales
é— 80- 124 211 \jethanoceliales
2 Recipient 4] Methanomicrobiales
g’ 60r v, pvalie ¥’ df L "% \abarchaea
5 Imported | 0.543 14.76 16
Tz 40+ 1-LGT <10"® 76.12 13 72 Ms 32 Mm
8 Random | <10-1® 109.45 11 Mm M
g 20 Mc Ms
= Ha Ha
1 20 40 60 80 760120
Sorted split ID

Fig. 2. Eubacterial genes in Haloarchaea. (A) Distribution of eubacterial imports present in at least two Haloarchaea. (B) Histogram of phylogenetic splits in
imported and recipient trees. (/nset) Statistical test supporting single acquisition of imported eubacterial genes into the haloarchaeal common ancestor
(Methods). df, degrees of freedom. Note that incompatible split frequency correlates with topological distance to the reference tree (P = 7-10~"2 for recipient
genes, r=0.76; P = 7-10"° for the imports), as expected for phylogenetic errors but not for competing biological signals (S/ Text). (C) Numbers of eubacterial
acquisitions and replacements in the ancestors of haloarchaea (Ha), methanosarcinales (Ms), methanomicrobiales (Mm), and methanocellales (Mc) shown for
the reference topology in Fig. 1A and for the alternative topologies with respect to the Ms/Mm/Mc branching order (for unlabeled branches, the number of
imports is identical with that shown for the reference topology; numbers of acquisitions and replacements are given in S/ Text). Note that the uncultured
methanogenic archaeon RC-l is not classified with methanocellales in GenBank taxonomy, but it branched with Methanocella paludicola SANAE in our
reference topology, for which reason it was treated as an Mc member here. The frequency distributions of eubacterial imports across genomes and functional
categories for haloarchaea is given in Table S1. The numbers of acquisitions and replacements, respectively, for the numbers of imports shown in C are 4:
(4, 0); 124: (101, 23); 30: (22, 8); 418: (373, 45); 211: (141, 70); 40: (30, 10); 1,089: (952, 137); 72: (58, 14); and 32: (17, 15). For the methanogens in C, all species
names and corresponding frequency distributions for functional categories are given in Table S3.

generated by 56 universally distributed archaebacterial genes  transfer, not duplication, drives the expansion of gene families
(Fig. 14, Left). To test the statistical significance of this evidence  in prokaryotes (34), hence the inclusion of multicopy genes
in favor of single acquisition, we used a goodness-of-fit test to  preferentially includes genes for which LGT is more prevalent.
compare the distributions of topologies in the two tree sets. The ~ We note that the goodness-of-fit test does not exclude one LGT
null hypothesis is that the two samples of trees are drawn from  for each gene, up to 34% of the 109 single-copy recipient trees
the same distribution, whereas the alternative hypothesis is that  can accept a single random prune and graft operation without
the two samples differ in their distribution (Methods). The test’s  the test rejecting the one LGT rearrangement case for the re-
P value was 0.543, meaning that the null hypothesis could not be  cipient set as a whole. However, for the 162 genes that are
rejected (Fig. 2B, Inset). To complement this result, we examined ~ present in all 10 genomes, the possibility that the majority of
two additional sets of trees. One set consisted of 109 random  imported genes are monophyletic because of import into one of
trees, and the second consisted of the observed 109 single copy  the haloarchaeal lineages and subsequent passing around of the
imported gene trees subject to one LGT rearrangement (one  same gene can be excluded.
random prune and graft operation) each. The latter case of one For the imports present in eight or fewer haloarchaeal genomes,
LGT rearrangement represents the slightest possible LGT-in-  excluding the (perhaps unlikely) possibility that monophyly is not
duced deviation from the null hypothesis of single acquisition in  due to acquisition in the haloarchaeal common ancestor but to
the haloarchaeal common ancestor followed by vertical evolu-  lineage-specific acquisition and subsequent spread, is more diffi-
tion. Both sets were tested against the recipient trees and found  cult, mainly for reasons of sample size. The goodness-of-fit test
to be significantly different (P values <<107'% Fig. 2B, Inser), ~based on split distributions cannot be used because few compar-
strongly rejecting the one LGT rearrangement per gene case. isons yield identical leaf sets for import vs. recipient trees. For the
When we include the 53 multiple copy genes that are present <8-species cases, we therefore developed a less direct test, com-
in all 10 genomes, the one LGT rearrangement per gene is also  paring the sets of recipient and import trees via their phylogenetic
excluded, although the significance (P values <1075, see SI Texr)  compatibility with the recipient trees for the 10 haloarchaeal
drops. That drop is expected, however, because horizontal  species (Methods). Here, too, the null hypothesis of common
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ancestry for import and recipient genes could not be rejected in
any of the <8-species cases, although the acquire-and-spread
scenario was also not rejected for the 4-, 5-, and 6-species single
and multiple copy cases (268 imports total; SI Text). Given that (i)
the conventional interpretation of monophyly is presence in the
common ancestor, that (if) the 151 eight and seven species cases
reject the acquire-and-spread scenario (S7 Text) as an alternative
explanation of monophyly, and that (iii ) the data that most directly
address the acquire-and-spread scenario—the 162 eubacterial
imports present in all 10 genomes—most strongly reject it (Fig.
2B), the simplest interpretation of monophyly for the 1,089
imports is that their origin traces to a single acquisition in the
haloarchaeal common ancestor followed mainly by vertical de-
scent and widespread differential loss, with some subsequent LGT
among haloarchaea (21, 32, 33), notably for multicopy genes (34),
not being excluded.

Methanogens Are Affine for Eubacterial Genes. As seen in Fig. 14,
not only the 10 Haloarchaea, but also the five Methanosarcinales
(Ms), the two Methanocellales (Mc), and the five Methano-
microbiales (Mm) sampled share many genes with eubacteria,
raising the question of when these imports entered these metha-
nogen lineages. Repeating our phylogenetic analyses for these
groups (Fig. 2C) reveals that merely four eubacterial imports
(three predicted membrane proteins and a glycosyl transferase)
can be traced to their common ancestor, and that these are
present in at most 6 of the 22 descendant genomes. Whereas 124
imports can be traced to the Ms/Mc/Mm common ancestor, these
imports are also sparsely distributed, with only two (COG1032, an
FeS-oxidoreductase and COG1387, histidinol phosphatase) being
present in all 12 descendant methanogens. This contrasts to the
1,089 haloarchaeal imports that are specific to the haloarchaeal
lineage, 162 of which (15%) have been retained in all 10 hal-
oarchaeans sampled. The Ms, Mc, and Mm lineages have—like
the haloarchaeca—independently acquired hundreds of eubacte-
rial genes, but the crucial observation is that they have remained
strict anaerobes, and they have furthermore remained obligatory
methanogenic (5-7). In stark contrast, the halophiles became
aerobic heterotrophs and lost methanogenesis altogether. Collec-
tively, the data point to a very different nature of the gene acqui-
sition process in the halophiles and methanogens sampled here.

Donor Lineages. The acquisition of >1,000 genes is reminiscent of
massive gene acquisitions surrounding the origin of mitochon-
dria (35, 36) or plastids (37, 38). From what donor were these
genes acquired? Because bacterial chromosomes undergo gene
influx and gene export over time, it is unlikely that any one
contemporary bacterial lineage would emerge as the donor of all
eubacterial genes in haloarchaeal chromosomes (36, 39). All of
the higher level taxa sampled appear as the sole sister group to the
haloarchaeal gene or appeared in a sister group of mixed phylo-
genetic composition, as one might expect due to frequent LGT
among bacteria (Figs. S1 and S24). The most frequent apparent
donor lineage was the actinobacteria with 131 occurrences as the
sole taxon in the sister group to Haloarchaea and 169 occurrences
in the mixed sister group cases, followed by a-proteobacteria (88
sole plus 97 mixed), y-proteobacteria (51 sole plus 111 mixed),
and -proteobacteria (53 sole plus 100 mixed).

Function of Imported Genes. Trees generated from 56 recipient
genes present as a single copy in all archaebacteria place the
Haloarchaea branching from within the methanogens, but not
specifically as sisters to the Methanosarcinales (Fig. 1). Rather,
the Haloarchaea appear to have emerged from simpler and
more primitive methanogens, ones that lack both cytochromes
and methanophenazine (5). Methanogens that lack cytochromes
and methanophenazine are capable only of H,-dependent
methanogenesis, and have a single coupling site in their energy
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metabolism (5, 40). Haloarchaea have a respiratory chain with
several coupling sites (1). Methanogens are strict autotrophs
and strict anaerobes (5), whereas Haloarchaea are hetero-
trophs and can use O, as their terminal acceptor. Thus, the
essential metabolic functional units for transforming a metha-
nogen into the haloarchaeal common ancestor are (i) membrane
transporters for reduced carbon compounds; (ii) a heterotro-
phic carbon metabolism that directs the oxidation of organic
substrates to support carbon and energy metabolism; (iii) a re-
spiratory chain for terminal oxidation and chemiosmotic ion
pumping; and (iv) genes for the synthesis of any additional
cofactors required, for example menaquinone, the quinone uni-
versally present in all halophiles (41). Those four essential func-
tional units are very clearly represented within the eubacterial
imports in haloarchaeal genomes.

Among the 1,089 haloarchaeal imports from eubacteria almost
half (482, 44%) of the imports are related to metabolism, with
amino acid transport and metabolism (114) and energy conver-
sion (95) being the most abundant classes, followed by inorganic
ion transport and metabolism (86) (Table S1; Fig. S2 B and C).
Whereas methanogens without cytochromes grow on gases,
which traverse membranes freely without transporters, Hal-
oarchaea abound in eubacterial transporters: 157 of the acquired
families are annotated as permease, importer, or transporter.
Although the true substrate spectrum of these transporters is yet
unknown, 49 trace to amino acid or carbohydrate metabolism
(Tables S1 and S2), and they operate in a membrane consisting
of typical archaebacterial lipids (1).

Methanogens cannot use exogenous carbohydrates for growth
(5, 42); their sugar synthetic pathways are anabolic, whereas carbon
metabolism in Haloarchaea runs in the catabolic direction. For
a methanogen to become heterotrophic, it needs to acquire the
enzymes underpinning the heterotrophic lifestyle from a hetero-
trophic donor (43). Among the eubacterial genes imported into
Haloarchaea are pyruvate kinase, glucose-6-phosphate isomerase,
phosphoglyceromutase, 6-phosphogluconate dehydrogenase, the
eubacterial type fructose 1,6-bisphosphatase, as well as genes for 2-
keto-3-deoxy-6-phosphogluconate aldolase of the Entner-Dou-
doroff pathway. Eubacterial enzymes of pyruvate breakdown were
also found, including two copies of pyruvate:ferredoxin oxidore-
ductase, and genes for pyruvate dehydrogenase complex E1 and
E2 subunits.

Earlier studies showed that five haloarchaeal respiratory chain
components are eubacterial acquisitions in two Haloarchaea
(15). Fig. 3 shows that most of the 11 subunits of NADH dehydro-
genase (complex I) are present in all 10 Haloarchaea. Complexes I-
III require quinones. Haloarchaea possess the naphthoquinone
menaquinone (41) and several of the imported genes are involved
in menaquinone biosynthesis, including menA. Finally, among
the imported genes, 26 are annotated as transcriptional regu-
lators and 8 are annotated as chaperones, including members of
the Dnal family.

Conclusion

Were these 1,000 genes accrued in the haloarchaeal ancestor one
by one or in a single mass acquisition? The former possibility is
unlikely, because in the absence of corresponding interaction
partners to form functional complexes, individual protein sub-
units of catabolic carbon metabolism, the respiratory chain, or
cofactor biosynthesis lack selectable function, which would allow
them to become fixed in a methanogenic recipient. This argues in
favor of mass transfer of genes for the entire pathways and
complexes over a short period of evolutionary time. The origin of
Haloarchaea was thus an evolutionary leap that transformed
a methanogenic host into an oxygen-respiring heterotroph—the
founder haloarchaeon. A possible context of that cellular asso-
ciation is anaerobic syntrophy (44, 45), that is, a Hp-producing
heterotrophic bacterial donor in association with a H,-
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dependent methanogenic recipient. Anaerobic syntrophy is
common in nature and has been suggested as the selective force
at the origin of eukaryotes (43, 46). If similar processes underlie
the origin of haloarchaea and eukaryotes, why did Haloarchaea
remain prokaryotic, whereas eukaryotes became complex? The
main physiological difference between Haloarchaea and eukar-
yotes concerns the location of the bioenergetic membrane. In
Haloarchaea it is the archaebacterial plasma membrane (1). In
eukaryotes it is the mitochondrial inner membrane—the key to
eukaryote genome complexity (47). Mitochondria afforded an-
cient eukaryotes many orders of magnitude more energy per
gene than their prokaryotic ancestors. That boost surmounted
the energetic constraints imposed by reliance upon the cyto-
plasmic membrane as the source of chemiosmotic potential, thus
allowing eukaryotic genomes and proteomes to expand freely,
resulting in eukaryotic cell complexity (47). The Haloarchaea have
long figured into issues of early microbial evolution (48). From the
standpoint of genome chimaerism, they now appear to have un-
dergone the very same physiological transformation as the
eukaryotes, and the kind of gene transfer involved—from sym-
bionts to the host chromosomes—is still ongoing in eukaryotic
cells today (49). Haloarchaea remained prokaryotic because they
failed to preserve a genome-containing bioenergetic organelle.

Methods

Data. Completely sequenced genomes of 1,153 microbial species were
downloaded from the National Center for Bioinformatics Information (NCBI)
website (www.ncbi.nIm.nih.gov). This includes 75 archaebacterial genomes
(version April 2010) and 1,078 eubacterial genomes (version September
2010). Taxonomic classification of the species was downloaded from the
NCBI Taxonomy database (www.ncbi.nlm.nih.gov/Taxonomy/).

Clusters of Homologous Proteins. Clusters of homologous proteins were
reconstructed from a total of 172,531 proteins encoded within the archaeal
chromosomes. An all-against-all genomes BLAST (50) yielded 147,071 re-
ciprocal best BLAST hits (rBBH) (51) using E value <107'° and >30% amino
acid identity as a threshold. Protein pairs were globally aligned using the
Needleman-Wunsch algorithm with needle program (EMBOSS package)
(52). A total of 137,022 protein pairs having global amino acids identities
>30% were clustered into protein families using the MCL algorithm (31)
with default parameters. This yielded a total of 16,061 archaeal protein
families of >2 proteins. The remaining 35,509 proteins were classified as
singletons. Eubacterial homologs to archaeal proteins were found using an
rBBH analysis as described above, which yielded 8,451 archaeal protein
families having one or more eubacterial homologs. The functional classifi-
cation of protein families was based on the eukaryotic orthologous groups
database (KOG) database (53). Protein families that overlapped with KOG
clusters were annotated to the same function as the matching KOG. The
remaining protein families were manually classified by sequence similarity
to known KOGs using the KOGnitor tool (http:/Avww.ncbi.nlm.nih.gov/COG/
grace/kognitor.html). The haloarchaeal respiratory chain component genes
were identified from the Kyoto Encyclopedia of Genes and Genomes data-
base (http://www.genome.jp/kegg/).
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Fig. 3. Eubacterial respiratory chain components in
Haloarchaea. Green boxes indicate presence of the
gene in the corresponding Haloarchaea genome and
that the gene is more similar to eubacterial than to
archaebacterial homologs in the corresponding phy-
logenetic trees. Gray boxes indicate that homologs can
be detected in the corresponding genome by BLAsT
searches, but that the clustering procedure did not
included them within the 16,061 archaeal clusters.
White boxes indicate that no homolog was detected.
(A) Haloarchaeal nuoL sequences are monophyletic
but an additional paralogous copy is present in Hal-
orhabdus. (B) Salinibacter has acquired a copy of ndhF
from Haloarchaea, which are otherwise monophyletic.
(C) Haloarchaeal sdhA sequences are monophyletic
but additional paralogous copies of eubacterial origin
are present in several genomes (see also Table S4).
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Phylogenetic Trees. Protein families were aligned using MAFFT (multiple
alignment using fast Fourier transform) (54), and trees were reconstructed
using Phyml (55) with the best fitting model in individual trees as inferred by
ProtTest3 (56) using the AIC measure. An archaebacterial reference tree was
reconstructed from a weighted concatenated alignment of 56 archaebacterial
single copy universal genes using Phyml| with the IG++G model, which was
the most frequent best fitting model, rooted using Nanoarchaeota and
Koarchaeota as an outgroup. Trees of recipient genes were reconstructed from
sequences of all 10 Haloarchaea and one nonhaloarchaeal sequence using the
same procedure. For polarizing the direction of gene transfers, the root of
Jain et al. (33) was used.

Reconstruction of Lateral Gene Transfer Events. Eubacterial acquisitions within
halophilic archaeal genomes were identified by presence absence pattern
(PAP) analysis and BLAST protein sequence similarity searches. Of the total
8,451 bacterial-like protein families in archaebacteria 1,479 had >2 Hal-
oarchaea species. Of these, 952 do not possess other nonhaloarchaeal
homologs in the same families and correspond to unique acquisitions within
Haloarchaea from eubacterial species. Archaebacterial xenologous genes
that were replaced by a eubacterial acquisition are expected to be more
similar to their eubacterial ancestors than to their orthologs in other arch-
aebacterial species (57). Putative replaced halophilic proteins were identified
by comparing the E value of their BBHs within eubacterial and arch-
aebacterial genomes. Proteins having a eubacterial BBH of lower E value
than that of the archaebacterial BBH were classified as putative acquisitions
from eubacteria, corresponding to 527 protein families. All 1,479 protein
families were aligned with their eubacterial homologs including the three
best eubacterial hits per archaebacterial protein (but excluding redundant
eubacterial sequences), and phylogenies were reconstructed as described
above. The trees were classified into groups by the branching topology of
Haloarchaea and eubacteria using an in-house PERL script. A group is con-
sidered as monophyletic for Haloarchaea if there exists a bipartition (branch)
in the tree that splits between Haloarchaea and the rest. Single eubacterial
sequences branching with the haloarchaeal clade, and vice versa were tested
manually. In each tree, the branch connecting the monophyletic Haloarchaea
clade to the eubacteria serves to split the eubacteria clade into two groups, the
nearest neighbor of Haloarchaea was assigned as described in Thiergart et al. (36).

Comparison of Tree Sets. Two sets of trees were compared using a x>
goodness-of-fit test (58), operating on a 2xm contingency table. The m cells
were defined in an adaptive procedure as follows. The two samples were
pooled together into a single set of size n, and the n trees converted into
splits. Each split was ranked according to its frequency in the pooled split
sets. Each tree was labeled by its lowest ranking split, and the pooled tree
set was sorted by this label. Cells were defined as a collection of split ranks
by sequential addition of split ranks from the sorted list, and creation of a
new cell when the current cell included at least y/n trees, resulting in m < v/n
cells. In the last step, trees from the two sets were added to a 2xm contin-
gency table based on their least ranked split. We have studied the adaptive
cell procedure and goodness-of-fit testing in a series of permutation analyses,
and the resulting y° test proved to be an unbiased a-level test (S/ Text, Table
S5, and Figs. S3 and S4).

Phylogenetic Compatibility with a Reference Set. Two sets of trees were
compared by their compatibility with a reference set of trees. Each n taxon
tree was decomposed into its (n-3) splits, and each split was scored by the
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fraction of splits in the reference set that are phylogenetically compatible with
it. The (n-3) split compatibility scores were averaged to produce a tree com-
patibility score. The distributions of the tree compatibility scores for the two
sets of trees was compared using the Kolmogorov-Smirnov test (58) (S/ Text).
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Language evolution is traditionally described in terms of family trees with ancestral languages splitting
into descendent languages. However, it has long been recognized that language evolution also entails hori-
zontal components, most commonly through lexical borrowing. For example, the English language was
heavily influenced by Old Norse and Old French; eight per cent of its basic vocabulary is borrowed.
Borrowing is a distinctly non-tree-like process—akin to horizontal gene transfer in genome evolution—
that cannot be recovered by phylogenetic trees. Here, we infer the frequency of hidden borrowing
among 2346 cognates (etymologically related words) of basic vocabulary distributed across 84 Indo-
European languages. The dataset includes 124 (5%) known borrowings. Applying the uniformitarian
principle to inventory dynamics in past and present basic vocabularies, we find that 1373 (61%) of the
cognates have been affected by borrowing during their history. Our approach correctly identified 117
(94%) known borrowings. Reconstructed phylogenetic networks that capture both vertical and horizontal
components of evolutionary history reveal that, on average, eight per cent of the words of basic vocabulary
in each Indo-European language were involved in borrowing during evolution. Basic vocabulary is often
assumed to be relatively resistant to borrowing. Our results indicate that the impact of borrowing is far
more widespread than previously thought.

Keywords: community structure; lateral transfer; phylogenetics

1. INTRODUCTION

Genome evolution and language evolution have a lot in
common. Both processes entail evolving elements—
genes or words—that are inherited from ancestors to
their descendants. The parallels between biological and
linguistic evolution were evident both to Charles
Darwin, who briefly addressed the topic of language
evolution in The origin of species [1], and to the linguist
August Schleicher, who in an open letter to Ernst
Haeckel discussed the similarities between language
classification and species evolution [2]. Computational
methods that are currently used to reconstruct genome
phylogenies can also be used to reconstruct evolutionary
trees of languages [3,4]. However, approaches to
language phylogeny that are based on bifurcating trees
recover vertical inheritance only [3,5-7], neglecting
the horizontal component of language evolution
(borrowing). Horizontal interactions during language
evolution can range from the exchange of just a few
words to deep interference [8]. In previous investi-
gations, which focused only on the component of
language evolution that is described by a bifurcating
tree [3,5-7], the extent of borrowing might therefore
have been overlooked.
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Lexical borrowing is the transfer of a word from a
donor language to a recipient language as a result of a cer-
tain kind of contact between the speakers of the two
languages [9]. This is one of the most common types of
interaction between languages. Lexical borrowing can
be reciprocal or unidirectional, and occurs at variable
rates during evolution. Factors affecting the rate of lexical
borrowing during evolution include the intensity of con-
tact between the speakers of the respective languages,
the genetic or typological closeness of the languages
(which facilitates the inclusion of foreign words), the
amount of bi- or multi-lingual speakers in the respective
linguistic communities, or a combination thereof
[10,11]. For example, English has been heavily influenced
throughout its history by different languages such as Old
Norse and Old French [12], it has been estimated that
8 per cent of its basic vocabulary is borrowed from
those languages [13]. Icelandic, on the other hand, has
preserved most of its original words [14].

A key part of inferences in historical linguistics is the
identification of cognate sets. These are sets of words
from different languages that are etymologically related.
The words in a cognate set are derived from a single
common ancestral form that was present in an ancestral
language. Cognate judgement is an arduous enterprise
since it includes the complete evolutionary reconstruction
of all words in the sampled languages for a certain
concept. Historical linguists usually make use of an
in-depth analysis of structural resemblances between the

This journal is © 2010 The Royal Society
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Figure 1. Etymological reconstruction of the concept tooth. The English and German word forms have descended from the
Proto-Germanic ancestor [52]. The Italian and French words are descendants of Latin, and the Proto-Germanic and Latin

forms stem from Proto-Indo-European [43,53].

word forms, looking for sound correspondences in
specific environments. The identification of a cognate is
thus much more than just a hunt for resemblant forms
or ‘lookalikes’. Only a set of words that have regular
sound correspondences provide good evidence for genea-
logical relatedness and thus only these words can be
grouped into a single cognate set (COGQG). For example,
the concept ‘tooth’ has a cognate set that unites English
tooth, German Zahn, Italian dente and French dent as
etymologically related (figure 1). However, similar
word forms can arise not only by inheritance, but also
by lexical borrowing. Unfortunately, the further we go
back in time, the more difficult it becomes to distinguish
inheritance from transfer, and reconstructed COGs may
include hidden borrowing events that are erroneously
coded as vertical inheritance.

Lexical borrowing is a non-tree-like evolutionary event
that cannot be reconstructed using phylogenetic trees that
are common in evolutionary biology [15,16]. Linguists
have long been aware of the problems that borrowing
introduces. At about the same time that Darwin
suggested the tree metaphor for the evolution of species
in 1859 [1], August Schleicher introduced the family
tree to linguistics [17]. Few years later, his model was
rejected by several scholars arguing against the use of a
simple tree model to describe the evolution of languages,
which they noted to be reticulated by nature [18,19].
Other non-tree-like models were proposed by linguists
to study language evolution—including waves [18,20]
and networks [21]—but they lacked either quantitative
parameters, historical dimensions or both. At the other
extreme, quantitative estimates for language divergence
lacked an explicit model to explain language relatedness
[22,23]. Apart from some sporadic attempts to visualize
language evolution of specific words by a combination
of a bifurcating family tree with the non-tree-like
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component superimposed on it [24], linguists have, for
lack of better alternatives, largely stuck to the tree
model, while emphasizing its inadequacies.

Phylogenetic methods that were developed to take into
account horizontal transfer of genes during microbial
evolution offer an alternative model for the horizontal
aspects of language evolution. Recent years have wit-
nessed several applications of reticulated trees and split
networks to language evolution [25-28], yet none of
these have either specifically uncovered borrowing
events or delivered an estimate for the borrowing fre-
quency during language evolution. Here, we apply
phylogenetic networks to recover the frequency of
hidden borrowings during the evolution of Indo-
European languages using the criterion of word inventory
dynamics over time, proposing a general model for
language evolution that includes both vertical and
horizontal components of word transfer during evolution.

2. METHODS

(a) Data

Here, we used two publicly available cognate datasets: Dyen
[29] and Tower of Babel (ToB) [30]. For the analysis, all
COGs in both datasets are converted into a binary pres-
ence/absence pattern (PAP). A PAP within the Dyen
dataset includes 84 digits; if a cognate set includes one
or more words from language i, then digit x; in its corre-
sponding pattern is ‘1’; otherwise, it is ‘0’. The same
conversion method is used for the ToB dataset where the
PAPs include 73 digits.

(b) Shared COGs network

The number of shared COGs between each language pair is
calculated as the number of cognate sets in which both
languages are present. A division of the network into modules
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is based on maximizing a modularity function defined as the
number of edges within a community minus the expected
number of edges [31]. Initially, an optimal division into
two components is found by maximizing this function over
all possible divisions by using spectral optimization, which
is based on the leading eigenvector of the matching modular-
ity matrix. To further subdivide the network into more than
two modules, additional subdivisions are made, each time
comparing the contribution of the new subdivision with the
general modularity score of the entire network. This process
is carried out until there are no additional subdivisions that
will increase the modularity of the network as a whole [31].

(¢) Reference trees

Language trees were inferred by a Bayesian approach using
MRBAYEs [32] as detailed by Gray & Atkinson [3]. In
addition, neighbour-joining (NJ) trees [33] were recon-
structed from Hamming distances using SPLITSTREE [34].
A reference tree with English internal to the Germanic
clade was produced manually from the Bayesian tree. A ran-
domized reference tree for the Dyen dataset was produced by
randomizing the language names in the Bayesian reference
tree. Trees are available in Newick format at http:/www.
molevol.de/resources.

(d) Borrowing models and the minimal lateral
network

In the loss-only (LO) model, all COGs are assumed to have
originated at the root of the reference tree. The loss events for
each COG are estimated by using a binary recursive PERL
algorithm that scans the reference tree and infers the mini-
mum number of losses [35]. When a COG is absent in a
whole clade, a single loss event is inferred in the common
ancestor of that clade. In the single-origin (SO) model,
each cognate is assumed to have originated at its first occur-
rence on the reference tree. A binary recursive algorithm
scans the reference tree from root to tips to identify the
first ancestral node that is the common ancestor of all cog-
nate ‘present’ cases.

In the BORI1 model, each cognate is allowed to have two
word origins, where one is a borrowing. A preliminary origin
is inferred as in the SO model, followed by researching for a
cognate origin in each of the two clades branching from the
preliminary origin node. If the hypothetical taxonomic unit
that was inferred as the preliminary origin has no cognate
‘absent’ descendants, the cognate is inferred to have an SO.
Once the nodes of the two origins are set, losses are inferred
as in the LO model.

We tested additional models allowing four, eight and 16
origins, where one is an origin, and the rest are borrowings.
These are implemented in the same way as in the BORI1
model, except that the origin search is iterated. For example,
a search for origins under the BOR3 model entails (i) a
search for a preliminary origin (as in the SO model), (ii) a
search for the next origin in descendants (as in the BOR1
model) and, (iii) for each next origin, another search. If an
origin has no cognate-absent descendants, the number of ori-
gins inferred is smaller than the maximum allowed. Ancestral
vocabulary size at a certain internal node is inferred as the
total COG origins that were inferred to occur at that node.
The distributions of ancestral and modern vocabulary
sizes were compared by using the Wilcoxon non-parametric
test [36].
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The minimal lateral network (MLN) [37] is calculated for
each dataset by the allowance model that was statistically
accepted by the test described above. The MLN comprises
the reference tree, with additional information of the vocabu-
lary size in all internal nodes. Lateral cognate sharing among
internal and external nodes is summarized in a 167 x 167
matrix that includes all tree nodes, where a;; = a; = number
of laterally shared COGs between nodes 7 and j. The MLN
is then depicted by an in-house script using MATLAB.

3. RESULTS AND DISCUSSION

(a) Community structure in the network of
shared cognate sets

For the study of evolution by borrowing, we analysed two
independent, publicly available collections of cognate sets
from Indo-European languages. Both datasets comprise
words from individual languages or dialects correspond-
ing to concepts that are included in Swadesh lists [38].
Basic concepts are expressed by simple words rather
than compounds or phrases and contain names for body
parts, pronouns, common verbs and numerals, but
exclude technological words and words related to specific
ecologies or habitats. Words expressing basic concepts are
supposed to exist in all languages and thus may serve as a
tertium comparationis for language comparison [39].
Moreover, basic concepts are rarely replaced by other
words, either through external (lexical borrowing) or
internal factors (semantic shift) [13,16].

The Dyen dataset [29] includes word forms for 84
languages (including Greek, Armenian, Celtic, Romance,
Germanic, Slavic, Albanian and Indo-Iranian languages)
corresponding to 200 basic vocabulary concepts [39]
sorted into 2346 COGs [3]. While obvious borrowings
were excluded in the original Dyen dataset [29], we
used an edited version where 124 marked borrowings
are coded into their respective COGs [25]. Detailed rein-
spection of Romance cognates revealed an additional six
hidden borrowings [40] (electronic supplementary
material, table S1).

The second dataset is based on etymological diction-
aries and Swadesh lists published by the ToB project
[30]. It is based on word forms for 110 basic vocabulary
items for a total of 98 languages from which we extracted
73 contemporary ones, including languages from the
Celtic, Romance, Germanic, Slavic, Albanian and Indo-
Iranian branches of Indo-European, sorted into 722
COGs. Detectable borrowings were excluded in the orig-
inal database; however, a recent detailed screening
revealed five undetected borrowings within Romance
languages [40].

A network analysis of the distribution of cognate word
forms across Indo-European languages should provide
new insights into the frequency and distribution of bor-
rowing in Indo-European language history. Networks
are mathematical structures used to model pairwise
relations between entities. The entities are called vertices
and they are linked by edges that represent the connec-
tions or interactions between the vertices. A network
of N vertices can be fully defined by the matrix 4 =
[a;] n+ N> With a;;= a;; # 0 if a link exists between nodes
7 and j, and a; = a; = 0 otherwise. In the study of Indo-
European languages, each language is represented by a
vertex, 7, whereas the elements of the matrix, A,
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Figure 2. Modules in the shared COGs network. (a) A graphic representation of cognate PAPs. Languages are sorted by their
order on the reference phylogenetic tree [3]. COGs are sorted by their size in ascending order. A presence case of a certain
COG in a certain language is coloured in blue if the COG pattern is congruent with the tree branching patterns and red
otherwise. (b) A matrix representation of the shared COGs network in Indo-European languages. Cells in the matrix are
edges in the network. Edges are colour-coded by the frequency of shared cognate according to the colour bar at the
bottom. The languages in the matrix are sorted by order of appearance in the phylogenetic tree on the left. (¢) Modules
within the shared COGs network. Languages included in the same module are coloured in the same colour.

correspond to the number of shared cognate sets between
language pairs, a;. Cognate sharing can result either from
vertical inheritance or from borrowing.

For network reconstruction, cognate sets were con-
verted into a binary format of PAPs for each COG in
each language [3]. For the 2346 COGs in the Dyen data-
set [29], 1169 different PAPs were observed, of which
942 (80%) are unique and 227 are recurring
(figure 2a). Closely related languages typically share the
most frequent PAPs. For example, Panjabi and Lahnda,
two Indian languages, share 78 cognates that are unique
to both languages. The ToB dataset includes 532 different
PAPs, none of which are unique (electronic supplemen-
tary material, figure S1). The frequency of shared
COGs among languages in the main branches uncovers
components of both inheritance and borrowing.

The binary PAPs of the Dyen COGs are readily
assorted into an 84 x 84 matrix representation of the cog-
nate-sharing network that consists of vertices (languages)
connected by edges (shared cognates), the edge weights
are the number of shared cognates per vertex pair.
There are 3486 edges in the network, all vertices of
which are connected, thereby forming a ‘clique’ in net-
work terms (figure 2b). Some groups of languages are
more strongly interconnected among themselves than
with others in the cognate-sharing network, thereby
forming communities.

We examined the community structure in the network
by division into modules [31,41]. Modules correspond to
‘natural’ groups within a network, that is, groups of ver-
tices that are more highly connected to each other than
they are to other vertex sets. With only two exceptions,
the nine modules calculated within the cognate-sharing
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network correspond exactly to the main branches of
Indo-European languages. One exception concerns the
Armenian dialects Adapazar (Armenian List in Dyen data-
set [42]) and eastern modern Armenian (Armenian Mod
in Dyen dataset [42]), which are grouped with the
Greek languages into one module. This is because Arme-
nian shares significantly (p < 0.01, using the Wilcoxon
test) more cognates with the Greek languages (30 + 2,
n=>5) than with the other languages (22 + 3, n="79).
This module has been independently recognized by lin-
guists [43]. The other exception is the split of both Irish
dialects from Celtic (figure 2¢). The same network-
based analysis of the ToB dataset yields only four
modules: (i) Slavic and Albanian; (ii) Armenian, Greek,
Celtic, Germanic and Romance; (iii) Indo; and (iv)
Iranian (electronic supplementary material, figure S2).

Language communities that do not correspond to
monophyletic clades in the tree are the result of patchy
COG distributions that could not be reconciled with the
phylogenetic tree. For example, Romani, which branches
with Indo-Iranian languages, shares 25 COGs with
Modern Greek, such as the COGs for ‘flower’ (Modern
Greek: AovAovde (louloudi); Romani: lulugi) and ‘because’
(Modern Greek: emewdn (epeide); Romani: epidhi). Since
the Romani dialect in the Dyen dataset [29] is a variety
spoken in Greece [42], these are probably borrowed
from Greek to Romani.

(b) Borrowing frequency during Indo-European
language evolution

In the Dyen dataset, there are 1391 (59%) patchily dis-
tributed PAPs that are incongruent with the tree
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branching pattern (figure 2a). In principle, such patchy
COG distributions could arise solely through indepen-
dent parallel evolution, through vertical inheritance
from the common ancestor of all languages and differen-
tial loss of lexica during language evolution, or via lexical
borrowing among languages. The first possibility seems
sufficiently unlikely as to exclude a priori. There is no
clear estimation for the frequency of parallel evolution
during language evolution, but we can assume that it is
rather rare and cannot, therefore, be used to explain the
distribution pattern of all patchy COGs. If we invoke
the second scenario to explain all COGs of patchy distri-
bution, then the result is a common ancestral language
that includes each and every COG existing in contempor-
ary languages. In order to entertain such a claim, one
would have to assume that the proto-language employed
many different, but redundant, words for the same basic
concepts, far more than every known contemporary
language. This runs contrary to uniformitarianism, a
key principle in historical sciences such as geology,
biology and linguistics, which states that processes in
the past should not be assumed to differ fundamentally
from those observed today [44,45]. Hence, if ancient
and modern languages were of similar nature, then the
number of words that were used to express fundamental
concepts (basic vocabulary size) in ancestral languages
should be similar to that used in contemporary languages.
This principle can be used to infer the minimum amount
of lexical borrowing in Indo-European languages that is
required in order to bring the distribution of basic voca-
bulary size in ancestral languages into agreement with
that of contemporary languages.

This network method to address non-tree-like patterns
of shared characters requires the use of a reference tree
[37]. Here, we use a phylogenetic tree reconstructed by
a Bayesian approach [3]. First, we designate an evolution-
ary scenario that uses vertical inheritance and LO
(model), according to which current COG distribution
is governed solely by loss. Each ancestral language con-
tains all cognates present in its descendants, and
vocabulary size hence becomes progressively larger back
through time (figure 3a). Note that a loss event applies
only to the sample of basic vocabulary and does not
mean a loss from the language as a whole. With the
Dyen dataset [29] and the reference tree, the common
Indo-European ancestor would have had a vocabulary
size of 2346 for basic words, expressing 200 basic con-
cepts. This estimate is 11 times larger than the average
basic vocabulary size in our sample (p = 1.05 x 10~ 2%,
using the Wilcoxon test). Such large vocabulary sizes
are indeed unrealistic, but so is the assumption that new
words do not arise during language evolution. In the
SO model, we allow new words to arise over time, placing
the word origin at the most parsimonious place that is the
common ancestor of all COG-present cases (figure 3b).
This model results in smaller ancestral vocabularies of
up to 317 COGs, but these are still significantly larger
than the contemporary vocabularies (p = 1.65 x 10~ %,
using the Wilcoxon test). The SO model entails an aver-
age of three losses per COG (electronic supplementary
material, table S2).

Thus, we either have to embrace the untenable
assumption that ancestral vocabulary sizes were fun-
damentally different in the past than they are today
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(a) loss only

number of languages

(b) single origin

number of languages

(c) BORI

number of languages

(d) BOR3

number of languages

0
20 100 1000
basic vocabulary size

Figure 3. Inference of borrowing frequency by ancestral voca-
bulary size. (a—d) Schematic (left) and dynamics of ancestral
and contemporary vocabulary size (right) under the different
borrowing models. The fraction of interquartile range
((Medianances[ral - Mediancon[emporary)/IQRcon(emporary) in the
different models is as follows. Loss only: 2.92; origin only:
1.93; BORI1: 0.12; BOR3: —0.86. Green triangles, origin;
red circles, loss; green circles, word presence; blue line, con-
temporary languages; red line, ancestral languages.

or, preferably, we have to allow some amount of borrow-
ing during evolution. We start by allowing only one
borrowing event per COG, the BOR1 model. This
model allows each COG to have two origins in the refer-
ence tree, one of which is by borrowing from any source
(figure 3¢). The result of this model is reduced ancestral
vocabularies during the early evolution of languages,
and an overall ancestral vocabulary size distribution that
is not significantly different from that of contemporary
languages (p = 0.61, using the Wilcoxon test). Of the
total Dyen COGs, 918 (39%) are monophyletic, hence
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their distribution is readily explained by an SO, while the
remaining 1373 (61%) are patchy enough to infer two ori-
gins (one borrowing event). This frequency translates to
an average rate of 0.6 borrowing events per COG
during Indo-European language evolution.

If we allow up to three borrowings per COG (the
BOR3 model; figure 3d), inferred ancestral vocabulary
shrinks towards sizes that are again significantly different
from modern ones, but this time are smaller than those of
contemporary languages (p=4.43 x 107>, using the
Wilcoxon test); that is, too much borrowing and not
enough vertical descent are incurred from the standpoint
of ancestral vocabulary sizes. Furthermore, under the
BOR3 model, the average number of inferred word
losses per COG is less than 1. But loss of COGs within
basic vocabulary occurs quite frequently in language evol-
ution [7], hence the BOR3 model is also unrealistic in
that sense. Additional models allowing up to 15 borrow-
ings per COG result in even smaller ancestral
vocabulary sizes (electronic supplementary material,
figure S3). Hence, ancestral basic vocabulary sizes
demand borrowings to keep them realistically small, but
too much borrowing makes them unrealistically small.

Testing the present evolutionary models with the help
of a reference tree that is inferred from the same data
might bias the inference of origin and loss events. How-
ever, using the Bayesian approach to reconstruct the
tree yields the majority signal in the data. If the majority
of COGs evolve mainly by vertical inheritance, then the
tree is expected to be a reliable representation of the
language phylogeny [46]. High frequency of borrowing
events may mask the vertical signal and lead to less
reliable reconstruction. To test the robustness of our bor-
rowing frequency estimates, we repeated our analysis
using various reference trees. Use of an alternative phylo-
genetic tree reconstructed by NJ [33] results in the same
BORI1 model (p=0.7, using the Wilcoxon test; elec-
tronic supplementary material, figure S3). In both
reference trees, English is basal to the Germanic clade.
However, this position is debated among linguists, and
traditional classifications put English inside that clade
[12,47]. To test the influence of the English position
within the tree on our borrowing assessment, we tested
all models using a reference tree with English in an
internal position. Using that reference tree also yielded
the BOR1 model (p=0.78, using the Wilcoxon test),
with all other models rejected (o= 0.05). Using a
random phylogenetic tree eliminates all patterns of
vertically inherited COGs and accordingly results in the
BORI15 model (p=0.16, using the Wilcoxon test;
electronic supplementary material, figure S4).

Performing the same tests on the ToB dataset yielded
higher borrowing frequencies, with BOR3 being the
only statistically accepted model (p = 0.59, using the
Wilcoxon test; electronic supplementary material, figure
S5). Inference by this model results in 155 COGs of
SO, 181 COGs of two origins, 307 COGs of three origins
and 79 COGs of four origins. Hence, in 567 (79%) of the
722 COGs, we detected one or more borrowing event.
The average rate of borrowing events per COG during
language evolution in the ToB dataset is 1.4 (electronic
supplementary material, table S2). The higher borrowing
rate inferred for the ToB dataset in comparison to the
Dyen dataset might have to do with differences in their
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reconstruction. The cognate judgements in ToB are
based on a deeper etymological reconstruction in com-
parison to the Dyen dataset. This results in more words
that are distributed over fewer cognate sets, which leads
to patchy COG distribution patterns that are frequently
incongruent with the phylogenetic tree.

The sample of languages is crucial for the distinction
between COG origin by birth or borrowing because
what may seem to be a word birth within a given
sample of languages in our data could in fact be a borrow-
ing event from a non-sampled language. How severe is the
effect of external borrowing on our results? If we assume
the extreme case, for example, that all COGs in the data-
set originated by borrowing from external languages, then
we have to add one borrowing event to the average rate for
each COG. In that case, the average borrowing rate would
increase from 0.6 to 1.6 events per COG using the Dyen
dataset. However, this extreme scenario is unlikely
because it entails the assumption that the Indo-European
groups sampled here lacked the wherewithal to invent
even one new COG. Nonetheless, external borrowing
has almost certainly had an effect on these data. Although
we currently lack a dataset that would allow us to quantify
the rate of external borrowing, if we assume that it is
similar to the internal borrowing rate within our sample,
the overall borrowing rate would be double our current
estimate. Again we stress that the borrowing frequency
inferred from the present sample of languages using
our method delivers a minimum value (a conservative
lower bound).

Another aspect of the data sample used in our analysis
is the collection of cognates. Here, we study the dynamics
of vocabulary size during evolution through the proxy of
basic vocabulary (i.e. the Swadesh list). However, origin
and loss of words in the COGs sample can occur by
semantic shift where the word is present in the language
but absent from the sample. It is possible that different
meaning collections evolve under regimens different
from the ones described here. Application of similar
methods to study vocabulary size dynamics over time
using different cognate datasets will help to clarify
this issue.

Notwithstanding certain amounts of cognate misjud-
gements and parallel evolution [48] resulting in tree-
incompatible COG distributions, our inference uncovers
abundant, and hitherto unrecognized, borrowing during
the evolution of the Indo-European languages.

Scholars usually agree that nouns are more easily bor-
rowed than verbs [49]. When classified according to the
English gloss, the Dyen dataset includes 887 (53%) cog-
nate sets corresponding to nouns within basic vocabulary
and 766 (46%) cognate sets corresponding to verbs. A
total of 503 (53%) nominal cognate sets and 450 (47%)
verbal cognate sets were identified as including hidden
borrowing events. A comparison of these frequencies
shows that there is no significant difference in borrowing
frequencies between nouns and verbs (p = 0.4, using the
G-test).

(c) Minimal lateral networks of Indo-European
languages

COG distributions that do not map exactly onto the phy-
logenetic tree, with borrowing constrained by ancestral
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Figure 4. The MLN of Indo-European languages. (a¢) An MLN for 84 contemporary languages reconstructed under the BOR1
model. Vertical edges are indicated in grey, with both the width and the shading of the edge shown proportional to the number
of inferred vertically inherited COGs along the edge (see the scale). The lateral network is indicated by edges that do not map
onto the vertical component, with the number of cognates per edge indicated in colour (see the scale). Lateral edges that link
ancestral nodes represent laterally shared COGs among the descendent languages of the connected nodes, whose distribution
pattern could not be explained by origin and LLO under the ancestral vocabulary size constraint. The two heaviest edges of
Slovene (Slavic) and Romanian (Romance) are marked by an arrow. (b) Distribution of connectivity, the number of one-
edge-distanced neighbours for each vertex, in the network. (¢) Frequency distribution of edge weight in the lateral component

of the network.

vocabulary size only, constitute the MLN [37]. The MLN
reconstructed from the Dyen dataset consists of 167 ver-
tices, of which 84 are contemporary and 83 are ancestral
languages (internal nodes in the reference tree). The ver-
tices are interconnected either by the branches of the
reference tree, representing vertical inheritance, or by lat-
eral edges, representing horizontal transfer (figure 4a).
The internal and external vertices in the MLN for the
broad sample of COGs are linked by 666 lateral edges.
The connectivity (number of edges per vertex) within
the MLN ranges between 0 and 21 edges per language,
with a median of 7 (figure 4b). The most highly con-
nected node is Ossetic (21 edges), an east Iranian
language, which is connected with Indo-Iranian, Greek
and Slavic languages. Lateral edges connected to external
nodes correspond to comparatively recent borrowing
events. On average 8 + 7% COGs per language are
involved in recent borrowing (electronic supplementary
material, table S3). This result suggests that English, at
8 per cent borrowing rate [13], is not exceptional; it is
merely the most studied language. The clustering coeffi-
cient of the MLN is 0.22, and the mean shortest path is
3.128 edges. Combined with the high level of clustering,
this means that the MLN forms a small-world network.
The edge weight distribution within the MLN is
characterized by a majority of small edge weights. Of
the total edges, 422 (63%) are of a single laterally
shared COG, while edges of multiple COGs are rare
(figure 4c¢). The two heaviest lateral edges include an
edge between Slovene and the remaining Slavic languages
(28 COGs), and an edge between Romanian and the
remaining Romance languages (19 COGs). These lateral
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Table 1. Reconstructed borrowing events. The origin node
that includes the reinserted borrowing is shaded in light grey.

number of reinserted

edge type origin node borrowings
external— | | 1

external
external— / 18

internal J/

/ \ J/ 58

internal— 40

internal \L J/

4

edges uncover a certain kind of language change that
results from the same evolutionary process. Both Slovene
and Romanian, being heavily influenced by neighbouring
languages, underwent a process of linguistic revival start-
ing from the early 19th century, in which the original
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Table 2. Lateral edge (LE) frequencies between and within groups in the MLN.

normalized median LE

borrowing weightb Hy:LE;, < LEey frequencyc’d
group n® int ext int ext p-value
Greek 9 1.22 0.25 2 1 <0.05
Armenian 3 0 0.17 0 1 n.a.
Celtic 13 1.61 0.29 2 1 <0.05
Romance 31 2.45 0.36 1 1 <0.05
Germanic 29 2.37 0.44 1 1 <0.05
Slavic 31 2.35 0.64 1 1 <0.05
Albanian 9 1.55 0.18 4 1 <0.05
Indic 21 3.33 0.68 2 1 <0.05
Iranian 14 2.35 0.75 2 1 <0.05

“Number of languages within group.
PRange of median number of COGs per lateral edge.
“One-side Kolmogorov—Smirnov test for lateral edge distribution.

9For internal edges (int), number of internal edges per number of nodes within the group; for external edges (ext), number of external

edges per number of nodes outside the group.

traits that had been lost during long periods of contact
were artificially reintroduced into the languages by the
speakers in order to bring them back to a stage of earlier
‘purity’ [50,51]. Before the 19th century, Slovene com-
prised several dialects spoken in the Alpine provinces of
the Austrian Empire, which were dominated by German
and Italian. Romanian, on the other hand, was heavily
influenced by neighbouring Slavic and Greek varieties,
with which it formed the so-called Balkan Sprachbund.
Along with the nationalist movements in Europe starting
from the end of the 18th century, both languages were
successively ‘purified’ by replacing the loanwords of
non-Slavic or non-Romance origin with ‘native’ words
from Slavic or Romance languages, respectively [50,51].
This process is somewhat different from the process of
borrowing as it was defined in the beginning of this
paper. It nonetheless illustrates additional horizontal
complexities in the processes of language evolution that
are readily detected in the MLN.

The comparison between the edges reconstructed using
the two reference trees that differ in their English position
supplies a few interesting observations regarding the appli-
cability of our approach to detect borrowing events. While
both reference trees yielded the same borrowing model
(i.e. the same overall borrowing rates), there are 23 lateral
edges connecting to English in the basal position and
only 15 lateral edges connecting to English in the internal
position. A closer inspection of the COGs in which the lat-
eral edges connecting to English were detected revealed
that seven of the eight COGs detected as borrowings in
the basal position could not be verified as borrowings by
traditional historical linguistics. Thus, using different refer-
ence trees with the same COG distribution patterns does
not much affect the resulting borrowing model, but it
may increase the accuracy of concrete predictions made
by this approach (see electronic supplementary material,
table S4 for detailed etymological reconstruction of the
COGs). Consequently, the borrowing inference accuracy
in our approach is expected to increase with the accuracy
of the reference tree.

The MLN inferred from the ToB dataset shows similar
network characteristics, with the ancestors of Indian and
Iranian clades found also as highly connected nodes and
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a majority (676; 76%) of single laterally shared COGs
(electronic supplementary material, figure S6).

Of the total 666 edges in the MLN reconstructed for
the Dyen dataset, 148 (22%) edges connect between two
external nodes—that is, between two contemporary
languages. The 301 (45%) edges that connect between
an internal node and an external node represent COGs
that are shared between a group and an outlier. The 217
(33%) edges that connect between two internal nodes rep-
resent COGs that are common to two different groups, yet
their distribution pattern could not be explained by vertical
inheritance alone under the vocabulary size criterion. As a
control to see whether our method is inferring spurious
borrowing, we examined the edges within cognates that
included the 124 reinserted borrowing events. In seven
cognates, the algorithm detected no borrowings, while in
all other 117 (94%) cognates a borrowing event was
inferred. In 59 (48%), the reinserted borrowing language
was inferred as an external node. In the remaining 58
(47%), reinserted borrowing languages were inferred
within descendants of an internal node (table 1).

The data can address the issue of whether words are
exchanged more frequently within than between main
branches of Indo-European. We can compare the prob-
ability of a certain language to be laterally connected
with languages that are either from the same main branch
or from different main branches of the Indo-European
languages. With the exception of the Armenian branch,
the probability for a lateral edge within the branch (internal
edge) is considerably higher than between branches (exter-
nal edge). Furthermore, lateral edge weights are
significantly larger in internal lateral edges than in external
lateral edges (table 2). Hence, lexical borrowing in Indo-
European languages is much more frequent among
languages within the same branch in comparison to
languages from different branches. This provides new
evidence for the existence of certain cultural barriers to
lexical borrowing during language evolution [10].
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Trees are the standard way of representing historical relationships
in both biology and linguistics. However, trees only depict the
vertical component of inheritance. In both fields there are also
horizontal components (lateral gene transfer in genome evolution
and borrowing in language history). Phylogenetic networks are
increasingly being used in studies of microbial evolution to infer
both the vertical and the horizontal components of evolutionary
change. Here, we apply network methods to study the borrow-
ing dynamics among 33 Polynesian languages. The data reveal
unexpectedly high levels of borrowing, between languages from
distantly separated Polynesian islands. The average level of bor-
rowing per cognate in the basic vocabulary is 51%. This frequency
of borrowing is substantially higher than that estimated for Indo-
European languages using the same approach. Furthermore, and
again in contrast to Indo-European languages, the borrowing rate
in basic vocabulary is not substantially lower than that found in
the whole lexicon (72%). This borrowing in basic vocabulary indi-
cates a process of gradual breakup of dialect networks, suggesting
in turn that the history of Polynesian settlement was far from a
series of one-way voyages. Instead it involved extended contact
across the vast distances of the Pacific Ocean and the subsequent
slow breakup of at least three large dialect networks.

borrowing | cultural evolution | dialect networks | horizontal inheri-
tance | Language evolution

INTRODUCTION

Genome evolution and language change have a lot in common
(1). The domains of both processes are elements that are con-
stantly subject to change and both involve the splitting of lineages.
The cumulative effects of such changes produce new languages
or new species. Given the “curious parallels” in both processes
it is not surprising that biologists and linguists developed similar
methods to reconstruct these genealogical relations, and the
concept of the family tree, that was independently adopted by
linguists and biologists (2,3), has became the paradigm to model
how species evolve and how languages develop. However, while
the concept of a "Great Tree of Life" has only recently come under
fire among biologists (4), linguists began quite early to question
the adequacy of trees to depict the complexity of language evolu-
tion. Words and other aspects of language are not always vertically
inherited from ancestral languages, but can also be borrowed
from other languages. In 1872, the German linguist Johannes
Schmidt proposed an alternative model of language evolution
known as the Wave Theory (5), according to which innovations
spread over speech communities like waves, making it impossible
to depict the complex processes of language change with family
trees. Although many scholars followed Schmidt's example and
emphasized the inadequacy of the family tree in linguistics, none
of the many alternative models that were proposed, be it waves
(5,6), set diagrams (7), or even animated pictures (8), have gained
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general acceptance among language scholars. Accordingly, most
historical linguists continue to construct family trees, while at the
same time acknowledging their inadequacy (9).

The debate about the extent to which language change is
accurately represented by a tree is a microcosm of the more
general debate about the extent to which human cultural evolu-
tion is treelike. As far back as 1948 the influential anthropologist
Kroeber explicitly contrasted Darwin’s idea of a ‘tree of life’ with
that of a ‘tree of cultures’. Kroeber (10) argued cultural evolution
is highly reticulate, with frequent borrowing and diffusion of
traits between cultures. Despite the recent growth of cultural
phylogenetics (11-13), considerable doubt remains about just how
treelike different aspects of culture are (14). Borgerhoff Mulder
et al. (15) conclude their review of cultural phylogenetics with
the cautionary statement that our, ‘Current understanding of
the relative importance of horizontal and vertical transmission is
shaky, to say the least’ (p. 62).

Network methods are a rapidly developing area in evolution-
ary biology (16). These biological methods have been used to
construct language networks using either the split decomposition
or the NeighbourNet algorithm (14,17-20). However, while the
resulting splits graphs give a graphical representation of how
tree-like the data are, they do not yield estimates of borrowing
frequencies, nor do they identify specific borrowing events. Thus,

Significance

As a culture evolves, so does its language. Words can be ver-
tically inherited during language evolution, generating tree-
like patterns, or laterally spread across languages — borrowed
— through cultural contact. In the evolution of Polynesian
languages, vast distances between Polynesian islands pose
seemingly steep natural barriers to language contact. Hence
the history of Polynesian languages should be tree-like. We
studied homolgous vocabulary in Polynesian languages with
network methods to detect both vertical and lateral compo-
nents of Polynesian language evolution. We found surpris-
ingly high levels of borrowing. Many detected borrowings
reflect myriad connections among expertly seafaring cultures
during South Pacific settlement.
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Fig. 2. A complete Polynesian language borrowing network showing both
vertical and lateral edges reconstructed using MLN approach. Branches in the
MLN represent vertical inheritance and are determined by the underlying
reference tree. Lateral edges in the MLN represent inferred borrowing
events. They connect external (contemporary) and internal (ancestral) tree
nodes (languages) whenever a gain-loss scenario involving more than one
gain was inferred for at least one of the cognate sets. Heavy edges in
Polynesian borrowing networks clearly showing some of the dialect networks
postulated by Pawley (2009).

even though these splits networks are based on quantitative data,
they are best thought of as a tool for visualizing data rather
making detailed inferences about complex histories.

A more recent Minimal Lateral Network (MLN) approach
can directly address borrowing events in linguistic datasets (21)
Originally developed to study lateral gene transfer in microbial
genome evolution (22), this method estimates the amount of
horizontal evolution under the uniformitarian assumption (23,24)
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Fig. 1. Polynesian shared cognate network. A)
A graphical representation of the basic vocabulary
shared cognate network. B) Full lexicon shared cog-
nate network. Cells in the matrix are edges in the
network. Edges are color-coded by the frequency of
shared cognate according to the color bar in the
bottom. Languages are sorted by their order on the
Bayesian reference tree.

that ancestral genome (or vocabulary) sizes were not significantly
different from those seen today. Given a patchy distribution of
genes (or cognates) that is incompatible with a reference tree, the
method infers the minimum number of origins required to explain
the distribution (unlimited losses are allowed). If there were only
vertical inheritance, then only a single origin would be required.
However, postulating only a single origin for many genetic and
linguistic datasets would require accepting that the ancestral
genome (or vocabulary) size was substantially larger than that at-
tested today. The MLN approach estimates the minimal number
of additional origins (borrowings in the linguistic case) required
to be consistent with modern genome or vocabulary sizes.

The method had remarkable success in identifying known
borrowings in a dataset of Indo-European basic vocabulary items
(25) (the so-called Swadesh list). Nelson-Sathi et al. (21) found
that it recovered around 94% of the known borrowings. However,
items on the Swadesh list are generally thought to be resistant to
borrowing and stable over time. Here we apply a modified version
of the MLN method to both the basic vocabulary and a sample of
the total lexicon from 33 Polynesian languages. The Polynesian
islands have often been seen as an ideal “laboratory for the study
of cultural adaptation” (26). The vast ocean distances between
these “far flung islands” has prompted some commentators to
claim that their language evolution should be highly treelike.
Even critics of the family tree model, such as Dixon (27) argue
that, “For some groups of languages — for instance, Semitic
and Polynesian — the family tree model is entirely applicable”.
However, while most linguists agree that all Polynesian languages
form a subgroup of the Austronesian language family, the internal
subgrouping of the Polynesian languages has been the subject
of long-standing debates (28-31), and archaeologists have docu-
mented substantial post-settlement contact (32- 34). Here we use
the MLN approach to quantify the degree of borrowing amongst
Polynesian languages, and to infer the detailed dynamics of any
complex, non-treelike language histories.

RESULTS

Conflicting Signals in Polynesian Language Evolution

A total of 4,800 cognate sets from 33 Polynesian languages
in the POLLEX database (ver. June 2012) were classified into
two datasets — one of basic vocabulary and one of the full lexi-
con. Each dataset was analyzed separately. For the analysis, all
cognate sets in the dataset were converted into a binary matrix of
presence/absence patterns (PAPs), consisting of 33 cells in a row.
If a given cognate set had one or more reflexes in a language i,
the i cell in the row was set to 1, otherwise it was set to 0.

The basic vocabulary subset includes a total of 410 PAPs;
398 are unique and 12 are recurrent (Supp. Fig. 1). The dataset
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Table 1.
Stochastic Mapping (SM) approaches.
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Borrowing dynamics inference using Minimal Lateral Netowrk (MLN) and

MLN inference

SM inference

Reference Accepted P-value No. Origins

Tree Model
1 2
BASIC
Bayesian BOR; 0.33 100 64
Bayesian- BOR; 0.23 73 97
Modified
BORs 030 73 97
MP BOR; 0.76 17 40
NJ BOR; 0.54 20 43
BORs 023 20 43
FULL
Bayesian BOR; 0.94 360 649
Bayesian- BOR; 0.85 257 795
Modified
MP BOR;3; 0.29 135 920
BOR; 0.10 135 571
NJ BOR; 0.18 104 512
BOR; 0.41 104 512

Avg. Avg. Avg.  Avg.
gain loss gain  loss
>2
265 1.93 4.5 474 578
259  1.95 4.39 458  5.01
259 1.95 4.5
372 29 4.14 4.0 38
366 2.7 4.0 4.47 4.5
366 3.5 3.28
3,344 2.4 5.2 5.6 6.19
3,310 2.3 5.5 535 55
3,307 1.98 5.35 5.4 5.1
3,656 3.02 4.15
3,746 2.0 4.4 531 5.0
3,746 2.87 3.38

MLN -Minimum Lateral Network, SM-Stochastic Mapping, MP- Maximum Parsimony, NJ =Neighbor
Joining. Bayesian-Modified reference tree is a manually edited Bayesian tree

Table 2. dMLN and wMLN network statistics.

Degree

Edge weight

Connectivity

Mean MedianMin Max Mean MedianMin Max Ext-Ext Ext-Int Int-Int Total

dMLN BASIC 10.6 10 0 29 24
FULL  30.6 31 0 55 104

wMLN BASIC 82 7 0 30 3.0
FULL 215 19 0 56 148

1
3
2
4

Edges
1 31 120 178 48 346
1 260 359 484 154 997
1 31 104 130 35 269
1 300 294 324 83 701

Ext-External, Int- Internal node

includes seven cognate sets reflected in all languages: Proto-
Polynesian *fale “house”, *koe “thou”, *quha “rain”, *qate “liver”,
*kai “eat”, Proto-Malayo-Polynesian *fuqud “to stand”, and Proto-
Central-Malayo-Polynesian *wair “water”. Five further cog-
nates, Proto-Polynesian *fogou “new”, *lani “sky”, Proto-Malayo-
Polynesian *felu “three”, *mata “eye”, and Proto-Austronesian
*lima “five”, are only missing in Tokelauan. The full dataset
includes 4,370 cognates that were converted into 3,590 PAPs,
of which 3325 are unique and 265 are recurring (Supp. Fig. 1).
Only six of these cognates, Proto-Polynesian *fohe “paddle”, *futi
“to pluck”, *hifo “downwards”, *nofo “to put down”, and *waka
“canoe”, had reflexes in all 33 Polynesian languages.

In the basic vocabulary dataset, only 24 cognates (5.5%) were
congruent with the topology of the reference tree. The remaining
94.5% of the PAPs did not tidily fit the tree branching pattern.
An example of patchily distributed cognate *fafuga (platform,
foundation, base) is shown in Supplementary Fig. 2. Numerals
dominate these congruent cognates, such as Proto-Polynesian
*tasi “one”, *rua “two”, and *ima “five.” Ten of the 24 congruent
cognates seem to be highly resistant to borrowing as they appear
in the upper half of the Leipzig-Jakarta rank (35) (Supp Table
S1), that ranks concepts according to borrowing resistance based
on a detailed statistical survey of 41 languages including many
different language families (36). In the full lexicon subset, the
distribution of 98% of all cognates conflicts with the reference
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tree topology. The presence/absence distribution of only 92 cog-
nates (2%) can be explained by strict vertical inheritance alone,
i.e., without independent losses. (Supp. Table S2).

To study patterns of shared cognates, the binary PAPs of
each dataset were summarized into a network of shared cognates
where the vertices are languages that are connected by edges
representing the frequency of shared cognates between them.
The matrix representation of the network is defined as A=/a;;/
with size 33%33, where a;; is calculated as the number of cognates
shared by languages i and j. The resulting networks comprise
33 vertices and 528 edges connecting all vertices (Fig. 1). The
edge weight distribution in the network reveals that many closely
related languages are strongly interconnected, confirming their
genealogical relatedness. However, there exist several distantly
related languages that show strong interconnections in the net-
works of shared cognates. For example, in the full lexicon subset
New Zealand Maori shares 44 cognates uniquely with Raroton-
gan, and 38 cognates uniquely with Hawaiian. In the basic dataset,
Luangiua shares 140 common cognates with Tikopia, much more
than with any language in its clade (Fig. 1).

Borrowing Frequency during Polynesian Language Evolution

The MLN approach reconstructs scenarios of language his-
tory dynamics that comprise of vertical inheritance comple-
mented by varying amounts of borrowings. We tested six evolu-
tionary models, ranging from no borrowing and up to 31 bor-
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Fig. 3. Comparison of network properties between the dMLN and wMLN. A)
Edge weight distribution of basic and full datasets B) Degree distribution of
basic and full lexicon.

rowing events (BOR3;). Comparing the ancestral vocabulary size
distributions resulting from these models with the vocabulary
size distribution attested in contemporary languages, revealed
that the BOR+ model (up to 7 borrowings per cognate) yields
the best fit between ancestral and contemporary vocabulary size
distributions in both the basic and full datasets (Pg4sic=0.33,
Prexicon=0.94, using the Wilcoxon test). All other models were
rejected (using a=0.05). These estimated borrowing levels are
substantially higher than those estimated for Indo-European,
where the BOR; model was the best fit (21).

The presence/absence distribution of only 24 cognates (5.5%)
in the basic dataset could be explained by a single origin (mono-
phyly). The distribution of the remaining 94.5% cognates could
only be explained by adding one or more borrowing events. In the
full subset, only 92 cognates (2%) could be explained by a single
origin. The total gain events translate into an average frequency
of 1.9 and 2.4 borrowing events per cognate in the basic and
full datasets respectively. The most frequently borrowed words
in the basic dataset include reflexes of Proto-Polynesian *fatitili
“thunder”, *soko “to exchange”, *fafa “mouth”, *pokoqulu “skull,
head”, *mamawa “yawn’, *mai “come”, *luaki “vomit”, and *koi
“sharp”. There are 87 words in the full dataset with five or more
borrowings inferred and the most frequently borrowed word is
*qaoa “Banyan tree”.

Since the MLN approach uses a reference tree for the in-
ference of origin-loss scenarios, alternative tree topologies may
result in different estimates of borrowing events. To test the
robustness of our borrowing inference, we repeated the analysis
using three alternative reference trees: a manually modified ver-
sion of Bayesian tree with a modified branching positions of Puka-
puka and Tokelau, a Neighbor-Joining tree (37), and a Wagner
maximum parsimony (MP) tree (38). The modified Bayesian tree
yielded similar mean borrowing frequency per cognate in both the
basic and full datasets (Table 1). Using the MP and NJ trees for
the basic vocabulary dataset resulted in slightly higher average
borrowings per cognate while the frequency of losses remains
similar (Table 1). The use of an MP reference tree to reconstruct
borrowing events in the full data yielded slightly lower mean
borrowings/cognate while the NJ tree inference was similar to that
of the Bayesian reference trees (Table 1). Applying a stochastic
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Fig. 4. Three models of language differentiation. (a) the standard family tree
model, (b) a tree model with borrowing, and (c) dialect network breakup in
which innovations partially diffuse across the network as it slowly breaks up,
producing substantial conflicting non-treelike signal.

mapping (SM) approach (39) to both datasets yielded slightly
higher averages of borrowings and losses per cognate using all
reference trees (Table 1). The higher expectations of borrowing
and losses using the SM approach as compared with MLN may be
expected. It may be partially explained by the observation that in
SM approach inferred events are driven by both “parsimonious”
principles (i.e., along a branch that starts with zero and ends with
one, there must be a gain event) and also driven by the continuous
time Markov chain assumption (i.e., along a branch even if it starts
and ends with the same character the expectation of events is >0).

Comparing our results to the borrowing frequency in basic
vocabulary calculated using the same approach for 84 Indo-
European languages (21) (0.6 borrowings per cognate) reveals
that the borrowing frequency in Pacific languages is approxi-
mately three times higher.
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Minimal Lateral Network (MLN) of Polynesian Language
Evolution

In contrast to a phylogenetic tree that displays only verti-
cal connections between a set of taxa, a phylogenetic network
displays both vertical and lateral connections. A minimal lateral
network (MLN) of Polynesian languages represents both vertical
and lateral components of their evolutionary history. The recon-
structed MLN consists of 65 vertices, representing 33 contempo-
rary and 32 ancestral languages (i.e. internal and external nodes in
the reference tree). To estimate the most parsimonious number of
edges in the network we used two different algorithms optimizing
either the phylogenetic distance between the connected nodes
(dMLN) or the total edge weights connecting the nodes (WMLN).
The dMLN minimizes the total evolutionary distance between the
laterally connected languages, assuming that borrowing events
are more likely to occur between closely related languages. The
reasoning behind the wMLN is that borrowing events are more
likely to occur between languages were many lateral connections
were inferred (Fig 2). The two algorithms we used to prune
superfluous edged in the MLN yielded overall similar networks
(Table 2). The distribution of node degree and edge weight is
similar between the IMLN and wMLN (Fig 3). Most of the dIMLN
and wMLN edges are iidentical and their weight distributions
are significantly linearly correlated (RZBASIC =0.7, R’ ruLL=0.8,
(40)). The degree and edge weight distribution of dMLN and
WMLN shows similar trends in the Polynesian word borrowing
frequencies (Fig 3). In what follows we present in detail the
dMLN network (Fig. 2).

The internal and external vertices in the dMLN for the Poly-
nesian basic vocabulary subset are linked by 346 lateral edges.
The mean node degree is 7 edges per node with the most highly
connected nodes being Pukapuka (29 edges), Tongan (27 edges)
and the common ancestor of Tongan and Niuean — proto-Tongic
(26 edges) (Table 2). Lateral edges between external nodes corre-
spond to recent borrowing events. For all 33 languages at least one
recent borrowing event was inferred, among these, Tongan (15
edges), New Zealand Maori (15 edges) and Pukapuka (14 edges)
show a high frequency of contemporary connections. All those
languages occur in specific geographical positions, Pukapuka and
Tongan being in the geographical center of the languages in our
dataset. Some languages such as Ifira-Mele (1 edge) and Takuu (1
edge) are rarely connected within the network even though they
are not that geographically isolated.

The edge weight distribution within the dMLN is character-
ized by a majority of small edge weights and a minority of heavy
edges. Most of the edges in the network are substantiated by only
one inferred borrowing event (Table 2). The heaviest edges in
the network include, an edge connecting the common ancestor
of Tongan and Niuean with the common ancestor of the Western
Polynesian languages (31 cognates), an edge between Fijian and
the common ancestor of Tongan and Niuean (21 cognates), and
one edge between Hawaiian and the common ancestor of New
Zealand Maori, Rarotongan, Penrhyn, Tahitian, and Tuamotu (21
cognates). These heavy edges point to extended language contacts
among these islands during their settlement in the Pacific (Table
2)

The internal and external vertices in the dMLN of the Poly-
nesian total full lexicon subset cognates are linked by 997 lateral
edges. Similar to the basic vocabulary dataset, the connectivity
within each node range from few to multiple edges per language.
The most highly connected node is “Tongan’. Of the total 997
edges, only 278 (28%) are of a single laterally shared cognate,
while edges of multiple cognates are frequent. The heaviest edges
include an edge connecting the common ancestor of Tongan and
Niuean and the ancestor of Western Polynesian languages (260
cognates), and another edge connecting between New Zealand
Maori and Hawaiian (253 cognates). In full lexicon dMLN, most
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the of edges connect between contemporary languages, suggest-
ing a high frequency of recent borrowings events (Table 2). As
a validation of the MLN approach, we compared the “known”
Pukapuka and Rotuman borrowings inferred by linguists (see
the POLLEX database http://pollex.org.nz) with those inferred
in are analyses. The algorithm detected 20 of the 25 Pukapuka
borrowings, and 10 out of the 10 Rotuman loans.

DISCUSSION

Despite the vast oceanic distances between the Polynesian islands,
and claims that their evolution should thus be highly treelike
(27), our analyses revealed exceptionally high levels of conflicting
signal in the distribution of the cognate sets. In total, 95% of the
basic vocabulary and 98% of the full lexicon do not fit the ex-
pected tree-like language family subgrouping. Our analyses of the
MLNSs show that these patchy distributions cannot be explained
merely by frequent cognate loss. Instead, we find remarkably high
levels of borrowing. The best fitting model for both the basic
vocabulary and the total lexicon was the BOR7 model (up to seven
borrowings per cognate). This is substantially more than basic
vocabulary in Indo-European languages, where the BOR; model
was the best fit (21).

One way of expressing these results is that the average level
of borrowing in a language per cognate in the basic vocabulary is
51%, and 72% for the whole lexicon (Supp. Table S3). If the bor-
rowing only occurred between two languages, this would equate
to an average of approximately 25% of the basic vocabulary and
36% of the total lexicon in language being borrowed. Not only are
these figures substantially higher than those in Indo-European,
they are far higher than the average of 5% borrowings in basic
vocabulary reported by Bowern et al. (41) in a survey of 122
hunter-gatherer languages from northwest Amazonia, northern
Australia, and California and the Great Basin. These languages
are spoken in small-scale societies, and in regions commonly
thought to have high levels of borrowing. Rates of borrowing
in basic vocabulary are generally much lower than for the total
lexicon. The English lexicon, for example, contains around 60%
loans from Romance languages that were borrowed after the
Norman conquest, however, only 6% of the basic vocabulary
is borrowed (42). Perhaps the most surprising thing about our
present results for Polynesian is not that there are high levels of
borrowing (36), but rather that borrowing for the basic vocabulary
is so frequent.

Why might there be so much apparent borrowing in Polyne-
sian basic vocabulary? There are three possible explanations. The
first explanation is that the data we used in these analyses were
patchy. Were this the case, then multiple origins for any given
cognate might not indicate borrowing, but poor data sampling
instead. However, there are good reasons not to believe this is the
primary explanation of the data. There has been a long history
of data collection for most Polynesian languages with compar-
ative wordlists available since the 1700s (43-45). The POLLEX
database we used dates to 1965 and is one of the longest-standing
and largest comparative lexical databases in existence (45). Thus,
there is no pressing cause to suspect a severe sampling bias in
these data.

A second alternative explanation for the apparent high lev-
els of borrowing could be semantic shift. Some of the most
borrowed words are those that are known to have undergone
frequent semantic shift. One example is *fatitili (thunder). In
Polynesia there are multiple reconstructions for words relating to
thunder including Proto-Oceanic *kuruk (thunder, to thunder),
Proto-Central Polynesian *kurukuru and Proto-Polynesian *mana
(thunder, supernatural force). Often these forms have shifted into
other semantic slots, such as *mana, which has been recruited
as a supernatural term as impressive natural events often are
(46). These competing reconstructions of near-synonyms would
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switch in and out, mimicking the effect of borrowing. However,
these repeated moves in semantic space are unlikely to be the
main explanation for the high apparent levels of borrowing, as the
reconstructions in POLLEX often cross semantic boundaries.

The third, and most likely explanation for the high levels of
apparent borrowing in basic vocabulary is that that the lexical
evolution in these languages departs, not just from the standard
family tree model (Fig. 4a), but also from the standard borrow-
ing model (Fig 4b). In the standard borrowing model speech
communities split completely, the languages then diverge pro-
ducing nested sets of innovations, and subsequently some items
are borrowed between the discrete languages. As the languages
have been out of contact for a considerable time items related
to trade or useful parts of technology are much more likely to
be borrowed than basic vocabulary. In contrast, the breakup of
dialect networks is more subtle, and might be analogous to re-
combination during microbial speciation (47). Innovations arise
in speech communities and partially diffuse along the dialect net-
work. The slow breakup of these networks produces contradictory
or incompatible innovations, as some speech communities will
have partially split off from the network before the innovation
has spread completely. This pattern of language differentiation
will therefore produce what (48) has labeled as linkages i.e.
“innovation linked” rather than “innovation defined” subgroups.
As these speech communities are still in considerable contact,
innovations in basic vocabulary diffuse at much the same rate as
innovations in other parts of the lexicon.

The MLNs provide clear evidence for some of the Polyne-
sian dialect networks postulated by Pawley (49). The gradual
breakup of ancient dialect networks will produce connections
to internal vertices of the network. The heaviest edge in the
network connects the common ancestor of Tongan and Niuean
with the common ancestor of the Western Polynesian languages
(31 cognates, Fig. 2a). This is consistent with the messy breakup
of a Proto Polynesian dialect network. The second strongest edge
connects Fijian and the common ancestor of Tongan and Niuean
(21 cognates) — consistent with Geraghty's suggestion of an earlier
Central Pacific dialect network (50-51). The other major inter-
nal connection in the network links Hawaiian and the common
ancestor of New Zealand Maori, Rarotongan, Penrhyn, Tahitian,
and Tuamotu (21 cognates) and links between Eastern Polynesia
(excluding EasterIsland) and Western Polynesia (18 cognates) fits
with Pawley’s dialect chain break up of nuclear Polynesian group
(49). The inclusion of Hawaiian in this linkage conflicts with its
traditional placement in the recently debated Tahitic subgroup
(52), but is compatible with suggestions that Hawaii was initially
settled from the Marquesas but had long-standing population
contacts with Tahitic languages such as Tahitian, Penrhyn, Raro-
tongan (53).

‘What social and technological processes might have produced
the strikingly high levels of borrowing across the vast distances
of the Pacific Ocean that we have detected here? Evidence
from studies of simulated voyaging supports the claim that the
settlement of the far-flung islands of the Pacific was not the
consequence of chance one-way voyages, but rather required
complex sailing and navigational skills (54). These skills enabled
Polynesians to remain in contact long after the initial settlement
of an island. According to Irwin (54), Polynesians on many islands
were forced to stay in close contact with other neighboring islands
by the lack of social and ecological resources. Early European
explorers were amazed both by the distances Polynesian regularly
voyaged (55), and their detailed knowledge of numerous islands
thousands of kilometers away (56). Archaeological evidence sug-
gests that there was indeed substantial ongoing contact between
remote islands (32-34), which could have served as a vehicle
for the borrowing observed. This contact is amply reflected in
the language networks. For example, the spread of the Tongan
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empire between 1,200-1,500 AD (28) to the islands of East Uvea,
Rotuma, Futuna, Samoa and Niue is reflected in the high number
of edges connected to Tongan in both the basic vocabulary and
total lexicon networks (Fig. 2)

The approach we developed here shows considerable promise
for future investigations of dialect networks language and bor-
rowing. The vocabularies of Rotuman and Pukapuka are known
to contain numerous borrowings. Biggs’s classic 1965 paper on
direct and indirect inheritance in Rotuman used the presence of
phonological irregularities to document examples of Polynesian
borrowing into Rotuman. A similar approach was used by Clark
(57) to diagnose Eastern Polynesian borrowings into Pukapuka.
Both the basic vocabulary and total lexicon networks recover
this borrowing signal. The MLN approach successfully inferred
all ten of the borrowings listed in POLLEX. The approach also
did well in recovering 20 out of the 25 Pukapuka borrowings
documented in POLLEX. However, it would be wrong to suggest
that MLNs are the complete answer to the problem of detecting
horizontal inheritance in language diversification. The present
approach does not enable the directionality of borrowing to be
inferred, and nor does it always correctly identify the correct
internal edge of the network from which the borrowing occurred.
Instead, MLNs are best viewed as a very useful supplement to
the standard linguistic tool kit — perhaps a necessary one — when
borrowing is a factor. They enable linguists to escape from the
constraints of the pure family tree model without falling into the
vague obscurantism of wave models or “tangled banks” (58). In
combination with careful analyses of sound change, MLNs will
enable increasingly more precise quantitative inferences about
both borrowing and dialect networks in the diversification of
language families across the globe.

METHODS
Data

The lexical data were downloaded from the June 2012 version of the
POLLEX-Online database (45). One cognate in the basic dataset and eight
cognates in the full dataset had only one reflex in all 33 languages (i.e. were
unique). These singletons were removed from the analysis.

Reference trees

An initial language tree was inferred by applying a Bayesian approach
to the binary-coded basic vocabulary data using BEAST 1.7 (59). Following
Gray et al (60) a covarion model was used to allow for rate heterogeneity. A
strict clock was enforced with a root age of 3,000 before past (BP). Since the
internal classification of Polynesian languages remains controversial, several
reference trees were constructed for the analysis. First, the tree topology
was constrained to match the subgroupings proposed by Pawley (60-63).
Second, we reconstructed an additional reference tree where the inferred
position of Pukapuka was manually reassigned to a deeper ancestral node in
the tree, and Rotuman was made a sister taxon to Fijian. A distance-based
tree was reconstructed from the basic dataset using neighbor-joining (NJ)
approach (37) using SplitsTree program (64). A maximum parsimony tree was
reconstructed with the Wagner method using Mix software (65). We used
Fijian to root the trees and topology comparisons of all reference trees used
in this study are provided in the supplementary material (Supp. Fig. 2).

Borrowing estimation and minimal lateral network reconstruction

For the inference of borrowing rates we assume that the ancestral
vocabulary size distribution was not fundamentally different from the vo-
cabulary size distribution attested in the contemporary languages (21). The
inference procedure is based on the testing of different evolutionary models
that allow varying amounts of borrowings in order to explain the gain-loss
dynamics of all cognates in a given dataset. The ancestral vocabulary size
distribution was calculated using seven different evolutionary models. Two
of these models (LossOnly and SingleOrigin) allow only the vertical transfer
of characters. While in the LossOnly model only the loss of cognate sets
is allowed, the SingleOrigin model allows one gain per cognate set. The
remaining five BOR, models (where n={1,3,7,15,31}), allow for n+1 gains (a
single origin and n borrowing events), and an unlimited amount of losses per
cognate set (21). The goodness of fit of each model was tested by comparing
the ancestral and the contemporary vocabulary size distributions using the
Wilcoxon non-parametric test (66). We additionally used a probabilistic
stochastic mapping (SM) based approach to estimate the expected number
of cognate gain and loss events. The expectation of cognate gains and losses
along the reference tree branches were calculated using the GLOOME server
(67).

The minimal lateral network (MLN) was reconstructed for both datasets
using the gain-loss inference produced by the evolutionary model that
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explained the data best. Branches in the MLN represent vertical inheritance
and are determined by the underlying reference tree. Lateral edges in the
MLN represent inferred borrowing events. They connect external (contem-
porary) and internal (ancestral) tree nodes (languages) whenever a gain-loss
scenario involving more than one gain was inferred for at least one of the
cognate sets. To represent all possible borrowing events in a cognate set of n
gains, a total of (n?-n)/2 edges connecting all nodes are required. While this
connectivity approach surely covers the full realm of possibilities, it may lead
to an overestimation of borrowing frequency. To solve this shortcoming of
the MLN, we determine a more parsimonious frequency of n-1 edges using
a minimal spanning tree (MST) search algorithm (68). In other words, we
treat the edges inferred for each cognate set having n nodes as a small
network, looking for a sub-network of n-1 edges connecting all nodes and
having the smallest possible sum of edge weights. For the reduction of
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Thinking in Biology and Historical Linguistics. Syst Biol 54:513-526.

. Darwin  C (1859) in On the Origin of Species, 6th Ed. Available at
http:/jwww.gutenberg.orgletext/2009.

. Schleicher A (1853) Die ersten Spaltungen des indogermanischen Urvolkes [Early diver-

N}

w

Nelson-Sathi et al. (Submitted)

superfluous edges we used two different methods. In the distance-based
approach (dMLN) edge weights were calculated as the evolutionary distance
between the connected nodes by the total branches connecting the nodes
in the tree. In the weighted frequency approach (wMLN), edge weights
are calculated from the total MLN by the number of laterally shared COGs
between the connected languages. From the edges connecting the nodes per
COG, the set of n-1 edges that maximizes the total edge weight in the COG
are selected.
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4. Summary of the results

Lateral transfer is an ongoing process of natural variation. Phylogenomic
networks — in contrast to phylogenetic trees - provide a better way to model
genome and language evolution. Since networks can accommodate both
vertical as well as lateral components of evolution, they give a dynamic
picture of the larger process. Since similar evolutionary processes shaped
both genomes and languages into contemporary forms, it is possible to apply
methods that are developed to study genome evolution to study language

evolution.

Acquisition of 1,000 eubacterial genes physiologically transformed a
methanogen at the origin of Haloarchaea

Halophilic archaeabacteria (Haloarchaea) are oxygen-respiring heterotrophs,
known to involved in LGTs from eubacteria. Here the evolution of 10
haloarchaeal genomes with respect to 1,143 reference genomes were studied,
and it was found that massive number of lateral transfers from eubacteria to
the ancestor of Halobacteria transformed a anaerobic, chemolithoautotropic
methanogen into heterotrophic oxygen-respiring haloarchaeal organism.
About 1089 haloarchaeal gene families were identified that were acquired by
a methanogenic recipient from eubacteria. Analyses showed that these genes
were acquired by the common ancestor of haloarchaea and those transferred
families include genes for catabolic carbon metabolism, membrane
transporters, meanquinone biosynthesis and complexes I-IV of the

eubacterial respiratory chain.

Networks uncover hidden lexical borrowing in Indo-European language
evolution

Similar to ribosomal genes in genomes, basic vocabulary of languages is often
assumed to be relatively resistant to borrowing. Here a phylogenomic

network approach was used to recover the frequency of hidden lexical
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borrowings during the evolution of Indo-European languages using the
criterion of word inventory dynamics over time, proposing a general model
for language evolution that captures both vertical and horizontal
evolutionary components. The reconstructed Minimal Lateral Networks
(MLN) that capture both the vertical and the lateral evolutionary history of
84 Indo-European languages revealed that, on average, eight percent of the
words of basic vocabulary in each language were involved in borrowing
during evolution. This indicates that the impact of borrowing is far more

widespread than previously thought.

Polynesian language networks reveal complex history of contacts during the

Pacific settlement
In the evolution of Polynesian languages, vast distances between Polynesian
islands pose seemingly steep natural barriers to language contact, hence the
evolutionary history of those languages expected to be tree-like. However
network methods to detect both vertical and lateral components among 33
Polynesian languages reveal unexpected high levels of borrowing. At least
51% of basic vocabulary and 72% of whole lexicon of Polynesian languages
experienced at least one borrowing during evolution. The estimated
Polynesian lexical borrowing frequency is substantially higher than that

estimated for any other language family.

The frequency of LGT and lexical borrowing during genome and
language evolution clearly shows it is inappropriate to ignore the lateral
component in both fields. As a result, family tree can no longer be taken as
the basic model of genome or language evolution. Instead, phylogenomic

networks can offer a fuller understanding of evolution in both fields.
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Discussion

5. Discussion

A clear mechanistic understanding of how genomes and languages evolve
over time still remains as a challenging problem in evolutionary biology and
historical linguistics. In the last two decades, many new approaches to
phylogenetic reconstruction have been proposed to model the genealogical
processes that might lead to the diversification of entities (genomes and
languages). But given the frequency estimates of lateral transfers in genome
and language evolution, it is very unlikely that a simple bifurcating tree that
does not take in to account lateral relationships among genomes or
languages is sufficient to model their evolution in a realistic manner. In
biology, recent transitions from single gene analysis to whole genome
comparisons of entire microbial populations enhanced our understanding of
evolution, while questioning the early assumptions of a tree like microbial
evolution process. Current whole genome analyses do not support a
bifurcating tree of life, instead they favour more realistic pictures involving
phylogenetic networks (Doolittle 1999, Kunin et al. 2005), which can better
represent the true relationships (vertical and lateral) among genomes that
are characterized by high rate of LGTs. Similarly, language change is not
only based on the modification of inherited items but also driven by direct or
indirect exchange of units. Bifurcating trees can only provide a reduced
version of their evolution often may also be misleading. Network
approaches are a straightforward way to solve this problem and they can
combine both vertical and lateral component, providing a more realistic
picture of evolution. Thus networks approaches are best viewed as a useful
supplement to the existing evolutionary toolkit to model both genome and

language evolution.
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7. Appendix

71 Abbreviations

DNA Deoxyribonucleic Acid
GTA Gene Transfer Agent
HGT Horizontal Gene Transfer
LGT Lateral Gene Transfer
MLN Minimal Lateral Network
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SI Text

Statistical Methods. The task at hand is to compare two collections
of trees, 367 trees reconstructed from recipient genes and 109
trees reconstructed from imported genes. The trees in each set
differ from one another, either due to noisy data or due to es-
timation errors and biases, but our null hypothesis is that genes in
both sets evolved along the same phylogeny from a single origin
and therefore should display the same phylogenetic signal. In the
alternative scenarios, the trees are not related by the same un-
derlying phylogeny, either because of multiple origins or due to
lateral gene transfer (LGT) between lineages. To gain a per-
spective on how those alternate scenarios will look, we generated
two additional synthetic datasets: 109 random trees sampled
uniformly from the entire tree space and 109 one-LGT trees,
constructed by a minimal perturbation of the imported dataset
where a random subtree was pruned and then regrafted at a ran-
dom branch of the remaining trunk. This simulates a single lateral
transfer event from the grafting branch to the pruned clade.

The phylogenetic signal contained within each tree can be
summarized in several ways (1). We have examined three basic
units of phylogenetic information: phylogenetic partitions (splits),
taxa quartets assertions, and triple taxa assertions. Splits and
quartets were applied to both the rooted and unrooted versions
of the trees, for a total of five phylogenetic signal units.

To test the hypotheses: Hy: Trees in the two sets are drawn
from the same underlying tree distribution, vs. Hy: The two sets
of trees differ in their underlying phylogenetic signal, we have
developed three methodologies: goodness of fit between tree
distributions, Euclidean distance between frequencies of phylo-
genetic assertions, and comparison of distances to a common
consensus tree.

Goodness of fit between tree distributions. The two sets of trees were
recorded into a 2xm contingency table, where the m categories
were defined in an adaptive procedure based on one of the five
phylogenetic units. First, the two samples were pooled together
into a single set of size n, and the n trees converted into tuples of
phylogenetic assertions, or states. Each state was ranked ac-
cording to its frequency in the pooled state sets. Next, each tree
was labeled by the rank of its lowest ranking state, and the
pooled tree set was sorted by this label. Bins were defined as
a collection of states by sequential addition of states from the
sorted list, and creation of a new bin when the current bin in-
cluded at least \/n trees, resulting in m < \/n bins (the choice of

n is a common practice to ensure a balance between the
number of bins and the average sample size for each bin). In the
last step, trees from the two sets were added to a 2xm contin-
gency table (with the two rows corresponding to the two sets)
based on their label, i.e., their least ranked state. The resulting
contingency table was used to derive a standard goodness-of-fit
statistic (2). The significance of the goodness-of-fit statistic was
tested in a permutation test and the P value estimated from
a Monte Carlo simulation with 10° permutations. One advantage
of the goodness-of-fit statistic is that asymptotically it is x> dis-
tributed with m—1 degrees of freedom, and the P value can be
approximated using the y?,.; cumulative distribution function
(Table S54).

Euclidean distance between frequencies of phylogenetic assertions. Each
of the two sets of trees was converted to a set of phylogenetic
assertions, using one of the five phylogenetic units. The two
distributions of phylogenetic states were represented as frequency
vectors, and the similarity between the two sets was measured by
the Euclidean distance between the two frequency vectors. The

Nelson-Sathi et al. www.pnas.org/cgi/content/short/1209119109
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significance of the Euclidean distance statistic was tested in
a permutation test and the P value was estimated from a Monte
Carlo simulation with 10° permutations (Table S5B).
Comparison of distances to a common consensus tree. First, a greedy
consensus tree (3) was computed from the pooled set of trees.
Next, the distance from the pooled consensus to each tree in the
two tree sets was calculated based on one of the five phylogenetic
units (1). The distributions of the tree distances for the two sets
of trees were compared using the Kolmogorov—Smirnov test (2).
(Table S5C).

Phylogenetic compatibility with a reference set. The comparison of sets
of trees by the foregoing methodologies is applicable only when
all trees include the same set of taxa. To extend the analysis to
trees that include only a subset of taxa, we examined such trees in
terms of their phylogenetic compatibility with a reference set
comprised of all recipient trees that do include the full set of
taxa. Recipient and imported trees that include only a subset
of taxa were grouped based on the number of taxa n, and each
group was analyzed separately. Each n taxon tree was decom-
posed into its (n-3) splits, and each split was scored by the fraction
of splits in the reference set that are phylogenetically compatible
with it. The split compatibility scores for all splits of all trees in
the group forms the split compatibility distributions of the group.
Additionally, the (n-3) split compatibility scores of a specific tree
were averaged to produce a tree compatibility score. The dis-
tributions of compatibility scores for the recipient and imported
groups of trees were compared using the Kolmogorov—Smirnov
test (2). (Table S5D).

Multiple copy genes. The foregoing tests can be applied only when
gene families are present as (at most) single copies (SC) in the
several genomes. To apply the tests to trees where multiple copies
(MC) of a gene are present in some genomes, we converted the
MC trees into SC-like trees by removal of some of the additional
copies, using several removal strategies:

i) Condensing of tips: When all copies of a gene in a specific
genome form a monophyletic clade in the tree, they can be
condensed into a single leaf without affecting the phyloge-
netic relationships between the several taxa. Only a few MC
trees could be converted into SC trees using this strategy.

ii) Retaining exactly one copy per genome: In this approach, we
created two sets of SC-like trees, one containing the copies
that best fit a reference tree and the second containing the
copies with the worst fit to the reference tree. A MC tree was
first reduced to a collection of SC-like subtrees by taking all
possible combinations of a single copy form each of the sev-
eral genomes. Next we scored each of the subtrees by its com-
patibility with the reference tree and retained the two extreme
scoring trees as members of the best/worst sets. When several
trees were tied with minimal/maximal score, we randomly se-
lected one of the tied trees. We restricted this approach to
cases where there are less than 1,024 possible subtrees, only
a few cases of very high copy number MC trees were omitted
due to this restriction.

iii) Retaining only those genomes where the gene is present in
a single copy. This approach can be applied to all MC trees,
but some of the resulting SC-like subtrees have less than four
taxa and are therefore uninformative.

The goodness-of-fit tests are shown in Table S5E, and the tree
compatibility tests in Table S5F.
Power of the goodness-of-fit test. The goodness-of-fit test based on
unrooted splits is powerful enough to reject the recipient vs. one-
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LGT comparison. In the one-LGT dataset, every gene is affected attributable to random phylogeny errors (as opposed to a bi-
by one LGT, raising the question how will the test fair if only ological signal), then the most frequent splits should correspond
some of the genes are affected by LGT. To address this question, to alternative topologies that are very close to the reference tree
we rf;peated the analysis using random mixtures of the one-LGT (only one branch being “wrong,” for example). If, on the other
and imported datasets (Fig. S3). The goodness-of-fit test bas%d hand, it is a biological signal, there should be no correlation be-
on unrooted splits is po}\l’v erful len0111gh to reject a mixture of 34% - yeen split frequency and topological distance to (compatibility
LGT/66% 1rr'1pf>rts aF the 5% evel. . . with) the reference tree. In Fig. S4, which is a modified version of
Common conflicting splits. In Fig. 2B (m_od1ﬁed version repro_duced Fig. 2B, we plotted the compatibility of splits with the reference
as Fig. .84)’ we observed that the six most common splits are tree (which is also the tree for the first six splits), alongside the
compatible and that the tree they define is identical to the hal- split frequencies in the recipient and imported troes
Cnehacbacieril gongs. Morcover, these six splt comprise S1¢ __ C1eal. the mos requent splis that are incompatibe ith the
and 46% of the splits in the recipient and imported sets, re- referel’ntqe tree are e;ll§ohthé)se’that are‘ml?st corrlllpte}tlblezw(t)h;st: ;h_e
spectively. However, other splits are also present in a sizeable iolr(;i% 1fontllslvery. 18 5 pedn(l)q?;g r;l)n %O;Be_ﬁ;lfon Zh_ L t;
roportion of the trees. For example, splits ranking as the 7th to : or the recipients, r = U./6; 17 = /- Or the 1mports).
goﬂll) most common are present irIl’ aboﬁt 10% of tghe trees. The This strongly indicates that there is no alternative biological
question arises whether these splits indicate an alternative bi-  signal in this data, but that the second-best splits are behaving
ological signal or whether they are the result of random phylo- exactly as one would expect for the case that phylogeny methods
genetic reconstruction error. If the next 12 or so splits are are doing the best they can, but are slightly imperfect.
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Fig. S1. Acquisition network showing sole donor lineages in what is best understood as a single acquisition from a chimeric donor genome.
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Fig. S2. Phylogenetic affinities and functional classes of eubacterial genes imported into Haloarchaea. (A) Presence of eubacterial groups in the sister clade to
the haloarchaeal imports (red) and presence in the tree but not in the sister clade (black). The assignment to informational and operational classes for each
import is indicated on the right hand side of A. Numbers in A, Top are as follows: NP, number of trees in which the taxon was the only taxon present in the
sister clade to the Haloarchaea (the top 691 entries); NS, number of times that the taxon was present in the sister clade to the Haloarchaea (either the sole
taxon present or in addition to other taxa); TG, number of genomes sampled for the taxon; TN, total number of genes sampled for the taxon. (B) Number of
trees in which the taxon was the only taxon present in the sister clade to the Haloarchaea plotted against functional categories. (C) Number of trees in which
the taxon was present in a mixed sister clade plotted against functional categories.
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Fig. S3. Power of the goodness-of-fit test.

of the splits in Recipient genes — (367 Trees) %Compatibility with reference tree

of the splits in Imported genes — (109 Trees)
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Fig. S4. Split frequencies and their compatibility with the reference tree.

Table S1. Functional categories and distribution of eubacterial imports in Haloarchaea
Table S1
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Table S2. Total of 1,089 imports and their functional annotations

Table S2

Table S3. Functional categories and distribution of eubacterial imports in Methanosarcinales (Ms), Methanomicrobialesm (Mm), and
Methanocellales (Mc)

Table S3

!
7
=

Table S4. Gene names, functional annotations, and gene distribution among Haloarchaea for components of the respiratory chain

Table S4

Table S5. Statistical tests

Table S5
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Table S1
Presence in
Function: 10 Haloarchaea
COG category No. Tr. 2 3 4 5 6 7 8 9 10
Information storage and processing: 84 (8%)
[J] Translation, ribosome struct. and biogenesis 8 - - 3 2 - - - -1 2
[K] Transcription 32 - 5 5 2 4 5 1 3 2
[L] Replication, recombination and repair 44 - 14 5 2 1 1. 2 2 6 1
Cellular processes and signaling: 146 (14%)
[D] Cell cycle, cell div., chromosome partitioning 3 -1 1 - 6 .
[V] Defense mechanisms 5 8 5 1 2 2 2 3
[T] Signal transduction mechanisms 40 - 13 10 6 3 4 1 . 3
[M] Cell wall/membrane/envelope biogenesis 33 - 10 6 5 1 2 2 2 4 1
[N] Cell motility 4 -2 2 . .
[O] Posttransl. mod., prot. turnover, chaperones 51 51 7 4 5 3 2 1 3 15
Metabolism: 482 (44%)
[C] Energy production and conversion 95 - 918 10 5 5 7 12 6 23
[G] Carbohydrate transport and metabolism 57 15 20 8 7 6 1 2 1 7 4
[E] Amino acid transport and metabolism 114 34 32 21 7 8 9 11 11 3 12
[F] Nucleotide transport and metabolism 32 4 7 3 4 2 3 1 2 10
[H] Coenzyme transport and metabolism 5 2 7 6 5 3 -7 7 8 1
[1] Lipid transport and metabolism 30 1 4 3 2 3 4 1 7 2 4
[P] Inorganic ion transport and metabolism 86 63 30 9 7 11 5 4 10 5 5
[Q] Secondary metabolite biosynth. and transport 14 1 1 4 1 3 2 1 2
Poorly characterized: 377 (34%)
[R] General function prediction only 276 34 59 45 30 29 27 21 20 15 30
[S] Unknown function 101 - 26 18 7 7 6 9 3 4 2

Tr., number of clusters in that category annotated as transporters, importers, or translocators.

Table S2 Available at
http:/[www.pnas.org/content/early/2012/11/21/1209119109/suppl/DCSupplemental
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Table S3

Presence in Presence in Presence in Presence in
Function: 12 Ms-Mm-Mc 5 Ms 5 Mm 2 Mc
COG category No. Tr. 2 3 4 5 6 7 8 9 10 11 12 No. T, 2 3 4 5 No. T, 2 3 4 5 No. Tr. 2
Information storage and processing: 8 (6%) 33 (8%) 2(5%) 18 (9%)
[J] Translation, ribosome struct. and biogenesis - T R 3 -1 11 - - e e 2 -2
[K] Transcription 4 . 02 02 - e e e e e e e e e 7 .07
[L] Replication, recombination and repair 4 - - 201 - e e e e 3 -19 9 1 - 2 -2 - - - 9 - 9
Cellular processes and signaling: 14 (11%) 47 (11%) 5 (12.5%) 37 (17%)
[V] Defense mechanisms 32 2 1 .« e e e e e 2 .2 .. 7.7
[T] Signal transduction mechanisms L 2 12 7 1 - 1 CERECE BT 8 - 8
[M] Cell wallimembrane/envelope biogenesis T2 2102« e e 15 . 4 8 3 . e 9 . 9
[N] Cell motility Ce e e e 2 .2 . . . .
[O] Posttrans|. mod., prot. turnover, chaperones 3 E e 8 .2 3 3 . 2 L2 0 13 .13
[U] Intracell., traffick, sec., vescl., transport L e T R 2 - .« 11
Metabolism: 46 (37%) 108 (26%) 12 (30%) 64 (30%)
[C] Energy production and conversion 13 - 1 4 2 4 1 .« 0 1 2 - 14 6 2 - 4 . 4 8 . 8
[G] Carbohydrate transport and metabolism 7 -2 -2 3 - - - 1 - 5 4 2 4 - 4 13 - 13
[E] Amino acid transport and metabolism 6 4 . 3 -3 .+ .« . . . . 29 6 11 10 8 111 9 - 9
[F] Nucleotide transport and metabolism 3 2 11 3 - 2 1 . . 1 C R 3 - 3
[H] Coenzyme transport and metabolism 3 T 11 %6 - 10 4 2 - L " - n
[1] Lipid transport and metabolism 2 L e 4 - 31 .. 1 e 1. . 2 .2
[P] Inorganic ion transport and metabolism 8 6 - 4 1 - 2 1 .« . .« . . 21 15 11 6 4 - L 17 10 17
[Q] Secondary metabolite biosynth. and transport 4 111 1T« - . e 2 1 1 « .« . D 1 -1
Poorly characterized: 56 (45%) 230 (55%) 145 (47%) 92 (44%)
[R] General function prediction only 20 - 4 35 7 1 .« o« . . . . 53 . 18 22 12 1 2 .2 .. 20 .20
[S] Unknown function 3% - 10 10 3 2 4 4 1 . . 1 1 177 - 87 69 18 3 19 .17 2 . . 72 . 72

Tr., number of clusters in that category annotated as transporters, importers, or translocators.
Genomes sampled:
Methanc

mazei G6, i 3 barkeri fusaro,
Methanococcoides burtonii DSM6242, Methanosaeta thermophila PT.
robiales: marisnigri JR1, i hungatei JF-1, Candidatu
Candidatus boonei 6A8, z
Methanocella paludicola SANAE and Uncultured methanogenic archaeon RC-1, which is not classified as methanocellales
in GenBank taxonomy, but it always branched with Methanocella paludicola SANAE in our analyses,
for which reason it was treated as an Mc member here.

palustris E1 9c,

Methanocellales:

Table S4
Available at
http:/[www.pnas.org/content/early/2012/11/21/1209119109/suppl/DCSupplemental

Table S5

A. Goodness-of-fit Recipient vs.

Imported One LGT Random

9 Taxa

> (MC) p-val
367 Recipient vs. 109 Other 1 (MC) p-value

¥ (MC) p-value ¥ (MC) p-value

Unrooted splits bins
Unrooted quartets bins
Rooted splits bins
Rooted quartets bins

Rooted triplets bins

0.543 (0.552)
0.167 (0.167)
0.859 (0.866)
0.933 (0.936)
0.507 (0.510)

<107 (<10?)
2.66:10° (<107)
3.40-10°(3-10%)
1.77-10™ (<10°)
1.42:107 (<10%)

<107 (<10?)
<107%(<10?)
<107 (<10?)
<107 (<10?)
<107 (<10?)

MC: 10° Monte Carlo permutations.

B. Euclidean distance

Recipient vs.

Imported One LGT Random
9 Taxa
367 Recipient vs. 109 Other MC p-oalue MC p-oalue MC p-oalue
Unrooted splits frequencies 0.257 <10’ <10”
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5 5
Unrooted quartets frequencies 0164 <10 <10
Rooted splits frequencies 0.062 <10’ <10”
Rooted quartets frequencies 0.041 <10’ <10”
Rooted triplets frequencies 0.030 0.002 <10®
MC: 10° Monte Carlo permutations.
C. Distances to consensus tree Recipient vs.
Imported One LGT Random
9 Taxa
367 Recipient vs. 109 Other KS proalue KS proalue KS proalue
Unrooted splits distances 0.190 2.69-10™ 5.37-10*
Unrooted quartets distances 0.021 2.61-10” 2.58-10
Rooted splits distances 0.530 9.83-107 3.17-10*%
Rooted quartets distances 0.100 1.54-10” 8.58-10*
Rooted triplets distances 0.376 5.12:10* 3.68-10™
KS: Kolmogorov-Smirnov two sample
test.
D. Compatibility with a reference set
D1. Tree compatibility Recipient vs.
Number of Number of trees Imported | One LGT | Random
OTUs Recipient Other KS p-value KS p-value KS p-value
4 16 80 0.768 0.045 0.004
5 7 55 0.255 0.040 7.9-10%
6 16 60 0.081 0.745 0.002
7 23 48 0.673 0.005 1.5:10
8 47 57 0.094 2.5:10% 4.9-10"
D2. Split compatibility Recipient vs.
Number of Number of splits Imported | One LGT | Random
OTUs Recipient Other KS p-value KS p-value KS p-value
p
4 16 80 0.768 0.045 0.004
5 14 110 0.139 0.010 1.8-10™
6 48 180 0.064 0.509 1.9-10%
7 92 192 0.141 2.9-10% 8.3-10%
8 235 285 0.768 0.045 0.004

KS: Kolmogorov-Smirnov two sample test. Significant at 5% FDR*
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E. Goodness-of-fit tests including MC trees, Recipient vs

based on unrooted splits bins P )

Number of trees Imported | One LGT | Random
2
Recipient Other X1 X P ¥* p-value ¥’ p-value
value

Single copy (from A) 367 109 0.543 <10'° <10
Condensed tip 371 114 0588 | 24710" | <10%
duplicates
Best copy of multiple 432 162 0184 | 39210 | <107
copies
Worst copy of multiple 432 162 0487 | 1.1410% | <10
copies

F. Tree compatibility tests including MC trees

F1. Condensed tip duplicates Recipient vs.
Number of Number of trees Imported | One LGT | Random
OTUs | Recipient  Other KS p-value | KSp-value | KS p-value
4 16 88 0.753 0.053 0.002
5 9 58 0.101 0.010 3.5-10"
6 17 64 0.076 0.869 6.4-10*
7 23 48 0.673 0.005 1.510%
8 49 57 0.127 25107 4.8-10™
F2. Best copy of multiple copies Recipient vs.
Number of Number of trees Imported | One LGT | Random
OTUs | Recipient  Other KS p-value | KSp-value | KS p-value
4 27 111 0.724 0.007 2,510
5 16 95 0.069 7.510* 1.9-10
6 22 93 0.182 0.417 8.6-10*
7 28 81 0.536 0.004 2.8-10™
8 69 85 0.034 2.5-10" 2.8-10%
F3. Worst copy of multiple copies Recipient vs.
Number of Number of trees Imported | One LGT | Random
OTUs | Recipient  Other KS p-value | KSp-value | KS p-value
4 27 111 0.435 0.038 0.038
5 16 95 0.043 5.1-10™ 4310
6 22 93 0.213 0.281 0.018
7 28 81 0.053 4.7-10™ 1.6:10™
8 69 85 0.015 5.4-10" 4.0-10*
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F4. Taxa with multiple copy removed Recipient vs.

Number of Number of trees Imported | One LGT | Random

OTUs | Recipient  Other KS pvalue | KSp-value | KS p-value

4 23 123 0.383 0.013 1.4-10™

5 20 88 0.014 0.001 8.8-10®

6 32 91 0.996 0.015 1.5-10%

7 49 66 0.808 4.0-10% 4810

8 65 77 0.261 2.8:10% 1.3-10%

KS: Kolmogorov-Smirnov two sample test. Significant at 5% FDR*
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Networks uncover hidden lexical borrowing in Indo-European language
evolution
Shijulal Nelson-Sathi, Johann-Mattis List, Hans Geisler, Heiner Fangerau,
Russell D. Gray, William Martin, Tal Dagan
SUPPORTING ONLINE MATERIAL

Figure S1. Cognate presence absence pattern (PAPs) in ToB dataset.
Languages are sorted by their order on the reference phylogenetic tree. COGs
are sorted by their size in ascending order. A presence case of certain COG in a
certain language is colored in blue if the COG pattern is congruent with the
tree branching patterns and red otherwise.
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Figure S2: Modules in the shared COGs network (ToB).

(A) A matrix representation of the shared COGs network in Indo-European
languages. Cells in the matrix are edges in the network. Edges are color-coded
by the frequency of shared cognate according to the colorbar at the bottom.
The languages in the matrix are sorted by order of appearance in the
phylogenetic tree on the left. (B) Modules within the shared COGs network.
Languages included in the same module are colored in the same color.
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Figure S3: Acceptance rate of the different borrowing models using the
different reference trees.

Analysis of the Dyen dataset using (a) Bayesian and (b) Neighbor-Joining
reference tree (outliers in the Loss Only model are excluded).
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Figure S4: The affect of a randomized reference tree using Dyen dataset

(A) A matrix representation of the shared COGs network in Indo-European
languages. Cells in the matrix are edges in the network. Edges are color-coded
by the frequency of shared cognate according to the colorbar at the bottom.
The languages in the matrix randomized. (B) Vocabulary size under the
different models using the randomized reference tree.
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Figure S5: Acceptance rate of the different borrowing models using the Tower
of Babel dataset the different reference trees.

Analysis of ToB dataset using (a) Bayesian and (b) Neighbor-Joining reference
tree (outliers in the Loss Only model are excluded).
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Figure S6: The minimal lateral network (MLN) of Indo-European languages
using ToB. (A) An MLN for 73 contemporary languages reconstructed under
the BOR3 model. Vertical edges are indicated in gray, with both the width and
the shading of the edge shown proportional to the number of inferred
vertically inherited COGs along the edge (see the scale). The lateral network is
indicated by edges that do not map onto the vertical component, with number
of cognates per edge indicated in color (see the scale). Lateral edges that link
ancestral nodes represent laterally shared COGs among the descendant
languages of the connected nodes, whose distribution pattern could not be
explained by origin and loss only under the ancestral vocabulary size
constraint (B) Distribution of connectivity, the number of one-edge-distanced
neighbors for each vertex, in the network. (C) Frequency distribution of edge
weight in the lateral component of the network.
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Table S1: Detected borrowings in the Dyen dataset.

Item Donor Source Recipient Languages

Language Lang. Rom. [Italian Provencal French Spanish
KILL French tuer tua
ROAD Greek dromos drum
SKIN Latin cutis cutis
WALK Old marka marcha marcher

Franc.

WOMAN Greek

familia  femeie

Table S2: Borrowing and cog-word loss statistics under different borrowing

allowances

Borrowing allowances
Dyen Loss Only SO BOR, BOR; BOR,
Average per cognate borrowing rate 0 0 0.6 0.9 1.2 1.4
Percent of cognates accepting LGTmax 0 0 58 4 0 0
Average losses per cognate 8.5 2.7 1.3 0.7 0.4 0.2
Percent of cognates with no losses 0.2 41 67 80 87 91

Average origin/loss ratio

- 1/3 1/1 2/1 5/1 9/1

ToB

Borrowing allowances

Loss Only SO BOR; BOR; BOR,

Average per cognate borr

owing rate 0 0 0.7 14 2.0 2.5

Percent of cognates accepting LGTmax 0 0 78 10 0.8 0
Average losses per cognate 9.6 55 3.2 2.0 1.2 0.7
Percent of cognates with no losses 0.1 21 46 60 70 78

Average origin/loss ratio

- 1/5 1/2 1/1 2/1 5/1
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Table S3. COGs connected with a lateral edge in external nodes
(contemporary languages).

COGs connected with a lateral

edge
Language Total COGs No. Proportion
Greek_ML 192 9 5
Greek_MD 203 10 5
Greek_Mod 194 5 3
Greek D 198 23 12
Greek_K 168 39 23
Armenian_Mod 150 11
Armenian_List 143 7
Irish_ A 175 11
Irish_B 172 7
Welsh N 195
Welsh C 190
Breton_List 193
Breton_SE 191
Breton_ST 198
Romanian_List 178 9 6
Vlach 147 3
Italian 206
Ladin 193
Provencal 208
French 194
Walloon 188

French_Creole_C 203
French_Creole_D 189

Spanish 198
Portuguese_ST 210

Brazilian 199

Catalan 190 5 8
Sardinian_ N 178 2
Sardinian_L 190

Sardinian_C 183 0
German_ST 202

Penn_Dutch 178

Dutch_List 210

Afrikaans 213

Flemish 210

Frisian 180 0

Swedish_Up 218
Swedish_ VL 208
Swedish_List 218

AN WWDNPRRPWAAPRWRLRNDNOOWNRP,PRPWOOONDNRFR, WUUONVOURDNNERERDNRERROOCGN

—R 01T AR O0OWNNRP,POCNWARUIPOAR,RWNOOOU RPN OUO LN WOERN

Danish 202
Riksmal 197
Icelandic_ST 200
Faroese 211 3
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English_ST 181 23 13
Takitaki 158 22 14
Lithuanian_O 189 8 4
Lithuanian_ST 197 9 5
Latvian 155 25 16
Slovenian 178 48 27
Lusatian_L 191 2 1
Lusatian_U 192 2 1
Czech 210 6 3
Slovak 217 9 4
Czech_E 193 9 5
Polish 194 13 7
Ukrainian 209 17 8
Byelorussian 185 6 3
Russian 191 8 4
Macedonian 194 8 4
Bulgarian 170 12 7
Serbocroatian 187 9 5
Albanian_T 190 9 5
Albanian_Top 187 9 5
Albanian_G 175 12 7
Albanian_K 173 28 16
Albanian_C 166 48 29
Gypsy_Gk 105 40 38
Kashmiri 154 38 25
Marathi 162 11 7
Gujarati 174 16 9
Panjabi_ST 180 8 4
Lahnda 178 10 6
Hindi 201 18 9
Bengali 174 30 17
Nepali_List 227 29 13
Khaskura 190 17 9
Singhalese 99 41 41
Ossetic 96 43 45
Afghan 185 25 14
Waziri 174 15 9
Persian_List 176 12 7
Tadzik 190 20 11
Baluchi 143 27 19
Wakhi 129 36 28
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Table S4: Reconstruction differences due to English position on the tree.

(A) The following COGs were inferred as borrowing using the basal-English
tree and not inferred as borrowing using the internal-English tree
(Etymologies based on Orel 2003).

Item COG Word Form Etymology

HAIR HAIR_ 3 hair PGM *xéran 'hair’

GOOD GOOD_2 good PGM *godaz 'good'

EARTH EARTH_SOIL_3 earth PGM *erpo 'earth’

HERE HERE_2 here PGM *xér 'here'

ROTTEN ROTTEN_LOG_11 rotten ON rotinn 'rotten’

SWELL TO _SWELL_1 swell PGM *swellanan
'swell'

WET WET 4 wet PGM *wetaz 'wet'

WIDE WIDE_6 wide PGM *widaz 'wide'

(B) The revised tree with English in internal position results in: four miscoded
COGs, seven correctly detected borrowings (coded as cognates in Dyen), and
four possible cases of parallel evolution. Here follows a detailed descriptions
regarding the accuracy of the predictions using the internal-English tree:

Category | Cognate and Word Form Description
Miscoding | BAD_11 Miscoded in Dyen. This is no
English bad'’ borrowing between English and

Indian or Iranian languages as
suggested by the method, but
simply a resemblance in form,
which is usually considered as
coincidence by scholars of Indo-
European and etymologists.

DULL_KNIFE_5 Apparently a miscoding in Dyen
English 'dull' 1997: The form has an obscure
etymology and no conclusions
can be drawn. It is usually not
connected to Breton 'dall'. So we
have a coincidental resemblance
and a miscoding by Dyen here,
no borrowing event.

WOODS_15 Miscoded in Dyen as cognate
English 'woods' with German 'Wald' and Flemish
'woud’, so this is no borrowing,
but a coding error, since the
words are not etymologically
related at all!

DUST_14 Etymology is unclear. Probably a

English 'dust’ miscoding in Dyen. Anyway, this
is probably not a borrowing
event.

67




Appendix, Supp. Mat. Nelson-Sathi et al (2011) ProcB

Borrowing

BARK_7
English 'bark’

Borrowing from Old Norse
(Scandinavian Languages):
English 'bark' from Old Norse
borkr bark'

TO_COUNT_11
English 'count'

Borrowing from Old French
'conter’ 'add up'.

Correctly identified as borrowing
from Romance or French.

FRUIT 2
English 'fruit’

Borrowing from Old French
'fruit', correctly
coded as borrowing.

TO_PUSH_1
English 'to push'

Borrowing from Old French
"‘poulser’, correctly coded as
borrowing.

SKIN_OF _PERSON 9
English 'skin'

Borrowing from Old Norse
'skinn’, correctly coded as
borrowing.

SKY_11
English 'sky'

Borrowing from Old Norse 'sky’
'cloud'. Correctly coded as
borrowing.

WING 1
English 'wing'

Borrowing from Old Norse
'veengr' 'wing of a bird'.
Correctly coded as a borrowing.

Parallel
evolution

LEAF 9
English 'leaf’

Goes back to Proto-Germanic
*laubaz, so this is no borrowing,
yet it may point to parallel
evolution in Scandinavian and
English (in German the
corresponding word is "Laub"
which is not given in the
database).

SMALL_10
English 'small'

From Proto-Germanic *smalaz,
apparently no loan, but parallel
evolution in the languages
showing this COG.

TO_THROW_18
English 'throw'

Apparently no borrowing but
parallel evolution in Frisian and
English (German corresponding
word is 'drehen’, which has a
different meaning and is
therefore not reflected in the
dataset).

WITH_ACCOMPANYING_11

English 'with'

From Proto-Germanic 'withro'.
Probably a case of parallel
evolution in Nordic languages
and English, or a case of
borrowing which is very
problematic to prove, since the
German corresponding word is
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'wider', i.e. 'against’, so we have a
semantic shift from 'against' to
'with' here.
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Polynesian language networks reveal complex history of contacts during the
Pacific settlement
Nelson-Sathi S, List JM, Greenhill S, Geisler H, Cohen O, Pupko T, Landan G,
Martin WF, Dagan T, Gray RD

ONLINE SUPPORTING INFORMATION

Figure S1: Cognate presence absence pattern (PAPs) which are recurring
highlighted by red others by black A) Basic subset B) Lexicon subset
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Figure S2: A patchily distributed cognate set *tafuga (platform, foundation,
base) . This distribution can be explained by a single gain during the
development of Proto-Eastern Polynesian and two subsequent borrowings
into Pukapuka and Niue. Green filled circles represent origins and edge
represent possible borrowings.
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Figure S3: Comparison different reference ree topologies A) Bayesian and
Bayesian-modified B) Bayesian and Maximum Parsimony (MP) C) Bayesian

and Neighbor Joining (N]) tree.
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according to Leipzig-Jakarta rank

Rank ID Protoform Label Meaning
1 19 AN AFI 'fire

6 97 PN QALELO  !tongue
14 239 oC AU '

27 541 AN FATU.2A Istone

X 680 AN FITU ISeven
54 735 AN FOQOU Inew

61 1232 PN KATA.1 Ito laugh
X 1274 TA KAUIL* left

9 1399 PN KO-TOU lyou

X 1471 CK KOFU.1C to cook
35 1724 oC IA.1 the /she
X 1807 MP LAGI.2 Isky

X 2003 AN LIMA.A 'Five

X 2093 AN RUA I'Two

83 2439 AN MATA.1A leye

48 2453 oC MATAGI 'wind

21 3240 MP POO.1 Inight

X 3559 CcO SAAVARL* !to spit
33 4031 NP TASI.1 'One

X 4148 MQ TEKO.2 'white

X 4304 CE TOKE.1B Ilworm

X 4338 AN TOLU 'Three
36 4429 AN TUKI Ito pound
X 4708 XO WELEWELE.*!spider

Rank-Leipzig-Jakar Stability Rank

Table S2: List of Polynesian lexicon cognates that can be explained by strict
vertical inheritance

ID Label Protoform
62 QAKI.2 TO

130 ANAUXO

238 AWATEA.* CE

255 EE-TIA TA

Description

Preposition marking instrument

First person singular personal pronoun
Late morning to early afternoon, midday
These (near speaker)

303 FAAGAIB CE Adopt, foster
400 FAKA-TASA PN Together
404  FAKA-TEMU SF Touch lightly
573  FIHA AN How many?
595  FINE.1 TO Armpit

72



Appendix, Supp. Mat. Nelson-Sathi et al. (Submitted)

623  FOA.C TA Headache

665 FOTU.3B EC Genital orifice

706 HUERO CE Seed

737 FUNA.2 CE One of Buck's middle period nights of

the moon (Grn)

750 FUTAA KN

766 GAHAHA TO Rattle, rustle

854 GOIO.1A CE Common noddy (Anous stolidus) (Clk):
*go(o)io

905 HOO TO Pant

965 KAI-LUU TO Eat scraps

986 KAAKAATA.*CK White Tern (Gygis sp.)

1093 KAAPITL2 CO Mat woven from coconut fronds

1128 KATIRU.* MQ (Cucumis melo)

1300 KO.2 SO Progressive aspect marker

1381 KOO-ROA CK Index finger

1404 KOO-MATA MQ ?

1428 KOO-NUI CK Thumb

1457 KOO-PURE TA Spotted

1470 KOTAKE MQ A bird

1506 KUAGO XW A fish

1507 KUEI XW ??

1535 KULU-KULU.2 PN A kind of yam

1586 INA-INA TA Singe a pig; expose to radiant heat

1588 I-NAAKUANEI TA Just now, earlier today

1589 I-NANAFI CE Yesterday

1648 RAQA-KAU PN Wood, tree

1664 LALO-KOKA XW Placename

1757 REMU.2 TA Moss

1802 RIRO EP Be taken, become something else

1841 ROGO-MA-TAANE CK

1856 RORE TA Stilts

2133 MANO.B MQ Four thousand

2138 MANU MP Living creature (excluding humans, fish)

2173 MASAGA.3 EC Turtle sp

2282 MAA-UTOLU PN First person exclusive plural pronoun

(independent): *(ki)maa-utolu

2309 MESO TA A bird

2325 MIO MQ Extinguished

2368 MOKO-ROA-I-ATA CK Milky Way

2520 NII-KAU CE Coconut frond

2557 NUKA.1 TO

2576  OFLB TU  To fitin, to pass through a narrow place

2586 OIRE LO Village

2622 QOTLA AN  Completed, finished

2644 PAA-FATA TA Shelf or platform

2661 PAKA.1B EP Scab

2694 PAKOKO.B MQ Male flower of the breadfruit

2715 PAA-RAKU TA Rake

2802 PATAA4 TA Fillip, flick with fingers

2819 PAA-TIKL.* CE A fish, Flounder, Flatfish

2820 PAA-TITI TA Drive in (as a nail, stake)

2831 PATU.3 TA Build in stone
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2931 POFORE.” MQ  Skinned

3000 POU OC  Postn
3017 PUA-LIKI TO  Atree
3108 SA PN  Non-specific article

3140 SAAKERE CK : *(£, s)a(q)kere
3145 SAKI-NA. TO  Catch by the foot

3189 SAPE.B EP Crooked, wrong

3229 SEA-GA MQ  Victim, corpse

3300 SOA CcP Friend

3342 SOPE.2 EP Buttocks, posteriors, rear end

3402 TAEAKE TA Relative of same generation as ego
3435 TAFU FJ To light a fire, burn v.t
3455 TAGATOO TO  Loose

3566 TALO.1 AN  Taro (Colocasia esculenta)
3572 TAA-MAA TA Clean (vt)
3596 TANU oC Bury

3624 TAA-PEE CE Cause to ripen or decay

3661 TAA-TOU NP First person inclusive plural pronoun
(independent): *(ki)taa-tou

3689 TAULOKO SO A plant (Solanum sp.)

3712 TAA-UTOLU PN First person inclusive plural pronoun
(independent): *(ki)taa-utolu

3714 TAU-TURU TA Support, help

3916 TOOREA CE Bird sp. (Pluvialis dominica)

3925 TOLOA.C CO A shorebird (Numenius sp.)

4052 TUNU AN  Cook on open fire; roast, grill

4055 TUUPAAPAKU EP Corpse, cadaver

4059 TUPU.A MP  Grow: *t(u,i)pu

4116 UKI TA Generation, age, epoch
4120 QURA AN  Crayfish
4178 UTE.1 MQ  Paper Mulberry

4208 WAI-RAGA TA Place where something is kept
4239 WARUPN Scrape v

4256 WEKA.3 XW

4292 VILU XW  Former times

Table S3. Average borrowings per languages in basic and total lexicon subset
a) Basic subset

SO OTU HTU VocabHTU OTU Total
Language ori ori ori size bor % bor % bor %
Anuta 92 8 54 154 351 5.2 403
EasterIsland 93 20 61 174 351 115 46.6
EastFutuna 92 9 111 212 524 42 56.6
EastUvea 92 12 118 222 532 54 586
Emae 92 16 63 171 368 94  46.2
Fijian 54 83 0 137 0 60.6 60.6
Hawaiian 96 38 82 216 38 17.6  55.6
IfiraMele 93 8 52 153 34 52 392
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Kapingam-
arangi 92 8 67 167 40.1 4.8 44.9
Luangiua 93 16 91 200 455 8 53.5
Mangareva 96 9 76 181 42 5 47
Marquesas 96 18 94 208 452 8.7 539
NewZeala-
ndMaori 95 54 141 290 486 186 67.2
Niue 93 27 96 216 444 125 56.9
Nuguria 92 10 35 137 255 7.3 32.8
Nukuoro 92 12 94 198 475 6.1 53.6
Penrhyn 96 3 106 205 51.7 15 53.2
Pukapuka 92 39 70 201 348 194 542
Rarotongan 96 9 117 222 527 41 568
Rennellese 92 18 99 209 474 8.6 56
Rotuman 71 41 0 112 0 36.6 36.6
Samoan 92 15 117 224 522 6.7 58.9
Sikaiana 93 4 52 149 349 27 37.6
Tahitian 96 21 112 229 489 9.2 58.1
Takuu 93 5 69 167 413 3 443
Tikopia 92 18 123 233 528 7.7 60.5
Tokelau 92 16 42 150 28 10.7 38.7
Tongan 93 58 96 247 389 235 624
Tuamotu 96 17 114 227 502 75 57.7
Tuvalu 92 27 66 185 35.7 14.6 503
VaeakauTa-
umako 92 19 91 202 45 94 54.4
WestFutuna 93 9 52 154 33.8 5.8 39.6
WestUvea 92 12 76 180 422 6.7 489

Total % 39.8 11.1 50.9
b) Lexicon subset

SO OTU HTU VocabHTU OTU Total

Language ori ori ori size bor % bor % bor %
Anuta 280 68 250 598 418 114 532
Easterlsland 289 321 314 924 34 34.7 68.7
EastFutuna 287 199 1392 1878 74.1 10.6 84.7
EastUvea 287 102 1211 1600 75.7 6.4 82.1
Emae 280 90 388 758 512 119 63.1
Fijian 161 752 0 913 0 824 824
Hawaiian 307 707 654 1668 39.2 424 81.6
IfiraMele 280 41 254 575 442 7.1 51.3
Kapingam-
arangi 281 60 464 805 576 7.5 65.1
Luangiua 285 102 568 955 595 10.7 702
Mangareva 312 195 571 1078 53 18.1 71.1
Marquesas 312 363 754 1429 528 254 782
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NewZeala-
ndMaori 309 1008 1114 2431 458 415 873
Niue 290 312 817 1419 576 22 79.6

Nuguria 282 44 60 386 155 114 26.9
Nukuoro 281 119 646 1046 61.8 114 73.2
Penrhyn 324 94 769 1187 648 79 72.7
Pukapuka 280 601 615 1496 41.1 402 81.3
Rarotongan 324 322 1117 1763 634 183 81.7
Rennellese 281 229 971 1481 65.6 155 81.1
Rotuman 207 353 O 560 O 63 63

Samoan 282 371 1402 2055 682 18.1 86.3
Sikaiana 284 66 371 721 515 9.2 60.7
Tahitian 323 372 1074 1769 60.7 21 81.7
Takuu 285 68 524 877 59.7 7.8 67.5
Tikopia 280 225 1007 1512 66.6 149 81.5
Tokelau 281 287 581 1149 50.6 25 75.6
Tongan 290 1019 817 2126 384 479 86.3
Tuamotu 320 346 1050 1716 61.2 20.2 814

Tuvalu 281 314 692 1287 538 244 782
VaeakauTa-
umako 280 139 557 976 571 142 713

WestFutuna 280 70 325 675 481 104 58.5
WestUvea 280 56 374 710 527 79  60.6
Total % 50.5 21.8 723

SO ori —no. of Single Origins, OTU ori — no. of OTU origins, HTU ori —
no. of HTU origins, Vocab size — Vocabulary Size, HTU bor % - Percentage of
HTU
borrowings cognates , OTU % - Percentage of OTU borrowings cognates, Total
bor % - percentage of total borrowing cognates.
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7.3 Conferences and Workshops
Talks

Nelson-Sathi S, Martin W, Dagan T: A network approach to study vertical
inheritance and lateral transfer during the evolution of Indo-European
languages. “Evolution and Classification in Biology, Linguistics and the History
of Science. An Interdisciplinary Workshop”, Schloss Mickeln, Diisseldorf
2009/06/11-12.

Nelson-Sathi S: Networks uncover hidden lexical borrowing in Indo-European
language evolution, Bridging Disciplines — Evolution and Classification in Biology,
Linguistics and the History of Sciences. Schloss Reisenburg, Ulm University,
Germany. 2011/06/24-26.

Poster Presentations

Nelson-Sathi S, ] Mattis List, Hans Geisler, Heiner Fangerau, Russell D Gray,
William Martin, Tal Dagan. Networks uncover hidden lexical borrowing in Indo-
European language evolution. SMBE 2010 - Annual Meeting of the Society for
Molecular Biology and Evolution, Lyon, France - July 4-8, 2010.

Nelson-Sathi S, Dagan T, Martin W. Phylogenomic networks of archaebacteria
reveal frequent lateral gene transfer and eubacterial acquisitions, SMBE 2011 —
Annual Meeting of the Society for Molecular Biology and Evolution, Kyoto
University, Japan —July 26-30, 2011.

Nelson-Sathi S, Greenhill Simon, Gray Russell, Dagan Tal, Martin W. Polynesian
borrowings networks, SMBE 2012 — Annual Meeting of the Society for Molecular
Biology and Evolution, Dublin Convention Centre, Dublin, Ireland - June 23-26,
2012.

Workshops

The Future of Phylogenetic Networks, Lorentz Center, Oort, Netherlands - 15
Oct 2012 through 19 Oct 2012.

Presenting Science 1, Interdisciplinary Graduate and Research Academy
Diisseldorf (iGRAD) Workshop, Heinrich Heine University, 6-7 Dec 2012.

Preparing for Conflicts, Interdisciplinary Graduate and Research Academy
Diisseldorf (iGRAD) Workshop, Heinrich Heine University, 28-29 Jan 2013.

Fundamentals of Project Management for Doctoral Researchers, Interdisciplinary

Graduate and Research Academy Diisseldorf (iGRAD) Workshop, Heinrich
Heine University, 4-5 Mar 2013.
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