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Zusammenfassung
Die vorliegende Arbeit befasst sich mit theoretischen Untersuchungen zur Cytochrom P450 ka-

talysierten Hydroxylierung von C–H-Bindungen. Zur Beschreibung von Häm-Enzym, Substrat

und Solvens wird eine kombinierte quantenmechanische/molekülmechanische (QM/MM) Meth-

ode verwendet. Im Rahmen dieses Ansatzes wird die elektronische Struktur im reaktiven Zen-

trum des Enzyms (40–84 Atome) durch Dichtefunktionaltheorie erfasst. Die gesamte Protein-

und Solvensumgebung (ca. 24000 Atome) wird in den Simulationen durch ein klassisches Kraft-

feld repr̈asentiert.

Zunächst wird die elektronische und geometrische Struktur des katalytisch aktiven Oxo-Eisen(IV)

Komplexes [FeIV(O)(porph·+)(SR)] (SR= Cystein-357, porph= Protoporphyrin IX) in P450cam
(Compound I) beschrieben, welcher sich bislang dem experimentellen Nachweis entzieht. Es

wird dargelegt, wie sich die explizite Berücksichtigung der Proteinumgebung durch das QM/MM-

Verfahren im Vergleich zu vereinfachten Modellen des Komplexes in der Gasphase auswirkt.

So wird im Enzym ein Porphyrin-π-Radikalkation (A2u-Zustand) stabilisiert, ẅahrend in der

Gasphase hauptsächlich ein Schwefel-zentriertes Radikal vorliegt. Wasserstoffbrücken in der

Umgebung von Cystein-357 begünstigen Ladungslokalisation am koordinierenden Schwefelatom,

wodurch die Fe–S Bindung im Vergleich zu dem isolierten Komplex in der Gasphase verkürzt und

versẗarkt wird.

Das berechnete Reaktionsprofil für den Abstraktions-Rekombinations- (“Rebound”-) Mechanis-

mus der C–H Hydroxylierung läßt darauf schließen, dass die Reaktion in zwei Spin-Zuständen

(Dublett und Quartett) stattfindet, wie zuvor aufgrund von einfacheren Modellrechnungen vorgeschla-

gen wurde (“Zwei-Zustands-Reaktivität”). Während die Umwandlung auf der Dublett-Potenzialfläche

asynchron, jedoch effektiv konzertiert abläuft, ist die Reaktion im Quartett-Zustand zweistufig,

wobei intermedïar ein Substrat-Radikal und ein Hydroxo-Eisen-Komplex vorliegen. Vergleichen-

de Rechnungen in der Gasphase zeigen, dass die polarisierende Wirkung der Proteinumgebung

die relative Stabiliẗat von Spin-Zusẗanden und Redox-Elektromeren beeinflusst.

Rechnungen an der Substrat-freien Form von P450cam sagen die Multipliziẗat des Grundzus-

tandes korrekt voraus und befinden sich in guterÜbereinstimmung mit experimentell bekannten

Bindungsabsẗanden und ESR-Hyperfeinkopplungskonstanten der Ligandenatome. Ferner geben

die Untersuchungen Aufschlussüber die Faktoren, welche die Bindungseigenschaften des axialen

Wasserliganden im Enzym bestimmen. Weitere Dichtefunktional-basierte Untersuchungen betre-

ffen die spektroskopischen Eigenschaften von Intermediaten im Enzym und entsprechenden Mod-

ellkomplexen. Der Vergleich von Rechnungen an [FeO(TPP)]+ (TPP= meso-tetraphenylporphyrin)

und experimentellen Daten seiner Derivate zeigt, dass Heisenberg-Austauschkopplungskonstanten,

Mößbauer-Isomerieverschiebungen und Quadrupolaufspaltungen in guter Genauigkeit erhalten

werden. Entsprechende Vorraussagenüber die spektroskopischen Parameter der hochvalenten

Oxo-Eisen(IV)-Zwischenstufe (Compound I) in P450cam werden vorgestellt, um deren experi-

mentellen Nachweis zu erleichtern.





Abstract

The present work is concerned with theoretical studies on the cytochrome P450-catalyzed hydrox-

ylation of C–H bonds. To describe the heme-enzyme, substrate, and solvent, a combined quantum

mechanical/molecular mechanical (QM/MM) approach is adopted. Density functional theory is

employed to treat the electronic structure of the active site (40–84 atoms), while the protein and

solvent environment (ca. 24000 atoms) is approximated at the classical force field level.

The calculations characterize the electronic and geometric features of the elusive active oxidant

of P450cam (compound I),i.e. the oxoferryl species [FeIV(O)(porph·+)(SR)] (SR= cysteine-357,

porph= protoporphyrin IX). We analyze how the explicit consideration of the protein environment

by the QM/MM treatment influences the results with respect to simplified compound I models in

the gas phase. We find that a porphyrinπ-cation radical (A2u state) is stabilized in the enzyme,

while the gas phase models are mainly sulfur-centered radicals. A hydrogen bonding network

around the proximal cysteine-357 favors localization of charge density at the coordinating sulfur

atom, which shortens and strengthens the Fe–S bond with respect to the gas phase complex.

The calculated energy profile of the “rebound” mechanism of C–H hydroxylation indicates that

the reaction takes place in two spin-states (doublet and quartet), as has been suggested earlier

on the basis of calculations on simpler models (“two-state-reactivity”). While the reaction on

the doublet potential energy surface is non-synchronous, yet effectively concerted, the quartet

pathway is truly stepwise, including formation of a distinct intermediate substrate radical and a

hydroxo-iron complex. Comparative calculations in the gas phase demonstrate that the polarizing

effect of the enzyme environment affects the relative stability of spin states and redox electromers.

Calculations on the substrate-free resting form of P450cam correctly predict the ground state mul-

tiplicity and are in good accord with experimentally known bond lengths and EPR hyperfine cou-

pling constants on ligand atoms. Furthermore, these investigations offer insights into the factors

that govern the binding properties of the axial water ligand in the enzyme environment.

Additional density functional-based calculations address the spectroscopic parameters of inter-

mediates in the protein environment and corresponding model complexes. The comparison of

computational results on the complex [FeO(TPP)]+ (TPP= meso-tetraphenylporphyrin) and ex-

perimental data of its derivatives shows that Heisenberg exchange coupling constants, Mößbauer

isomer shifts, and quadrupole splittings are obtained with satisfactory accuracy. Corresponding

predictions for the spectroscopic parameters of the high-valent oxoferryl intermediate (compound

I) in P450cam are presented, to facilitate its spectroscopic detection.
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Chapter 1

Introduction

1.1 General Introductory Remarks and Overview

Cytochrome P450 enzymes have now been recognized for more than 35 years as one of the most

sophisticated and yet common oxidation systems in nature [1]. These ubiquitious enzymes have

been isolated from numerous mammalian tissues such as liver, kidney, lung, intestine, and adrenal

cortex, as well as from insects, plants, yeasts and bacteria. They constitute a superfamily of more

than 500 isozymes cloned and sequenced. The various members of the P450 family exhibit dif-

ferent substrate selectivities which allows them to perform specific bioregulatory functions. Thus,

P450 enzymes participate in the metabolism of very diverse compounds, such as steroids, fatty

acids and alkaloids. For example, they are involved in every step of steroid hormone biosynthesis.

Moreover, P450 enzymes play a crucial role in detoxification of xenobiotics,e.g. drugs, by ren-

dering lipophilic compounds water soluble and thus excretable. These enzymes can be isolated,

e.g., from liver microsomes. Ironically, in addition to their very beneficial roles in metabolism,

biosynthesis, and detoxification, P450 enzymes have been strongly implicated as the activator of

many chemical carcinogens, by producing highly reactive products from certain substrates.

From a chemist’s point of view, P450 enzymes are remarkable catalysts – they function as mono-

oxygenases, incorporating selectively one atom from dioxygen at physiological conditions into

a wide variety of mostly hydrophobic substrates. This reaction, if uncatalyzed, requires high

temperatures and proceeds nonspecifically. P450 enzymes mediate an impressive repertoire of

reactions, most notably hydroxylations, epoxidations, N-, S-, and O-dealkylations, N-oxidations,

sulfoxidations and dehalogenations. Alkane hydroxylation and olefin epoxidation have attracted

particular interest, because of the desire to understand the details of biological oxygen activation

and transfer, and also because of the potential application of these principles to organic synthesis

and to large-scale process chemistry.

1



2 CHAPTER 1. INTRODUCTION

Most P450 enzymes (except for one or two that use peroxides) require electrons to reduce molec-

ular oxygen to a state formally equivalent to that of H2O2. As an example, P450cam is reducedvia

the redox proteins putidaredoxin and putidaredoxin reductase, transferring electrons ultimately

provided by nicotinamide adenine dinucleotide (NADH) [2]. In contrast, P450BM−3 interacts di-

rectly with a covalently bound reductase containing flavin adenine dinucleotide (FAD) and flavin

mononucleotide (FMN), similar to the situation in microsomal P450 enzymes. Hence, in very

general terms the overall reaction catalyzed by P450 can be written as

S + O2 + 2e− + 2H+ P450- S(O) + H2O

where S symbolizes the substrate, and the protons and electrons are provided by a biological

transport system.

The architecture of the active site of P450 enzymes is relatively simple. Its central feature is the

heme group, shown in figure 1.1. The heterocyclic ring system of heme is a porphyrin derivative,

which consists of four pyrrole rings linked by methene bridges. The porphyrin in heme, with its

particular arrangement of four methyl, two propionate, and two vinyl substituents, is known as

protoporphyrin IX.

N

N

N

N

Fe

COO

COO

(a) (b)

Figure 1.1: The heme prosthetic group of P450 enzymes, an iron-protoporphyrin IX complex. (a)

Schematic representation. (b) Stick representation displaying the heme group and the cysteinate

ligand (carbon: green, nitrogen: blue, oxygen: red, sulfur: yellow, iron: gray).

This moiety is bound to the proteinvia hydrogen bonds of the two propionate side chains and co-

valently through a thiolate ligand coordinating to the heme iron. The latter is part of a cysteine in

a highly conserved area of the protein, and is placed at the proximal face of the porphyrin. The op-

posite, distal site is the region where dioxygen and the substrate are bound and transformed. The

thiolate ligand is responsible for the characteristic red-shifted Soret absorption maximum at≈ 450
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nm upon CO binding to the reduced ferrous state of the protein to give the FeII–CO complex. This

feature, distinguished from the corresponding maximum at≈ 420 nm in hemoproteins with the

more common histidine ligand [3], has been the reason for the name of these enzymes (Pigment

450). The local environment for oxygen binding and activation consists of mostly hydrophobic

protein residues and a single highly conserved threonine that has been identified as being essential

for catalytic function in most P450 enzymes.

A unique property of the active site is the significant electronic delocalization between the iron

center, porphyrin macrocycle, and the axial ligand, which is due to the covalent interactions be-

tween these components. This allows for charge transfer and spin density redistribution between

metal and ligands. Such effects play a key role in the formation and stabilization of the various

heme species present in the catalytic cycle.

O
H5exo

H5endo

P450cam
+ O2 + 2 e- + 2H+ + H2O

O
OH

H5endo

Figure 1.2: Cytochrome P450cam catalyzes the stereoselective hydroxylation of camphor at the

5-exo position.

P450cam hasde factoserved as the prototype for the entire P450 family. Using camphor as its only

carbon source, the common soil bacteriumPseudomonas putidaemploys P450cam to catalyze the

stereospecific hydroxylation at the 5-exoposition as a first step in a cascade of energy supplying

reactions. This soluble enzyme with a molecular mass ofca. 45000 Dalton was the first P450 en-

zyme to be purified and structurally characterized by X-ray diffraction [4]. As P450cam has been

intensely studied over the years by numerous biochemical and biophysical techniques [2], a large

part of the catalytic cycle is by now well understood. Additionally, synthetic metalloporphyrins

have been extensively investigated as models of the active site of P450 and have contributed sig-

nificantly to a deeper understanding of the properties and reactivity of the many intermediates of

the enzymes themselves (see,e.g., [5]). However, many central aspects of the catalytic function

are still not resolved experimentally, due to the elusive character of reactive intermediates and

the occasional difficulties to interprete spectroscopic or other “indirect” experimental data (vide

infra).

Theoretical techniques have recently been used succesfully to address some of the complex ques-

tions associated with P450 catalysis. By providing detailed insight into molecular properties and

processes, computational methods have become a powerful and complementary approach to ex-

periment. For example, they allow to study the role of changes in oxidation and spin state of the

heme, the influence of the distal ligand on electronic structure and reactivity, or the spectroscopic

features of catalytic intermediates [6]. Yet, theoretical methods encountered their own difficulties,
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which are mainly associated with the size of the system that has to be considered and the com-

plex electronic structure of the central iron complex. In the present work, the combined quantum

mechanical/molecular mechanical (QM/MM) approach is utilized to model unresolved aspects of

the P450cam-catalyzed hydroxylation of camphor. In QM/MM calculations, a confined region that

is crucial for the chemical properties of a system is treated at a high level of theory (by quantum

mechanics – QM), while the environment is taken into account explicitly by a classical force field

(molecular mechanics – MM). By treating the entire system with this combined approach, accu-

rate predictions about the active site are possible, while realistically accounting for the influence

of the environment on the computed properties at a manageable cost.

This thesis is organized as follows: Section 1.2 presents an overview of the aspects of P450

catalysis relevant to the present work. Section 1.3 discusses the scope and limitations of modern

theoretical methods to address questions of biochemical relevance. In chapter 2, the theoreti-

cal concepts that underly the computational scheme employed in this work are briefly reviewed.

Specifically, section 2.1 deals with aspects of density functional theory that are important in the

context of open-shell systems. The QM/MM model employed in the present calculations is pre-

sented in section 2.2. In chapters 3 to 6, the results of the QM/MM calculations are presented and

discussed. A summary of the results can be found in chapter 7.

1.2 Cytochrome P450

1.2.1 The Catalytic Cycle of P450 Hydrocarbon Hydroxylation

P450-mediated catalytic hydroxylation of non-activated carbon–hydrogen bonds – proceeding at

mild conditions and often highly stereoselective – has fascinated and challenged researchers for

more than three decades. The field is highly interdisciplinary and involves essentially all areas

of chemistry, such as (without claiming completeness) analytical, biochemical, pharmaceutical,

physical, synthetic, and theoretical chemistry. Not surprisingly, essentially all existing suitable

analytic techniques have been applied to study the intermediates and their transformations associ-

ated with the mechanism. Hence, most of the features of the catalytic cycle have been agreed on.

The important steps involve (see figure 1.3 on page 6)

1. binding of substrate (RH) to give the enzyme substrate complex2,

2. reduction of the substrate-bound complex from the ferric (2) to the ferrous (3) state by an

iron-sulfur or flavoprotein partner;

3. binding of molecular oxygen yielding the ferrous P450-dioxygen complex4;
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4. reduction by a second electron to give a peroxoiron(III) complex5;

5. first protonation at the distal oxygen to give the ferric hydroperoxy intermediate6;

6. second protonation and cleavage (heterolysis) of the O–O bond to form a water molecule

and the (putative) reactive iron(IV)-oxo species7;

7. oxygen atom transfer to the bound substrate, presumablyvia an intermediate8, forming the

product complex9;

8. product dissociation and re-formation of the resting state, a ferric aqua heme complex (1).

Extensive experimental studies on cytochrome P450cam and other isozymes have firmly estab-

lished the ferric (2), ferrous (3), ferrous dioxy (4), anionic ferric peroxy (5), and ferric hydroper-

oxy (6) complexes as intermediates in the catalytic cycle of P450 enzymes [7]. However, after

injection of the second electron, very rapid reaction steps occur, and despite numerous efforts

it has been impossible so far to detect any intermediate in the normal catalytic cycle of P450

enzymes between the ferric hydroperoxy intermediate6 and the product complex9. Based on

studies on model compounds and biological analogy with related peroxidase enzymes, the iden-

tity of the active oxidant is now generally assumed to be compound I (Cpd I), an oxoiron(IV)

porphyrin radical cation (7). The consensus mechanism for hydroxylation of hydrocarbons by

Cpd I, depicted in figure 1.3, is known as the rebound mechanism and is largely attributed to the

work of Groves and coworkers [1]. It involves hydrogen abstraction from the substrate (R–H)

followed by rapid recombination (rebound step) of the metal-bound hydroxo radical with the in-

termediate alkyl (R·) radical. The rebound mechanism is consistent with early stereochemical,

regiochemical, and allylic scrambling results observed in the oxidation of norbornane, camphor,

and cyclohexene by cytochrome P450 [8,9], yet it has been challenged recently [10,11] by studies

that aimed at measuring the rate of the rebound step and the lifetime of the intermediate radicals

(vide infra).

Current research focuses on the steps that lead to formation of Cpd I, the characterization of

this highly elusive species, and the potential involvement of other species in oxidation reactions

effected by P450. In the following, some key observations made over the past years are summa-

rized.

1.2.2 Formation of Compound I

Schlichtinget al. [12] have structurally characterized the ferrous dioxy, ferric hydroperoxy, and

product complexes of P450cam using low-temperature crystallographic techniques. They also ob-

tained evidence for a species between the ferric hydroperoxy and product complexes that was

tentatively identified as the ferryl species7, but this attribution remains uncertain. Electron para-



6 CHAPTER 1. INTRODUCTION

 FeIII

OH2

S

N

N

N

N

Cys

 FeIII

S

N

N

N

N

Cys

R-H

 FeII

S

N

N

N

N

Cys

R-H

 FeII

S

N

N

N

N

Cys

R-H O

O

 FeIII

S

N

N

N

N

Cys

R-H O

O

 FeIV

S

N

N

N

N

Cys

R-H
O

 FeIII

S

N

N

N

N

Cys

R OH

 FeIII

ROH

S

N

N

N

N

Cys

R-H

H2O

O2

e

-

H2O

H2O

ROH

1

2

3

4

5

7 (Cpd I)

8

9

H+

Habs

 FeIII

S

N

N

N

N

Cys

R-H O

OH -

6

e

2H+

"peroxide shunt"
H2O2

N

N

N

N

 Fe heme
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magnetic resonance (EPR) and electron nuclear double resonance (ENDOR) studies [13] of the

cryogenic reduction of the ferrous dioxy complex byγ-radiation identified the ferric peroxy anion

and showed that its protonation at low temperatures yields the ferric hydroperoxy intermediate6.

Upon warming, this intermediate converted directly into the product complex without detectable

accumulation of a ferryl species. Analogous observations were made in another study, where ra-

diolytic reduction of the P450cam ferrous dioxy intermediate at cryogenic temperatures led to the

ferric hydroperoxy complex that was identified on the basis of its UV spectrum. Warming of the

sample resulted in direct hydroxylation of the bound camphor without any spectral evidence for

the intermediacy of Cpd I [14]. The conclusion from these and numerous preceding studies is that

Cpd I is present in the catalytic cycle of P450 but eludes detection due to its high reactivity.

Although there is little doubt about the involvement of the ferryl porphyrin radical cation7 in

most of the oxidations supported by cytochrome P450, other intermediates have been proposed

to participate in the oxidation of specific classes of substrates. Among these, the most prominent

ones are the ferric peroxy anion (5) and the ferric hydroperoxy complex (6).

The ferric peroxy anion is a strong nucleophile. Convincing evidence has been put forward that it

undergoes oxidizing reactions with highly electrophilic substrates such as aldehydes [7,15]. This

type of reaction plays a central role in sterol biosynthetic reactions mediated,e.g., by CYP19 and

CYP17. Due to its nucleophilic character, an involvement of this species in hydrocarbon hydrox-

ylation, however, can be ruled out.

The ferric hydroperoxy intermediate has been proposed to participate as an electrophile in the

oxidation of electron-rich double bonds, heteroatoms, and even C–H bonds. The potential in-

volvement of this species is suggested by studies of a model metalloporphyrin system. These

have demonstrated that the ferryl species is responsible for olefin epoxidation in protic solvents,

whereas in aprotic solvents the ferric hydroperoxide acts as the oxidant [16]. Furthermore, it is

known that the FeIII–OOH species serves as electrophilic oxidant in the oxidation reaction cat-

alyzed by heme oxygenase. In this special enzyme, the heme serves both as prosthetic group and

as substrate. Experimental investigations indicate that the reaction involves electrophilic addition

of the terminal oxygen of the ferric hydroperoxide complex to one of themeso-carbon atoms of

the same heme group [17]. On the other hand, the evidence for the involvement of the ferric

hydroperoxide in hydrocarbon hydroxylation remains circumstantial and unconvincing [7]. A fur-

ther discussion of the potential role of the ferric hydroperoxy complex in hydroxylation reactions

is postponed to section 1.2.4.

The route to Cpd I formation has been investigated in P450 enzymes [18] and in model sys-

tems [19–21]. The results suggest that heterolytic cleavage of the O–O bond is facilitated by hy-

drogen bonding of the ferric hydroperoxide, either directly orvia an intervening water molecule,

to a highly conserved threonine residue (Thr252 in P450cam). This residue, in combination with

Asp251 and other residues, has been implicated in P450cam as a member of a proton transfer net-
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work that promotes the O–O cleavage to give the ferryl species [22]. Molecular dynamics simula-

tions for the reduced ferrous dioxygen species of P450eryF have revealed two dynamically stable

hydrogen-bond networks to the distal oxygen atom of the dioxygen ligand [23]. Further DFT

studies on this system have demonstrated that the proton transfer from water to the distal oxygen

should be rapid and facile [24]. Recent model DFT studies [25] on a proton shuttle similar to that

assumed in P450cam predict that the protonation of the ferric hydroperoxide and formation of Cpd

I is exothermic and proceeds on two spin state surfaces,i.e. in the doublet and quartet state.

Moreover, a “push” effect of the thiolate ligand in P450 [18,26] was proposed to favor heterolytic

cleavage, leading to Cpd I formation, over the competing homolytic cleavage. Hirobe and cowork-

ers have demonstrated that for a model porphyrin with a coordinated thiolate tail O–O heterolytic

bond cleavage is exclusively observed even in nonpolar aprotic solvents [20, 21]. This indicates

that the heterolytic cleavage leading to Cpd I will also take place in the hydrophobic active site

environment of P450 enzymes. Consistent with these findings mutation studies on the Cys357His

mutant of P450cam demonstrated that the thiolate ligand is crucial for catalytic function [27, 28].

Recent computations supported the pivotal role of the sulfur ligand and revealed the energetic

factors that contribute to the “push” effect [29].

The “peroxide shunt” mechanism (see figure 1.3) leads directly from the ferric substrate-bound

complex to formation of the ferryl species (Cpd I) by providing H2O2 or another small peroxide

as a co-substrate. In many, but not all, P450 enzymes it is thus possible to circumvent the step-

wise oxygen activation, but the catalyic turnover achieved in this way can yield different product

distributions as compared to natural conditions [1]. Yet, peroxides have been used over the years

to create and characterize directly the hydroxylating agent of cytochrome P450 enzymesvia the

“peroxide shunt” mechanism. In the most recent of such studies, the reaction of CYP119 from

thermophilic bacteria withmeta-chloroperbenzoic acid produced an intermediate which exhib-

ited UV/VIS spectral features that are consistent with a ferryl porphyrin radical cation [30]. Due

to its thermostability, this enzyme is believed to have a more rigid active site structure than its

mesophilic counterparts, which could allow for a detectable amount of the active species to build

up. The use of peroxides to generate and investigate the active oxidant of the enzyme, however,

has to be regarded with caution because it is unclear if such species are identical to those present

under normal turnover conditions. One obvious difference is that reactions with peroxides produce

detectable protein radicals [31,32], in contrast to the situation in the native reaction.

1.2.3 The Electronic Structure of Compound I

Both experimental [33] and theoretical [34–36] investigations have shown that the nature of the

proximal ligand as well as the proximal/distal binding site environments determine the chemical

nature of the high-valent ferryl intermediate, Cpd I. As an example consider the enzyme chloroper-
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Figure 1.4: Electronic structure of compound I – key orbitals and occupations. The labels on the

porphyrin carbon atoms denote the α, β, and meso-positions respectively.

oxidase (CPO) which shares the linkage of the heme to a proximal cysteine with P450 enzymes.

Yet like horseradish peroxidase and other peroxidases (where the linkage is provided by a his-

tidine) CPO carries out one- and two-electron peroxidations. In addition to peroxidase activity,

CPO also performs P450-typical reactions such as benzylic hydroxylation [37]. The variable prop-

erties and reactivity of Cpd I depending on the proximal ligand and the architecture of the binding

pocket (in different enzymes) has led to the notion that it behaves as a “chameleon” species which

adapts to the specific environment of a given enzyme [36].

The electronic nature of Cpd I of P450 enzymes has been studied theoretically at the DFT level

employing different truncated model representations of the active species [34, 35, 38–41]. DFT

studies on Cpd I model systems [38, 39] using a methyl mercaptate (SMe) ligand or a cysteinate

anion devoid of internal hydrogen bonding [41] predict a sulfur-centered radical to be the elec-

tronic ground state. Characteristically, these studies yield a long Fe–S bond length of≈ 2.7Å and

ca. 80 % of the unpaired spin density on the proximal sulfur. In contrast to these findings, DFT

calculations by Shaik and coworkers [42] as well as by Harris and Loew [43] indicate a predomi-

nant porphyrinπ cation radical nature of Cpd I.

The conflicting information deduced from different theoretical studies can be rationalized by an

analysis of the key orbitals of Cpd I. These are depicted in figure 1.4. Cpd I is a triradicaloid

with two unpaired electrons occupying d-pπ∗ orbitals of the FeO moiety with parallel spin. The

third unpaired electron can be located in aπ orbital of the porphyrin ring, either of thea2u or

a1u variety1, giving rise to a porphyrinπ cation radical. In contrast, a sulfur centered radical

results from a singly occupied sulfur basedπ orbital. All DFT calculations reported so far agree

that the lowest porphyrinπ cation radical state is predominantly ofA2u character. However, as

noted above, some studies assign the ground state to a sulfur radical while others predict dominant

porphyrin radical character. According to a recent INDO/S-CI treatment the multiconfigurational

ground state wavefunction is predominantly of theA2u-type, but contains significant contributions

1 For simplicity, the labels of the irreducible representations of the idealizedD4h-symmetric system are used

throughout.
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from sulfur radical andA1u configurations [40].

Shaik and coworkers have presented a thorough investigation of the nature of the different Cpd I

forms [34, 44, 45] by means of calculations on model compounds. They find that the computed

electronic structure of truncated models of Cpd I markedly depends on the representation of the

proximal sulfur ligand L. The energy difference between the sulfur and the lowest porphyrinπ

radical states for L= −SCH3 is less than 1 kcal/mol whereas for a more realistic representation

with L = cysteinate the state splitting is 7–8 kcal/mol with the ground state corresponding to

the porphyrinπ cation radical. Interestingly, the simplest model using L= −SH gives sulfur

radical–porphyrinπ cation radical energy splittings of 5–6 kcal/mol in good agreement with the

full cysteine model. These findings demonstrate that the L= −SCH3 approximation to cysteine

yields artificial results, probably due to the strong electron-donating capability of the methyl group

which leads to an overestimation of the stability of sulfur radical states.

Fe

O

S

Fe

O

S

+

_

(a) (b)

Figure 1.5: The redox mesomorphism underlying the P450 Cpd I state mixing. (a) Schematic

resonance structures. (b) A plot of the mixed a2u + σ(S) orbital as obtained from MO calculations.

It is important to note that even in the states of predominantA2u character, the pσ(S) orbital at

sulfur mixes with thea2u-type porphyrin orbital. The resulting Cpd I species is in fact best de-

scribed as a mixture of the porphyrinπ cation radical and a sulfur radical. This feature is generally

termed “redox mesomorphism” and is schematically depicted in figure 1.5. In molecular orbital

(MO) calculations, the unpaired spin density is distributed over the atoms with large contributions

to the porphyrina2u orbital (i.e. themeso-carbons and pyrrole nitrogens) and the sulfur atom. An

intriguing consequence of this mixing is the sensitivity of the electronic structure of Cpd I to envi-

ronmental effects. Specifically, Ogliaroet al. demonstrated that additional hydrogen bond donors

to the sulfur and a polarizing medium (represented by a continuum solvent model) effectively in-

crease the charge density on the sulfur atom and thus enhance the stabilization of the porphyrin

π cation radical. The more pronounced these effects, the larger (smaller) is the fraction of the

unpaired spin density on the porphyrin (sulfur) ligand. In line with the resonance structures in

figure 1.5, a stabilization of negative charge on the sulfur atom increases the donor capabilities of

the thiolate ligand. This has consequences for the Fe–S bond: the calculated Fe–S bond length

is shortened with respect to the isolated system in the gas phase and the Fe–S bond energy is

estimated to increase byca. 9 kcal/mol [34,44].
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As discussed above (figure 1.4), Cpd I exhibits a FeIVO moiety with total spin S= 1 and a third

unpaired electron with spin S’= 1/2 delocalized over the ligands. The antiferromagnetic coupling

of the two spin systems gives rise to a low-spin doublet state (S= 1/2), whereas ferromagnetic

coupling yields a high-spin quartet state (S= 3/2). The resulting two lowest electronic states,
2A and4A, are nearly degenerate; DFT calculations predict relative energies on the order of a few

tenths of a kcal/mol [35]. The precise ordering of these states is very sensitive to the basis set as

well as to environmental effects such as medium polarization [35, 45] and to different models of

the proximal ligand. Basis set improvement and inclusion of medium polarization lead to a slight

preference of the antiferromagnetic doublet state, which becomes lower in energy than the quartet

state byca. 0.1 kcal/mol [45]. However, this state ordering may be system-dependent and may

possibly change with different environmental factors, such as bound substrate or hydration and

H-bonding to the proximal sulfur. A clear-cut conclusion on the basis of the model computations

is thus not possible.

As noted above, the elusive character of Cpd I of P450cam has so far prevented the spectroscopic

determination of the nature of its electronic ground state. EPR data are available from the more

stable Cpd I of chloroperoxidase (CPO) [46]. In CPO, which also contains a cysteine sulfur ligand

bound to the heme iron, the interaction between the ferryl S=1 and the porphyrin S’= 1/2 spin

is antiferromagnetic and moderately strong (J= −35 cm−1). Resonance Raman spectra of this

species show an upshift of some characteristic frequencies that argue for a2A1u rather than a
2A2u ground state [47]. In Cpd I of horseradish peroxidase (HRP-I), in which the axial ligand

is a histidine, the ground state is weakly antiferromagnetic [48]. Based on frequency shifts of

marker bands in the resonance Raman spectra of HRP-I, Paeng and Kincaid assigned the electronic

ground state to beA2u [49], in agreement with earlier EPR and Mössbauer studies [48, 50]. In

contrast, another study reported frequency shifts analogous to porphyrinπ-cation radicals, which

areA1u [51]. Thus, the identity of the electronic ground state of this species remains uncertain.

Several spectroscopic studies on Cpd I model compounds have appeared.Meso-tetraaryl por-

phyrin complexes such as [FeIVO(TMP)·+] (TMP: tetramesityl porphyrin) and its derivatives have

been investigated by means of UV/VIS, NMR, EPR, Mößbauer, and EXAFS spectroscopy (for re-

views, see [52,53]). These systems typically exhibit a strong ferromagnetic coupling between the

oxo-ferryl and the porphyrinπ-cation radical spin. The electronic ground state of most such com-

plexes has been assigned asA2u. Electron-withdrawing substituents at themeso-positions lower

the energy of thea2u orbital relative to thea1u orbital. In the case of pentafluorophenyl-substituted

porphyrins the state ordering is thus reversed, and theA1u state is the ground state [52,53].
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1.2.4 The Mechanism of Hydroxylation

The consensus mechanism for hydrocarbon hydroxylation by cytochrome P450 is the hydrogen

abstraction–oxygen rebound pathway [1]. As suggested by this mechanism, Cpd I abstracts a hy-

drogen atom from a carbon atom of the substrate to produce an iron-bound hydroxyl radical and

a carbon radical. These two species then recombine in the rebound step to produce the oxidized

product. This scenario, with its discrete radical intermediate, nicely explains many of the early

experimental observations on P450 hydroxylations, such as the partial scrambling of stereochem-

istry [54], allylic rearrangements [9], and the high intrinsic isotope effects [55]. Stereochemical

scrambling has also been observed in P450cam, which can remove either anexoor anendohy-

drogen but delivers the oxygen solely to produce theexo-hydroxy isomer [54, 56]. The intrinsic

kinetic isotope effects (KIE)kH/kD measured for the oxygen insertion into a C–H bond are very

large (e.g., hydroxylation of tetra-exo-deuterated norbornane: 11.5± 1.0 [8]; benzylic hydroxyla-

tion of [1,1-D]-1,3-diphenylpropane: 11 [55]). These large KIEs are consistent with a hydrogen

abstraction reaction, characterized by a transition state in which the C–H bond is essentially half

broken in a linear arrangement [C· · ·H· · ·O].

OH
OH

[FeO]3+

kt kt

kr

Figure 1.6: The principle of radical clock probes.

So-called “radical clocks” have been employed to probe the rate of the oxygen rebound step and

the lifetime of the proposed radical intermediate. The common feature of radical clocks is a

cyclopropyl ring either containing the carbon atom that becomes a radical center in the course of

the reaction or being vicinal to that center. The ratio of products derived from the unrearranged

vs. the rearranged radical is thus determined by the relative magnitudes of the rate constants for

radical quenchingkt and rearrangementkr (see figure 1.6). Early studies on the oxidation of

bicyclo[2.1.0]pentane (10, see figure 1.7) produced a 7:1 mixture of unrearrangedvs. rearranged

alcohols and allowed the rebound rate to be estimated as 1.4×1010 s−1 [7,57,58].

Subsequently, more sophisticated radical probes have been designed [10] with higher and pre-

cisely known rearrangement rate constants. These probes are expected to give a higher portion

of rearranged products and thus a more accurate determination of the lifetime of the radical in-

termediate. However, with increasing rearrangement rates of the radical probes, the apparent

recombination rates of the rebound step also increase, resulting in unreasonably fast reactions and
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Figure 1.7: Different radical clocks. The values below correspond to the apparent rates of the

oxygen rebound step [s−1] deduced from the resulting ratio of rearranged vs. unrearranged prod-

ucts.

short lifetimes. For example, the use of highly substituted cyclopropanes (e.g., 12, 13 in figure

1.7) leads to values of 2–7×1012 s−1 [59]. Noting that a reaction that is entirely controlled by

encounter proceeds with rate of approximately 6×1012 s−1 at 37 ◦C, these rebound rates seem

impossibly fast. Initially, these results were rationalized by the notion that the protein sterically

inhibits the rearrangement reaction, thus leading to erroneously small values for the rearrangement

ratekr. This explanation, however, had to be discarded when the structurally rigid radical clock

14 (expected not to be influenced by steric constraints) also yielded an incredibly fast rebound

rate of 1.4×1013 s−1 [60]. However, two recent independent studies of the oxidation of norcarane

(11) by different P450 enzymes yielded comparably slow radical recombination rates (≈ 1010 s−1

in ref. [61]), in good agreement with results obtained earlier for the oxidation of10 [61, 62]. In

summary, some of the simple cyclopropylmethyl compounds and some bicyclic systems lead to

reasonable lifetimes for a radical intermediate, while all of the phenylcyclopropylcarbinyl probes

suggest impossibly short lifetimes. These discrepancies preclude firm conclusions regarding the

mechanism of hydroxylation, and call for further experimental investigation.

A concerted nonsynchronous oxygen insertion mechanism has been proposed by Newcombet al.

[63] to explain the results of radical clock experiments, which suggest that radicals formed during

the P450 hydroxylation reaction mediated by Cpd I are not true intermediates. This mechanism is

sketched in figure 1.8. In this scenario, the C–H bond of the substrate is assumed to be attacked

by the oxo-ligand in a side-on fashion. The intermediate radicals are components of a reacting

ensemble (or transition structure) with lifetimes on the order of femtoseconds. To account for the

rearrangement products found in various studies,e.g., allylic rearrangements or stereochemical

scrambling, the reaction is predicted to proceed through a bifurcated transition state where one

reaction channel leads to the formation of the hydroxylated product and the other, minor pathway

leads into a radical manifold with subsequent rearrangement. However, as noted by Ortiz de
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For explanations see text.

Montellano [7], a weakness of this scenario is the variety of products that must be explained by

electronically and structurally different bifurcated transition states.

A mechanism based on computational results has recently been postulated by Shaik [64–68] that

combines features of both the stepwise oxygen rebound and the concerted insertion mechanism

(see figure 1.9). The reactive species is predicted to be the ferryl species Cpd I, which exists in

two nearly degenerate electronic states, a doublet and a quartet spin state [34]. Both species can

abstract hydrogen from non-activated C–H bondsvia essentially identical transition states. This

accounts for the observed isotope effects as well as the parallels in hydrogen abstraction reactivity

between P450 enzymes and thetert-butoxy radical [69, 70]. These transition states lead to in-

termediates in which the alkyl radical is coordinated to the iron-bound hydroxyl species. These

intermediates exist either in the doublet or quartet spin state, which are close in energy. Corre-

sponding DFT calculations predict that the doublet species collapses in an essentially barrierless

process to the hydroxylated product,i.e. the overall reaction on the doublet surface proceeds in

a non-synchronous, yet effectively concerted, fashion with no true intermediate. The process is

barrierless because during recombination the half-filled porphyrinπ orbital accepts one “excess”

electron and the thiolate ligand increases its interaction with the iron atom resulting in a net energy

gain. In contrast, the rebound step on the quartet spin surface exhibits a significant energy barrier

according to the calculations. Therefore, this process gives rise to intermediate substrate radicals

which have a sufficiently long lifetime to undergo the characteristic rearrangement reactions. The

calculated barrier on this pathway is thought to be due to the three unpaired spins that are required

to maintain the quartet state. This results in the occupation of an energetically high lying iron

dz2 (σ∗) orbital in the course of the reaction which causes a loss of binding energy in the S–Fe–O

moiety. The concept ofTwo State Reactivity(TSR),i.e. the involvement of two electronic states in

the reactions of a system, was recently proposed to be an important feature in the understanding of

organometallic systems in general [67, 72]. Subsequent DFT studies by other groups concerning
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ethane and camphor hydroxylation [25,73–77] and methane hydroxylation [78] confirmed that the

hydroxylation mechanism is typified by TSR.

The use of specially tailored radical clocks such as15has lead to the observation of small amounts

of products that apparently originate in rearrangement of a cationic intermediate. Newcombet al.

have proposed that a second oxidant is involved in P450 C–H bond hydroxylation that produces

corresponding cationic intermediates. A species that has been linked to such cationic hydroxylat-

ing activity is the iron hydroperoxy complex [10,11,79–81]. The assumed mode of action of this

intermediate is depicted in figure 1.10. Insertion of “HO+” from the hydroperoxide into a C–H

bond would yield a protonated alcohol, which in turn could lead to carbocationic rearrangement

products. It should be noted, however, that the absolute amount of cationic rearrangement prod-

ucts is quite small, thus the corresponding pathway does not seem to play a crucial role in normal

oxidation reactions.

O

Fe

O
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R H

III

L

O

Fe

OH2

R

III

L
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Figure 1.10: The cationic HO+ insertion mechanism. For explanations see text.

Arguments against the involvement of the iron hydroperoxy species as hydroxylating agent come

from spectroscopic and theoretical investigations. EPR and ENDOR results on cryoreduced

P450cam strongly suggest that the ferric hydroperoxy species plays no role in the normal cat-

alytic mechanism of C–H hydroxylation effected by this enzyme [13]. In these experiments,
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the hydroperoxy complex was generated under cryogenic conditions, and detected by EPR and

ENDOR spectroscopy. Upon warming to≈ 200 K, it was quantitatively converted into 5-exo-

hydroxycamphor, the normal product of P450cam hydroxylation. The initial product observed

after warming had the hydroxyl group of the oxidized camphor coordinated to the heme iron.

This is in agreement with hydroxylation by a ferryl oxene species. Instead, the cationic oxidation

mechanism (figure 1.10) suggests that the initially formed hydroxycamphor, which contains the

distal oxygen of the hydroperoxy moiety, is initially detached from the heme iron. Assuming this

scenario, the experimental finding would imply that hydroxycamphor had displaced the hydroxide

or water ligand that is left bound to the heme iron. Yet, such a displacement reaction appears to

be implausible at 200 K. Moreover, the ENDOR studies in D2O suggest that the proton whose

bond to the C-5 carbon of the substrate is broken during hydroxylation is trapped in the product

complex as the hydroxyl proton. This is consistent with a ferryl-mediated oxidation, whereas a

hydroperoxy mechanism implies that the hydroxyl proton could derive from solvent as well. Com-

putational studies at the DFT level of theory have led to the conclusion that the FeIII–OOH moiety

is a poor oxidant as compared to the ferryl oxo species and is very unlikely to participate in the

P450 catalytic cycle [82]. This conclusion is based on three key results of the computations: (i)

The conversion of PorFeIII–OOH+
2 into the ferryl oxene species is a barrierless process [43, 82].

(ii) The ferric peroxy anion is basic and a good nucleophile. (iii) The PorFeIII–OOH moiety is a

poor oxidant and is therefore unlikely to be involved in the oxidation of C–H bonds.

Very recently, Jinet al. studied the Thr252Ala mutant of P450cam, that lacks the proton shuttle de-

livering the second proton to form Cpd I [83]. It was shown that the mutant enzyme catalyzes the

epoxidation of camphene, albeit with a much smaller efficiency than the wild type enzyme. This

indicates that in the absence of Cpd I, the iron hydroperoxy species acts as the oxidant. However,

the mutant enzyme exhibited no activity for camphor hydroxylation.

An alternative explanation for the occurence of cationic intermediates invokes the rebound mech-

anism. Here, electron transfer from the carbon radical produced by the initial H-abstraction could

compete with the oxygen rebound step, thus yielding a cationic intermediate. Direct electron trans-

fer from a substrate to a P450 enzyme as part of a hydrocarbon hydroxylation has been observed

in P450 catalysis [84].

In summary, the available results from experiment and theory support the TSR scenario for hy-

drocarbon hydroxylation. The formation of a radical intermediate on the quartet surface explains

many of the characteristics of the reaction, such as stereochemical randomization and structural

rearrangements. The presence of two pathways allows the degree of such reactions to vary both

with the substrate and the enzyme. The small amounts of cationic rearrangements could result

from electron transfer from the radical intermediate to the iron-hydroxyl complex.



1.2. CYTOCHROME P450 17

1.2.5 The Resting State

The resting form of the substrate-free cytochrome P450 isozymes with a known crystal structure

is the ferric aquo heme complex1 in figure 1.3 [1]. From X-ray diffraction studies on cytochrome

P450cam it is known that the sixth ligand is either a water molecule or a hydroxide ion, with

a Fe–O distance of 2.28̊A [85]. The identity of a water molecule as the sixth ligand in the

resting form of P450cam was confirmed by ENDOR and electron spin-echo envelope modulation

(ESEEM) spectroscopy techniques in17O-enriched water [86, 87]. The ESEEM experiment gave

a direct measure of the anisotropic hyperfine interaction for the protons of the water ligand. Both

the ENDOR and ESEEM spectral features could be satisfactorily simulated by assuming two

magnetically equivalent protons and a water in an upright conformation (perpendicular to the

heme plane).

The ferric iron atom in P450cam equilibrates between the low-spin doublet (S= 1/2) and the high-

spin sextet (S= 5/2) state. The low-spin state is favored in the absence of a substrate, and the

iron atom is hexacoordinated. In the presence of the substrate camphor, the spin equilibrium shifts

toward the high-spin form and the sixth ligand is displaced, resulting in a pentacoordinated iron

(see figure 1.3). In addition to the substrate-induced shift of the spin equilibrium, an increase in

the redox potential from about−300 mV to about−173 mV accompanies the change from the

low-spin to the high-spin configuration. This shift in redox potential has mechanistic significance.

The physiological reductant of P450cam, putidaredoxin, exhibits a redox potential near−196 mV

so that reduction of the substrate-bound ferric high-spin P450cam is thermodynamically favorable,

while reduction of the ferric low-spin resting form is not [88].

The finding of a FeIII low-spin resting state in P450 enzymes is unexpected because other heme

enzymes, such as horseradish peroxidase, cytochromec peroxidase and metmyoglobin are typified

by either a sextet or quartet ground state, although with subtle variations of populations of different

spin states. The ground states of two known model compounds with water ligands, a ferric diaqua

porphyrin complex [89] and an aqua thiolate heme complex [90], are also high-spin. The origin

of the preferred low-spin configuration has been studied intensely by means of calculations [6].

An early study [91] on the [FeIII(protoporphyrin IX)(SMe)(H2O)] model system employing the

semi-empirical restricted open-shell INDO/S method determined a sextet ground state, however,

with a small energy separation of 4 kcal/mol to the doublet and 6 kcal/mol to the quartet state.

When the electrostatic interactions of the complex with the enzyme environment were taken into

account by adding the surrounding atoms as point charges to the one-electron Hamiltonian, the

doublet state became the ground state in agreement with experimental results. These findings sug-

gest that the protein, by controlling the spin state, plays an important and previously unidentified

role in determining the active-site redox potential. In subsequent studies the origin of the low-spin

state found for the resting form has been reexamined by DFT calculations [6, 42, 92, 93]. These
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calculations reveal that the relative state energies depend on the functionals and basis sets used,

however, they generally favor the low-spin doublet state as the ground state without invoking the

electric field of the enzyme environment. Scherliset al. [94] performed DFT single point cal-

culations using geometries derived from X-ray data and fixed protein point charges in the QM

treatment. In accord with previous DFT studies, the doublet state was found to be the ground

state. However, in contrast to the results of the abovementioned INDO/S study [91], the inclusion

of the polarizing effect of the enzyme environment was found to stabilize the quartet state, thus

reducing the doublet-quartet gap.

Taken together, the results from previous theoretical studies indicate that the relative energies of

the low-spin and high-spin states are small and depend not only on the computational approach

but also on environmental factors. A definite conclusion regarding the ground state multiplicity

on the basis of computations has not yet been reached.

Another open question concerns the conformation of the water ligand. While the ESEEM ex-

periment suggests an upright conformation (vide supra), the model computations favor a “tilted”

conformation, where the water protons form hydrogen bonds with the porphyrin nitrogen atoms.

This disagreement is probably due to the neglect of suitable hydrogen bond acceptors in the model

computations, which are present in the protein pocket.

1.3 Theoretical Modeling of Enzymatic Reactions

1.3.1 Scope and Limitations of Computational Approaches

Much effort in contemporary biochemical research is devoted to a detailed understanding of the

factors that govern enzyme function. Enzymes can provide rate accelerations of the order of107

or more over the rates in aqueous solution [95, 96]. Which factors are responsible for the high

efficiency of enzyme catalysis?

Since the three-dimensional structure of biological macromolecules was made accessible by X-ray

crystallography [97], much progress has been made in exploiting innovative experimental tech-

niques for elucidating protein structures and dynamics. For instance, recent advances have been

brought about by nuclear magnetic resonance (NMR) [98] and mass spectroscopy. These devel-

opments have recently been acknowledged through the Nobel Prize in Chemistry 2002 for “the

development of methods for identification and structure analyses of biological macromolecules”,

received by Kurt Ẅuthrich (nuclear magnetic resonance), John B. Fenn (electron spray ionisation,

mass spectroscopy) and Koichi Tanaka (soft laser desorption, mass spectroscopy). Other spectro-

scopic techniques that are especially useful for the study of metalloenzymes are EPR, ENDOR,

and Mößbauer spectroscopy. Biochemical research has provided insight into protein function by
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numerous methods to identify intermediates along a catalytic pathway and to elucidate the role of

catalytic residues,e.g., through site-directed mutagenesis or chemical modifications. Kinetic mea-

surements are used to obtain information about the energy barriers associated with the transfor-

mations leading from substrate to product [95]. Genomics now opens the way to the identification

and synthesis of a plethora of proteins. Theoretical investigations have contributed significantly

to the understanding of enzyme catalysis at the microscopic level. Empirical force field methods,

typically used in conjunction with molecular dynamics (MD) or Monte Carlo (MC) techniques,

have helped to unravel the dynamics of biomolecular systems in condensed phases, the role of

intra- and intermolecular interactions, and their impact on catalytic activity [99,100].

Despite the tremendous progress that has been made, it is safe to say that at present there is still

no quantitative understanding of “how enzymes work” [101]. This has been partly attributed to

the difficulties of applying “rigorous quantum mechanical and thermodynamic analyses” to the

simulation of “active sites in huge molecules surrounded by water” [101, 102]. To gain insight

into enzyme function, theoretical methodologies are needed that allow us to identify transient

intermediates and transition states (treating electronic and structural changes) along a catalytic

pathway, while accounting for the surrounding environment in a realistic manner. Quantum me-

chanical (QM) calculations are suitable to address such questions, and they can – in principle –

provide results within “chemical accuracy” (≈ 1 kcal/mol). But the time needed to accomplish

a conventional QM calculation scales formally asO(N3) − O(N7), depending on the level of

theoretical rigour. Here,N is the number of basis functions, a measure for the size of the system

considered (see table 1.1). While improvements both in algorithms and computer power will make

such calculations more feasible in the future, these methods are currently not applicable to sys-

tems as large as enzymes or solute/solvent systems. Another challenge to computer simulations

of macromolecules is the great conformational flexibility of such systems. They are usually char-

acterized by many configurations with similar energy, and the only meaningful energetic quantity

is the free energy of the system. The statistical mechanical calculation of the free energy or asso-

ciated quantities usually requires the consideration of millions of different configurations, which

is currently beyond the scope of QM methods. Therefore, QM calculations are often carried out

on truncated models of the full system (such as the most essential atoms in the active site of a

protein) in the gas phase or a continuum solvent environment. While this approach has proven

to give useful insights in many cases, it suffers from the fact that a lot of important interactions,

say of a substrate with the surrounding enzyme, are completely neglected. This approach can give

qualitative information about the intrinsic reactivity of an enzyme, yet it cannot explain enzyme

specificity or the role of microsolvation in an enzyme environment. In fact, enzyme catalysis is

best described by comparing corresponding reactions in (aqueous) solution to those in the specific

protein environment. By comparing the corresponding reaction profiles, the important elements

of the protein responsible for the rate acceleration can be identified.
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Empirical force field (molecular mechanics, MM) methods which employ a classical represen-

tation of molecular systems scale formally asO(N2) (see table 1.1), whereN now corresponds

to the number of particles of a system. They are in general computationally much cheaper than

quantum mechanical approaches2. Yet, the standard MM schemes are by construction not able

to describe processes that involve electronic rearrangements, such as charge transfer, electronic

excitation, and the breaking or making of covalent bonds. In the cases where analytical poten-

tials are fitted to reproduceab initio QM results, the parameterization is time-consuming and

the transferability of the resulting force field questionable. Especially problematic in this regard

are metalloenzymes which contain transition metals in the active site. The interplay between the

protein environment and the often complex and variable electronic strucure of the embedded tran-

sition metal (in terms of oxidation state, multiplicity, orbital occupancy,etc.) can in general not

be captured by one single force field parameter set.

Table 1.1: Different computational methods, typical size of considered systems and formal scaling

behavior (N equals the number of basis functions in the case of QM methods and the number of

particles in the case of force field methods).

Method No. of atoms Scaling

Ab initio, electron correlation 1 – 10 ≈ N5 . . . N7

Ab initio, SCF 1 – 100 N4

Density functional methods 10 –>100 N4

Semi-empirical methods 10 –>1000 N3

Empirical force fields 10 –>100000 N2

Linear scaling QM methods 10 –≈10000 N

Combined QM/MM methods 10 –>100000 n.a.

The need to represent a large system as a whole in an effective and practical fashion and at the

same time to account for changes in electronic structure has led to the development of new method-

ologies, which can essentially be grouped into two categories. First, there are linear scaling QM

methods which pursue the idea to reformulate the algorithms used in the QM calculation in an

intelligent manner, such that the computational effort increases linearly with system size,i.e. with

a scaling behaviour ofO(N). This is achieved by exploiting the locality of the interactions in

molecular systems and the associated sparsity of the large matrices that have to be treated in QM

calculations. Reviews on this subject can be found,e.g., in refs. [103–106]. The second and to date

more widely used approach for the modeling of reactions in large and complex systems are com-

bined quantum mechanical/molecular mechanical (QM/MM) schemes, which will be presented in

more detail in the following section.

2 The prefactorc in the formal scaling relationc×Nx is also very small in the MM case.
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1.3.2 The QM/MM Approach

The QM/MM method was introduced by Levitt and Warshel as early as 1976 [107] and was widely

adopted in the 1990’s [108–112]. The concept behind QM/MM methods is consistent with basic

ideas from enzymology, specifically the notion that in most enzymes the reaction is confined to a

small number of atoms in the active site. In thissubsystemof atoms, the electronic rearrangements

associated with chemical reactivity take place. QM/MM schemes use a QM method to treat the

electronic degrees of freedom explicitly for the reactive subsystem, while the remaining part of

the system is approximated by a classical force field. The coupling of QM and MM schemes

provides a potential energy function that can describe the reactivity of a wide range of large and

complex systems without the need to reparameterize potential functions for every new reaction.

These arguments carry over to reactions of molecules in a surrounding solvent [110] or adsorbed

on a solid phase [113–115].

A number of different implementations of this concept has been reported (for a recent review

see ref. [116]). Specialized approaches and variations of the general theme include the quantum-

classical molecular dynamics method of McCammonet al. [117, 118], the ONIOM method of

Morokumaet al. [119, 120] and the effective fragment potential (EFP) method of Gordonet

al. [121, 122]. A related method, although not QM/MM in a strict sense, is the empirical va-

lence bond (EVB) technique of Warshel and co-workers [123,124].

The following discussion will give a brief survey over the general concepts of QM/MM ap-

proaches. Section 2.2 presents a more detailed description of the scheme that was adopted in

the present work.

First, theentire system S has to be divided into an electronically importantinner region I that

is treated quantum mechanically, and anouter part O that is described by a classical molecular

mechanics scheme (see figure 1.11). The main challenges in QM/MM methods are to define

1. a suitable representation of the interactions between both subsystems and

2. a consistent treatment of the boundary region between QM and MM subsystems.

Energy expressions

The master equation for the total energy of the entire QM/MM system can be defined in two ways.

Additive QM/MM scheme. This approach treats the energies of the QM and MM subsystemsEI
QM

andEO
MM as complementary. The energy of the entire systemES

QM/MM is given by summation

of both contributions and the addition of a suitable termEI,O
QM−MM that describes the interactions
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Figure 1.11: Terminology for regions used in QM/MM schemes.

between the QM and MM subsystems, as expressed in equation 1.1.

ES
QM/MM = EI

QM + EO
MM + EI,O

QM−MM (1.1)

This method has been widely adopted in biomolecular QM/MM simulations. It is straightforward

to implement and is applicable to a wide range of problems. Difficulties arise for the treatment

of the boundary region if covalent bonds connect QM and MM regions, since in that case a rigor-

ous definition of the interaction energyEI,O
QM−MM is not possible. However, several approximate

approaches to treat such systems have been developed (vide infra).

Subtractive QM/MM scheme. In this scheme, three calculations are performed: The energy of the

entire system is calculated on the lower level of theory (MM), whereas the energy of the inner

region is calculated both at the lower and higher (QM) level of theory. The QM/MM energy of the

entire system can then be written as

ES
QM/MM = EI

QM + ES
MM − EI

MM (1.2)

Most applications of this approach have concerned organometallic and zeolite chemistry. The

main advantage is that no explicit coupling termEI,O
QM−MM is required, because all interactions be-

tween the two regions are consistently treated by the force field (in the termES
MM). The subtraction

(ES
MM − EI

MM) ensures that the MM energy terms for the inner part exactly cancel, provided that

the QM region is large enough. This makes the approach particularly attractive for systems with

covalent linkages between QM and MM subsystems. The force field is not required to be able to

describe the energetics of the inner region,e.g., in a reaction. However, the force field must be

able to calculate the interactions between both regions at all points along a reaction coordinate,

which requires,e.g., parametes for atomic charges on all atoms. This is problematic if the elec-
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tronic situation in the reacting region varies in the course of the reaction, which makes this scheme

therefore not generally applicable.

QM–MM interactions

In the context of additive QM/MM schemes, the interactions between atoms in the QM and MM

region that give rise to the termEI,O
QM−MM have to be considered explicitly. In the simple case

where covalent bonds between the two regions are not present, one is faced only with the non-

bonded interactions. These comprise short-range (van-der-Waals) and electrostatic terms.

The van-der-Waals interactions are generally calculated at the force field level, which requires,

however, the availability of suitable parameters also for the atoms in the QM region. In solvation

studies, where such interactions are expected to be significant, a re-fitting of the corresponding

parameters has been found to improve the results [125,126].

The electrostatic energy terms between QM and MM centers can be treated in various ways, using

a well-defined hierarchy of coupling models [127,128]:

Model A: Mechanical embedding. The electrostatic QM–MM interactions are treated at the force

field level.

Model B: Electronic embedding. The fixed point charges of the MM region enter the calculation

of the QM part, resulting in polarization of the QM electron density. The QM/MM Coulomb

energy is evaluated from the MM atomic point charges and the electrostatic potential gen-

erated by the QM region at the position of the respective MM centers.

Model C: Model B including polarization of the MM part, by using a polarizable force field.

Model D: Model C with a self-consistent treatment of QM and MM polarization.

In most studies of biomolecular system, model B (electronic embedding) has been adopted and

proven to give satisfactory results [110, 112]. Care has to be taken, however, when applying this

approach, since charge transfer between the QM and MM region is impossible, and therefore

the QM region must be chosen large enough to incorporate the essential fluctuations of electron

density. It should be stressed that appropriate correction terms to the QM–MM interactions have to

be introduced regardless of the chosen model if covalent bonds are cut by the QM–MM boundary.

Boundary region

The ideal situation for defining QM and MM subsystems is met when there is a natural division

of the entire system into weakly interacting regions,e.g., a solute (QM part) and a solvent (MM
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part). Generally however, this division may involve the cutting of covalent bonds, which causes a

major perturbation of the QM electronic structure.

A widely used approach to deal with this situation is to introduce link atoms [108, 109],i.e. an

additional QM atom is placed along each QM–MM bond in order to saturate the free valencies

of the frontier QM atoms. Link atoms are treated explicitly in the QM calculation and serve to

mimic the bond at the QM–MM boundary. An obvious requirement is that interactions with the

MM region are not calculated for the link atoms, since they are not part of the physical system.

While van-der-Waals terms including link atoms can simply be omitted in the MM calculation, it

is quite involved to define a suitable correction for the electrostatic QM–MM interactions for all

embedding models apart from model A (vide supra). A number of different correction schemes

has been designed and critically reviewed [102, 128–130]. Generally, the link atom approach is

regarded to be reliable, provided that the frontier bond is placed sufficiently far away from the

reactive region. A second issue concerns the nature of the bond that is being cut: preferable are

non-polar unconjugated single bonds. Usually hydrogen atoms are used as link atoms. It has been

suggested that by making an appropriate choice for the link atom, the nature (in terms of strength,

polarity) of the frontier bond may be tuned [116].

To circumvent the introduction of additional (unphysical) atoms, alternative approaches to treat

the QM–MM boundary have been devised. In semi-empirical treatments of the QM subsystem,

methods based on hybrid orbitals [107, 131, 132] or specially parameterized pseudoatoms [133]

have been introduced. Although these schemes are methodologically more elegant than link

atom schemes, their performance has not yet been shown to be consistently better [129, 130]. In

QM/MM schemes that employab initio QM methods, hybrid orbital [134–137] and pseudoatom

approaches [138] have been implemented. It is yet unclear whether and to which extent these are

superior to the newer link atom methods. Murphyet al. [137] have demonstrated that their frozen

hybrid orbital method can reproduce conformational energetics quite accurately (≈ 5 kJ/mol),

however, the formalism of the method is rather complex and it has to be reparametrized every

time a given QM–MM bond is placed in a different environment.

Choice of QM and MM method

QM method. The QM calculation usually is the computationally most demanding part of a

QM/MM energy or gradient evaluation. Obviously, sophisticated QM methods, likeab initio

electron correlation approaches, make the QM/MM treatment more accurate, yet the associated

computational cost can impose severe constraints on the size of the QM subsystem or the intended

application (e.g., the statistical mechanical averaging of properties). It has to be stressed, how-

ever, that the overall accuracy of a QM/MM calculation is dependent on various factors, such
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as the MM model, the QM–MM interaction model, and the method of sampling conformational

space. Therefore the accuracy of the QM/MM calculation can only be systematically improved by

equally improving all components involved, and not by only choosing a higher-level QM method

– in that case it will only become more time consuming.

Semi-empirical, density functional, andab initio QM methods can be and have been used in

QM/MM studies [139]. The choice will depend on the complexity of the electronic situation in

the reactive subsystem and on the desired accuracy of the treatment. For instance, standard semi-

empirical methods are not suitable for the treatment of open-shell transition metal systems, but

they are computationally cheap enough to allow for a sampling of phase space by MD or MC

techniques [110]. Calculations to determine the potential of mean force (PMF) [140] of a reac-

tion are usually carried out with semi-empirical treatments of the QM region. Higher-level QM

methods are typically used in QM/MM geometry optimizations. Although statistical averaging is

neglected, this can be a powerful approach to elucidate the factors underlying enzyme catalysis.

However, some insight into the (potentially high-dimensional) system is required in this case to

avoid artefacts due to conformational complexity. A promising development are recent QM/MM

schemes that use the Car–Parrinello MD method to treat the QM subsystem on the DFT level of

theory and allow for a simultaneous dynamic propagation of the entire system [141–143].

MM method. The choice of the MM model depends on the nature of the system under study.

Biomolecules are normally represented by valence force fields specifically designed for this pur-

pose,e.g., AMBER [144,145], CHARMM [146], GROMOS [147], or OPLS [148]. More general

valence force fields like CFF [149] or MM3 [150] are usually employed for studies in the area

of organometallic or organic chemistry. These valence force fields are constructed from bonding

terms (bond stretches, angle bends,etc.) and non-bonded terms (van-der-Waals and electrostatic

terms). In contrast, ionic force fields are based on electrostatic and van-der-Waals terms exclu-

sively. They are used in studies of ionic solids,e.g., zeolites and are exemplified by the GULP

force field [151]. For the use of these schemes in QM/MM calculations, a re-fitting of the force

field atomic charges and van-der-Waals parameters is often required.
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Chapter 2

Theoretical Background

2.1 Density Functional Theory

As mentioned briefly in section 1.3.2, the quantum mechanical method in a QM/MM calculation

has to fulfill certain requirements. First, the method should be capable of adequately describing the

properties (in terms of geometric and electronic structure) and the reactivity (in terms of energetics

of the processes involved) of the QM part. At the same time, it has to be computationally effi-

cient. This is crucial because the essential part of the QM subsystem has to be considered together

with a sufficiently large fraction of the environment in order to minimize boundary effects due to

the QM-MM partitioning. In the present work, the QM subsystem consists of a transition metal

complex (an iron-porphyrin), which is characterized by an open-shell electronic structure and a

conjugatedπ-system. The delocalized nature of the electron distribution requires the inclusion of

40 to 83 atoms into the QM calculation. The method of choice for the present purposes is density

functional theory (DFT), which has proven to be successful in describing complex electronic sit-

uations in many cases at a moderate computational cost. However, it is well known that DFT with

present-day functionals often gives unreliable results in cases where strong non-dynamical corre-

lation effects are important, as met,e.g., in bond-breaking processes or in fractionally occupied

degenerate electronic configurations (e.g., di-, triradicals). Since such situations are important in

the context of the present work, this chapter will give a condensed discussion of the basic physical

concepts of DFT with a focus on the description of systems with strong non-dynamical correla-

tion. Detailed expositions of the general theory and the performance of DFT methods are available

in the literature (e.g., refs [152–154]) and will not be repeated here.

27
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2.1.1 Foundations of DFT and the Kohn–Sham Formalism

Density functional theory is founded on the first Hohenberg–Kohn theorem [155] which states

that the exact ground state energyE0 of a nondegenerate system is a unique functional of the

electron densityρ0 only. In other words, the electron density uniquely determines the Hamiltonian

operator and therefore all properties of a given system. Since the electron density only depends

on three spatial variables regardless of the size of the system, its use as the basic variable in the

energy expression means a tremendous reduction of complexity in comparison to wave function

approaches. A wave function depends on4N variables, whereN is the number of electrons –

three spatial and one spin variable per electron (see,e.g., ref. [156]). Consequently, the exact

non-relativistic ground state energy within the Born-Oppenheimer approximation can be written

as a functional of the ground state densityρ0:

E0[ρ0] = T [ρ0] + J [ρ0] + Encl[ρ0] + EeN[ρ0] + ENN. (2.1)

Here,T is the electronic kinetic energy,J the classical Coulomb interaction of the electrons,EeN

the electron-nuclear attraction,ENN nuclear-nuclear repulsion, andEncl thenon-classicalcontri-

bution to the electron-electron interaction containing all effects due to exchange and Coulomb

correlation. The nuclear-nuclear repulsion termENN is a constant within the Born–Oppenheimer

approximation and will be dropped in the following discussion.

Direct functionals of the kinetic energyT [ρ] perform poorly for molecular systems, in fact they

often do not even predict chemical bonding. This deficiency was overcome with the introduction

of the Kohn–Sham (KS) formalism in 1965 [157]. The KS concept features the introduction of a

fictitious reference system ofnon-interacting electronsbuilt from the Kohn–Sham orbitalsϕi. The

exact wave function of such a non-interacting system can be taken as a single Slater determinant

Φs, giving rise to an associated densityρs. For this system the kinetic energyTs can be exactly

expressed as

Ts = −1

2

N∑
i

〈ϕi|∇2|ϕi〉. (2.2)

The reference system is defined by a Hamiltonian which contains an effective local potentialVs:

Ĥs = −1

2

N∑
i

∇2
i +

N∑
i

Vs(ri) (2.3)

The central assumption in the Kohn–Sham formalism is that the effective potentialVs can be

chosen such that it yieldsvia the resulting orbitalsϕi the same ground state density as the density

of the real, interacting systemρ0.

ρs =
N∑
i

|ϕi|2 = ρ0 (2.4)
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Thus the largest fraction of the kinetic energy of the real system is captured by the kinetic energy

expressionTs of the fictitious reference system. The remainder is merged together with the non-

classical energy contributions of electron-electron interactionsEncl into anexchange-correlation

energyEXC, which is defined by “inverting” equation 2.1:

EXC[ρ] ≡ (T [ρ]− Ts[ρ]) + (Eee[ρ]− J [ρ]) (2.5)

This yields the total energy expression for the real system:

E[ρ] = Ts[ρ] + J [ρ] + EXC [ρ] + EeN[ρ] (2.6)

The Kohn–Sham orbitals are determined by applying the variational principle and minimizing this

energy expression by varying the orbitalsϕi under the usual orthonormality constraint〈ϕi|ϕj〉 =

δij. The result are the Kohn–Sham equations, a set ofN one-particle eigenvalue equations.(
−1

2
∇2 +

[∫
ρ(r2)

r12

dr2 + VXC(r1)−
M∑
A

ZA

r1A

])
ϕi (2.7)

=

(
−1

2
∇2 + Veff(r1)

)
ϕi = εiϕi (2.8)

In this equation,VXC is the potential associated with the exchange-correlation energyEXC. In fact,

this term is the great unknown in DFT, and the quest for good approximate formulations of this

functional is an active area of research [152]. The expression in square brackets,i.e. Veff equals

the Kohn–Sham potentialVs.

Vs = Veff =

∫
ρ(r2)

r12

dr2 + VXC(r1)−
M∑
A

ZA

r1A

(2.9)

Provided that the explicit forms of all the potentials contributing toVs are known, the Kohn–Sham

orbitals may be determined, which in turn define the density of the reference system and hence the

ground state density of the real system. Inserting this density into equation 2.6 gives the ground

state energy. In reality, the exact form of the exchange-correlation functional is not known, and

one has to resort to approximations to this functional.

2.1.2 Non-Dynamical Correlation and Single-Determinant Nature of DFT

There is no rigorous theoretical definition of the term non-dynamical correlation. It is generally re-

garded to be relevant when a wave function has to be represented by a linear combination of a few

Slater determinants in order give a qualitatively correct description of the corresponding system.

Non-dynamical correlation occurs,e.g., in bond-breaking processes, avoided crossing situations,

excited states, and fractionally occupied degenerate electronic configurations. The prototypical
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example is the bond-breaking in H2. The principles of quantum mechanics require that even in

the dissociation limit (a supermolecule of two non-interacting hydrogen atoms) the wave function

retains theD∞h symmetry of the molecule. Furthermore, the spin density has to be zero every-

where in space and the relative energy of the system in the dissociation limit must equal twice

the energy of the isolated hydrogen atom, a feature termed size-consistency. On the basis of the

Hohenberg–Kohn theorem, DFT should be able to describe this process since the energy depends

on the ground state density only (eq. 2.1). Yet all present-day functionals in spin-restricted cal-

culations predict an energy of the system in the dissociation limit which is much too high. While

this is a particular example, the problem of DFT to describe non-dynamical correlation correctly

is a rather general issue and has gained much attention [158]. This deficiency is often attributed

to the single-determinant nature of the KS approach. Yet the single-determinant representation

of the reference wavefunction is generally not the cause of error. By using an essentially exact

Kohn–Sham potentialVs for H2, Gritsenko and Baerends demonstrated that in fact a single Slater

determinant for the non-interacting reference system is sufficient to describe this molecule even

at significantly stretched bond distance, where non-dynamical correlation effects are large [159].

These authors numerically determined the potentialVs for H2 by constructing Kohn–Sham or-

bitals from a nearly exact charge density, which was taken from high-levelab initio calculations,

i.e. full configuration interaction with large one-electron basis sets. The resulting wave function

of the non-interacting system as obtained from the KS orbitals is obviously a bad representation

for the real wave function. However, the correct potential energy curve for the H2 dissociation

can be obtained using a single-determinant ansatz for the KS orbitals – provided that the exact

functional is known. Such cases are termednon-interacting pure stateVs representable. In these

cases the reason for the wrong description of non-dynamical correlation is not the single determi-

nant nature of DFT, but the approximate density functionals that are currently in use. Schipper

et al. [160] later went on to demonstrate that for some systems (e.g., for the1Σ+
g state of the C2

molecule) it is in fact not possible to fit the electron density to a single Slater determinant. In

other words, for these systems the non-interacting ground state density cannot be represented by

a single KS determinant. It was only possible to fit to a determinant with (nearly) degenerate

orbitals with fractional occupation numbers (FONs). To be physically founded, these fractional

occupation numbers must follow from ensemble averaging. Thus, an ensemble of a small number

of accidentally degenerate KS determinants is required to represent the ground state density. Such

systems are termednon-interacting ensembleVs representable.

Unrestricted Kohn–Sham (UKS)

As noted above, the KS formalism is in principle – with the exact functional being available –

suitable for any kind of atom or molecule, regardless of closed-shell or open-shell character. Even

if a system with an odd number of electrons is considered, the basic variable remains the total
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density which can be constructed from the individualα andβ spin densities,ρ = ρα + ρβ. In

reality, the current approximate functionals cannot account for open-shell problems in a realistic

manner, and an unrestricted ansatz for the reference determinantΦs is commonly used. To this

end, spin-density functionals for exchange and correlation are employed that explicitly depend on

theα andβ spin densities. This unrestricted Kohn–Sham (UKS) approach can capture more of

the essential physics in open-shell systems than the spin-independent functionals. However, the

use of UKS has some drawbacks, which can be best understood by considering again the example

of the H2 dissociation. In contrast to the restricted KS method, UKS gives a qualitatively correct

potential energy curve, including the asymptotic region with the relative energy of the dissocia-

tion limit being equal to twice the energy of the isolated atom. However, the dissociation leads to

localization of spin density with opposite sign on the nuclei – the spin density mimics the atomic

densities. Thus, the spatial symmetry of the total wave function (charge density) is lower than

the symmetry of the system. This unphysical phenomenon is termed (spatial) symmetry breaking

and the resulting wave functions are often termed broken symmetry solutions. Additionally, spin

unrestricted wave functions are not eigenfunctions of theŜ2 operator anymore, and breaking of

the spin symmetry may occur in addition to the spatial symmetry breaking. The deviation of the

expectation value〈Ŝ2〉 from the correct valueS(S + 1) is often taken as a measure for the “con-

tamination” of the wave function with wave functions of other multiplicity. From a fundamental

point of view, it is important to note that the KS determinant in DFT does not represent the true

wave function of the real system, but only the wave function of the fictitious non-interacting ref-

erence system. It is often stressed that the true wave function is not available in DFT. Thus, the

deviation of〈Ŝ2〉 is not necessarily a probe for the quality of the UKS energies. This is in contrast

to the situation in the unrestricted Hartree–Fock (UHF) formalism, where the unrestricted Slater

determinant is actually meant to represent the true wave function. In fact, there are opinions which

state that KS determinants for open-shell systems which are not spin-contaminated are actually

wrong. In practice, however, the performance of the UKS approach depends on the system under

consideration, and some severe failures have been noted [161,162]. In summary, the broken sym-

metry solutions obtained by the UKS scheme provide in many cases with strong non-dynamical

correlation effects surprisingly good results, at the price of unphysical spin densities. Nevertheless

the performance of UKS should be evaluated against reliable reference data, and its applicability

remains a case-by-case decision.
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2.2 QM/MM Methods

2.2.1 The Quantum Mechanical/ Molecular Mechanical Hamiltonian

The present calculations employ an additive QM/MM scheme. The effective Hamiltonian of the

entire systemĤS
QM/MM is expressed as a sum of three terms, which represent the quantum me-

chanical subsystem (̂H I
QM), the classical partition (̂HO

MM) and the interactions between the two

subsystems (̂H I,O
QM−MM). It depends on the positions of the nuclei of inner (RI) and outer (RO)

regions, as well as on the positions of the electrons in the QM region,r. (Sums over electron

positions are denoted by indexi, those over positions of nuclei in the inner region by indexA, and

those over positions of nuclei in the outer region by indexJ .)

ĤS
QM/MM(r,RI,RO) = Ĥ I

QM(r,RI) + ĤO
MM(RO) + Ĥ I,O

QM−MM(r,RI,RO) (2.10)

The total energy of the entire system is given by the expectation value of the effective hamiltonian

ĤS
QM/MM.

ES
QM/MM = 〈Ψ(r,RI,RO)|Ĥ I

QM(r,RI) + Ĥ I,O
QM−MM(r,RI,RO)|Ψ(r,RI,RO)〉+ EO

MM. (2.11)

The pure MM term can be removed from the integral, since it is independent of the electronic

coordinates. It is evaluated by a force field calculation on the outer regionO. In the present

work, the electronic embedding scheme is adopted. This is appropriate when the environment

contains strongly polar or charged groups that influence the electron density distribution of the

QM subsystem. The interaction between the QM and MM regions then is given by

Ĥ I,O
QM−MM = −

∑
i,J

qJ
|riJ |

+
∑
A,J

qJZA

|RAJ |
+
∑
A,J

(
AAJ

R12
AJ

− BAJ

R6
AJ

)
. (2.12)

Here,qJ is the atomic point charge on the MM atomJ , riJ is the distance of electroni to MM

atomJ , ZA is the core charge of the QM atomA, RAJ is the distance of QM atomA to MM

atomJ , andAAJ andBAJ are the Lennard–Jones parameters for QM atomA interacting with

MM atomJ . The first two terms in equation 2.12 describe the electrostatic interaction of the QM

region with the MM atoms. The MM atomic charges enter the one-electron hamiltonianĥ of the

QM calculation. Thus, the QM electronic structure can respond to its environment by polarization

of the electron density through the surrounding protein/solvent.
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ĥS
µν = ĥI

µν −
O∑
J

qJV
J
µν (2.13)

The resulting Coulomb energy can be expressed as the sum over the individual contributions that

are given by the product of the charge of MM atomJ and the electrostatic potentialΦJ generated

by the QM region at the position ofJ .

Ecoul(A, J) =
O∑
J

qJΦJ (2.14)

ΦJ = −
I∑

µ,ν

PµνV
J
µν +

I∑
A

ZAV
AJ (2.15)

Pµν are the density matrix elements of the QM calculation.Vµν andVAJ are the nuclear attraction

integrals and Coulumb repulsion terms. In the case of density functional theory or generalab

initio methods, they are straightforwardly defined as

V J
µν = 〈µ(1)|r−1

1J |ν(1)〉 (2.16)

V AJ = R−1
AJ . (2.17)

The last term in equation 2.12 represents the van-der-Waals interaction between QM and MM

atoms. These energy contributions are calculated by the force field. This requires the specification

of van-der-Waals parameters also for the atoms of the inner region. The last two terms of equation

2.12 are added to the total energy once the electronic energy has been determined by a self-

consistent-field (SCF) procedure and do not affect the electron distribution directly, but do affect

the geometry of the total system through the computed gradients (and thus indirectly also the

electronic structure).

2.2.2 Link Atoms

In the present work, link atoms are used to saturate free valencies at the QM border. An extra

nuclear center, in this case always a hydrogen atom, is introduced together with basis functions

and electrons required to form a covalent bond to the QM region that serves to mimic the bond to

the MM region.
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M2

M2Q2

Q2Q3

MM regionQM region

Figure 2.1: Labeling of the atoms at the QM–MM border region.

The coordinates of the link atomsRL are expressed as a function of the real atom coordinatesRX .

In this way, it is possible to eliminate them from the set of coordinates that is used in geometry

optimizations or molecular dynamics runs. In the present implementation, the link atoms are

constrained to lie on the axis defined by the QM and MM atoms at the border Q1–M1 (for labeling

of the atoms see figure 2.1). The distance of the bond Q1–L is kept fixed. Because the link atoms

experience non-zero forces, it is necessary to add a term to the real atom forces to account for

the changes in the link atom positions resulting from movement of the real atoms. When working

in cartesian coordinates, chain rule differentiation can be used to establish the contribution to the

forces on the real atoms.

ES
QM/MM = E (RX ,RL(RX)) = Ẽ(RX) (2.18)

∂Ẽ

∂RX,r

=
∂E

∂RX,r

+
∑
L,s

∂E

∂RL,s

∂RL,s

∂RX,r

(2.19)

Here,r, s refer to spatial components (x,y,z). The derivatives∂RL,s

∂RX,r
form a 3×3 matrix describing

the coupling of the link atom and real atom motions as a function of the constraint term. There is a

term for each atom which appears in the definition of the position of the link atom. In the present

case, there is a correction term for the atoms at each end of the bond Q1–M1.

Due to the introduction of link atoms, some adjustment to the force field contribution is required to

avoid double counting of energy terms. For example, the MM term for the angle bend Q2–Q1–M1

is effectively supplemented by the bending potential for the group Q2–Q1–L, which is part of the

QM calculation. The restoring forces acting on the link atom are transferred to atom M1 as is

obvious from equation 2.19. In the present scheme, the force field potential energy term of the

respective angle bend is deleted, since the link atom bending potential replaces it. Likewise,

dihedral angles of the type Q3–Q2–Q1–M1 are deleted.

2.2.3 Charge Shifting

The close contacts between link atoms and the frontier atoms M1 which they are replacing would

lead to unphysical distortions of the QM electron density due to electrostatic attraction or repul-

sion. In the present scheme this is avoided by selectively deleting the charge on atom M1 from the
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list of point charges visible to the QM calculation. Preservation of the total charge of the MM sys-

tem is achieved by distributing (shifting) the charge of atom M1 equally over the next connected

atoms M2. This charge shift introduces an unphysical dipole moment to the MM subsystem. To

compensate this, dipole moments of opposite sign are placed on the M2 centers, aligned along the

M2–M1 axis. The resulting matrix of MM charges exhibits the same total charge and dipole mo-

ment as the reference MM system, however, the charges close to the link atoms are removed [163].
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Chapter 3

Theoretical Characterization of

Compound I

3.1 Motivation and Background

As detailed in section 1.2, the available experimental evidence indicates that compound I (Cpd

I) – the key species in P450cam mediated hydroxylation of C–H bonds – exists under turnover

conditions [13] but so far eludes detection due to the special kinetic scenario of the mechanism (see

figure 3.1). Schlichtinget al. [12] tentatively assigned X-ray data obtained from low-temperature

crystallographic techniques to the ferryl species7, however this attribution remains uncertain. The

authors themselves note that this structure suffers from contamination with other species in the

crystal. Moreover, consecutive ENDOR studies at cryogenic conditions [13] did not provide any

evidence for the accumulation of Cpd I. Hence, there is no reliable information on the geometric

features of this species. Spectroscopic studies of Cpd I in related enzymes CPO and HRP could

not resolve uncertainties about the electronic nature of Cpd I [164],i.e. whether theA2u or the

A1u state is preferred. This situation invites theory as a viable method that can characterize this

elusive species. Yet, theory encounters its own difficulties, associated with the size of Cpd I,

and with the need to go beyond isolated molecule calculations. Density functional (DFT) studies

[6, 34, 35, 39–41, 44, 45, 73, 165] of different simplified models with pure and hybrid functionals

depend on the representation of the cysteinate ligand and the protoporphyrin IX. Most strikingly,

the various truncated cysteine-ligand models generated conflicting information regarding the Fe–

S bond lengths and the distribution of the unpaired electron density that typifies the ground state

of the species. These discrepancies underscore the fact that calculations using truncated and gas

phase models cannot resolve the dilemma of Cpd I, and one must resort to more realistic models

which involve the electric field and structural constraints of the protein pocket.

37
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Figure 3.1: Key steps in the catalytic cycle of cytochrome P450. Cpd I (7) is drawn next to the

reaction scheme.

Structural studies of P450 enzymes show that the sulfur atom of the proximal cysteinate in the na-

tive species interacts through three NH· · ·S− hydrogen bonds with Leu358, Gly359, and Gln360

(corresponding to the numbering system of P450cam), and is exposed to the positive ends of dipoles

in the protein pocket [12,166,167]. Mutation studies prove that the Fe–S bond is stabilized only if

the protein pocket is sufficiently polar and supplies NH· · ·S− hydrogen bonding to the cysteinate

sulfur [168], and that loss of a single NH· · ·S− hydrogen bond can have a significant effect on

structure and function of the enzyme [169]. These features are therefore critical for a reliable

representation of Cpd I. Previous theoretical studies that mimicked medium polarization and hy-

drogen bonding to the thiolate ligand in an approximate fashion indicate that such factors indeed

strongly influence the computed properties of Cpd I in two model systems, one with porphyrin

and HS− and the other with octamethyl porphyrin and a cysteinate anion [34,44]. Hence, the sim-

plicity of the models previously used leaves doubts whether small models can indeed represent

the real species. Clearly a definitive assignment of the electronic state and geometry of Cpd I, for

P450, requires a realistic modeling of Cpd I within its protein environment.

To accomplish this task, we have carried out QM/MM calculations on Cpd I of the enzyme cy-

tochrome P450cam. In this computational approach the active species of the enzyme feels the elec-

tric field and hydrogen-bonding environment of the specific protein pocket, as well as the steric

constraints exerted on the bonding of the heme to the cysteinate side chain. Such a calculation can

on the one hand define a suitable truncated model, which ought to be used in future mechanistic

studies. On the other hand, and more importantly, these calculations can form a useful guide for

an eventual experimental characterization of Cpd I of Cytochrome P450cam.

Since this study is aimed at a reliable representation of environmental effects on Cpd I, consid-

erable efforts were made to realistically model the surrounding protein and solvent. The initial

geometry of the enzyme was derived from X-ray data, which inherently provides only incomplete

information,e.g., positions of hydrogen atoms are not available, and crystal packing effects are

present. Therefore a series of preparatory force field calculations was carried out with the aim to

determine representative structures of the complete enzyme in aqueous solution. These geome-
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tries then served as the starting points for QM/MM investigations. Details of these calculations

are given in section 3.2.

In order to theoretically characterize Cpd I in the protein environment, geometry optimizations

of an extended part of the enzyme around the active site were performed. Considering the high

conformational complexity of this system, the present QM/MM calculations in principle should

sample configurational space by MD or MC techniques. Due to the high accuracy required for

the QM treatment this was not feasible in the present study. However, since the focus is on the

electronic structure of Cpd I alone, geometry optimizations can give valuable insights into “static”

properties, such as the influence of the polarizing and steric effect of the protein matrix. To assess

the impact of different enzyme conformations on the electronic structure of the chromophore, we

separately investigated four structures generated from an MD trajectory obtained in the prepara-

tory force field calculations by QM/MM geometry optimizations.

A central aspect of this study is to investigate the role of the apoprotein in determining the elec-

tronic nature of the active iron-oxo-porphyrin species Cpd I. To this end, the results of the QM/MM

computations for the full system are compared to corresponding results of the isolated QM systems

in vacuo. This involves both single-point energy evaluations at the geometry of the QM system in

the enzyme environment and complete geometry optimizations. The comparison of QM gas phase

calculations with the QM/MM results for the complete system allow us to test the validity of the

various model calculations used currently in the literature.

3.2 Preparation of the System

Initial Geometry

Initial geometry data was obtained from the X-ray structure with PDB code 1DZ9 (Brookhaven

Protein Database) reported by Schlichtinget al. and tentatively assigned to the Cpd I species

of P450cam [12]. Only one monomer from the asymmetric unit was used, corresponding to the

protein chain A and solvent chain Z of the PDB structure. The first ten amino acid residues are

unresolved and were omitted in all calculations, as well as a molecule of the TRIS buffer present in

the structure. A potassium ion that occupies a special ion-binding site of the enzyme was included

in the model.



40 CHAPTER 3. THEORETICAL CHARACTERIZATION OF COMPOUND I

Protonation State and Solvation

Hydrogen positions were constructed with a built-in procedure of CHARMM (hbuild) at pH 7.

Because this approach cannot fully account for the variable environment of all the amino acid

residues in the protein, a few corrections to the automatically determined protonation state had

to be made. The according modifications were done following Lounnas and Wade [170] who as-

signed protons on the basis of Poisson-Boltzmann-calculations: (i) Glu366 was protonated at the

carboxylate side chain. (ii) The basic residues His80, His270, His308, His353, and His355 were

protonated at both nitrogens. These five doubly protonated histidines form salt-links to Asp77,

Glu269, Glu73, Glu76 and one of the propionic side chains of the heme, which are considered

important for the structure and function of the enzyme. All other histidines are protonated at

either theδ- or ε-nitrogens upon visual inspection of their environment. The resulting total elec-

tric charge of the system is−10 e. The positions of the hydrogen atoms were optimized using

CHARMM (2400 optimization steps for hydrogen atoms of the crystallographic water only, fol-

lowed by 2400 optimization steps for all hydrogen atoms).

A water layer of 16̊A thickness was constructed around the enzyme using the InsightII soft-

ware [171]. To adapt the water layer to the enzyme surface, the inner 8Å of the solvent were

equilibrated by MD (3 ps at 300 K) while keeping the remainder of the system fixed. Since the

water density in the solvent was too low after the MD, more water molecules were added to the

solvent layer and this procedure was repeated until the water density remained constant (3 times).

The complete system generated in this manner consists of 24393 atoms, including 16956 atoms

of solvent.

Preparatory Force Field Calculations and Snapshots

To relax the structure, a series of classical energy minimizations and MD runs were performed.

These preparatory force field calculations employed the CHARMM22 force field [146] and were

carried out with the CHARMM program [172], version 27a2. Details about non-standard force

field parameters are given in appendix B. Throughout these calculations, the coordinates of the

entire heme-unit and the coordinating Cys357 as well as the outer 8Å of the solvent layer were

kept fixed.

First, a geometry optimization was carried out to remove artificially close contacts between atoms.

During the minimization, the atom positions of the enzyme were initially constrained with a har-

monic potential using a force constant of 100 kcal/(molÅ2) for the backbone and 50 kcal/(mol

Å2) for the side chains, respectively. These constraints were scaled down by a factor of 0.65 every

60 optimization steps. The final harmonic constraint force constants were 0.32E-05 kcal/(molÅ2)

(backbone) and 1.64E-06 kcal/(molÅ2) (side chains). The final root mean square value of the

cartesian gradient (GRMS) was 0.04 kcal/(molÅ).
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Subsequently an MD run was performed, with 15 ps heating dynamics and 200 ps equilibration

dynamics at 300 K. In the MD simulation, an integration step of 1 fs was used and bonds to hy-

drogen atoms were constrained by the SHAKE algorithm [173]. After initial velocity rescaling

events during the simulation period from 0 – 20 ps, the total energy of the system was conserved.

In the X-ray structure [12], the camphor molecule is held in the protein pocketvia a hydrogen

bond from a tyrosine hydroxyl group (Tyr96) to its carbonyl oxygen. Experimental studies in-

dicate that different substrates have considerable conformational flexibility in the pocket [174].

In accord with these findings, the present MD simulations show that camphor can rotate around

this O-H· · ·H hydrogen bond. While a tumbling of the substrate in the pocket is thus not un-

expected, the trajectory leads to conformations of camphor which are unproductive in terms of

the hydroxylation reaction and are increasingly different from the X-ray data. It was therefore

decided to select snapshot structures at the beginning of the time evolution of the MD as input

for the QM/MM investigations, which are still close to the experimental structure. Three such

structures were extracted from the equilibration trajectory after 29, 40, and 50 ps simulation time

respectively. Each of the corresponding geometries was optimized by 4000 steps of ABNR mini-

mization. These structures will be referred to as snapshots 29, 40 and 50.

The crystal structure features a hydrogen bond between the amide NH2 group of the Gln360 side

chain and the backbone carbonyl oxygen of the axial Cys357. Mutation studies have shown that

this hydrogen bond has an impact on the redox potential of the heme in P450cam [175]. This

interaction is, however, lacking in the discussed snapshots. To probe if the electron-withdrawing

effect of this particular hydrogen bond has an effect on QM/MM calculated properties, we have

generated an additional structure by manipulating the conformation of the Gln360 side chain in

snapshot 40, which has the conformation closest to the X-ray data, to form this hydrogen bond.

This structure is denoted snapshot 40 manipulated (man) in the following. By analogy to the

above-mentioned snapshots, the system was then also minimized with 4000 ABNR optimization

steps.

The sensitivity of the optimized geometries with respect to the choice of the force field charges on

the heme was tested [176] by a series of MM geometry optimizations where these charges were

varied all the way up to the limit given by the oxidation state formalism (i.e., −2e on the por-

phyrin macrocycle,−1e on the thiolate, etc.). The resulting optimized geometries exhibit minor

differences, which indicates that the pocket around the heme is rather rigid and not significantly

disturbed by different choices for the atomic charges on the heme atoms.
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X-ray [12] snapshot 29 ps snapshot 40 ps

snapshot 40 ps, man snapshot 50 ps superimposition

Figure 3.2: Hydrogen bonding situation of Cys357 in P450cam: experimental X-ray structure and

the calculated structures (snapshots 29, 40, 50 and snapshot 40 with added hydrogen bond

between the side chain amide group of Gln360 and backbone carbonyl oxygen of Cys357). Only

the hydrogen atoms of the backbone peptide NH groups and the side chain amide group are

shown. The right picture in the second row shows a superimposition of all the structures. Color

code: white, hydrogen; green, carbon; dark blue, nitrogen; red, oxygen; yellow, sulfur; light blue,

iron.
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3.3 Computational Methodology

3.3.1 QM Regions and Basis Sets

Three different QM regions were considered, all of which include the iron-oxo-porphyrin subunit

(without side chains of the protoporphyrin IX) but differ in the extension to the axial cysteine. The

smallest choice R1 comprises only the coordinating sulfur atom, replacing the bond of the sulfur

to Cβ of the cysteine with a bond to a hydrogen link atom at fixed distance. This choice might

appear somewhat naive at first sight, considering that the QM–MM border is very close to the re-

gion of interest and does not cut through a carbon-carbon single bond as is usually recommended.

However, a S–C bond is actually not significantly different in terms of polarity as compared to a

S–H bond (Allred-Rochow electronegativity values are H: 2.2, C: 2.5, S: 2.4). Furthermore, the

SH ligated Cpd I model has been important in gas phase model calculations, where it proved to

give results in good agreement with calculations employing the full cysteine. This model thus ap-

peared to be a natural starting point for the QM/MM investigations. The fixed bond distance S–H

to the hydrogen link atom of 1.37988̊A was obtained from DFT optimized gas phase structures

for this system.

The next bigger region R2 includes the CβH2 group of the cysteine ligand. The corresponding gas

phase model [FeO(porphyrin)(SMe)] in some cases gave artificial results concerning the stabil-

ity of sulfur-centered radicals due to the strong electron-donating character of the methyl group.

Hence, one aspect of the QM/MM investigations was to test if the inclusion of explicit polarization

by the enzyme environment could cure this effect.

The largest QM subsystem R3 incoorporates the full Cys357, the CO group of Leu356, and the

NH-Cα unit of Leu358 and can be expected to give results that are essentially devoid of QM–MM

border effects. This model system was never investigated before by QM calculations. For QM

regions R2 and R3, the bond distances C–H to the hydrogen link atoms are 1.090Å, which is the

default value implemented in the ChemShell QM/MM program.
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Three basis sets were used; the iron atom is always assigned the LACVP small-core effective core

potential and the associated basis set, which is of double-ζ quality [177]. Basis B1 employs a

6-31G gaussian-type basis set on all other atoms. Basis B2 is augmented on the six atoms directly

coordinating to iron (four pyrrole nitrogens, the oxo atom and the sulfur of the axial cysteine) by

a set of polarization functions (6-31G*), while basis B3 also includes a set of diffuse functions

(6-31+G*) on these atoms [178–181].

3.3.2 Optimized Regions

The standard optimized region considered in the QM/MM calculations comprises 544 atoms and

involves the following residues that are grouped around the active site:

Enzyme: Tyr75, Pro100, Thr101, Glu108, Val119, Phe163, Leu244, Leu245, Gly248, Gly249,

Thr252, Val253, Phe256, Leu294, Val295, Asp297, Gly298, Arg299, Glu322, Thr349,

Phe350, His355, Leu356, Cys357, Leu358, Gly359, Ala363, heme

Camphor

Water: Wat61B, Wat92B, Wat253B, Wat255B, Wat265B, Wat322B, Wat323B, Wat324B, Wat325B

Additional geometry optimizations employing smaller and larger optimized regions served to test

the validity of this choice. The biggest optimized region considered in these studies consists of

1900 atoms and was defined by including all residues (including solvent) that have atoms within

a distance of 9̊A around any atom of the heme or Cys357. The use of larger optimized regions

had no significant effect on relative energies of spin states or the electronic structure of Cpd I as

compared to those obtained for the standard region. However, with the larger optimized region,

the conformational complexity related to the many degrees of freedom in some cases led to local

minima, which had to be dismissed since they differed in conformations that are not related to

Cpd I, but to the MM environment (e.g., the hydrogen-bonding network around the A-propionate

chain). To avoid corresponding artifacts, it was decided to restrict the optimizations to the smaller

standard region.

3.3.3 QM/MM Scheme

QM Method

As discussed in section 1.2.3 Cpd I is a triradicaloid species, and non-dynamical correlation ef-

fects are relevant to the description of the doublet (low spin) state of this system.Ab initio QM
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methods for treating non-dynamical correlation such as CASSCF are, however, computationally

too demanding for the present purposes. Density functional theory in the unrestricted Kohn-Sham

(UKS) formalism is computationally more economical and has proved to be successful in the de-

scription of Cpd I gas phase model compounds [35]. Hence, density functional theory was adopted

as the QM method for the present calculations.

The low spin state of Cpd I is modeled by a broken-symmetry UKS determinant which exhibits

significant spin contamination (typically1.6 < 〈Ŝ2〉 < 1.8). A correction scheme for the corre-

sponding energy of such determinants has been suggested by Yamaguchiet al. [182] that involves

computation of the energy of the next higher spin state. In the present case, the corrected and

uncorrected energies, however, differ by 0.2 kcal/mol at most, because the LS doublet and quartet

state are virtually degenerate. This is due to the weak interactions between theS = 1 system

on the FeO subunit and theS = 1/2 spin on the ligands, as will be further discussed below. In

view of the limited significance of such small corrections, plain UKS energies for the LS state are

reported.

The DFT calculations in the present section employ the gradient-corrected exchange expressions

B88 [183] and B3 [184] due to Becke in combination with the LYP correlation density functional

[185].

QM–MM coupling

The QM–MM van-der-Waals interactions were represented by standard CHARMM22 force field

terms, including the parameters for the heme group. The electrostatic QM–MM interactions were

treated according to the electronic embedding scheme [127],i.e. the fixed MM charges were

included into the one-electron Hamiltonian of the QM calculation, and the QM/MM electrostatic

interactions were evaluated from the QM electrostatic potential and the MM atomic charges (for

details see section 2.2.1). To treat the QM–MM boundary, hydrogen link atoms in conjunction

with the charge shift model are employed [163]. This approach was recently applied and validated

against others in a theoretical calibration study on triosephosphate isomerase [186].

The cutoff for the inclusion of MM charges into the QM one-electron hamiltonian is a technical

parameter in QM/MM calculations that requires some attention. The evaluation of the QM/MM

gradient involves QM gradient contributions for every MM center that is included into the one-

electron hamiltonian. As a consequence, the computational effort for the QM/MM gradient eval-

uation increases with the number of considered point charges. However, since electrostatic forces

are long ranged it is desirable to include as many charges as possible into the QM treatment.

Therefore, the issue of different QM–MM cutoffs was investigated in a series of QM/MM cal-

culations which monitored the computational cost and variations in the computed properties as a
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function of the cutoff distance. No cutoffs were introduced for pure nonbonding MM terms.

The QM programs employed in the QM/MM as well as in the pure QM calculations were TURBO-

MOLE [187, 188] and GAMESS-UK [189]. All QM/MM calculations were performed with the

ChemShell package [190]. The CHARMM22 force field [146] was used with the DL-POLY [191]

program to treat the molecular mechanics part of the system. Geometry minimizations were done

with built-in optimizers of ChemShell: gas phase geometries of model compounds R1 and R2

were optimized with NEWOPT [190] while all other minimizations employed the HDLC opti-

mizer [192], applying the default convergence criteria (see appendix A.2).

3.3.4 Performance Considerations

QM performance

Table 3.1: CPU times tCPU [min] for one QM/MM energy and gradient evaluationa using different

DFT implementations and functionals for the QM calculation, determined on an ALPHA EV67,

667 MHz CPU.

program functional tCPU

GAMESS-UK B3LYP 138

TURBOMOLE B3LYP 68

TURBOMOLE RI-BLYPb 50

a QM region R1, Basis B1 (286 basis functions), cutoff for QM–MM electrostatic interactions 50Å. b Calculation

employed the resolution of the identity (RI) approximation.

For QM calculations we tested TURBOMOLE and GAMESS-UK. In QM/MM geometry opti-

mizations (where in our case the QM calculations take more than 95% of the computer time),

TURBOMOLE turned out to be faster typically by a factor of two and was therefore employed for

most of the calculations. Results of corresponding benchmark calculations are listed in table 3.1.

The use of the resolution of the identity (RI) approximation allows for an efficient Coulomb in-

tegral evaluation and further speeds up the QM calculations. However, the use of RI is discarded

in the present study for two reasons: (i) As can be seen from a comparison between RI-BLYP

and B3LYP (table 3.1), the speed-up resulting from the use of RI is only moderate, presumably

because of a suboptimal choice of the auxiliary basis set1. (ii) At present, RI cannot be used in

1 Since no specifically tailored auxiliary basis sets are available for the basis sets used in the present calculations, a

rather large auxiliary basis set (corresponding to basis TZVP) was employed to preclude concerns about the accuracy

of the Coulomb fit.
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conjunction with the hybrid B3LYP density functional, which has been shown to be superior to

GGA functionals in the description of the reaction Fe=O+ + H2 → Fe+ + H2O [193], a simple

model of P450 mediated hydroxylation of C–H bonds. It is thus desirable to use B3LYP for the

present investigations. This functional has also been employed in most of the previous gas phase

model studies on Cpd I.

QM–MM Cutoff for Electrostatic Interactions

The effect of the QM–MM cutoff for electrostatic interactions (i.e. how many point charges are

included into the one-electron Hamiltonian of the QM calculation) was investigated by means of

TURBOMOLE/CHARMM calculations with cutoffs of 55 a.u. (ca. 14500 point charges), 66 a.u.

(ca. 20500 point charges) and 99 a.u. (all point charges,ca. 24300). The results in table 3.2

show small effects of the cutoff on the relative and absolute QM energies. Spin densities on other

atomic positions (not shown in the table) are not affected significantly.

Table 3.2: Influence of different cutoffs for the QM–MM electrostatic interactions on important

QM/MM calculated properties, given for the 4A (2A) statesa.

QM–MM cutoff / no. of point charges

property 55 a.u. /≈ 14500 66 a.u. /≈ 20500 99 a.u. /≈ 24300 (all)

RFe−S 2.573 (2.586) 2.573 (2.592) 2.571 (2.592)

ρ(S)b 0.252 (-0.293) 0.252 (-0.294) 0.252 (-0.296)

ρgr(porph)c 0.734 (-0.837) 0.734 (-0.837) 0.734 (-0.835)

∆EQM(4A2u −2 A2u) -0.50 kcal/mol -0.37 kcal/mol -0.25 kcal/mol

a QM region R1, basis B1, B3LYP for the QM calculation.b Unpaired spin density on sulfur atom.c Unpaired group

spin density on porphyrin macrocyle.

On the other hand, the DFT energy/gradient implementation in TURBOMOLE can treat large

numbers of external point charges very efficiently, hence the use of larger cutoffs does not increase

the computational effort significantly. For example, for QM model R1 and basis B1 (B3LYP,

286 basis functions), typical CPU times for one QM/MM energy and gradient evaluation with

TURBOMOLE on a single node range from 62 to 68 minutes for a cutoff of 55 a.u. (≈ 14500

point charges) and from 75 to 85 minutes if all point charges (≈ 24300) are taken into account.

Therefore, all data reported in the following sections were obtained using a QM–MM cutoff of 99

a.u. in QM/MM geometry optimizations,i.e. all point charges were included in the QM treatment.
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3.4 Results

Section 3.4.1 presents a QM/MM calibration study that probed the effect of size of the QM region

(R1–R3) and basis set (B1–B3) on the QM/MM computed properties. Snapshot 29 was chosen

for this initial study.

In section 3.4.2, we present a comparison of QM/MM results obtained for the three snapshots

(29, 40, 50) and the manipulated structure (40 man) to assess the influence of different enzyme

conformations on the electronic properties of the active species. The latter calculations employed

the R3 region and B3 basis exclusively.

3.4.1 QM/MM Calibration Study (Snapshot 29)

Much as in previous gas-phase model calculations, there are two close-lying spin states of Cpd I,

the high-spin (quartet) and the low-spin (doublet) state, that correspond to ferromagnetic and

antiferromagnetic coupling of electrons in the triradicaloid species. For the time being, these

states are labeled as4A and2A. Their precise identity of will be assigned at the end of this section.

Geometries

Table 3.3 on page 49 summarizes the optimized key geometric parameters around the iron center

of the Cpd I species in the4A and2A states, for the different models of the QM region (R1 - R3)

and different basis sets (B1 - B3). For comparison we show also the results for the isolated gas-

phase molecules. The species hasC1 symmetry with four different Fe–N distances, which exhibit

small differences of the order of 0.01-0.02Å. These bond lengths show little dependence on the

choice of R, but are slightly expanded (0.01-0.03Å) in the enzyme pocketvs. the gas phase. The

calculated Fe-O bond distances are almost identical for different R but are slightly (≈ 0.01 Å)

shorter in the isolated molecule than in the enzyme environment. The4A/2A pairs have virtually

the same Fe–O and Fe–N bond distances, due to the fact that the different spin states arise from the

rather weak coupling of the FeO electrons to the third unpaired electron. The use of a polarized

basis causes a contraction of the Fe-O bond length (by 0.02-0.03Å) and a slight elongation of the

Fe-N distances (by less than 0.01Å), whereas diffuse functions have no significant effect on these

geometrical parameters. In fact, all calculations done so far find these bonds to be least sensitive

to the choice of model or basis set.
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The computed Fe–S bond lengths in the isolated molecule exhibit strong variations of more than

0.1Å. For any one of the basis sets, model R1 gives the shortest (e.g., 2.587/2.605̊A), and R3 the

longest (e.g., 2.712/2.722Å) Fe–S bond. In the protein environment, these variations are much

less pronounced. Shifting the QM/MM border away from the sulfur atom (i.e., moving from

R1 to R3) causes an elongation of the Fe–S bond by 0.02-0.03Å, while increasing the basis set

slightly shortens the bond length, such that the calculated bond lengths vary from a minimum of

2.560/2.589Å(4A/2A) to a maximum of 2.602/2.629̊A in the QM/MM computations. The Fe–S

bond within the protein pocket is significantly shorter than in the naked system, by as much as 0.1

Å in the case of the sulfur ligand R3 in combination with the basis B1. These results agree well

with the previous conclusions of Ogliaroet al. [34, 44, 45], and highlight the stabilizing impact

of the hydrogen bonding and electric field of the protein on the Fe–S bond, as deduced from

experiment [169, 175, 194]. Generally, the Fe-S bond is computed to be 0.02-0.03Å longer in

the 2A than in the4A state [34, 35, 44, 45, 73]. The angleφFe−S−X (X being hydrogen or carbon,

depending on the choice of the QM part) is almost the same in all QM/MM models, owing to the

fact that the geometry is largely determined by the enzyme environment. In the naked system,

there is considerable conformational freedom and the angle strongly depends on the nature of the

sulfur ligand, ranging from around 100◦ in the case of R1 to 115◦ in the case of R3. It is likely

that the valence angle at the sulfur atom as well as the Fe–S distance influence the ability of the

thiolato ligand to bind to Fe, and hence the electronic structure of Cpd I as a whole.

Relative Energies

To appreciate the influence of the protein environment on the QM system in terms of energetic

stabilization, we compare in table 3.4 the energies of Cpd I (the QM system) in three situations

defined by the subscripts p – protein and g – gas phase: (i) Sp,p – the system at the geometry and

in the electric field due to the protein environment; (ii) Sp,g – the system at its protein geometry

but in the gas phase, without the electric field of the protein; and (iii) Sg,g – the naked system

optimized in the gas phase. Taking as common reference point the total QM energy of Sp,p, the

following energy differences are reported in the table:

∆Evert = E(Sp,g)− E(Sp,p) (3.1)

∆Ead = E(Sg,g)− E(Sp,p) (3.2)

Thus,∆Evert corresponds to the “vertical” stabilization energy of Cpd I provided by the protein

electric field, at the geometry that the species adopts in the pocket. On the other hand,∆Ead

represents the “adiabatic” stabilization energy, which includes the energy change∆Erelax arising

from geometry relaxation in the gas phase. Figure 3.4 shows the relations between these quantities.
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S ��� � (Cpd I in the gas phase at the protein geometry)
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Figure 3.4: The QM stabilization energies of Cpd I in the protein environment (as defined in eqs.

3.1 and 3.2). The first subscript of each system (S) specifies the geometry, and the second one

specifies the environment. ∆Erelax corresponds to the geometric relaxation of the gas phase

species relative to the protein.

Table 3.4: Influence of the protein environment on QM energies of the Cpd I species (common

reference point is the QM energy of Cpd I in the protein pocket (Sp,p in eq. 3.1)) a,b,c.

∆Evert / ∆Ead

basis R1 (SH) R2 (SMe) R3 (Cys)
4A B1 +106.8 / +97.9 +99.5 / +90.0 +150.1 / +128.4

B3 +108.7 / +99.5 +100.7 / +90.9 +150.6 / +129.7
2A B1 +106.7 / +97.7 +99.5 / +90.0 +150.3 / +128.1

B3 +109.0 / +99.7 +100.7 / +90.9 +150.6 / +129.6

a R1–R3 refer to the QM model Cpd I systems in figure 3.3.b ∆Evert (eq. 3.1, figure 3.4) is the vertical stabilization

energy of the naked system in its protein geometry relative to the reference.c ∆Ead (eq. 3.2, figure 3.4) is the

adiabatic stabilization energy of the naked system in the gas phase geometry relative to the reference.
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Table 3.5: Relative state energies E(4A)−E(2A) [kcal/mol] for different models of Cpd I (defined by

R1–R3) at the QM/MM and QM levelsa.

QM region

entry R1 (SH) R2 (SMe) R3 (Cys)

1 ∆E
QM/MM
p,p

b -0.18 / -0.14 / +0.06 -0.10 / -0.01 / +0.04 -0.04 / +0.04 / +0.03

2 ∆EQM
p,p

c -0.25 / +0.07 / +0.21 +0.06 / +0.02 / +0.08 +0.04 / +0.11 / +0.04

3 ∆EQM
p,g

d -0.15 / - / -0.10 +0.06 / - / +0.09 -0.13 / - / +0.06

4 ∆EQM
g,g

e -0.07 / - / +0.03 +0.05 / - / +0.14 +0.37 / - / +0.08

a Energy differences as defined by eq. 3.3: a negative (positive) value implies a4A (2A) ground state. The triple

of entries corresponds to basis B1/B2/B3.b QM/MM energy difference.c QM contribution to the QM/MM energy

difference.d Energy difference of the naked system at the protein geometry.e Energy difference of the naked system

at the relaxed gas phase geometry.

As expected, the polarization by the electric field causes a substantial stabilization of Cpd I (ap-

proximately 109, 100 and 150 kcal/mol for Cpd I systems with substituents R1, R2 and R3, re-

spectively), which is virtually identical for both spin states. Compared to this large electrostatic

effect, the energy change due to the relaxation in the naked molecule is smaller but nevertheless

substantial (9-10 kcal/mol for R1 and R2, 20 kcal/mol for R3), indicating that Cpd I is “strained”

in the enzyme. It is clearly an advantage of combined QM/MM schemes that they are able to

account for these effects of electrostatic stabilization and steric strain simultaneously. The larger

relaxation of Cpd I model R3 is apparently due to the ability of this species to adopt a gas phase

conformation with internal hydrogen bonding between the backbone NH group of Cys357 and the

carbonyl oxygen of the same residue. This interaction is not feasible in the enzyme matrix. This

concurs with the notion that the protein pocket is not a malleable cavity, but rather more a rigid

matrix that provides a hydrogen-bonding template.

The energy differences between the quartet and doublet spin states

∆E = E(4A)− E(2A) (3.3)

are listed in table 3.5 for different QM regions (R1 - R3) and basis sets (B1 - B3). The first entry

gives the difference∆EQM/MM for the full systems, while the other three entries correspond to

differences in the QM energies of the QM systems considered above (Sp,p;Sp,g;Sg,g). Generally

speaking, all values in table 3.5 are rather small (typically less than 0.2 kcal/mol in absolute

value) emphasizing again that the two spin states are close in energy regardless of the chosen

computational approach. Enlargement of the basis set from B1 to B3 tends to favor the doublet

state (entry 1) but there is apparently no clear trend when extending the QM region from R1 to R3

(entry 1) or when passing from the full system to the model systems considered (entries 2 - 4).
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Our best calculations with the large basis B3 invariably predict that the ground state is2A in the

enzyme (entry 1), in accord with the experimental assignment of the related Cpd I of the CPO

enzyme [46]. Qualitatively similar results are obtained for the relaxed gas phase species (entry

4), indicating that the apoprotein has no major influence on the relative energies of the two spin

states. Using the data for model R3 and basis B3 in entry 1, the QM/MM energy difference

between the two states isca. 11 cm−1 which may be compared with the experimental value of

37 cm−1 for Cpd I in CPO [38,46]. The computed adiabatic energy differences in table 3.5 come

from separate geometry optimizations of the two states, and their precision is therefore limited

by the convergence criteria of these optimizations. To assess the intrinsic ordering of the two

states, we have also computed the vertical energy differences at the optimized doublet geometry

and obtain values of -0.01/ +0.05/ +0.08 kcal/mol for basis B1/B2/B3 and model R3 (i.e. -4/ +18/

+27 cm-1).

Spin densities

Table 3.6 summarizes the calculated net spin densities of the two states of Cpd I. For each

Cpd I model (R1–R3) and basis set (B1–B3) three data are given which refer to the full sys-

tem (QM/MM), the isolated Cpd I system at the geometry in the protein, and the relaxed gas

phase species (QM). The FeO unit has a spin density of approximately 2.0, corresponding to two

unpaired electrons in a triplet situation, as illustrated in figure 1.4 in section 1.2.3. This spin den-

sity is neither affected by the Cpd I model, nor the polarizing effect of the enzyme environment

or the basis set. In contrast, the spin densities on the sulfur atom and the porphyrin moiety show

a remarkable dependence on all the parameters. For the isolated gas phase compounds, the spin

density on sulfur changes in the order R2> R3> R1, while the change on the porphyrin is pre-

cisely the opposite, R1> R3> R2. As discussed previously [45], the substituent effect on the

sulfur density reflects the electron donating capability of the group R attached to sulfur, R1 (R2)

being the worst (best) electron donor. Consequently, R1 (R2) underestimates (overestimates) the

sulfur radical character with respect to the full cysteine model compound (R3). The spin density

on the porphyrin macrocycle depends on the substituent in a complementary manner.

The greatest changes in these spin densities occur as Cpd I is transferred from the gas phase to

the protein environment. When this happens, Cpd I is transformed from a dominant sulfur radical

species (in all the models R1–R3) to a dominant porphyrin radical type (see table 3.6 and figure

3.5). While the R1 model still slightly underestimates the sulfur radical character in the enzyme

environment, R2 and R3 give quite similar results, especially for the larger basis sets. The R2

spin density on sulfur is usually even slightly lower than for R3, which gives rise to an order

R1 < R2 < R3. Thus, the polarizing effect of the enzyme environment cancels the artificially

strong electron pushing effect of the methyl substituent in R2 that is observed in the gas phase
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Table 3.6: Computed net spin densities of the 4A and 2A states for models R1–R3 and basis sets

B1–B3 a

4A state

basis R1 (SH) R2 (SMe) R3 (Cys)

FeO B1 2.022/ 2.023/ 2.025 2.019/ 2.024/ 2.023 2.018/ 2.026/ 2.007

B2 2.021/ - / - 2.018/ - / - 2.018/ - / -

B3 2.041/ 2.047/ 2.037 2.042/ 2.049/ 2.040 2.046/ 2.063/ 2.026

SCys357 B1 0.252/ 0.467/ 0.566 0.323/ 0.664/ 0.742 0.331/ 0.574/ 0.586

B2 0.236/ - / - 0.312/ - / - 0.313/ - / -

B3 0.201/ 0.408/ 0.526 0.282/ 0.645/ 0.719 0.283/ 0.539/ 0.535

Porph B1 0.734/ 0.528/ 0.431 0.658/ 0.313/ 0.239 0.652/ 0.399/ 0.409

B2 0.749/ - / - 0.666/ - / - 0.665/ - / -

B3 0.763/ 0.557/ 0.452 0.671/ 0.296/ 0.229 0.667/ 0.385/ 0.429
2A state

R1 (SH) R2 (SMe) R3 (Cys)

FeO B1 2.121/ 2.115/ 2.094 2.119/ 2.104/ 2.091 2.122/ 2.108/ 2.101

B2 2.119/ - / - 2.116/ - / - 2.120/ - / -

B3 2.177/ 2.154/ 2.146 2.172/ 2.145/ 2.141 2.173/ 2.139/ 2.149

Scys357 B1 -0.296/ -0.516/-0.618 -0.371/ -0.730/ -0.782 -0.381/ -0.641/ -0.627

B2 -0.285/ - / - -0.353/ - / - -0.360/ - / -

B3 -0.270/ -0.477/ -0.600 -0.349/ -0.728/ -0.777 -0.352/ -0.620/ -0.593

Porph B1 -0.835/ -0.618/ -0.500 -0.750/ -0.377/ -0.312 -0.744/ -0.466/ -0.475

B2 -0.841/ - / - -0.759/ - / - -0.756/ - / -

B3 -0.915/ -0.691/ -0.563 -0.820/ -0.407/ -0.350 -0.818/ -0.506/ -0.545

a The triple of numbers in each field refers to the QM/MM-optimized structure / the naked system in its protein

geometry / the naked system in its gas phase geometry.
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Figure 3.5: Calculated spin density (QM region R2, basis B3, 4A state) for the Sp,p, Sp,g, and Sg,g

case: individual spin density on sulfur ρ(S), group spin density on porphyrin ρgr(porph), averaged

spin densities on meso-carbon atoms ρav(Cm), and averaged spin densities on pyrrole nitrogens

ρav(N).

Figure 3.6: Plot of the α unpaired spin density (in red) from QM/MM calculations

(B3LYP/CHARMM, QM region R3, basis B3) in the 4A state. Color code: white, hydrogen; green,

carbon; dark blue, nitrogen; red, oxygen; yellow, sulfur.

calculations. These results on one hand demonstrate the ability of QM/MM methods to converge

a calculated property by increasing the size of the QM region stepwise. More important, however,

is that the pitfall of overstabilization of the sulfur radical state due to the lack of a polarizing

medium (as in isolated molecule calculations) is avoided. These results are consistent with small

model calculations using added NH3 molecules to mimic NH–S bonding in the protein pocket,

and a continuum solvation model to mimic the polarization by the electric field [34,44].

Table 3.7 lists the spin density distribution on the various positions of the porphyrin. An analogous

graphic representation for QM region R2 is presented in figure 3.5. It is obvious that as Cpd I is

moved from the gas phase to the protein environment, the spin densities increase by a factor of two

or even more on the meso carbon (Cm) and significantly also on the pyrrole nitrogen atoms. This

indicates that the porphyrin spin density is located in an orbital ofa2u character (as drawn in figure
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Table 3.7: Spin density distribution within the porphyrin ring for models R1 - R3 and basis sets

B1- B3 a.

4A state

R1 (SH) R2 (SMe) R3 (Cys)

Cα B1 -0.087/ -0.069/ -0.054 -0.079/ -0.043/ -0.031 -0.078/ -0.054/ -0.049

B2 -0.087/ - / - -0.077/ - / - -0.078/ - / -

B3 -0.089/ -0.072/ -0.056 -0.079/ -0.042/ -0.029 -0.080/ -0.054/-0.052

Cβ B1 -0.008/ -0.007/ -0.005 -0.007/ -0.004/ -0.002 -0.007/ -0.005/ -0.005

B2 -0.008/ - / - -0.007/ - / - -0.007/ - / -

B3 -0.008/ -0.007/ -0.005 -0.007/ -0.004/ -0.002 -0.007/ -0.005/ -0.005

Cm B1 0.229/ 0.167/ 0.123 0.205/ 0.099/ 0.065 0.202/ 0.127/ 0.117

B2 0.236/ - / - 0.209/ - / - 0.209/ - / -

B3 0.243/ 0.183/ 0.133 0.214/ 0.101/ 0.066 0.215/ 0.133/ 0.131

N B1 0.153/ 0.122/ 0.107 0.139/ 0.077/ 0.063 0.139/ 0.096/ 0.098

B2 0.149/ - / - 0.134/ - / - 0.135/ - / -

B3 0.150/ 0.122/ 0.107 0.134/ 0.067/ 0.057 0.135/ 0.086/ 0.096
2A state

R1 (SH) R2 (SMe) R3 (Cys)

Cα B1 0.076/ 0.055/ 0.041 0.068/ 0.029/ 0.020 0.068/0.039/ 0.039

B2 0.075/- / - 0.067/ - / - 0.067/- / -

B3 0.078/ 0.061/ 0.044 0.070/ 0.029/ 0.020 0.071/ 0.041/ 0.044

Cβ B1 0.005/ 0.004/ 0.003 0.005/ 0.001/ 0.000 0.005/ 0.003/ 0.003

B2 0.005/ - / - 0.005/ - / - 0.005/ - / -

B3 0.005/ 0.005/ 0.003 0.005/ 0.001/ 0.000 0.005/ 0.003/ 0.003

Cm B1 -0.226/ -0.161/ -0.116 -0.202/-0.090/ -0.063 -0.200/ -0.117/ -0.114

B2 -0.230/ - / - -0.207/ - / - -0.206/ - / -

B3 -0.238/ -0.178/ -0.127 -0.212/ -0.092/ -0.065 -0.212/ -0.125/ -0.129

N B1 -0.154/ -0.119/ -0.101 -0.139/ -0.068/ -0.058 -0.139/ -0.088/ -0.092

B2 -0.149/ - / - -0.135/ - / - -0.136/ - / -

B3 -0.166/ -0.133/ -0.113 -0.151/ -0.074/ -0.066 -0.152/ -0.095/ -0.106

a The triplet of numbers in each field refers to the QM/MM-optimized structure / the naked system in its protein

geometry / the naked system in its gas phase geometry. See figure 3.7 for the definition of the relevant atoms.
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1.4, section 1.2.3). The plot of the unpaired spin density, shown in figure 3.6, clearly confirms

that the unpaired spin density is nascent from single occupation of theπ∗(FeO) anda2u(porph)

orbitals.

3.4.2 Comparison of Different Snapshots

The influence of different conformations of the enzyme environment on the calculated electronic

properties of Cpd I can be assessed by comparing the results of QM/MM geometry optimizations

that start from different snapshots of the initial MD trajectory (see figure 3.2). We have selected

three such snapshots (after 29, 40 and 50 ps) and generated an additional structure from the second

snapshot by manipulating the side chain of Gln360 such that it forms an H-bond between its

NH(amide) group and the carbonyl oxygen of the backbone of Cys357, in order to quantify the

effect of this particular H-bond. Table 3.8 presents the most relevant H-bond distances in the

QM/MM optimized structures (QM region R3, basis set B3,2A state) and compares them with the

available X-ray data [12] for the heavy atom distances N–X and with estimated distances H–X (H-

positions optimized at the CHARMM force field level while keeping the heavy atoms fixed at the

X-ray positions). In the case of Leu358 and Gly359, the four calculated N–S distances between

the backbone peptide groups and the cysteinate sulfur are quite similar (variations within 0.04

Å and 0.08Å, respectively), and close to the X-ray values. Hence, the backbone conformation

of these two residues seems to be rather rigid. In contrast, the corresponding backbone peptide

group of Gln360 exhibits more conformational flexibility since the computed N–S distances to

the cysteinate sulfur change by up to 0.22Å between different snapshots: the H-bond geometry is

rather unfavorable in snapshots 29 and 50, and somewhat better in snapshot 40, although the N–S

distance still exceeds the X-ray value by 0.26Å. The side chain of Gln360 clearly does not form

an H-bond with the carbonyl oxygen of Cys357 in snapshot 29 and 50, and its orientation is also

unfavorable for this purpose in snapshot 40. This H-bond is present in the manipulated structure.

Figure 3.7 shows other selected geometrical parameters and spin densities for the QM/MM opti-

mized structures derived from the different snapshots. The Fe–O and Fe–N distances show only

negligible variations, in accordance with their very small sensitivity to the choice of QM region

and basis set (for snapshot 29, see above). The Fe–S bond again proves to be more flexible, it

ranges from 2.585/2.609 (4A/2A) to 2.547/2.569Å. The shortest bond is found for snapshot 40

with the manipulated side chain, the presence of this H-bond causes a slight shortening of 0.008

Å with respect to snapshot 40. In line with these findings, the calculated spin densities on the

FeO moiety are little affected by the different conformations, whereas those on porphyrin and

sulfur show some variation. Thus, the ratio of porphyrin:sulfur unpaired spin density in the quar-

tet changes from 0.67:0.28 in snapshot 29 to 0.72:0.23 in snapshot 40 with the manipulated side

chain. A plot of this ratio for the different snapshots is shown in figure 3.8. This shift of spin
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Table 3.8: Hydrogen bond distances [Å], for N–X [H–X], where X=S, except for the last column

with X=O. The first row gives the X-ray data (ref. [12]) with H-atoms added and optimized at the

force field level. The other rows present distances from QM/MM optimizations (model R3, basis

B3, 2A state).

backbone N–H· · · S(Cys357) side chain Gln360 amide

Leu358 Gly359 Gln360 N–H· · · O=C(Cys357)

X-ray(1DZ9)+H 3.51 [3.58] 3.23 [2.51] 3.31 [3.14] 3.00 [2.02]

snapshot 29 3.46 [3.35] 3.32 [2.42] 3.78 [3.81] 4.97 [5.44]

snapshot 40 3.45 [3.34] 3.40 [2.68] 3.57 [3.47] 3.15 [2.86]

snapshot 40a 3.49 [3.48] 3.33 [2.57] 3.56 [3.43] 2.77 [1.77]

snapshot 50 3.48 [3.43] 3.35 [2.48] 3.78 [3.65] 4.22 [4.50]

a Side chain of Gln360 manipulated to form H-bond with carbonyl oxygen of Cys357.
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Figure 3.7: Cpd I of P450cam (model R3, basis B3): QM/MM optimized geometries and spin

densities for different snapshots. The given values correspond to snapshot 29; snapshot 40;

snapshot 50; snapshot 40 with the manipulated Gln360 side chain conformation. a) LS state, b)

HS state.

density between sulfur and the macrocycle nicely reflects the differential stabilization of negative

charge on sulfur through the variations in the H-bond network. However, compared to the large

effect on the spin density that is observed when Cpd I is transferred to the gas phase, these changes

appear rather small, and one should stress that the qualitative results - namely that of a dominant

porphyrin radical character - remain the same for all snapshots.
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Figure 3.8: QM/MM calculated spin density (B3LYP/CHARMM, QM region R3, basis B3, 4A state)

on the porphyrin macrocylce (squares) and on the sulfur atom (circles) for different snapshots.

3.5 Discussion

The present study reveals some key aspects related to the electronic and geometric features of

Cpd I and how these features are influenced by the protein environment.

The geometric data in table 3.3 and energetic data (∆Erelax, figure 3.4) in table 3.4 show that Cpd I

inside the pocket is strained with respect to its relaxed gas phase geometry. This is especially

apparent for the model R3 that uses an extended part of the cysteine loop as a proximal ligand.

Thus, while in the gas phase, the small chain curls to form an internal NH· · ·O=C hydrogen bond,

within the protein pocket this interaction does not exist, and is replaced by another one from

Gln360. These results, as well as other indications from the pure MM calculations, show that

the protein pocket is not a malleable cavity, but a rather rigid matrix that provides a hydrogen-

bonding template that sustains the Fe–S bond. This is further emphasized by the Fe–S bond

shortening (table 3.3) and the increased electron density at sulfur (table 3.6) in the pocket with

respect to the gas phase. These results accord well with experimental observations [168,169,175]

that the hydrogen bonding machinery in the proximal pocket is essential for the stability of the

heme-thiolate species.

The spin density data in table 3.6 and figure 3.5 show that the protein environment, by stabilizing

charge density localization on the cysteinate sulfur, transforms Cpd I from a sulfur-centered radical

in the gas phase to a porphyrin centered radical cation. Our calculations thus support the experi-

mental assignment of the characterized Cpd I species of CPO [47] and HRP [50, 195], which are

porphyrin radical cations. Likewise, the recently probed Cpd I of CYP119 [30] exhibited UV/VIS

spectral features that are consistent with a ferryl porphyrin radical cation.

The analysis of the QM/MM calculated spin density distribution on the porphyrin macrocycle,

which are large on the nitrogen and Cm positions (see table 3.7 and figure 3.7) allows us to specify
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Figure 3.9: The nature of the Fe–S bond in Cpd I. (a) A VB mixing diagram. (b) A complementary

orbital mixing diagram of the Fe–S bond orbital.

the ground state of Cpd I asA2u, in agreement with EPR results for HRP [50]. The small amount

of spin density on other positions could suggest a small admixture ofA1u character, yet this cannot

be quantified within the present UKS approach. Consistent with experimental results for Cpd I

of HRP [48] and CPO [46], the present calculations predict the interaction between the ferryl

S = 1 and the porphyrinS′ = 1/2 spin to be on the order of several wave numbers. A definite

conclusion regarding the ground state multiplicity is thus difficult. Our best calculations, however,

favour the antiferromagnetic doublet state, consistent with the experimental results obtained for

Cpd I in these related enzymes [46, 48]. A more thorough DFT study of this energy difference,

employing single point calculations with larger basis sets, confirms this assignment. These results

are presented in chapter 6.

Interestingly, the spin density distribution suggests that the simplest model with the QM region

R1 gives results in terms of electronic structure that are similar to those obtained with the largest

QM region R3 (figure 3.7). This model may thus be used for more demanding calculations on

reaction mechanisms.

The interplay between the hydrogen-bonding situation around the thiolate ligand and the resulting

changes in the spin density distribution between the sulfurvs. the porphyrin is an important feature

(see figure 3.7) of Cpd I. As noted in section 1.2.3, the spin density distribution between sulfur

and porphyrin is commonly attributed to a “redox-mesomorphism” that can be conceptualized by

a simple valence bond (VB) mixing diagram (figure 3.9).

In this description, the species is a resonance hybrid of two forms:|a〉 involves a thiolyl radical

and a closed-shell porphyrin, while|b〉 involves a thiolate anion and a porphyrin radical cation.

At infinite Fe–S separation,|a〉 is considerably lower in energy. However, at the equilibrium

geometry the ion pair structure|b〉 is stabilized and approaches|a〉 energetically. In the gas phase,

|a〉 is still the lowest structure and the VB mixing leads to a Cpd I species which has a dominant

thiolyl radical character. As the species is placed in the protein pocket, the electric field and

the NH· · ·S hydrogen bonding stabilize preferentially the ion-pair form,|b〉, which becomes the

lowest VB structure. The VB mixing then leads to a Cpd I species that has a dominant porphyrin

radical-cation character as indeed revealed by the calculations.
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The interactions with the protein also strengthen the Fe–S bond. This complementary information

becomes more obvious from the orbital mixing diagram in figure 3.9b, which shows the alteration

in the nature of the Fe–S bond as the thiol center changes from a radical to an anion. In each case

the iron-oxo-porphyrin fragment has an empty hybrid orbital (a mixture ofdz2, pz, and s orbitals

on iron) pointing to the missing coordination site. This hybrid mixes with the pσ hybrid on sulfur

to form the Fe–S bond orbital. In the limiting case of a sulfur radical situation, the bond orbital

will contain a single electron, and the Fe–S bond will be a one-electron bond. However, when

the sulfur is in an anionic situation, the bond orbital is doubly occupied and the Fe–S bond is a

two-electron bond. Thus, the interactions in the protein pocket cause a transformation of the Fe–S

linkage from a weak one-electron bond to a stronger two-electron bond. This qualitative change

of the Fe–S bond is in line with the calculated shortening and strengthening of this bond [34,44].

The VB model in figure 3.9a further predicts that the stronger the electric field and the hydrogen

bonding, the more dominant will be the porphyrin radical-cation character. Figure 3.7 mirrors

this trend beautifully: when going from snapshot 29, in which Gln360 does not form an NH· · ·S
hydrogen bond, via snapshot 40, in which this hydrogen bond is present to some extent, all the

way to the manipulated structure in which Gln360 also forms an NH· · ·O=C hydrogen bond to

the cysteine, the corresponding porphyrin spin density in the doublet state changes from -0.818

to -0.874 with an opposite and concomitant change in the cysteinate spin density. This again

shows the extraordinary ability of Cpd I to accommodate its electronic structure to the protein

environment. These subtle changes predicted by the present calculations are in accord with re-

cent mutation studies [169, 175] concerning the role of the residues in the proximal pocket of

P450cam. These investigations revealed small changes in the reduction potential of the heme in the

Leu358Pro, Gln360Pro, and Gln360Leu mutants, which suggest that the corresponding hydrogen

bonding network serves to stabilize the heme-thiolate coordination and to regulate the redox po-

tential of the heme iron. One may thus expect that cysteinate-Cpd I species in different proteins

(with different H-bond patterns) will have different properties. It is yet to be unraveled whether

these differences are also expressed in the reactivity of different P450 isozymes and different

thiolate enzymes.

3.6 Conclusions

The present study characterizes the geometric and electronic structure of the elusive active oxidant

Cpd I of cytochrome P450. It highlights the advantage of performing QM/MM calculations for

such a task. The calculations provide information on the species in its specific protein environ-

ment, in this case P450cam, without the need to make assumptions about the nature and architecture

of this environment. In this respect, QM/MM calculations come as close as possible to being a



62 CHAPTER 3. THEORETICAL CHARACTERIZATION OF COMPOUND I

faithful partner to structural and spectroscopic determinations by experiment. An added advan-

tage is that these calculations offer important insight into the factors that govern the properties of

Cpd I, through comparisons with various gas phase models and through inspection of different

conformations within the protein pocket. We find that Cpd I is transformed by the protein envi-

ronment from a sulfur-centered radical to the4,2A2u porphyrin-centered radical cation (ca. 70%).

The hydrogen bonding machinery of the protein pocket shortens the Fe–S bond and strengthens

it. The best estimates of the Fe–S bond lengths in the2A2u/ 4A2u states are 2.569̊A/ 2.547Å. A

series of calculations on different conformations of the protein pocket shows that the balance of

the sulfur/porphyrin radical character and the precise Fe–S bond length are finely tuned by small

changes in the architecture of the pocket. Cpd I behaves therefore as a chameleon species that

adapts its electronic and structural character to the specific environment.



Chapter 4

Investigation of the Rebound Mechanism

4.1 Motivation and Background

While strong evidence has been found for the role of compound I (Cpd I) as the primary oxidant

in P450 catalyzed hydroxylation [7, 13], there is no consensus regarding the mechanistic details

of its reaction with hydrocarbons yielding alcohols. As discussed in section 1.2.4, experimen-

tal evidence such as partial scrambling of stereochemistry [54], allylic rearrangements [9], and

the high intrinsic isotope effects [55], suggest a stepwise hydrogen abstraction–oxygen rebound

pathway, depicted in figure 4.1. This mechanism implies the presence of a discrete radical inter-

mediate8 [1]. On the other hand, the results from radical clock experiments seem to exclude the

presence of such an intermediate and have been interpreted in terms of an effectively concerted,

non-synchronous oxygen–insertion reaction [63]. A mechanism that is capable to resolve the

seemingly contradictory experimental findings has been suggested by Shaik and coworkers on the

basis of theoretical considerations and model computations [64–68, 71]. This two-state reactivity

(TSR) scenario invokes two spin states, the low spin (doublet) and the high spin (quartet) state.

DFT calculations on model compounds indicate that the reaction involves hydrogen abstraction
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Figure 4.1: The rebound mechanism.
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on both spin surfacesvia essentially identical transition states (TSH, figure 4.1). The reaction

on the doublet surface then proceedsvia a barrierless recombination to give the product alcohol

complex9 and thus is effectively concerted. In contrast, the quartet pathway involves a signifi-

cant barrier for rebound and a genuine transition state (TSR) and thus represents a true two-step

reaction that gives rise to a discrete radical intermediate8. The TSR scenario for P450 mediated

hydroxylation gained support from further DFT calculations on different gas phase model com-

pounds [25,73–78]. However, these studies cannot account for the specific steric and electrostatic

interactions of the substrate with the protein pocket. For example, in P450cam, the substrate cam-

phor is positionally restrained by a hydrogen bond from Tyr96 to its carbonyl oxygen. In contrast,

previous investigations in the gas phase assumed that the substrate is mobile and can attack the

oxygen in the rebound phase from any conceivable conformation. Furthermore, it was demon-

strated that environmental effects, such as hydrogen bonds to the thiolate sulfur and medium

polarization, have a distinct impact on computed activation barriers in model calculations [36].

To test the TSR hypothesis, a QM/MM study is required that can realistically account for these

effects. In this chapter, the results of combined QM/MM calculations for the complete enzyme, as

well as from pure QM calculations on the isolated QM subsystems in the gas phase are reported

for the hydroxylation pathway as proposed in the TSR rebound mechanism. These calculations

characterize in detail the reaction pathway in the specific protein environment. By calculating

the energy profile for both, the LS and the HS reaction, we show that the hydrogen abstraction–

oxygen rebound pathway in two spin states (TSR) is in fact operational in P450cam mediated C–H

hydroxylation. The comparison to the analogous calculations in the gas phase allows us to inter-

pret factors that are considered to be relevant to the role of the protein environment in enzyme

catalysis.

4.2 Computational Methodology

4.2.1 QM Regions and Basis Sets

For QM/MM geometry optimizations, two different QM regions, R1pro and R3cam, were em-

ployed in the present study (see figure 4.2). These comprised the following atoms:

R1pro (51 QM atoms): Iron-oxo-porphyrin (without sidechains of the heme), sulfur of Cys357,

C4H, C5H2 and C6H2 of camphor. In the gas phase calculations, this corresponds to

[FeO(SH)(porph)] + propane.

R3cam (84 QM atoms): Iron-oxo-porphyrin (without sidechains of the heme), Cys357, CO group

of Leu346 and NH-CαH unit of Leu348, full camphor.
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Figure 4.2: Choice of QM regions R1pro, R3cam, R1pro-S1, and R1pro-S2.

Additionally, single point energy calculations were carried out with two QM regions that are

derived from R1pro but extend onto the propionate side chains of the heme, and the side chain of

the neighbouring Arg299 group. These QM regions are denoted R1pro-S1 and R1pro-S2 and are

also depicted in figure 4.2.

The basis sets used in the present investigations, are abbreviated as B1 and B4. Basis B1 is defined

in analogy to section 3.3. Basis B4 features the LACVP small-core effective core potential and

the associated basis set for iron [177]. The other atoms are assigned the 6-31G gaussian-type

basis set, augmented with a set of polarization and diffuse functions (6-31+G∗) on the six atoms

coordinated to iron, the C5 atom (6-31+G∗) and also on theH5
exo hydrogen atom (6-31++G∗∗) of

camphor [178–181].

4.2.2 Optimized Region

The QM/MM optimizations included the following set of residues of the active site.

Enzyme: Pro86, Phe87, Tyr96, Pro100, Thr101, Leu244, Gly248, Asp251, Thr252, Val295,

Asp297, Arg299, Phe350, His355, Leu356, Cys357, Leu358, Gly359, Gln360, Ile395,

Val396, heme

Camphor

Water: Wat61, Wat253, Wat325

This corresponds to a total of 442 optimized atoms.
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Figure 4.3: The simplified model used in the QM calibration study.

4.2.3 QM/MM Scheme

The QM/MM coupling scheme adopted in the present study was presented in detail in section

3.3. The QM part was treated with unrestricted Kohn-Sham DFT and the B3LYP density func-

tional [184, 185]. The CHARMM22 force field1 [146] was employed for the MM calculation.

The electrostatic embedding scheme and link atoms were used for the QM–MM coupling. The

calculations were done with ChemShell [190], TURBOMOLE [187,188] and DL-POLY [191] for

the QM/MM, QM and MM contributions, respectively.

All optimizations were carried out with the HDLCOPT optimizer [192] applying the default con-

vergence criteria (see appendix A.2). The rational function optimizer with the Powell update

(P-RFO) for an explicit hessian [192] was used in transition state optimizations. Unless otherwise

indicated, the reaction core2 was defined as the FeO subunit and C5 and H5
exo of camphor, and thus

contained 4 atoms.

4.2.4 QM Calibration Study

To probe the intrinsic accuracy of the DFT approach in describing the H-abstraction barrier, we

have carried out a calibration study employing different density functionals and basis sets. To this

end, we have chosen a simplified molecular model [FeO(SH)(NH3)4]+ + CH4 for the reaction,

shown in figure 4.3. This model system includes all essential features of the hydrogen abstraction

step,i.e., the oxoferryl moiety, the thiolate ligand and the octahedral coordination geometry of

the iron center with four nitrogen donors. The geometries of the model reactive complex16 and

the corresponding transition state16-TS were optimized with TURBOMOLE [187,188] using the

B3LYP density functional [184,185] and the SVP basis [188]. A frequency calculation confirmed

that the transition state structure has a single eigenmode with a negative eigenvalue. Single point

calculations were done using the popular pure GGA functionals BP86 [183,196] and BLYP [183,

185]. As alternatives to our standard choice B3LYP we also tested the B97 [197], and PBE0 [198]

hybrid density functionals. The B97 functional due to Becke contains ten linear coefficients which

1 Details about non-standard force field parameters are given in appendix B.
2 An explicit hessian is calculated for this subset of atoms.
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were optimized by a least-squares fit to energetical data from the G2 set. This functional contains

an amount of 20% exact exchange. The PBE0 functional is a parameter-free hybrid functional,

where the amount of 25% exact exchange was derived from purely theoretical arguments through

a perturbation theory argument. These DFT calculations were carried out with MOLPRO [199].

Additional basis sets employed for the single point energy calculations were the SV, SVP and

TZVP sets taken from the TURBOMOLE library [200, 201], the cc-pVDZ and cc-pVQZ basis

sets by Dunninget al. [202, 203], and a Wachters all electron basis set for iron [204] with an

additional diffuse d function [205] and a set of f polarization functions [206] in the contraction

[8s7p4d1f] .

4.2.5 Strategy

The QM/MM study involved potential energy surface (PES) scans and full geometry optimizations

of minima and saddle points along the reactive pathways. These were started from the Cpd I

species in the enzyme environment as described in chapter 3. The initial geometry was obtained

from optimizations with QM region R3 and basis B3 of snapshot 40. A second, full study of

the reaction pathway including PES scans and optimizations was carried out in the Jerusalem

group starting from the Cpd I geometry obtained for snapshot 29 [176]. The consistency of the

results obtained in the two independent studies confirmed that the optimized conformations are

representative for the reactive pathway under study.

The PES scans were essential to locate regions in the high-dimensional conformational space that

were close enough to the stationary points for our geometry optimizations to converge within a

reasonable time. The nature of the transition states as saddle points of first order (1 mode with a

negative eigenvalue) was confirmed by numerical calculation of the finite-difference-hessian for

the set of QM atoms (R1pro/B1).

The computationally demanding PES scans and frequency calculations were performed with the

smaller QM region R1pro and the B1 basis set. The fully optimized stationary points on this level

of theory were then reoptimized in the enzyme environment with the larger QM region R3cam

and basis B4.

In the following, the QM/MM scheme employed in a particular calculation will be denoted by the

expression QM region/basis set,e.g.R1pro/B1, or R3cam/B4.

To assess the influence of the protein environment on the QM subsystem, gas phase QM cal-

culations employing QM region R1pro and basis B1 were performed (i) as single point energy

calculations at the geometry of the system in the enzyme environment, and (ii), as full geometry

optimizations of the isolated species in the gas phase. In analogy to chapter 3, the former will be
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referred to asSp,g (the system in the gas phase at the protein geometry) and the latter asSg,g (the

system optimized in the gas phase).

4.3 Results

4.3.1 Hydrogen Abstraction

Starting from snapshot 40, the PES relevant to the hydrogen abstraction was scanned at the

R1pro/B1 level by the following procedure: the H5
exo atom of camphor was moved in steps of

0.15Å towards the oxo-atom, while the internal coordinate corresponding to the distance H5
exo–O

was constrained and the environment was minimized. This was done separately on the2A and
4A hypersurface. Figures 4.4a and 4.4b present plots of the energy profiles obtained from the

respective scans. The plots show the total QM/MM energy, as well as the individual QM and MM

contributions to the latter, as a function of the O–H distance. It is obvious that the QM/MM en-

ergy is clearly dominated by the QM contributions, which are due to the chemical bond-breaking

and bond-making process in the reactive subsystem. Apparently, the scans yield slightly different

conformations and energies at a given step along the O–H distance for the2A and 4A hypersur-

face (see figures 4.4a and 4.4b). Since the present approach, however, neglects conformational

sampling, the corresponding differences are not related to different energy profiles for the2A and
4A reaction, but merely reflect the high-dimensionality of the PES. Meaningful with respect to

activation energies are only the stationary points that were obtained from structures along the scan

by releasing the O–H bond constraint. From these free geometry optimizations we obtained a

reactive complex (RC), and the transition state for hydrogen abstraction (TSH). An analysis of the

geometries separately optimized for the2A and4A states shows that the structures in the different

spin states are in fact very close and correspond to completely analogous conformations of the

active site environment.

Table 4.1 summarizes the computed relative energies for the H-abstraction phase of the reaction.

We compare the QM/MM computed energies for the full systemEQM/MM(p, p), the QM energy

contribution to the latterEQM(p, p), the QM energy of the isolated QM subsystem in the gas phase

at the protein geometryEQM(p, g), and the QM energy of the isolated QM subsystem optimized

in the gas phaseEQM(g, g). Selected geometry data of the QM/MM and QM optimized structures

are shown in table 4.2. The spin densities, which serve as sensitive reporter of the electronic

structure, are listed in table 4.3.

The geometric and electronic structure of the reactive complex obtained in the QM/MM geometry

optimizations is very close to the initial structure, snapshot 40. The main difference is a change
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QM/MM

3 3 3 3 3 3
3

3

3

3

3

3
3

QM

+ + + + + +
+

+

+

+

+

+
+

MM

2 2 2 2 2 2 2

2 2 2 2
2

2

Figure 4.4: PES scan of the coordinate r(O− H5
exo), B3LYP/CHARMM, QM region R1pro,

basis set B1.
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Table 4.1: Relative energies [kcal/mol] of the stationary points along the H-abstraction reactive

pathway (snap 40: QM/MM optimized structure of snapshot 40; RC: reactive complex 7; TSH:

transition state for H-abstraction; hydroxo intermediate 8). Reference point is the reactive complex

on the 2A surface.

QM region

R1pro/B1 R3cam/B4

LS HS LS HS

7(snap 40) EQM/MM(p, p) a 3.2 3.1 1.6 1.6

EQM(p, p) b 1.0 0.9 1.8 1.8

EQM(p, g) c -e -e - -

EQM(g, g) d -e -e - -

R R'

HH'

Fe

O

S
R''

IV

7(RC) EQM/MM(p, p) a 0 -0.1 0 0.0

EQM(p, p) b 0 -0.1 0 0.1

EQM(p, g) c 0 -0.3 - -

EQM(g, g) d 0 0.0 - -

TSH EQM/MM(p, p) a 19.5 20.6 21.1 21.8

EQM(p, p) b 19.8 20.8 22.3 22.9

EQM(p, g) c 20.4 21.1 - -

EQM(g, g) d 19.5 19.5 - -

R R'

HH'

Fe

O

S
R''

(   )

8 EQM/MM(p, p) a 14.0 14.9 9.4 10.5

EQM(p, p) b 13.8 14.6 9.8 10.9

EQM(p, g) c 13.0 13.6 - -

EQM(g, g) d 12.0 12.5 - -

R
R'
HH'

Fe

O

S
R''

(    )

a QM/MM energy difference.b QM contribution to the QM/MM energy difference.c Energy differences of the

isolates species in the gas phase at the protein geometry.d Energy differences of the isolated species optimized in the

gas phase.e Snapshot 40 refers to the protein/solvent environment in the QM/MM calculations (no data given for the

gas phase species).
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in the conformation of the substrate, camphor, within the protein pocket. The internal geometry

parameters of the heme and camphor remain essentially the same, whereas the relative orienta-

tion of the two units changes notably. This change accounts for a small energy gain ofca. 2–3

kcal/mol. In the reactive complex, the angleθO−H−C is almost perfectly linear, much the same

as the geometry in the H-abstraction transition state. The stable conformation representing the

reactive complex indicates that the enzyme environment pre-organizes the substrate and Cpd I in

the pocket, yielding a geometry that is ideally suited for H-abstraction.

The transition states were calculated at the R1pro/B1 level to have a relative energy of (LS/HS)

19.5/ 20.7 kcal/mol with respect to the reactive complex. The nature of the transition states as

saddle points of first order was confirmed by numerical calculation of the hessian and vibrational

frequencies of all QM atoms, which gave one mode with a eigenvalues of (LS/HS) 811i cm−1 /

561i cm−1. The eigenmode corresponds to the expected motion of the hydrogen atom along the

C–H–O axis. The calculations using the larger QM region R3 and basis B4 gave similar, albeit

slightly higher activation energies of (LS/HS) 21.1/ 21.8 kcal/mol. We also confirmed by addi-

tional minimizations starting from the transition structures that this saddle point truly connects the

reactive complex (7) and hydroxo intermediate (8).

In the transition structure the H5exo–C5 distance is (LS/HS) 1.390/ 1.408̊A for R1pro/B1 and

1.359/1.369Å for R3cam/B4, while the corresponding distances for H5
exo–O are 1.158/ 1.154

Å and 1.195/ 1.188̊A. Hence, in the calculations employing the larger QM region, the transition

state occurs somewhat “earlier” on the reaction coordinate (rC−H − rO−H). In general, the tran-

sition state is closer to the product side,i.e. to the hydroxo intermediate8. Inspection of table

4.3 shows a shift of unpaired spin density mainly from the oxygen atom to C5 of camphor. The

unpaired spin density on iron is also decreased, although to a lesser extent, while the porphyrin

retains theπ cation radical character. Hence, the system aquires some FeIII character already in

the transition state. The reduction of spin density on iron and sulfur causes a concomitant shorten-

ing of the Fe–S bond length from (LS/HS) 2.573/ 2.552Å in the reactive complex to 2.533/ 2.523

Å in the transition state on the R3cam/B4 level. The H5
exo atom exhibits a small negative amount

of spin density in all calculations, consistent with previous model studies [25,65–68,73–78].

The activation energies computed for the isolated systems with QM region R1 and basis B1 in the

gas phase are very similar to the corresponding QM/MM results: For the isolated species in the

gas phase at the protein geometry (Sp,g), values of (LS/HS) 20.4/ 21.1 kcal/mol result. Optimizing

the system in the gas phase (Sg,g) leads to activation energies of (LS/HS) 19.5/ 19.5 kcal/mol,

hence the barriers are very close to the QM/MM results. A comparison of the electronic features

obtained in the enzyme and gas phase calculations reveals a few subtle changes. (i) In the gas

phase, there is significantly more spin density on the sulfur atom (as has already been discussed

for Cpd I, see chapter 3). For instance, the ratio of spin density porphyrin:sulfur in the HS reactive

complex (gas phase) is 44:56, as compared to 80:20 in the QM/MM calculations. (ii) In the gas
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phase transition state, the spin density distribution between iron and porphyrin is different in the

doublet and quartet states: In the LS state, the spin density on iron (porphyrin) is 0.963 (-0.437).

This species thus essentially retains the porphyrinπ cation radical and therefore adopts some FeIII

character. In contrast, the HS transition state exhibits a spin density on iron (porphyrin) of 1.269

(0.123), which resembles more a FeIV state, with minor porphyrinπ cation radical character. In

the QM/MM calculations both electronic states are of the FeIII-type. It thus seems that the enzyme

environment accounts for a stabilization of the porphyrinπ cation radical.

By changing the occupation of the orbitals in the KS determinant, we tried to model the FeIV-

type transition state also for the LS case in the gas phase, and for both the QM/MM structures.

However, due to the pronounced mixing of the frontier orbitals, the SCF calculation in all cases

converged back to the FeIII-type species.

Table 4.2: Selected structural data for the H-abstraction step (snap 40: QM/MM optimized struc-

ture of snapshot 40; RC: reactive complex 7; TSH: transition state for H-abstraction). Distances

in Å, angles in degree.

QM/MM Gas phase

R1pro/B1 R3cam/B4 R1pro/B1

LS HS LS HS LS HS

7(snap 40) rFe−O 1.654 1.656 1.628 1.628 - -

rFe−S 2.565 2.546 2.562 2.557 - -

rO−H 2.692 2.684 2.759 2.759 - -

rC−H 1.093 1.093 1.091 1.091 - -

R R'

HH'

Fe

O

S
R''

IV

θFe−O−H 110.0 110.6 111.2 111.4 - -

θO−H−C 133.0 133.4 132.9 132.9 - -

7(RC) rFe−O 1.654 1.656 1.626 1.627 1.650 1.652

rFe−S 2.568 2.545 2.573 2.552 2.602 2.580

rO−H 2.145 2.156 2.187 2.190 2.625 2.713

rC−H 1.093 1.093 1.091 1.091 1.098 1.098

θFe−O−H 129.7 129.6 129.7 130.3 135.7 133.3

θO−H−C 174.1 172.2 175.0 175.1 172.1 166.6

TSH rFe−O 1.794 1.789 1.763 1.761 1.774 1.758

rFe−S 2.533 2.536 2.533 2.523 2.487 2.400

rO−H 1.158 1.154 1.195 1.188 1.152 1.181

rC−H 1.390 1.408 1.359 1.369 1.371 1.362

R R'

HH'

Fe

O

S
R''

(   )

θFe−O−H 120.2 122.0 121.4 122.7 119.3 125.7

θO−H−C 166.4 166.9 167.6 167.8 170.6 171.6
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Table 4.3: Spin densities on selected atoms for the H-abstraction step (snap 40: QM/MM opti-

mized structure of snapshot 40; RC: reactive complex 7; TSH: transition state for H-abstraction).

QM/MM Gas phase

R1pro/B1 R3cam/B4 R1pro/B1

LS HS LS HS LS HS

snap 40 ρ(O) 0.919 0.963 0.880 0.901 - -

ρ(Fe) 1.201 1.062 1.306 1.154 - -

ρ(S) -0.242 0.201 -0.291 0.228 - -

ρgr(por)a -0.887 0.777 -0.892 0.712 - -

ρ(C) 0.002 0.003 0.001 0.002 - -

R R'

HH'

Fe

O

S
R''

IV

ρ(H) -0.001 -0.001 -0.002 -0.002 - -

RC ρ(O) 0.906 0.952 0.877 0.905 0.914 0.972

ρ(Fe) 1.213 1.071 1.310 1.142 1.182 1.052

ρ(S) -0.242 0.200 -0.295 0.225 -0.617 0.558

ρgr(por)a -0.889 0.776 -0.891 0.719 -0.503 0.437

ρ(C) 0.008 0.009 0.006 0.007 0.002 0.002

ρ(H) -0.004 -0.00 -0.005 -0.003 -0.001 -0.001

TSH ρ(O) 0.504 0.594 0.546 0.612 0.502 0.681

ρ(Fe) 1.038 0.887 1.157 0.947 0.963 1.269

ρ(S) -0.210 0.191 -0.257 0.211 -0.518 0.397

ρgr(por)a -0.827 0.761 -0.892 0.717 -0.437 0.123

ρ(C) 0.560 0.647 0.500 0.553 0.522 0.576

R R'

HH'

Fe

O

S
R''

(   )

ρ(H) -0.057 -0.060 -0.072 -0.066 -0.047 -0.035

a ρgr(por) denotes the sum of individual atomic spin densities on the atoms of the porphyrin macrocycle.
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In the light of the elusive nature of Cpd I and its high reactivity towards substrate hydroxyla-

tion, the computed barrier for the H-abstraction step ofca. 20 kcal/mol is surprisingly high.

Although there is no experimental value, current estimates are in the range of approximately 12

kcal/mol [207]. Furthermore, the present comparative QM/MM and gas phase QM calculations

indicate that the height of the barrier is not influenced much by the enzyme environment, which

again is unexpected regarding the efficiency of the enzyme catalyzed reaction. In view of this

situation, we deemed it necessary to explore factors that could possibly account for an artifi-

cially high barrier in our calculations. The following issues have been investigated and will be

addressed in detail in the following sections: (i) the QM regions considered in our previous stud-

ies did not include the propionate side chains of the heme. However, the enzyme could effect

transition state stabilizationvia a charge-transfer mechanism involving these negatively charged

groups. This would imply that the electrostatic interactions of the protein salt-bridges with the

propionate-carboxylate groups are intensified in the transition state, thus preferentially stabilizing

the transition state with respect to the reactant. In effect, this would lower the barrier. (ii) Our

computed activation energies do not incorporate thermal effects such as zero-point-energy (ZPE)

corrections. However, in the transition state, the energy equivalent of one C–H bond vibration is

lost with regard to the equilibrium structures, which is expected to lower the barrier significantly.

(iii) Finally, the intrinsic accuracy of the QM method in our computational approach to describe

the potential energy of the H-abstraction reaction was investigated by means of calibration studies

on a simplified model system.

Another factor that has not been considered in the present work are tunneling effects, which may

be expected to effectively lower the observed barrier for H-abstraction.

Porphyrin Sidechains

The interaction of the protoporphyrin IX propionate side chains with neighbouring positively

charged protein residues is shown in figure 4.5. In the previously discussed calculations (vide

supra) using QM regions R1pro and R3cam, the side chains and their environment were included

in the MM calculation. Since the electrostatic force field terms are calculated from non-polarizable

atomic charges, this approach cannot account for charge transfer to these groups. Therefore, we

have performed single point energy calculations in the enzyme environment and in the gas phase,

employing two larger QM regions that extend onto the side chains. The geometries were obtained

from QM/MM optimizations at the R1pro/B1 level. The first QM region R1pro-S1 includes both

propionate side chains of the heme (see figure 4.2). The second QM region R1pro-S2 additionally

incorporates part of the Arg299 side chain. Only the4A state was investigated.

The calculated QM activation energies∆EA, spin densitiesρ, and Mulliken atomic chargesQ

for QM regions R1pro-S1 and R1pro-S2 are collected in table 4.4. In the case of the QM/MM
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Figure 4.5: The salt bridges to the propionate side chains.

Table 4.4: QM/MM vs. gas phase single point energy calculations on R1pro/B1 optimized ge-

ometries including the propionate side chains in the QM region, 4A state, QM activation energies

∆EQM
A (kcal/mol), unpaired spin densities ρ, and Mulliken atomic charges Q [e].

R1pro-S1 R1pro-S2

QM/MM gas phase QM/MM gas phase

∆EQM
A 20.5 25.1 21.0 24.8

RC ρ(O) 0.909 0.909 0.953 0.936

ρ(Fe) 1.074 1.164 1.070 1.112

ρ(S) 0.189 0.154 0.209 0.325

ρgr(por)a 0.784 0.773 0.767 0.634

ρgr(Oprop)b 0.001 0.902 0.000 0.512

Qgr(Oprop)c -2.811 -1.927 -2.746 -2.099

TSH ρ(O) 0.597 0.584 0.600 0.600

ρ(Fe) 0.888 0.968 0.888 0.937

ρ(S) 0.198 0.161 0.205 0.304

ρgr(por)a 0.751 0.770 0.744 0.630

ρ(C) 0.646 0.621 0.646 0.630

ρgr(Oprop)b 0.000 0.868 0.000 0.482

Qgr(Oprop)b -2.814 -1.944 -2.748 -2.115

a The sum of individual atomic spin densities on the atoms of the porphyrin macrocycle.b The sum of individual

atomic spin densities on the oxygen atoms of the propionate side chains.c The sum of Mulliken atomic charges of

the oxygen atoms of the propionate side chains.
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single point calculations, we give the QM contribution to the barrier, because this relative energy

reflects the electrostatic energy contributions that we are interested in (recall that in the present

approach, the QM–MM electrostatic interactions are included in the QM energy). In the QM/MM

calculations, the barriers for H-abstraction are 20.5 and 21.0 kcal/mol for R1pro-S1 and R1pro-

S2, respectively. Hence, they are almost identical to the barriers obtained for QM regions R1pro

and R3cam (20.9 and 22.8 kcal/mol, respectively, see table 4.1). The differences in QM/MM

calculated Mulliken spin densities (Mulliken atomic charges) on the carboxylate oxygens between

the reactive complex and transition state are 0.001 (0.003 e) and 0.000 (0.002 e) for R1pro-S1

and R1pro-S2, respectively. This demonstrates that there is no significant charge transfer to the

carboxylate groups in the transition state, which could account for a selective stabilization of the

transition state with respect to the reactive complex.

On the other hand, the calculated barriers in the gas phase are 25.1 and 24.8 kcal/mol, respec-

tively. The increased spin densities and decreased atomic charges indicate that the localization

of electronic charge on the carboxylate groups is unfavourable in the gas phase. For R1pro-S1,

where there is no stabilization of the negative charge on the carboxylate group, the total spin den-

sity on the propionate oxygen atoms is (RC/TSH) 0.902/0.868 while the total Mulliken charge is

(RC/TSH) -1.927/-1.944. Hence, there is significantly less electron density on these groups as

compared to the QM/MM calculations. In R1pro-S2, the H-bonds provided by the arginine side

chain group account for a smaller unpaired spin densitiy of (RC/TSH) 0.512/0.482 and higher

electronic charge of -2.099/-2.115 on this group of atoms. The loss of the polarizing environment

in the gas phase calculations indeed increases the energy of the transition state more than that of

the reactive complex, resulting in higher calculated barriers. However, this effect is not present in

the QM/MM calculations: Qualitatively the same barriers are retrieved for all QM regions R1pro,

R3cam, R1pro-S1 and R1pro-S2,i.e. regardless of the inclusion of the propionate side chains.

Hence, the higher barriers of approximately 25 kcal/mol in the gas phase for the QM systems

R1pro-S1 and R1pro-S2 are obviously an artifact of the lacking polarizing environment in these

calculations. In summary, the inclusion of the propionate side chains into the QM region does not

affect the results obtained at the QM/MM level, but leads to inconsistent results for the isolated

gas phase species.

Zero-point vibrational corrections

Vibrational energies of the reactive complex and the transition state TSH were obtained from

frequency calculations of the isolated species in the gas phase using QM region R1 and basis

B1, for the2A as well as the4A state. These calculations predict that the zero-point energy (ZPE)

decreases by 4.3 kcal/mol and 4.1 kcal/mol, in the LS and HS states, respectively, when going from

the reactive complex to the transition state. This loss of vibrational energy can be rationalized by
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Figure 4.6: Optimized geometries (B3LYP/SV(P)) of the model compound in the reactive complex

16 and the transition state 16-TS. Distances in Å, angles (oblique numbers) in degree.

the fact that the energy of the C–H vibration of theC5 − H5
exo bond in the reactant is missing in

the transition state.

Inclusion of zero-point energy leads to barriers of (LS/HS) 15.2/15.4 kcal/mol for the gas phase

reaction. It is reasonable to assume that the effect is analogous in the enzyme environment, be-

cause it is mainly due to the loss of the C–H vibrational energy within the substrate. Applying the

gas phase ZPE correction to the QM/MM calculated activation energies yields estimates for the

barriers of (LS/HS) 15.2/16.5 kcal/mol at the R1pro/B1 level and (LS/HS) 16.8/17.7 kcal/mol at

the R3cam/B4 level.

QM calibration study

The QM calibration study served to explore the intrinsic accuracy of the DFT method in de-

scribing the H-abstraction barrier and employed the simplified molecular model depicted in fig-

ure 4.3. A closely related nonheme FeIV=O complex has recently been characterized by X-ray

crystallography [208]. This complex, [Fe(O)(TMC)(NCCH3)]2+ (TMC = 1,4,5,11-tetramethyl-

1,4,8,11-tetraazacyclotetradecane), features a Fe–O bond length of 1.646(3)Å and four equatorial

amino-ligands with an average Fe–N bond distance of 2.091Å, in close agreement with the opti-

mized geometry calculated for16. The electronic ground state of the cationic ferryl complex is a

triplet (S = 1) with two unpaired electrons occupying d-pπ∗ orbitals, and hence isoelectronic to

the ferryl oxene moiety in Cpd I. The B3LYP/SV(P) optimized geometries and selected geometric

parameters of the model reactive complex16and transition state16-TS are shown in figure 6.2.

Subsequent to the full geometry optimizations, single point calculations using different density

functionals and basis sets were performed. The results are summarized in table 4.5. The B3LYP
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calculated barriers with basis sets B1 and B4 are 22.7 and 19.5 kcal/mol, respectively. They are

close to the barriers obtained for the full systems (R1pro/B1, Sg,g: 19.5 kcal/mol both for2A and
4A state). This underscores the fact that the chosen simple model is realistic.

Applying different density functionals with the same large basis set (AE1, 508 basis functions)

yields activation energies ranging from 25.2 kcal/mol (BLYP) to 15.1 kcal/mol (PBE0). The pure

GGA functionals BP86 and BLYP give the highest barriers of 22.4 and 25.2 kcal/mol, respectively.

The admixture of exact exchange apparently reduces the barrier. Hence, the B3LYP and B97

functionals which both contain 20% exact exchange predict barriers of 19.5 and 20.1 kcal/mol,

respectively. The smallest barrier is obtained with the PBE0 functional, containing 25% exact

exchange.

Table 4.5: Activation energies [kcal/mol] for H-abstraction in the model system (see figure 4.3) for

different density functionals and basis sets.

Different density functionals, basis AE1a

BP86 BLYP B3LYP B97 PBE0

22.4 25.2 19.5 20.1 15.1

Different basis sets, B3LYP density functional

B1 B4 SV SVP TZVP AE2b

22.7 19.5 25.4 21.7 21.4 19.3

a AE1: Fe Wachters all electron [8s7p4d1f] + cc-pVTZ on others (508 basis functions).
b AE2: Fe:Wachters[8s7p4d1f], others:cc-pVQZ without g functions (892 basis functions).

The barriers calculated with the B3LYP density functional and different basis sets exhibit a clear

trend. The simple double-ζ quality basis sets give the highest barriers (SV: 25.4 kcal/mol, B1:

22.7). The addition of polarization and/or diffuse functions reduces the relative energy by 3-4

kcal/mol (SVP: 21.7 kcal/mol, B4: 19.5 kcal/mol), whereas an increased flexibility in the valence

region has only a minor effect (TZVP: 21.4 kcal/mol). The largest basis set AE2 which employs

a Wachters basis for iron with additional f-polarization functions and a quadruple-ζ basis set with

polarization up to f-functions on the other atoms (892 basis functions total) gives a barrier of 19.3

kcal/mol. One may thus conclude that basis B4, that is also used in the studies on the full system,

provides essentially converged B3LYP results with respect to basis set size.

Conclusion

The results presented in the preceeding sections lead to the following conclusions: (i) The QM/MM

calculated barrier for hydrogen abstraction is not affected significantly by an extension of the QM

regions onto the propionate side chains of the heme. The results obtained with QM regions R1pro
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and R3cam are thus reliable. Larger QM regions including the propionate side chains give in-

consistent results if only the isolated gas phase systems are considered. (ii) Accounting for ZPE

corrections obtained at the R1pro/B1 level for the isolated gas phase species lowers the calculated

barriers byca. 4 kcal/mol. This large effect can be understood on the basis of the vibrational

energy of one C–H bond that is being lost in the transition state. (iii) The calculated barrier is very

sensitive to the choice of the density functional: we observe variations ofca. 10 kcal/mol. The

basis set B4 provides B3LYP results close to the basis set limit.

Tunneling effects may be expected to further lower the effective barrier. For example, Truhlar,

Gao and coworkers applied variational transition state theory with explicit treatment of quantum

mechanical tunneling to the proton-abstraction catalyzed by enolase and methylamine dehydro-

genase, and the hydride-transfer reactions catalyzed by liver alcohol dehydrogenase and xylose

isomerase [209]. They found that tunneling reduces the barriers by 0.3, 2.4, 0.8, and 1.1 kcal/mol,

respectively. Since the H-abstraction studied in the present work represents a comparable situ-

ation, one may expect a reduction of the observed barrier for H-activation on the order of 0–3

kcal/mol through tunneling effects.

4.3.2 The Hydroxo Intermediate

QM/MM geometry optimizations at the R1pro/B1 level that were started from the PES scans

described in section 4.3.1 at short distances r(H5
exo–O) lead to the intermediate species8. This

system has been identified in previous gas phase DFT calculations [25, 64–68, 73–78, 210] as an

iron-hydroxo complex and the loosely coordinated substrate radical, nascent from the hydrogen

abstraction.

The intermediate cluster8 is characterized by four MOs with similar energy, hosting a total of

five electrons. This electronic situation is schematically depicted in figure 4.7. Two of these MOs

consist of the two dxz and dyz orbitals of the iron atom, mixing with the oxygen px and py or-

bitals. The third orbital is the mixed porphyrin-a2u and pσ(S) orbital discussed in chapter 3, while

the fourth orbital is a p-type orbital mainly localized at the C5 atom of camphor. This orbital is

denotedφ(C5) in the following. As a consequence of this near-degeneracy of orbitals, there are

several low-lying electronic states. Essentially, two electronic configurations, shown in figure 4.7,

are relevant to the representation of the ground state. In the first, one of the three unpaired elec-

trons is mainly localized at the iron center (and delocalized on the coordinating oxygen), another

one, in thea2u/pσ(S) orbital, is delocalized over the porphyrin and thiolate ligand, and the third

one occupies theφ(C5) orbital. This electronic structure corresponds to iron being in the formal

oxidation stateIII (see figure 4.7). As discussed previously [210], a second electromer with a

low energy exists that has two unpaired electrons in d-orbitals of iron and the third one inφ(C5).
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Figure 4.7: The hydroxo intermediate 8: orbitals and occupations. The electron spin symbol in

parantheses denotes the corresponding LS configuration.

In this species, the formal oxidation state of iron isIV and there is only residual unpaired spin

density on porphyrin and sulfur ligands (see figure 4.7).

Another (UKS broken symmetry) determinant with a different electronic configuration also gives

rise to an energetically low-lying FeIII electromer with doublet multiplicity. This determinant

has a spin-up (α) electron in the porphyrina2u-type orbital and a spin-down (β) electron in the

φ-orbital centered on C5 of camphor. We have performed QM/MM optimizations on this species

using QM region R3 and basis B4 and found it to be higher in energy by 0.36 kcal/mol as com-

pared to the FeIII LS species discussed above and shown in figure 4.7. The optimized geometries

of the two systems are virtually identical. Because the configuration displayed in figure 4.7 gives

the lower energy it is apparently better suited to describe the FeIII LS ground state and all calcu-

lations reported here on this state employed this configuration.

We have also performed geometry optimizations of the sextet (S = 5/2) state on the R1pro/B1

level. The optimized species is higher in energy by 6–7 kcal/mol as compared to the two energet-

ically close-lying doublet and quartet states and thus is not considered further at this stage.

The FeIII and FeIV electromers were optimized in their LS and HS states respectively. The result-

ing relative energies are given in table 4.6. Relevant geometry data are listed in table 4.7, while

unpaired spin densities are summarized in table 4.8. Again, we compare the QM/MM results at

the R1pro/B1 level to the analogous isolated system in the gas phase. To qualitatively explore

the nature of the lowest electronically excited states in each species, we have carried out time-

dependent DFT (TDDFT) calculations for QM region R1 and basis B1. The TDDFT excitations

were calculated both for the system in the enzyme environment (Sp,p) and the isolated gas phase
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Table 4.6: Relative energies [kcal/mol] of electromers of the hydroxo intermediate 8.

R1pro/B1 R3cam/B4

LS HS LS HS

FeIII EQM/MM(p, p) a 0 0.86 0 1.08

EQM(p, p) b 0 0.81 0 1.09

EQM(p, g) c 0 0.56 - -

EQM(g, g) d 0 0.89 - -

FeIV EQM/MM(p, p) a 1.12 1.96 2.55 3.28

EQM(p, p) b 1.29 1.55 3.07 3.43

R
R'
HH'

Fe

O

S
R''

(    )

EQM(p, g) c -2.28 -1.73 - -

EQM(g, g) d -2.54 -2.08 - -

a QM/MM energy difference.b QM contribution to the QM/MM energy difference.c Energy differences of the

isolates species in the gas phase at the protein geometry.d Energy differences of the isolated species optimized in the

gas phase.

species (Sg,g). The Sp,p TDDFT calculations are based on geometries optimized at the QM/MM

(R1pro/B1) level in the protein environment. The electron densities that enter the TDDFT cal-

culations have been determined in the presence of the polarizing point charge field representing

the surrounding enzyme. The gas phase excitations (Sg,g) are calculated at the geometry fully

optimized in the gas phase. Apart from yielding information about the excited states, these calcu-

lations also served to confirm the stability of the UKS determinants used to describe the ground

state. Table 4.9 and 4.10 list the calculated excitations below 1 eV in the HS and LS states,

respectively.

The relative energies presented in table 4.6 reveal that the FeIII and FeIV electromers are close in

energy. Generally, the LS states are slightly preferred over the analogous HS states. QM/MM cal-

culations at the R1pro/B1 level predict the FeIII state to be the ground state, with the FeIV state ly-

ing only (LS/HS) 1.12/1.10 kcal/mol higher in energy. When the larger QM region R3cam is used,

the gap is somewhat increased (2.55/2.20 kcal/mol). The dominant contributions to this small

energy differences come from the QM calculation (R1pro/B1: 1.29/0.75 kcal/mol; R3cam/B4:

3.07/2.34). Interestingly, the ordering of the states is reversed in the gas phase: Without polariz-

ing point charge environment (Sp,g), the FeIV electromer is more stable than the FeIII species by

(LS/HS) 2.28/2.29 kcal/mol. As is obvious from the data in table 4.6, geometry optimization in

the gas phase (Sg,g) has only a minor effect on the relative energies of FeIII vs. the FeIV state. It

is thus the polarizing effect of the enzyme environment that stabilizes the FeIII electromer. This

finding is in accord with DFT model calculations by Filatovet al. [210], who demonstrated that

a polarizing continuum environment stabilizes the FeIII porphyrin radical ration state. This effect
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was attributed to the larger dipole moment of the latter as compared to the FeIV species.

Table 4.7: Selected structural data for hydroxo intermediate 8. Distances in Å, angles in degree.

QM/MM Gas phase

R1pro/B1 R3cam/B4 R1pro/B1

LS HS LS HS LS HS

FeIII rFe−O 1.823 1.818 1.821 1.812 1.820 1.813

rFe−S 2.497 2.495 2.433 2.456 2.474 2.445

rO−H 0.989 0.990 0.971 0.973 0.986 0.985

rC−O 2.980 3.028 3.117 3.154 3.190 3.310

θFe−O−H 111.5 112.3 109.0 111.0 111.8 112.2

ΘC−O−Fe−H -15.1 -12.4 -27.6 -14.0 -17.3 -10.5

FeIV rFe−O 1.784 1.793 1.781 1.787 1.796 1.801

rFe−S 2.454 2.445 2.414 2.405 2.366 2.357

R
R'
HH'

Fe

O

S
R''

(    )

rO−H 1.000 0.994 0.982 0.978 0.995 0.990

rC−O 2.955 3.001 3.065 3.110 3.041 3.008

θFe−O−H 117.8 116.5 114.8 113.6 117.7 117.0

ΘC−O−Fe−H -11.6 -11.8 -12.2 -9.6 -4.1 -11.8

The differences in the electronic structures of the FeIII vs. the FeIV state are also manifest in

the respective optimized structures. Most notably, the bond distances to the axial ligands are

decreased in the FeIV electromer. This effect may be rationalized by the smaller Pauli repulsion

of the electrons occupying the Fe–ligandσ bonds with the dxz/dyz electrons [210].

The dihedral angle C5–O–Fe–H determines the relative position of the C5 atom with respect to the

plane spanned by the atoms O–Fe–H. This parameter is important since it indicates from which

position the carbon radical will attack the oxygen atom in the rebound phase. This dihedral angle

is found to be negative, ranging from -10 to -28 degrees in the QM/MM optimized structures.

Hence, there is a clear preference for one conformation, indicating that attack in the rebound step

will occur from one side of the O–Fe–H plane only.

The unpaired spin densities summarized in table 4.8 conform to the electronic structures discussed

above: The FeIII (FeIV) species is typified by a spin density equivalent of approximately one (two)

unpaired electron(s) on the iron center. The results obtained for the isolated species in the gas

phase show little influence of environmental effects for the FeIV case, while the FeIII electromer

exhibits the expected shift of spin density from the porphyrin ring to the sulfur atom.

The TDDFT calculations reveal several interesting features. Generally, the canonical orbitals

obtained from the HS calculation mix less than those of the LS species and the excitations are
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Table 4.8: Spin densities on selected atoms for the hydroxo intermediate 8.

QM/MM Gas phase

R1pro/B1 R3cam/B4 R1pro/B1

LS HS LS HS LS HS

FeIII ρ(O) 0.135 0.219 0.085 0.175 0.094 0.244

ρ(Fe) 1.020 0.877 1.120 0.905 1.005 0.922

ρ(S) -0.169 0.151 -0.154 0.142 -0.478 0.443

ρgr(por)a -0.881 0.811 -0.896 0.810 -0.586 0.437

ρ(C) 0.955 1.012 0.876 0.976 0.994 1.034

ρ(H) 0.001 0.001 -0.006 0.004 0.006 -0.003

FeIV ρ(O) 0.215 0.275 0.236 0.250 0.260 0.320

ρ(Fe) 1.933 1.981 2.042 2.122 1.830 1.803

R
R'
HH'

Fe

O

S
R''

(    )

ρ(S) -0.117 -0.088 -0.140 -0.116 -0.023 0.035

ρgr(por)a -0.119 -0.123 -0.213 -0.217 -0.134 -0.122

ρ(C) -0.950 0.982 -0.928 0.952 -0.963 0.993

ρ(H) -0.021 0.029 -0.005 0.017 -0.017 0.018

a The sum of individual atomic spin densities on the atoms of the porphyrin macrocycle.

thus easier to interpret in terms of MOs in the4A case. Table 4.9 lists the excitations in the
4A species below 1 eV together with an analysis of the corresponding transitions. The HS FeIII

species exhibits a number of excitations with comparably low energy into the unoccupiedβ-a2u

spin-orbital. The first excited state (0.45 eV) corresponds to theΠ sulfur radical, while theA1u

porphyrin cation radical state is obtained at 0.55 eV. Thedxz → a2u transition gives rise to the

FeIV species and dominates the transitions at 0.85 and 0.99 eV. In the gas phase, theΠ sulfur

radical state has a slightly lower excitation energy (0.39 eV), reflecting the lacking stabilization of

charge on the sulfur atom through the polarizing enzyme environment. In contrast, theA1u state is

calculated at a higher energy in the gas phase (0.82 eV). As discussed above, the global minimum

in the gas phase corresponds to the FeIV state. In line with these findings, excitations giving rise

to the FeIV species (dxz → a2u) are calculated at significantly lower energy in the gas phase,i.e.

at 0.58 and 0.78 eV.

The lowest excitation calculated for the HS FeIV species is obtained at (enzyme/gas phase) 0.72/-

0.93 eV and is dominated by thedx2−y2 → dxz transition. The next higher excited state (0.94/0.99

eV) is characterized by thea2u → dxz excitation and corresponds to the FeIII state. Regarding

these low excitation energies, interconversion of the FeIII and FeIV states is likely under ambient

conditions. Moreover, one may expect some population of FeIII Π sulfur radical andA1u porphyrin

cation radical states.
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Table 4.9: TDDFT excitation energies (QM region R1, B3LYP, basis B1) for the hydroxo intermedi-

ate in the HS (4A) state. Geometries are optimized at the R1pro/B1 level. Comparison of QM/MM

and gas phase calculations.

species no. E[eV] excitation c2

QM/MM

FeIII 1a 0.45 β pπ → a2u 87

2a 0.55 β a1u → a2u 88

3a 0.59 β dxz → π∗(porph) 28

β dxz → dyz 21

4a 0.80 β dx2−y2 → π∗(porph) 24

β dx2−y2 → dyz 18

β dxz → a2u 18

5a 0.85 β dxz → a2u 67

6a 0.99 β dxz → a2u 76

FeIV 1a 0.72 β dx2−y2 → dxz 51

β dx2−y2 → dxz 31

2a 0.94 β a2u → dxz 88

3a 0.98 α a2u → dz2 83

Gas phase

FeIII 1a 0.39 β pπ → a2u 82

2a 0.58 β dxz → a2u 45

β dxz → dyz 20

3a 0.78 β dxz → a2u 38

β dxz → dyz 21

4a 0.82 β a1u → a2u 99

5a 0.91 β dx2−y2 → dyz 43

FeIV 1a 0.93 β dx2−y2 → dxz 37

β pπ → dxz 19

2a 0.99 β a2u → dxz 47

β pπ → dxz 15
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Table 4.10: TDDFT excitation energies (QM region R1, B3LYP, basis B1) for the hydroxo inter-

mediate in the LS (2A) state. Geometries are optimized at the R1pro/B1 level. Comparison of

QM/MM and gas phase calculations.

species no. E[eV] excitation c2

QM/MM

FeIII 1a 0.47 α dxz, φ→ a2u 50

α a1u → a2u 29

α pπ → a2u 19

2a 0.53 α dxz, φ→ a2u 47

α pπ → a2u 31

α a1u → a2u 20

3a 0.57 α a1u → a2u 50

α pπ → a2u 49

4a 0.73 β dxz → dyz 54

5a 0.91 β dx2−y2 → dyz 54

FeIV 1a 0.82 β dx2−y2 → dz2 75

2a 0.95 β a2u → dz2 91

Gas phase

FeIII 1a 0.38 α pπ → a2u 77

2a 0.43 α φ, dxz → a2u 90

3a 0.74 β dxz → dyz 62

4a 0.82 α a1u → a2u 99

5a 0.94 β dx2−y2 → dyz 53

FeIV 1a 0.98 β dx2−y2 → dxz 59
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The TDDFT calculations on the LS states are summarized in table 4.10. Qualitatively, the results

are very similar to the HS case discussed above. For example, the lowest excitations of the FeIII

species are dominated by transitions into the emptyα-a2u spin-orbital. In the enzyme environment,

however, the first transition is dominated by a dxz → a2u transition, corresponding to a FeIV-

type excited state, albeit with another occupation pattern than the one shown in figure 4.7. This

transition also dominates the 2a excitation, but there is also a significant contribution from the

pπ → a2u excitation, giving rise to the sulfurΠ radical state. The latter transition clearly dominates

the lowest excited state in the gas phase. This emphasizes again the stabilization of electronic

charge on the sulfur atom in the enzyme environment.

The present TDDFT calculations on one hand serve to confirm that the considered configurations

correspond to the electronic ground state of the discussed electromers. This is not a trivial issue,

since in the present system, with high local symmetry and several possible occupations, the present

approach might have converged to unstable solutions of the Kohn–Sham equations. On the other

hand, and more importantly, the calculations demonstrate that several electronic states exist below

1 eV. This is due to the presence of nearly degenerate orbitals on both the ligands and the iron atom.

The calculated excitation energies are not regarded as being quantitatively accurate, but they do

indicate that several electronic states may be populated at ambient conditions and contribute to the

reactivity of the system. The consequences of such a multi-state-scenario are yet to be explored.

4.3.3 The Rebound Step

In the second phase of the rebound mechanism – the rebound step – the camphor radical and the

hydroxo complex8 recombine to give the product alcohol complex9. Two internal coordinates

are relevant to the PES of this process: the dihedral angleΘ(C5–Fe–O–H5) and the distance r(C5–

O). The true reaction coordinate that connects8 and 9 is a combination of these two internal

coordinates (of the formc1r+c2Θ). Since a two dimensional scan is too expensive for the present

level of theory, the PES of the HS and LS state for snapshot 40 have been scanned following both

internal coordinates separately, while fully optimizing all other degrees of freedom. The results

of the scan along r(C5–O) for the LS state are shown in figure 4.8a. After the two fragments have

approached each other to a distance of r(C5–O)= 2.67 Å, the hydroxyl group flips around the Fe–

O axis such that a free coordination site at the oxygen atom is present for the substrate radical to

attack. Beyond this point the two fragments collapse in an exothermic fashion to give the alcohol

complex9. The highest QM/MM energy obtained from the scan corresponds to a barrier of 1.7

kcal/mol with respect to the hydroxo intermediate. We have performed frequency calculations and

transition state searches starting from this conformation. However, the vibrational analysis gave

no mode with a negative eigenvalue and the transition state searches failed to locate a stationary

point. It is thus likely that the small barrier obtained from the scan is due to a “hysteresis” effect
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of the scan procedure.

We could not carry out a PES scan of the dihedral angleΘ(C5-Fe-O-H5) on the LS surface3. How-

ever, when this dihedral was slightly increased manually from−15 to−45 degree, free geometry

optimizations directly led to the product complex. This indicates that the process is barrierless

once the OH group has slightly rotated and the oxygen atom becomes accessible for attack by the

substrate radical. Hence, consistent with previous gas phase studies, all our results indicate that

this process has a small – if any – barrier.

Table 4.11: PES scan of the coordinate r(C5−O) on the 4A surface, B3LYP/CHARMM, QM region

R1pro, basis set B1. Distance in Å, dihedral angle in degree; relative QM/MM energy with QM

and MM contributions in kcal/mola.

r(C5–O) Θ(C5–Fe–O–H5) ∆E(QM/MM) ∆E(QM) ∆E(MM)

3.028 -12.4 0.0 0.0 0.0

2.591 -55.6 6.0 6.1 -0.1

2.517 -56.2 7.5 7.9 -0.4

2.442 -60.8 9.1 9.4 -0.2

2.368 -106.2 -11.9 -16.6 4.7

2.292 -107.0 -15.5 -20.2 4.7

2.217 -108.0 -19.2 -23.9 4.7

2.142 -108.6 -23.3 -28.0 4.7

2.067 -108.3 -27.7 -32.3 4.6

1.992 -108.9 -32.2 -36.9 4.7

a Reference point is the hydroxo complex (8), FeIII electromer,4A state.

The scans of the rebound step on the HS surface proved to be complex. Starting from the hydroxo

intermediate8, the scan along the distance r(C5–O) does not lead to the product, but back to the

reactants,i.e. to Cpd I and camphor. This is because the unconstrained dihedral angleΘ(C5–Fe–

O–H5) is still close to the initial configuration (as in the hydroxo intermediate8), such that the scan

along the distance r(C5–O) leads to an approach of the carbon-centered radical and the hydrogen

atom of the hydroxo group. In effect, this scan crosses the transition state for H-abstraction (TSH)

and reaches the initial reactants. On the other hand, following the dihedral angleΘ(C5–Fe–O–H5)

simply gave the two dissociated fragments (the camphoryl radical and the FeIII hydroxo complex),

with a relative energy approximately 4 kcal/mol above the intermediate8. None of the two internal

coordinates alone thus leads to the product, and a linear combination of the two seems to be

required to describe the desired process. To circumvent expensive two-dimensional scans, one of

3Due to technical limitations of the HDLC optimizer it was not possible to constrain the internal coordinate

corresponding to the dihedral angleΘ(C5-Fe-O-H5) at all points along the scan.
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Figure 4.8: PES scan of the coordinate r(C5 − O), B3LYP/CHARMM, QM region R1pro,

basis set B1 (see text).
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Fe

Figure 4.9: Transition mode for the rebound step on the 4A surface (TSR) from B3LYP/CHARMM

calculations (QM region R1pro, basis B1).

the steps of the scan along the dihedral coordinate, in which the hydroxo group has already rotated

and a free site on oxygen for the attack of the camphoryl is present, was chosen as the starting

point for a subsequent scan of the r(C5–O)-coordinate. The resulting energy profile of this scan

is shown in figure 4.8b. Table 4.11 lists the QM/MM energy with QM and MM contributions,

and the dihedral angleΘ(C5–Fe–O–H5) as a function of the constraint distance r(C5–O). The scan

was started from the structure with a distance r(C5–O)= 2.591 Å andΘ(C5–Fe–O–H5) = −55.6

degrees, which is 6 kcal/mol higher in energy than the hydroxo intermediate8. The point with

the highest energy occurs at r(C5–O) = 2.442 Å andΘ(C5–Fe–O–H5) = −60.8 degrees and is 9

kcal/mol above8. Beyond that point the energy drops sharply and the dihedral angleΘ(C5–Fe–O–

H5) remains constant at approximately−107 degrees. Free geometry optimizations starting from

such conformations yield the product complex9. Again all relative QM/MM energies are clearly

dominated by the QM contributions (see figures 4.8a and 4.8b).

Table 4.12: Selected structural data for the rebound transition state (TSR), QM region R1pro,

basis B1. Distances in Å, angles in degree.

QM/MMa Gas phaseb

TSR rC−O 2.401 2.863

rFe−O 1.917 1.852

rFe−S 2.607 2.406

rO−H 0.981 0.984

θFe−O−H 105.3 111.5

R
R'

HH'

Fe

O

S
R''

(    )

ΘC−O−Fe−H -103.3 -171.5

a B3LYP/CHARMM optimization in the enzyme environment.b B3LYP optimization in the gas phase.

Starting optimizations from the highest energy point of the scan (figure 4.11b), we have suc-

cesfully located the transition state for rebound on the HS (4A) surface. This species was fully
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optimized using QM region R1 and basis set B1. The calculated transition mode with a nega-

tive eigenvalue of 92i cm−1 corresponds to a coupled motion of the O atom approaching C5, a

pyramidalization at the carbon radical center C5, and a rotation of the OH group around the Fe–O

axis. A plot of this mode is shown in figure 4.9. The QM/MM barrier at the R1pro/B1 level is 9.9

kcal/mol with respect to the corresponding hydroxo intermediate8 (FeIII electromer, HS state),

and is clearly dominated by the QM contributions (9.08 kcal/mol). The transition state thus lies

24.9 kcal/mol (QM/MM) above the reactive complex (7) and hence is the point of maximum po-

tential energy in the overall HS rebound pathway. This has obvious consequences for the stability

of the intermediate radicals on the HS surfacevs. those on the LS surface, as shall be discussed in

detail at the end of this chapter.

Table 4.13: Spin densities on selected atoms for the rebound transition state (TSR), QM region

R1pro, basis B1.

QM/MMa Gas phaseb

TSR ρ(O) -0.088 0.146

ρ(Fe) 1.433 2.092

ρ(S) 0.222 0.022

ρgr(por)c 0.689 -0.135

ρ(C) 0.803 0.924

R
R'

HH'

Fe

O

S
R''

(    )

ρ(H) 0.009 0.009

a B3LYP/CHARMM optimization in the enzyme environment.b B3LYP optimization in the gas phase.c ρgr(por)

denotes the sum of individual atomic spin densities on the atoms of the porphyrin macrocycle.

The relevant structural features of TSR are summarized in table 4.12, while table 4.13 gives

unpaired spin densities. It is interesting to note that the bonds to the axial ligands are signifi-

cantly elongated in TSR as compared to8; the Fe–O and Fe–S bond lengths in these species are

1.917Å vs. 1.818Å (Fe–O) and 2.607̊A vs. 2.495Å (Fe–S), respectively. This elongation is

indicative of the occupation of the irondz2 orbital, which makes the dominant contribution to the

antibondingσ∗ orbital lying along the O–Fe–S axis. As can be seen from the spin densities in

table 4.13, the transition state is of FeIII nature. Hence, this species is electronically equivalent

to the lowest hydroxo complex and there is a smooth electronic transition between these species

along the lowest energy reactive pathway.

In contrast to the relatively large rebound barrier obtained in the protein environment, single point

calculations at the protein geometry in the gas phase (Sp,g) yield a significantly smaller value of

3.63 kcal/mol with respect to the lowest HS hydroxo species8. This shows that there is a large

electronic effect of the protein environment on the transition state, and consequently, that the

potential energy surface might be fundamentally different in the gas phase. Indeed, all attempts to
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Figure 4.10: PES scan of the coordinate r(C5 − O) in the gas phase, B3LYP, QM region R1pro

basis set B1. Reference point is the energy at r(C5 − O) = 3.7 Å.

directly optimize the transition state in the gas phase starting from this geometry failed, indicating

that the isolated QM system is rather far away from the transition state region. Previous DFT

studies on different model compounds have characterized the rebound transition state in the gas

phase [25,65,211]. In the most recent of these studies [25], Kamachi and Yoshizawa investigated

a gas phase model including full camphor and a methylthiolate ligated iron-porphyrin. They found

a barrier of 3.3 kcal/mol for this process on the HS surface, and an optimized C–O bond length

of 2.555Å. Because this is rather different from the value of 2.401Å obtained in the present

QM/MM calculations, we have carried out a potential energy scan in the gas phase at the B3LYP

level with basis set B1. To this end, the distance r(C5–O) was constrained at values ranging from

3.7Å to 1.2Å, while all other internal degrees of freedom were fully relaxed. The resulting energy

profile is shown in figure 4.10. In contrast to previous gas phase studies, the present calculations

do not predict a barrier in the range 2.2Å < r(C5–O) < 2.6 Å. Instead, consecutive transition

state searches located a saddle point at r(C5–O) = 2.863Å, with a low imaginary frequency (40i

cm−1), indicative of a very flat potential energy surface at this point. This transition state is 3.72

kcal/mol above the FeIV hydroxo intermediate8, discussed above. However, by further increasing

the distance r(C5–O) from this point, we arrived at another conformation of the hydroxo species,

which is only 1.68 kcal/mol below the transition state. This conformation is typified by a dihedral

angleΘC−O−Fe−H of nearly 180 degrees, which shows that the relative orientation of the attacking

carbon radical and the hydroxo group at the iron-complex is very different from that found in the

gas phase for the hydroxo intermediate (ΘC−O−Fe−H = –12 degrees), as well as from that of the

TS structure optimized in the enzyme environment by QM/MM calculations (ΘC−O−Fe−H = –103
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degrees). Similar observations were made by Ogliaroet al. [65] in gas phase model calculations

using methane as substrate for hydroxylation: the transition state for rebound found in this study

does not directly link the product with the energetically lowest hydroxo intermediate, but with

an energetically less favourable conformation (“rebound cluster”), in which the dihedral angle

ΘC−O−Fe−H is 180 degrees.

The transition state found in the present study in the gas phase is qualitatively different from the

species obtained in the enzyme environment by QM/MM optimizations, which confirms that the

protein exerts a strong influence on the conformation and energetics along the rebound pathway in

our calculations. The transition structure in the enzyme is more compact, with a distance r(C5–O)

of 2.401Å, as opposed to 2.863̊A in the gas phase. Importantly, the electronic structures are

also different, as can be seen from the spin densities in table 4.13: the transition state is a FeIV

species in the gas phase and a FeIII species in the protein environment. In summary, the gas phase

calculations at the R1pro/B1 level (using propane as the substrate) give a transition structure that is

energetically, electronically, and structurally different from the QM/MM result, which emphasizes

again the advantage of going beyond isolated molecule calculations. As a note of caution, it is

stressed that we cannot strictly rule out the presence of another rebound transition state in the gas

phase, which might be more similar to the QM/MM situation, but was not found by the procedure

outlined above. Future investigations will have to employ two-dimensional PES scans, in order to

provide a definitive characterization of the possible rebound pathways in the gas phase.

Further QM/MM studies could address the significance of the FeIV electromer to the rebound

process in the enzyme environment. Although the corresponding reactant state (FeIV hydroxo

intermediate8) was found to lie 1 – 3 kcal/mol higher in energy than the FeIII state (see table 4.6)

and is consequently much less populated, the overall barrier on the FeIV potential energy surface

could still be lower, thereby giving rise to a competitive rebound pathway.

4.3.4 The Product Complex

(Collaboration of Dr. Hai Lin and J.C.S who contributed equally to this work.)

The product complex obtained in the catalytic transformation contains 5-exo-hydroxycamphor

coordinated to the heme iron atom (9). X-ray [212] and EPR [13, 213] data for this system are

available. UV-VIS and EPR measurements [212, 213], indicate that a mixture of LS and HS

species is present, with the LS species being predominant. According to detailed low temperature

ENDOR studies at 200 K [13] product formation occurs through three distinct hydroxycamphor-

bound product conformations. The authors suggest that the immediate product after hydroxylation

involves a more or less normal Fe–O distance (≈ 2 Å) and that the heme pocket then relaxes in

two detectable steps to accommodate the longer Fe–O bond of 2.67Å, that is found in the crystal
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structure [212]. The long Fe–O bond in the equilibrium state is thought to be a compromise

between the favourable Fe–O interactions on one hand, and the unfavourable desolvation of the

polar hydroxy group in the nonpolar protein pocket on the other hand.

We have performed geometry optimizations both for the full system (QM/MM) and the isolated

species (QM) starting from different structures:

1. from the optimized geometries obtained in the scan of the rebound step of the LS state (as

discussed above) at the R1pro/B1 and the R3cam/B4 level.

2. from the X-ray structure reported by Pouloset al. [212] at the R1pro/B1 and the R3cam/B1

level.

Starting from the Rebound Scan

In line with the experimental findings [13], free geometry optimizations at the R1pro/B1 level

starting from the last steps of the rebound scan on the LS surface lead to a structure with a rela-

tively short Fe–O distance of 2.26̊A, that is identified as the product hydroxycamphor complex.

This species is denoted9-LS1. On the HS surface, the Fe–O interaction is repulsive, because an

unpaired electron occupies aσ∗ molecular orbital of the associated bond. Hence, the conforma-

tion with the short Fe–O distance9-LS1 is unstable on the HS surface and geometry optimizations

for this state lead to another minimum conformation9-HS, which exhibits a significantly longer

Fe–O distance of 2.843̊A. In this species, the Fe–O bond is essentially broken, leaving a penta-

coordinated iron center. Camphor is still loosely attached to the hemevia a hydrogen bond from

the hydroxy proton to one of the pyrrole nitrogens of the porphyrine macrocycle. Starting from

this geometry, we have located a corresponding minimum9-LS2 on the LS surface with similar

geometrical features, most notably also with a broken Fe–O bond (the Fe–O distance is 2.819Å).

Of these three structures, the HS minimum9-HS has the lowest relative QM/MM energy; it is ap-

proximately 5 kcal/mol more stable than the two LS species that are nearly isoenergetic (see table

4.14). It is well known that the substrate complex (camphor·P450cam) with a pentacoordinated

iron atom also has a HS ground state, whereas the LS state is preferred in hexacoordinated iron

systems as in the resting state, an aquaferriheme complex.

We have re-optimized the structures obtained at the R1pro/B1 level with the larger QM region

R3cam and basis set B4. These relative energies are also given in table 4.14 for the complexes

9-HS,9-LS1, and9-LS2 and include relative QM/MM energies, QM contributions to the QM/MM

energies, QM energies in the gas phase at the protein geometry, and QM energies after optimiza-

tion in the gas phase. The key geometric features of these systems are summarized in table 4.15,

while spin densities are compared in table 4.16.



94 CHAPTER 4. INVESTIGATION OF THE REBOUND MECHANISM

Table 4.14: Relative energies [kcal/mol] of product complexes 9 obtained from the PES scansa.

R1pro/B1 R3cam/B4

9-HS EQM/MM(p, p) b 0 0

EQM(p, p) c 0 0

EQM(p, g) d 0 -

EQM(g, g) e 0 -

9-LS1 EQM/MM(p, p) b 4.87 6.38f

EQM(p, p) c 4.96 7.92f

EQM(p, g) d -0.57 -

EQM(g, g) e -5.16 -

R R'
HH'

Fe

O

S
R''

9-LS2 EQM/MM(p, p) b 5.18 2.65

EQM(p, p) c 8.11 5.13

EQM(p, g) d - -

EQM(g, g) e - -

a 9-HS: the product complex in the HS (4A) state;9-LS1: the product complex in the LS (2A) state as obtained

when starting optimizations from the rebound PES scans;9-LS2: the product complex in the LS state as obtained

when starting optimizations from the HS minimum (9-HS). b QM/MM energy difference.c QM contribution to the

QM/MM energy difference.d Energy differences of the isolated species in the gas phase at the protein geometry.e

Energy differences of the isolated species optimized in the gas phase.f Constrained minimization, Fe–O distance

fixed to 2.262Å.
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Table 4.15: Selected structural data for the product complexes 9 obtained from the PES scansa.

Distances in Å, angles in degree.

QM/MM Gas phase X-rayb

R1pro/B1 R3cam/B4 R1pro/B1

9-HS rFe−O 2.843 3.198 2.450 2.68

rFe−S 2.525 2.467 2.489 2.11

rO−H 0.977 0.965 0.979

rC−O 1.482 1.433 1.475

θFe−O−H 83.7 92.0 106.2

DC−O−Fe−H -113.7 -122.8 -151.0

rO:Tyr96−O:Cam 2.73 2.68 - 2.72

9-LS1 rFe−O 2.262 2.262c 2.086 2.68

rFe−S 2.392 2.310c 2.297 2.11

rO−H 0.976 0.967c 0.976

rC−O 1.499 1.461c 1.482

θFe−O−H 97.5 104.0c 112.5

DC−O−Fe−H -130.4 -137.3c -162.8

R R'
HH'

Fe

O

S
R''

rO:Tyr96−O:Cam 2.83 2.81c - 2.72

9-LS2 rFe−O 2.819 3.211 - 2.68

rFe−S 2.371 2.277 - 2.11

rO−H 0.981 0.965 -

rC−O 1.484 1.434 -

θFe−O−H 68.1 91.2 -

DC−O−Fe−H -96.7 -122.0 -

rO:Tyr96−O:Cam 2.74 2.68 - 2.72

a 9-HS: the product complex in the HS (4A) state;9-LS1: the product complex in the LS (2A) state as obtained when

starting optimizations from the rebound PES scans;9-LS2: the product complex in the LS state as obtained when

starting optimizations from the HS minimum (9-HS). b Taken from ref. [212], spin state uncertain.c Constrained

minimization, Fe–O distance fixed to 2.262Å.
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Regarding the two LS species9-LS1 and9-LS2, it is instructive to analyze the contributions to

the total QM/MM energy (see table 4.14). In the case of the QM system R1pro, the loss of the

Fe–O binding interaction in9-LS2 accounts for a destabilization of≈ 3 kcal/mol relative to9-LS1

in the QM contributions. This is, however, compensated by a stabilization of approximately the

same magnitude due to the MM terms, which could be a result of more favourable interactions of

camphor with the pocket. Candidates for these energy contributions are dispersive interactions of

the methyl groups with residues Phe87, Val295, Ile395 and Val396 and the hydrogen bond of the

camphor carbonyl group with Tyr96. In fact, the distance R(O–O) between the camphor carbonyl

oxygen and the hydroxo oxygen of Tyr96 is significantly shortenened (by≈0.1 Å) in 9-LS2 (see

also table 4.15).

Table 4.16: Spin densities on selected atoms for the product complex 9 obtained from the PES

scansa.

QM/MM Gas phase

R1pro/B1 R3cam/B4 R1pro/B1

9-HS ρ(O) 0.010 -0.018 0.016

ρ(Fe) 2.674 2.740 2.578

ρ(S) 0.320 0.350 0.447

ρgr(por)b 0.001 -0.080 -0.035

9-LS1 ρ(O) -0.003 -0.014c 0.006

ρ(Fe) 1.254 1.297c 1.102

ρ(S) -0.158 -0.136c -0.017

ρgr(por)b -0.102 -0.148c -0.091

R R'
HH'

Fe

O

S
R''

9-LS2 ρ(O) -0.001 -0.007 -

ρ(Fe) 1.377 1.403 -

ρ(S) -0.201 -0.167 -

ρgr(por)b -0.185 -0.232 -

a 9-HS: the product complex in the HS (4A) state;9-LS1: the product complex in the LS (2A) state as obtained when

starting optimizations from the rebound PES scans;9-LS2: the product complex in the LS state as obtained when

starting optimizations from the HS minimum (9-HS). b The sum of individual atomic spin densities on the atoms of

the porphyrin macrocycle.c Constrained minimization, Fe–O distance fixed to 2.262Å.

The QM/MM calculations with the larger QM region also predict the global minimum to be the

quartet species,9-HS. However, the stability of the dissociated LS complex,9-LS2, is enhanced

in comparison to the R1pro/B1 calculations. The relative QM/MM energies of this complex with

respect to9-HS is +3 kcal/mol (R1pro/B1: +5 kcal/mol). In contrast, the other doublet species,

9-LS1, is found to be unstable: Geometry optimizations of this system lead to a minimum with a

broken Fe–O bond, corresponding to9-LS2. It was only possible to compute9-LS1 by imposing
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a distance constraint on the Fe–O bond (2.26Å, taken from the R1pro/B1 optimization). This

species is calculated to lie +6 kcal/mol above9-HS (R1pro/B1: +5 kcal/mol).

The energy data presented in table 4.14 show that the differences between R1pro/B1 and R3cam/B4

results are mainly due to changes in the QM energy contributions: The QM energy of9-LS1 rel-

ative to the global quartet minimum is +8 kcal/mol (R1pro/B1: +5 kcal/mol), while9-LS2 is +5

kcal/mol higher in energy (R1pro/B1: +8 kcal/mol). As mentioned above, there are stabilizing

interactions between camphor and neighboring protein residues in the pocket, which are inten-

sified in the dissociated product complex. In the case of QM system R1pro, which incorporates

only a small part of camphor, this is mirrored by the MM contributions, which stabilize9-LS2

relative to9-LS1. On the other hand, the larger QM region R3cam includes the whole camphor

molecule, thus the net energy gain upon dissociation is now apparent from the QM contributions.

This QM stabilization energy apparently over-compensates the loss of Fe–O binding energy, thus

the dissociated product is now clearly preferred. We attribute this stabilization mainly to elec-

trostatic interactions between camphor and MM atoms of the environment. The most prominent

interaction of this type is certainly the Tyr96–camphor hydrogen bond; indeed the shortest dis-

tancesrO:Tyr96−O:Cam of 2.68 Å are found in the dissociated complexes at the R3cam/B4 level.

More detailed studies on the product dissociation will be presented in the following section.

A comparison of the QM/MM results with the QM results obtained at the R1pro/B1 level for the

isolated gas phase system reveals that the enyzme environment has a distinct effect on the HS

and LS product species. In accord with previous DFT model studies [65], the relative energies

presented in table 4.14 show that the LS complex9-LS1 is the lowest minimum in the gas phase.

It is calculated to be more stable than the HS minimum by 5 kcal/mol. Hence, the ordering of spin

states is reversed in the gas phase as compared to the situation in the enzyme environment. One

explanation for this finding is offered by the geometry data given in table 4.15. The optimized

Fe–O bond distances in the gas phase of (9-HS/9-LS1) 2.450/2.086Å are significantly shorter

than in the protein (2.843/2.262̊A) so that the repulsive Fe–O interactions (present only in the4A

state) cause a significant destabilization of the HS with respect to the LS species in the gas phase.

Another factor becomes obvious upon inspection of the calculated relative energies of the species

in the gas phase at the geometry optimized in the protein environment (Sp,g): in this situation the

LS and HS states are approximately isoenergetic, with the LS state 0.57 kcal/mol below the HS

state. This demonstrates that the enzyme environment stabilizes the HS species through electronic

polarization of the QM part, by as much as 5.5 kcal/mol.

Starting from the X-ray conformation

The QM/MM calculations presented above indicate that the global minimum of the product com-

plex 9 corresponds to the HS structure9-HS. However, experimental studies [212, 213] suggest
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that9 is predominantly in the LS state. Due to the high dimensionality of the PES in the enzyme

environment, we cannot strictly rule out the existence of another, global LS minimum. To check

the state ordering obtained from the QM/MM calculations discussed above, we replaced4 the co-

ordinates of the camphor molecule and the oxo atom in the simulated structure (snap 40) with the

coordinates of 5-exo-hydroxocamphor taken from the crystal structure (PDB code: 1NOO) [212].

The relative orientation of the substrate with respect to the porphyrin plane changes with the re-

placement, however the hydrogen-bond between the substrate and the Tyr96 residue is retained.

The resulting structure of the product complex was optimized in both gas phase (QM) and pro-

tein/solvent environment (QM/MM). Only the B1 basis set was employed in combination with

QM regions R1pro and R3cam.

Table 4.17 lists the results obtained from geometry optimizations with QM region R1pro. The LS

minimum found in this study exhibits a Fe–O distance of 2.212Å in the enzyme environment,

in close agreement with the structure9-LS1 (rFe−O = 2.262Å). Likewise, the HS minimum is

characterized by a long Fe–O distance of 2.753Å, indicative of an essentially broken Fe–O bond.

The relative energies at the QM/MM level predict the quartet minimum to lie 4 kcal/mol below

the doublet species, again in agreement with the energy separation of 5 kcal/mol discussed above.

This order is changed if the isolated gas phase species are considered: single point calculations in

the gas phase at the protein geometry (Sp,g) favour the LS by 0.8 kcal/mol over the HS structure.

Optimizing the systems in the gas phase leads to a gap of 3 kcal/mol with the LS state being the

ground state. Qualitatively the same results are obtained from geometry optimizations employing

the larger QM region R3cam [214].

Table 4.17: Selected structural data and relative energies of the product complexes 9 obtained

from optimizations starting from the X-ray conformationa. Distances in Å, angles in degree.

QM/MM optimized geometries (Sp,p) Relative energies

Parameter HS LS Energy HS LS

rFe−O 2.753 2.212 EQM/MM(p, p) a 0 3.57

rFe−S 2.527 2.388 EQM(p, p) b 0 4.31

rC−O 1.483 1.506 EQM(p, g) c 0 -0.83

θFe−O−H 86.9 99.7 EQM(g, g) d 0 -3.20

a QM region R1pro, basis set B1; initial coordinates of heme and camphor taken from the X-ray structure with PDB

code 1NOO [212].

4 The structures were aligned using a least squares fit, taking five atoms in the porphyrine (Fe, NA, NB, NC, and

ND) as reference.
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Conclusion

In summary, the QM/MM calculations on the product complex9 indicate that the system reaches

the product state on the LS surface after the nearly barrierless rebound step. The initial prod-

uct state corresponds to a species with a relatively short Fe–O distance (9-LS1 ). This minimum

is, however, not a thermodynamic sink: another structure on the LS surface is isoenergetic or

lower in energy (9-LS2), where the hydroxycamphor is detached from the heme, leaving a pen-

tacoordinated iron. The loss of the Fe–O binding energy is compensated by more favourable

interactions of hydroxycamphor with the pocket,e.g., a stronger hydrogen bond between Tyr96

and the carbonyl group of the substrate. As expected for a pentacoordinated iron system, the HS

state is energetically lower at this conformation (9-HS). Moreover, as shown by the comparative

gas phase and QM/MM calculations, the polarizing effect of the enzyme environment stabilizes

the HS with respect to the LS state by polarization of the electron density in the QM calculation.

The QM/MM optimizations did not locate a minimum on the LS surface that has a lower energy

than the dissociated product complex9-HS, even when starting from a conformation derived from

the experimental structure of the product complex [212].

4.3.5 Product Release

(Collaboration of Dr. Hai Lin and J.C.S who contributed equally to this work.)

The intriguing differences in the geometries and relative stabilities of the product complex9 de-

pending on spin state and environment (gas phasevs. enzyme) prompted us to further investigate

this issue. Specifically, the following points were addressed:

1. The QM/MM calculations presented in section 4.3.4 indicate that the global minimum of9

corresponds to the4A state at a long distance r(Fe–O). The doublet state exhibits a minimum

with a comparably short Fe–O bond. At what distance r(Fe–O) is the LS (doublet) state the

ground state, and where is the crossing point of the two spin surfaces?

2. What is the energy cost associated with dissociation of the Fe–O bond, yielding the free

hydroxylated product?

3. At large Fe–O distances, the sextet state (6A) is expected to be comparably low in energy.

What is the relative energy of the sextet state as compared to the doublet and quartet states?

To answer these questions, PES scans of the internal coordinate r(Fe–O) were carried out for

complex9 both in the enzyme and the gas phase. These were done separately in the2A, 4A, and
6A states, respectively. The calculations employed QM region R1 and basis set B1, exclusively.

Table 4.18 summarizes the relative QM/MM energies E(QM/MM), and the QM contributions to
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the latter, E(QM), obtained from the scans in the enzyme environment. The potential energy pro-

files for the gas phase scans are given in table 4.19. Plots of the energy profiles obtained from

the scans are depicted in figures 4.11 and 4.12. The reference point in each case is the energy of

the minimum in the2A state. In analogy to section 4.3.4, the starting geometry for the scan was

obtained by replacing the oxygen atom and camphor atoms in the QM/MM optimized structure

(snapshot 40) by the corresponding atoms from the X-ray structure [212] after a superimposition

of these two structures. Based on the scanned energy profiles, the Fe–O distances at the crossing

points (entries 2 for2A, 4A and 6 for2A, 6A) were estimated and constrained geometry optimiza-

tions at these estimated distances were carried out to confirm the degeneracy of the spin states.

Table 4.18: QM/MM PES scan of the coordinate r(Fe–O) in the 2A, 4A, and 6A states in the

enzyme environment. Distance in Å; QM/MM energy E(QM/MM) and QM contributions E(QM) in

kcal/mol.

E(QM/MM) E(QM)

entry rFe−O
2A 4A 6A 2A 4A 6A

1 2.084 0.42 1.90 5.45 -0.88 -2.24 3.96

2 2.155a 0.12 0.04 - -0.66 -3.90 -

3 2.235 0.06 -1.41 2.38 -0.49 -4.37 1.97

4 2.249b 0.00 - - 0.00 - -

5 2.385 0.48 -3.11 0.98 0.77 -5.66 1.11

6 2.445c 0.72 - 0.70 1.24 - 1.06

7 2.535 1.57 -3.74 0.84 2.60 -5.48 1.68

8 2.685 1.90 -3.97 0.54 3.26 -5.31 1.86

9 2.753d - -3.97 - - -5.32 -

10 2.832e - - 0.08 - - 1.54

11 2.835 2.01 -3.89 0.39 3.90 -4.98 1.81

12 2.984 2.05 -3.83 0.31 4.17 -4.79 1.97

13 3.134 2.45 -3.58 0.22 4.44 -4.30 2.24

a The crossing point of2A and4A QM/MM energy surfaces.b From an unconstrained optimization in the2A state.
c The crossing point of2A and6A QM/MM energy surfaces.d From an unconstrained optimization in the4A state.
e From an unconstrained optimization in the6A state.

The minimum structures in the respective spin states were obtained by unconstrained geometry

optimizations from the points of lowest energy along the PES scan. Consistent with the studies

discussed in section 4.3.4, we locate a doublet ground state in the gas phase, with the lowest

quartet and sextet minimum being 3 and 5 kcal/mol higher in energy, respectively. In contrast, the

QM/MM optimizations predict a quartet ground state minimum that isca. 4 kcal/mol lower than

the doublet equilibrium structure. TheS = 5/2 state minimum resulting from QM/MM geometry
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optimization has a similar energy as the doublet species, the energy difference being only 0.1

kcal/mol. The sextet equilibrium structure is typified by a long Fe–O distance of 2.974Å in the

QM/MM, and 2.712Å in the gas phase QM optimized geometries, respectively.

Table 4.19: QM PES scan of the coordinate r(Fe–O) in the 2A, 4A, and 6A states in the gas phase.

Distance in Å; QM energy E(QM) in kcal/mol.

E(QM)

entry rFe−O
2A 4A 6A

1 1.935 1.47 15.13 15.22

2 2.085 0.00 8.83 9.46

3 2.235 1.61 6.00 8.54

4 2.385 2.41 5.90 7.55

5 2.535 3.56 5.61 7.57

6 2.685 4.45 5.27 7.22

7 2.835 5.32 5.34 7.12

8 2.984 5.82 5.41 7.07

9 3.134 6.33 5.48 7.00

In the gas phase scan, the sextet state has the highest energy over the whole range of distances

r(Fe–O) considered (1.9–3.1̊A). The doublet state is the ground state for r(Fe–O)< 2.9Å. At short

distances r(Fe–O), the quartet and sextet states are higher in energy, by as much as 9 kcal/mol at

the doublet equilibrium Fe–O distance. For r(Fe–O) close to the experimental value (2.7Å), the

S = 1/2 state is still 1 and 3 kcal/mol lower than theS = 3/2 andS = 5/2 states, respectively.

The crossing of the doublet and quartet surfaces occurs at a distance r(Fe–O) of approximately

2.905Å (0.19 kcal/mol difference in energy).

The potential energy profiles change significantly upon going from the isolated gas phase species

to the QM/MM system. Most notably, the protein environment stabilizes the4A state consider-

ably. Hence, this state becomes the ground state for r(Fe–O)>2.16Å and it is significantly (4–6

kcal/mol) lower in energy than the2A state for r(Fe–O)>2.4Å. Due to the stabilization of the4A

state, the crossing of doublet and quartet surfaces occurs at a much shorter distance r(Fe–O) of

2.16Å – as compared to 2.9̊A in the gas phase. The crossing point of the2A and 6A states is

obtained at r(Fe–O)= 2.45Å, while this crossing is not observed in the gas phase calculations in

the range scanned for r(Fe–O). It is interesting to note that the potential energy minimum of the
2A state, entry 4 in table 4.18, is close to the crossing point of doublet and quartet surfaces, both

in energetic (∆E <≈ 0.2 kcal/mol) and geometric (∆r(Fe–O)≈ 0.06Å) terms. The energy of the

doublet state increases from the equilibrium structure to 2 kcal/mol at r(Fe–O)= 3.134Å, hence

the dissociation of the hydroxylated substrate is facile. Consistent with the observations discussed
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Figure 4.11: QM PES scan of the coordinate r(Fe–O) of the product complex 9 in different spin

states in the gas phase (QM region R1pro, basis B1).
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Figure 4.12: QM/MM PES scan of the coordinate r(Fe–O) of the product complex 9 in different

spin states in the enzyme environment (QM region R1pro, basis B1).
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in section 4.3.4, the QM contributions to the QM/MM energy account for the higher energy of the

dissociation products (4 kcal/mol), which is mainly attributed to the loss of Fe–O binding energy.

However, the MM terms that reflect the interactions of the substrate with the protein pocket partly

compensate for this destabilizing effect.

4.4 Discussion

The QM/MM (R1pro/B1) calculated overall energy profile of P450cam mediated camphor hydrox-

ylation via the hydrogen-abstraction, oxygen-rebound mechanism is shown in figure 4.13. The

computed barrier for hydrogen abstraction is approximately equally high in the LS (doublet) and

HS (quartet) states, with a slightly lower barrier for the LS state. After this initial step, the energy

profiles bifurcate. On the LS surface, the rebound step is predicted to proceed with a very low bar-

rier (< 2 kcal/mol), whereas the HS process exhibits a significant barrier and a genuine transition

state. These findings are consistent with the involvement of a two-state reactivity (TSR) scenario

as proposed by Shaiket al. on the basis of DFT computations on model compounds [64–68].

Hence, the HS reaction is truly stepwise with a finite lifetime of the substrate radical intermediate

which is loosely bound to the iron-hydroxo complex (8). In contrast, the LS mechanism is effec-

tively concerted with an ultrashort lifetime for the intermediate species8. A recent DFT study on

camphor hydroxylation in the gas phase identified a rebound transition state also for the LS re-

bound process with a barrier of 0.7 kcal/mol [25]. This small activation energy has been attributed

to the rotational barrier of the camphor molecule to a conformation which is best suited for the

rebound reaction. In contrast, the steric constraints in the protein pocket prevent such a rotation

of the substrate in the present QM/MM calculations. Instead, the OH group of the iron-hydroxo

complex has to rotate around the Fe–O axis, such that the C–O interaction becomes possible.

As discussed previously [65, 71], a TSR scenario, as met in the present case, is capable to ex-

plain the results of radical clock experiments by Newcomb and coworkers [10,11]. As detailed in

section 1.2.4, these measurements seem to exclude the presence of a discrete radical intermediate

and have been interpreted in terms of a nonsynchronous concerted oxygen insertion pathway [63].

The lifetime of the radical intermediate was derived from the inverse of the rate constant of radical

rearrangement (kr) and the ration[R/U] of rearranged (R) to unrearranged (U) alcohol products

(see section 1.2.4), assuming single-state reactivity (SSR). However, in a two-state reactivity sce-

nario, the rearranged productR is formed only on the HS surface, while the unrearranged product

is formed on the LS, and, to less extent, also on the HS surface. Hence, the ratio[R/U] is asso-

ciated with the relative yields of the HSvs. the LS reaction, and not with the radical lifetime as

such [65,71]. Presupposing a simple TSR scenario, the following expression may be derived [65]

for the ratio of the real lifetime of the radical intermediateτreal and the apparent lifetimesτapp
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Figure 4.13: The rebound mechanism – B3LYP/CHARMM (R1pro/B1) computed energy profile of

the overall reaction.

obtained from experiments assuming SSR:

τreal/τapp = {[U/R](1 + F )}/{[U]/[R]− F}; F = [LS]/[HS]. (4.1)

Here, the quantityF is the relative yield of the LS and the HS reactions. It is thus clear that the

real lifetime of the radicals on the HS surface may be longer than the apparent lifetime, depending

onF . In the present QM/MM calculations, the bond activation barrier (TSH) is consistently lower

in the LS than in the HS state, and thus,F will be larger than unity. Values forF of the order

of 10 were reported in the case of allylic hydroxylation when the effect of the protein electric

field and hydrogen bonding were taken into account [36, 211]. It is reasonable to assume that the

situation is similar for the probes employed in the radical clock experiments. As a consequence,

the apparent radical lifetimes will be unrealistically short compared with the real lifetimes. Yet,

future QM/MM investigations will have to deal with the radical clock systems themselves, in order

to model the actual experimental situation and hence make realistic predictions.

In contrast to the present results, recent DFT studies in the gas phase using CH3S− as a model of

the proximal ligand and camphor as the substrate [25], predict the barrier for H-abstraction to be

lower in the HS state than in the LS state. It thus seems that the CH3S− misrepresents the actual

situation in the enzyme environment. This finding, much the same as the wrong assignment of a
2Π sulfur radical ground state [39,41], is probably due to the strong electron donor property of the

CH3S− ligand.

The QM/MM barriers for hydrogen abstraction calculated in the present study are 20-22 kcal/mol

(see table 4.1), depending on QM region and basis set. From the R1pro/B1 calculations of the

isolated QM system in the gas phase we obtained activation energies of 20 kcal/mol. These val-

ues are essentially close to the activation energies reported in previous DFT studies in the gas

phase for different Cpd I models and similar substrates R (LS/HS:R = CH4, 27/27 kcal/mol [65];
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R = C2H6, 16/19 kcal/mol [77];R = camphor, 20/18 kcal/mol [25]). In close agreement with a

previous study on methane hydroxylation [65], we find that inclusion of ZPE reduces the barrier

by ca. 4 kcal/mol. This effect is due to the loss of the C–H vibrational energy of the bond that is

cleaved in the TSH species. Quantum mechanical tunneling may be expected to further reduce the

barrier by up to 3 kcal/mol [209].

Taking into account all these effects and the intrinsic accuracy of the DFT approach, the calcu-

lated barriers for hydrogen abstraction may be extrapolated to 13 (±5) kcal/mol. This value is

reasonable regarding the experimental findings of Davydovet al., who could not detect Cpd I in

the presence of substrate even at temperatures below 200 K.

Since the barriers are obviously not significantly changed in the gas phase as compared to the

enzyme, one might wonder what role the protein environment plays in the present enzymatic re-

action. Another feature discussed in previous theoretical studies in the gas phase is a significant

entropic contribution to the free energy barrier of H-abstraction. Originating in the loss of transla-

tional and rotational degrees of freedom of the substrate in the transition state, this effect accounts

for an increase of the barrier ofca. 10 kcal/mol in the case of methane hydroxylation [65]. On the

other hand, in enzyme catalysis, substrate binding is largely entropically driven, by expulsion of

water molecules from the binding pocket. Hence, one role of the protein environment in P450 me-

diated hydroxylation certainly is to absorb the entropic cost of establishing the transition state into

the preceeding step of substrate binding, thus effectively lowering the barrier for H-abstraction. A

clear indication for this effect is the stable conformation representing the reactive complex, where

the substrate and Cpd I are pre-organized in the pocket at a geometry with a linear arrangement

C–H–O, which is ideally suited for H-abstraction.

Apart from lowering the entropic barrier for H-activation, a second important role of the protein

environment in the overall reaction is to control the access of water to the active site. It is known

that uncoupling of reducing equivalents is enhanced if water has uncontrolled access to the pocket,

if the substrate spends much of its time in the active site at unproductive distances or orientations,

or if the substrate is difficult to oxidize [2, 56, 215]. The third (and most intriguing) effect of

the enzyme environment is the high regio- and stereoselectivity of substrate hydroxylation, which

is probably due to selective constraints and preferences of certain modes of substrate movement

within the active site.

The hydroxo intermediate8 exhibits a number of low-lying electronic states (FeIII, FeIV, HS, LS)

that are probably all populated at ambient temperature. The present study demonstrates that the

FeIII variety is stabilized by polarization and represents the ground state in the enzyme environ-

ment, while the isolated gas phase species are of the FeIV-type. Recent model studies on camphor

hydroxylation found the LS electromer to have FeIII-character, while the HS species was pre-

dicted to have the FeIV occupation [25]. All these states can participate in the rebound reaction.
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The consequences of such a multi-state-scenario in terms of the kinetics of the reaction will be

a subject of future investigations. As discussed in section 4.3.3, we find a significant barrier for

the rebound process on the HS surface (9.85 kcal/mol, R1pro/B1). Another factor revealed by the

QM/MM investigations is that the rebound process in the enzyme occurs by OH rotation around

the Fe–O bond. Similar observations were made in a QM/MM study on the methane monooxyge-

nase enzyme [216]. This is contrast to model studies in the gas phase, where the transition mode

is characterized by rotation of the alkyl group about the Fe–O bond [25,65,77,211]. Clearly, this

finding is a manifestation of the selective constraints of the protein pocket with respect to substrate

motion. Interestingly, experimental results show that bothexo- andendo-hydrogens are abstracted

in camphor hydroxylation, but only theexo-product is formed [56]. Hence, the directional effect

of the pocket in the rebound step is crucial for the observed stereoselectivity.

The initial LS product alcohol complex formed after the nearly barrierless rebound step is char-

acterized by a relatively short Fe-O bond. This species can undergo Fe-O dissociation and in-

tersystem crossing to give the quartet species. The resulting quartet minimum structure, where

5-exo-hydroxocamphor is dissociated from the iron center, is stabilized in the enzyme environ-

ment and is calculated at the QM/MM level to lie below all the LS species considered up to now.

The factors that cause the stabilization of the quartet (and to a smaller extent the sextet) state with

respect to the doublet state in the enzyme environment have been studied in the closely related

ferric aquo heme complex1, i.e., the resting form of the enzyme. These results are presented

and discussed in detail in chapter 5. In short, this study shows that the polarizing effect of the

protein/solvent environment causes a stabilization of electronic charge on the sulfur atom, which

effectively lowers the energy of the Fe–Sσ∗ orbital. Since this orbital has to accomodate an un-

paired electron in the HS states but not in the LS state, the former are stabilized significantly – in

the ferric aqua complex this accounts for a shift ofca. 8 kcal/mol with respect to the gas phase.

The work on the resting state1 also indicates (see chapter 5) that the B3LYP functional, due to

the admixture of exact exchange, tends to overestimate the stability of the HS states [217, 218].

Exploratory studies using the BLYP functional (without exact exchange) indeed show that the

relative state energies in9 are changed by several kcal/mol with regard to the B3LYP results,

leading to a preference for the LS state. Hence, definite conclusions regarding the multiplicity

of the ground state of9, and the crossing point of the doublet and quartet surfaces, may be hard

to reach at the DFT level. This issue requires further studies on the basis ofab initio methods,

which can offer a balanced description of exchange and correlation effects. It should be stressed,

however, that the qualitative (TSR) picture is not changed by these findings, since the product

release is not the rate limiting step of the overall reaction.

During the course of this thesis, QM/MM studies using the same methodology as presented here

were carried out in our group [214] with the aim to characterize a concerted oxygen-insertion
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pathway [63] for camphor hydroxylation. Specifically, these studied employed constrained geom-

etry optimizations at the R1pro/B1 level. The results indicate that the process has high barriers

of approximately 48 and 61 kcal/mol for the LS and HS states, respectively. Moreover, when

the number of geometry constraints was reduced, the structures along the path were found to be

unstable and optimizations led to geometries not related to the reaction. This study thus indicates

that no competitive pathway for the concerted oxygen-insertion pathway is viable in the enzyme

environment. This is in accord with previous gas phase model studies, which reached the same

conclusion [219,220].

4.5 Conclusions

On the basis of combined QM/MM calculations, the present study provides a complete picture

of the hydrogen-abstraction, oxygen-rebound pathway, by which P450cam mediates the selective

hydroxylation of C–H bonds. Our calculations show that this reaction is typified by TSR, as has

been suggested earlier on the basis of model computations. As such, this mechanism provides

a satisfactory explanation for seemingly contradictory experimental findings, which on one hand

suggested the presence of radical intermediates, but on the other hand yielded unreasonably short

lifetimes for these intermediates.

Comparative QM calculations of model complexes in the gas phase allowed us to investigate the

influence of the protein environment on the catalytic process. We studied a potential mechanism

of electrostatic transition state stabilization, that implies the selective stabilization of the transi-

tion state for hydrogen abstraction by interactions of the propionate side chains of the heme with

neighbouring positively charged protein residues. Our results demonstrate that there is no charge

transfer to the propionate groups, and hence no differential stabilization of the transition state.

The results from a QM calibration study show that the height of the barrier for hydrogen ab-

straction largely depends on the chosen density functional, hence quantitative predictions for this

activation energy are currently beyond the scope of DFT methods. However, by estimating the

effect of zero point energies and tunneling, we arrive at barriers that seem reasonable with regard

to experiments that could not detect Cpd I even at low temperatures (200 K). It is suggested that

the protein promotes the reaction by absorbing the entropic cost that is required to establish the

transition state for hydrogen abstraction (ca. 10 kcal/mol) into the process of substrate binding,

which is driven by the expulsion of water molecules from the active site and the desolvation of the

hydrophobic substrate.

Our calculations furthermore indicate that substrate motion is hindered in the active site, mainly

by a hydrogen bond of the camphor carbonyl oxygen with Tyr96. The rebound transition state

that is thought to control the stereoselectivity of camphor hydroxylation involves OH rotation, in
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contrast to substrate rotation, as was found in previous model studies.

The comparative QM/MM and QM work further established that the protein environment has an

effect on the stability of redox electromers (i.e. FeIII vs. FeIV states, porphyrin cation radicalvs.

sulfur radical states) and the relative energies of different spin states. Thus, it was shown that the

stability of the quartet state in the product complex is largely increased by the polarizing enzyme

environment.



Chapter 5

The Resting State

5.1 Motivation and Background

The ferric resting state1 is one of the most thoroughly studied intermediates in the catalytic cycle

of P450 enzymes. As discussed in section 1.2.5, the presence of an axial water ligand in this

species was verified by X-ray diffraction [85], and ENDOR/ESEEM studies [86, 87]. The active

site environment with the cluster of six water ligands is depicted in figure 5.1.

Tyr96

Heme

Cys357

Figure 5.1: Active site of the ferric resting form (1) of P450cam. The six water molecules filling the

pocket are shown.
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Figure 5.2: Electronic configurations of the ferric ion in 1.

The ESEEM measurement of the resting form of cytochrome P450cam [87] determined the hy-

perfine interactions with the water protons of the axial ligand, and allowed an estimation for the

distance of these protons to the iron atom of 2.62Å. In the X-ray structure, the Fe–O distance

refined to 2.28Å , and the Fe–S distance to 2.25Å [85]. However, since the structure was de-

termined only at 2.20̊A resolution, the experimental uncertainty of these bond lengths is at least

±0.2 Å. No significant differences in the conformation of the protein backbone or the side chain

atoms were found between the substrate-free [85] and substrate-bound structures [12], apart from

a slight repositioning of the Phe87 side chain. Because the X-ray data available for the substrate-

bound complex exhibits a significantly better resolution (1.6Å) [12], we have chosen to build

the model for our simulations based on this structure. To model the resting state, the camphor

molecule was removed, and replaced by the cluster of six water molecules from the substrate-free

structure [85]. In the latter, only the iron-linked aqua ligand could be resolved as an isolated

sphere of electron density. The remaining five solvent molecules in the substrate pocket occupy

a large lobe of unresolved electron density. Hence, the cluster of water molecules resulting from

the refinement procedure represents only one of many energetically similar configurations that co-

exist. This is probably due to the absence of hydrophilic protein groups in the active site capable

of introducing a strong preference to any particular configuration. Therefore, we performed MM

MD simulations to determine a set of representative configurations of the water cluster and the

protein environment. These structures were separately investigated by QM/MM optimizations, in

order to assess the effect of different conformations on the resulting computed properties.

Experimentally, the ferric complex1 has a doublet ground state [88]. Figure 5.2 displays the

corresponding orbital occupation, and the alternative quartet and sextet configurations. Recent

calculations on model compounds [6, 221] show that even qualitative predictions regarding the

multiplicity of the ground state,i.e. the energy differences between the HS (quartet and sextet)

and LS states, of the ferric complex1 are a challenge to theoretical approaches. The results from

restricted open-shell Hartree-Fock (ROHF) as well as from density functional calculations with

and without exact exchange show that the stability of the HS state markedly depends on the amount

of exact exchange in the theory employed. The ROHF calculations strongly favor the sextet state.
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On the other hand, the “pure” density functional BLYP (no exact exchange) clearly predicts a

doublet ground state. Hybrid functionals using the B3 exchange expression due to Becke (20%

exact exchange) give smaller energy separations with a slight preference for the doublet state.

The underlying cause of this effect has recently been systematically investigated by Hess and

coworkers [217,218]. These authors found a large dependence of the high spin – low spin splitting

in FeII transition metal complexes on the amount of exact exchange included in the computational

method. For complexes with a sulfur-rich first coordination sphere, different density functionals

yield results which vary by up to 1 eV. These variations were tracked back to the systematic over-

estimation of the stability of HS states by HF theory, where Fermi correlation is explicitly included

through the exchange terms, while Coulomb correlation is not. With density functionals, the high

spin – low spin splitting in transition metal complexes was shown to linearly depend on the co-

efficient of exact (HF) exchange admixture. While the pure density functionals BP86 or BLYP

are strongly biased towards LS states, the popular hybrid functional B3LYP was found to overesti-

mate the stability of HS states. Based on these observations and by reference to experimental data,

it was suggested to reduce the 20% admixture of HF exchange in the B3 functional to 15%. A

corresponding implementation of a density functional with 15% HF exchange, dubbed B3LYP∗,

was demonstrated to be capable of correctly predicting the ground state multiplicity of a range

of iron-sulfur complexes, while retaining the overall good accuracy in applications to “standard”

systems [218].

In the light of these findings, it was of interest to investigate the influence of the amount of the

exact exchange admixture in the density functional on the computed doublet-quartet and doublet-

sextet gaps of the iron-aqua complex1 in a comprehensive manner. This will help us to test the

validity of the approaches used in model studies in the literature [6,42,92,93], and to estimate the

intrinsic accuracy of the computational method used in the present study.

Another aspect of the present work is to study the influence of the protein environment on the

central iron complex. Previous theoretical studies did not consider,e.g., the specific interactions of

the axial ligand with other water molecules or protein residues in the active site. The only previous

DFT/MM study, by Scherliset al., involved only single-point energy calculations at the X-ray

geometry of P450BM3 [94], which does not provide a realistic measure for the relative stabilities

of the different spin states. The present study involves full QM/MM geometry optimizations of

the species in the enzyme environment for all spin states, and hence, realistic, “adiabatic” energy

differences. The optimized geometry of the ground state will additionally serve to compute EPR

parameters that can directly be compared to reliable experimental data (see chapter 6).
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5.2 Preparation of the System

Initial Geometry

Initial coordinates were obtained from the crystal structure of the ferric substrate complex (PDB

code 1DZ4, Brookhaven Protein Database) by Schlichtinget al.[12]. No ordered water molecules

in the active site are present in this species. Only one monomer from the crystallographic dimer

was used, which corresponds to the A chain of the PDB structure, where the first 10 residues

are unresolved. These 10 residues were omitted in the calculations. 310 associated crystal water

molecules (chain Z) were included in the model. The coordinates of camphor and the TRIS buffer

molecule were deleted. The potassium ion in the binding site is present in the simulations.

The positions of 5 water molecules in the active site were taken from X-ray data by Pouloset

al. [85] (PDB code 1PHC, Brookhaven Protein Database). The relative position of this water

cluster was determined by aligning the backbone atoms of the two crystal structures by a least

squares fit. Another water molecule was added as the sixth ligand to iron. ESEEM studies indicate

the presence of such a ligand, with the plane spanned by the water molecule perpendicular to the

porphyrin plane [86, 87]. The initial geometry of the aqua-heme complex was determined by

reference to gas phase QM calculations at the DFT level (B3LYP/LACVP,6-31G).

The protonation state of the protein and the positions of hydrogen atoms were derived in analogy

to the procedure detailed in section 3.2. The enzyme was solvated with a layer of TIP3P water

molecules of 16̊A thickness, leading to a system of 28497 atoms in total, with 21117 atoms in the

solvent. The net charge is−10e.

Force Field Parameters

The force field parameters for the axial water ligand were taken from the standard TIP3P parameter

set (oxygen: type OT, charge−0.834e; hydrogen: type HT, charge 0.417e). The sulfur atom of

the proximal cysteine was assigned an atomic charge of−0.07e. All other parameters were used

as obtained from the CHARMM22 library [146].

Preparatory Force Field Calculations

To relax the structure, a series of classical force field calculations was carried out using the

CHARMM program [172], version 27a2. In these simulations, the coordinates of the entire heme

unit, the oxygen atoms of the 5 water molecules in the active site, the proximal cysteine (Cys357),
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and the outer 8̊A of the solvent were kept fixed. The details of these simulations are completely

analogous to the procedure described in section 3.2, and are shortly summarized as follows:

1. An initial geometry optimization included 3600 steps of ABNR mimization to remove close

contacts. Heavy atom positions of the enzyme were assigned harmonic constraints [100

kcal/(mol Å2) for the backbone and 50 kcal/(molÅ2) for the side chains] that were scaled

down by a factor of 0.65 every 80 steps. The final GRMS was 0.00073 kcal/(molÅ2).

2. MD (NVT): 15 ps heating dynamics (0→ 300 K), 200 ps equilibration dynamics (300K),

timestep 1 fs, SHAKE constraints [173] for bonds to hydrogen atoms.

3. Several snapshot structures obtained from the equilibration trajectory were optimized by

5000 steps of ABNR minimization, respectively. The final GRMS was always below 0.003

kcal/(molÅ2).

Table 5.1: MM energy minimization of selected snapshots of the equilibration trajectory (coor-

dinates of heme, Cys357, and outer 8 Å of solvent layer fixed): Maximum and average RMS

deviation [Å] of atomic positions with respect to the X-ray structure (1DZ4 [12]) after alignment of

the backbone atoms, potential energy [kcal/mol], and root mean square of the gradient (GRMS)

[kcal/(mol Å2)].

RMS deviation from X-ray

snapshot Maximum Average Potential Energya GRMS

0 psb,c 0.2371 0.1677 -62811.26210 0.00073

50 psb 0.5354 0.3786 -66447.91348 0.00000

100 ps 0.6234 0.4408 -66907.16674 0.00260

150 psb 0.6470 0.4575 -66945.82037 0.00001

175 psb 0.5872 0.4152 -66805.36913 0.00075

190 ps 0.5655 0.3998 -66723.80612 0.00011

195 psb 0.5643 0.3990 -67784.90956 0.00190

200 psb 0.5768 0.4079 -67470.07154 0.00001

a CHARMM22 force field potential energy [kcal/mol].b Structure was selected for QM/MM investigations.c The

structure after an initial MM optimization, before the MD run.

Table 5.1 summarizes the results of the energy minimizations of the snapshot structures taken from

the MD trajectory. The first structure (0 ps) corresponds to the MM optimized geometry before the

MD. We measured the root mean square (RMS) deviation of the backbone atom positions in the

minimized structures with respect to the X-ray geometry (1DZ4 [12]). Generally, the deviation in

aligned position is relatively small in all structures. Obviously, “snapshot 0 ps” exhibits the small-

est deviations of (maximum/average) 0.24/0.17Å, whereas all structures extracted from the MD
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Figure 5.3: Choice of QM regions R1w and R3w.

show rather similar values, varying from 0.65/0.46Å (snapshot 150 ps) to 0.54/0.38Å (snapshot

50 ps). Five of the energy minimized snapshots were selected at random for the QM/MM studies

described below. These are the structures after 0 ps, 50 ps, 150 ps, 175 ps, 195ps, and 200 ps

simulation time, respectively. Note that snapshot 195 exhibits the lowest potential energy of all

structures.

5.3 Computational Methodology

5.3.1 QM Regions and Basis Sets

In the QM/MM calculations, two different QM regions were employed, which are defined in

analogy to section 3.3 as R1w and R3w (see figure 5.3). These QM subsystems comprise the

following set of atoms:

R1w (42 QM atoms): Iron-oxo-porphyrin (without sidechains of the heme), sulfur of

Cys357, and the axial water ligand. In the gas phase calculations, this corresponds to

[FeO(SH)(porph)(H2O)].

R3w (59 QM atoms): Iron-oxo-porphyrin (without sidechains of the heme), Cys357, CO group

of Leu346, NH-CαH unit of Leu348, and the axial water ligand.

We have used the basis sets defined in sections 3.3 and 4.2 that are abbreviated as B1 and B4.

Basis B1 consists of the LACVP small-core effective core potential with the associated basis set

for iron [177], and the 6-31G basis set for all other atoms. Basis B4 additionally contains a set

of polarization and diffuse functions (6-31+G∗) on the six atoms coordinated to iron and a set

of polarization and diffuse functions on the two protons of the axial water ligand (6-31++G∗∗)

[178–181].
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5.3.2 Optimized Regions

The QM/MM optimizations included the following set of residues of the active site.

Enzyme: Tyr75, Phe87, Tyr96, Pro100, Thr101, Gln108, Arg112, Val119, Leu244, Leu245,

Gly249, Thr252, Val253, Leu294, Val295, Asp297, Arg299, Gln322, Thr349, Phe350,

Gly351, Hsp355, Leu356, Cys357, Leu358, Gly359, Gln360, Leu362, Ala363, Ile367,

heme

Water: 6 water molecules within the binding pocket, Wat63, Wat257.

This corresponds to a total of 586 optimized atoms.

5.3.3 QM/MM Scheme

The QM part was treated with unrestricted Kohn-Sham DFT. We have employed different density

functionals for the exchange energy to assess the influence of the amount of Hartree-Fock (HF)

exchange on the relative energies of the spin states (doublet, quartet, sextet) of the central iron(III)-

aqua complex (see above). Geometry optimizations were performed with the B88 [183] (no HF

exchange) and B3 [184] (20% HF exchange) functionals. Additional single-point calculations

were done with the Becke half-and-half functional [222] (50% HF exchange). The correlation en-

ergy was calculated from the LYP functional [185] in all cases. The CHARMM22 force field [146]

was used to represent the MM part of the system. The electrostatic embedding scheme and link

atoms were used for the QM–MM coupling. This QM/MM coupling scheme has been presented in

detail in section 3.3. All calculations were done with ChemShell [190], TURBOMOLE [187,188]

and DL-POLY [191] for the QM/MM, QM and MM contributions, respectively. Geometry opti-

mizations were carried out with the HDLCOPT optimizer [192] applying the default convergence

criteria (see appendix A.2).

5.3.4 Strategy

To assess the influence of different protein conformations on the computed properties, separate

QM/MM geometry optimizations were performed for the 6 structures denoted snapshot 0, 50,

150, 175, 195, and 200 that were obtained from the MM calculations described above. All these

structures were optimized in the doublet, quartet, and sextet states, respectively. Due to the high

conformational complexity of the system, separate geometry optimizations for individual spin

states often lead to different conformations that are not related to the characteristics of the central
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iron complex but to the protein/solvent environment. In order to avoid corresponding artifacts, we

first performed QM/MM geometry optimizations for the2A state, using the B3LYP functional for

the QM calculation. These geometries then served as the starting point for geometry optimizations

of the 4A and 6A states, using the B3LYP functional. Similarly, the B3LYP geometry of the2A

state was first reoptimized with the BLYP functional. The resulting structure represented the

starting point for corresponding optimizations of the higher spin states. We also report the vertical

relative energies of the4A and 6A states at the geometry optimized for the2A species. These

extensive QM/MM studies were carried out with the smaller QM region R1w and basis B1 (results

are denoted R1w/B1 in the following). To compare the geometry and electronic structure of the

iron complex to the corresponding situation in the gas phase, QM subsystem R1w was also fully

optimized as isolated species.

Snapshot 195, which exhibits the lowest absolute potential energy of all selected structures, was

studied by QM/MM calculations using the larger QM region R3w and basis B4. Geometry opti-

mizations for this system were done in analogy to the procedure detailed above, using the B3LYP

and BLYP functionals. The corresponding results are referred to as R3w/B4 in the following.

5.4 Results

5.4.1 Influence of Exact Exchange

To demonstrate the influence of the amount of HF exchange on the calculated relative energies

of different spin states, we have summarized the relative single-point energies obtained with the

B88 [183], B3 [184], and BH [222] exchange expressions in table 5.2. The LYP functional [185]

was used for the computation of the correlation energy in all cases. The geometries were always

optimized with the B3LYP functional for the doublet, quartet, and sextet states respectively. We

have chosen to report BLYP and BHLYP single-point energies on B3LYP optimized geometries,

because, at this stage, we are primarily interested in the effect of the HF exchange on electronic en-

ergies. Relative energies from optimized structures, however, include geometry relaxation effects,

which sometimes give misleading results. For example, the quartet-doublet gap from separate ge-

ometry optimizations in the gas phase using the B3LYP and BLYP functionals, respectively, is 5

and 4 kcal/mol (see below, tables 5.3 and 5.4). However, the optimized geometries of the4A state

are very different: while the B3LYP optimized structure features a weak Fe–O interaction, BLYP

predicts the axial water to be completely unbound. The close agreement of the calculated quartet-

doublet gaps is thus coincidal, since the two functionals predict qualitatively different equilibrium

structures for the4A state in the gas phase. Hence, this comparison cannot give a measure for the

intrinsic preference of a given functional for the HS or LS situation.
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Table 5.2: Relative single-point energies [kcal/mol] of the 4A state (EQ−D) and the 6A state (ES−D)

with respect to the 2A state. Calculated using different exchange density functionals.

QM/MM, snap 195a QM, gas phaseb

E(Q−D) E(S−D) E(Q−D) E(S−D)

B-LYP 3.9 19.8 10.9 21.8

B3-LYP -2.4 4.5 5.5 6.9

BH-LYP -10.8 -18.1 -0.8 -13.5

a QM/MM single-point energy in the enzyme environment (only QM energies contribute), geometries from

B3LYP/CHARMM22 (R1w/B1) optimization.b QM single-point energy in the gas phase, geometries from B3LYP

(R1w/B1) optimization.

Table 5.2 shows the relative energies of the quartet (E(Q−D)) and sextet (E(S−D)) state with respect

to the doublet state. The first two entries correspond to QM/MM single-point energies including

explicit polarization, from structures optimized at the R1w/B1, B3LYP/CHARMM22 level of

snapshot 195. The third and fourth entry are the corresponding relative energies for the isolated

species optimized in the gas phase. As expected, the BLYP functional exhibits a clear preference

for the doublet state, and gives the ordering of the spin states as doublet below quartet below

sextet. In going to the B3LYP results, the quartet and sextet states are lowered by 5–6 and 14–15

kcal/mol, respectively. Increasing the fraction of exact exchange from 20% (B3) to 50% (BH)

further lowers these states by 6–8 and 20–23 kcal/mol. Here, the ordering of the spin states is

reversed, being sextet below quartet below doublet. The lowering of the HS states with increasing

fraction of HF exchange is approximately equally pronounced in the QM/MM and in the gas phase

system. A second finding is that the HS states, especially the4A state, are apparently stabilized in

the enzyme environment as compared to the gas phase. This is obvious from the relative energies

E(Q−D), which are smaller for the QM/MM calculation as compared to the gas phase results. A

more detailed discussion of this effect will be presented in the following sections.

Hence, similar to the results of others for FeII-sulfur complexes [217] and model compounds of

the resting form of P450 (1) [6], we find large variations of the relative stabilities of the HSvs. the

LS states, depending on the amount of HF exchange in the density functional. As noted above,

Hess and coworkers demonstrated [217,218] that pure density functionals like BLYP are strongly

biased towards LS states, whereas B3LYP overestimates the stability of HS states. Very good

agreement with experimental data was obtained, when the amount of 20% exact exchange in the

B3LYP functional was reduced to 15% [217]. Instead of choosing this pragmatic approach, we

apply the standard B3LYP functional in the following study, which is apparantly closest to the

ideal value of admixture of HF exchange. This seems reasonable if we aim at qualitative trends

regarding the influence of the protein environment, rather than at accurate values for the LS-HS

separation. Additionally, we report results obtained with the BLYP functional. These might serve
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as an “upper bound” for estimating the effect of reducing the amount of exact exchange in the

density functional.

5.4.2 Influence of the Protein Environment

Relative Energies

Table 5.3 summarizes the relative energies of the4A and 6A states with respect to the2A state,

computed with the B3LYP functional for the QM part. The analogous data obtained with the

BLYP functional are given in table 5.4. The “adiabatic” energy differences refer to optimized

equilibrium structures of the respective spin states, whereas “vertical” energy differences are cal-

culated at the equilibrium geometry of the2A state. The relative QM/MM energies are a sum

of the contributions from the QM and the MM calculation. The QM contributions are explicitly

given in the tables. In the case of the “vertical” energies, the MM contributions to the QM/MM

energy are constant and hence do not contribute to the HS-LS splittings.

Entries 1–6 in tables 5.3 and 5.4 show the influence of different protein conformations on the

QM/MM (R1w/B1) calculated state energy differences. Generally, these fluctuations in all rela-

tive energies are rather small, varying by less than 2 kcal/mol. If only the QM contributions are

considered, the B3LYP calculations predict a quartet ground state state, which is favored over the

doublet state by only 1–3 kcal/mol. The sextet state is significantly higher in energy in all calcula-

tions. As expected, the BLYP functional favors the doublet state, which now becomes the ground

state, with the quartet state lying 4–5 kcal/mol higher in energy.

By adding the MM contributions to the relative QM energies, one arrives at relative QM/MM en-

ergies, which are given in the first two columns of tables 5.3 and 5.4. The inclusion of MM terms

causes a stabilization of the doublet state with respect to the quartet state in all snapshots by up

to 3 kcal/mol. This effect is much less pronounced for the sextet state. As a consequence, the

QM/MM calculated doublet-quartet gaps obtained with the B3LYP functional for the QM calcu-

lation in all snapshots vary from−1 to +1 kcal/mol, while the corresponding BLYP results range

from 6–8 kcal/mol.

A notable exception from this rule is found in the BLYP/MM optimized structure of snapshot 40

(entry 6 in table 5.4): Here, the MM contributions to the doublet-quartet gap apparently favor

the quartet state. The QM energy difference of 4 kcal/mol is thus nearly canceled by the MM

terms, giving rise to a QM/MM energy difference of only 0.39 kcal/mol. The reason for this large

negative MM contribution was investigated by an analysis of the2A and 4 optimized structures,

which shows that two of the six water molecules in the active site have different conformations in

the two structures, giving rise to qualitatively different H-bond networks. This underscores again
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the problem of the high dimensionality of the potential energy surface encountered in such calcu-

lations. Since our approach does not involve sampling of conformational space, we are restricted

to the analysis of local potential minima that exhibit qualitatively the same conformations in the

protein/solvent environment,e.g., the same numbers of H-bonds. In snapshot 40, this requirement

is not met, as the protein/solvent environment is inconsistent in the two compared structures. As a

result, the MM contributions to the relative QM/MM energy give an artificial stabilization of one

structure, which leads to an erroneously small energy gap.

Consistent with the results of Harris and Loew [91], the present QM/MM study indicates that

inclusion of the protein environment has an influence on the relative stabilities of the spin states:

it increases the doublet-quartet gap, provided that the protein/solvent environment exhibits con-

sistent conformations. A comparison of the doublet and quartet QM/MM optimized geometries

indicates that the stabilization is due to subtle variations in the conformations of the MM envi-

ronment, and cannot be traced back to individual atomic positions. As a note of caution, it has

to be stressed again that the optimizations of the quartet and sextet state started from the doublet

equilibrium geometries, and one is dealing with local potential energy minima only. A definitive

answer to the question of the effect of protein conformations on the stability of spin states requires

a (QM/MM) MD study, including extensive sampling of conformational space.

Entry 7 in tables 5.3 and 5.4 shows the relative energies obtained from QM/MM calculations

with the larger QM region R3w and basis B4 for snapshot 195. The use of the extended QM

region favors the doublet state, by increasing the B3LYP (BLYP) QM contributions to the doublet-

quartet gap from -2.4 (4.6) to 0.1 (6.1) kcal/mol, respectively. Using the B3LYP/CHARMM22

(BLYP/CHARMM22) QM/MM energies, the doublet state is thus consistently predicted as the

ground state, with the quartet state 2.4 (8.5) and the sextet state 3.3 (18.3) kcal/mol higher in

energy.

The relative doublet-quartet and doublet-sextet energies of the isolated QM subsystem R1w in the

gas phase are given in entry 8 of tables 5.3 and 5.4. In accord with previous DFT model studies

[6,42,92,93], we obtain a doublet ground state with both functionals employed. At the B3LYP/B1

(BLYP/B1) level of theory, the quartet minimum is calculated to be 5.5 (4.2) kcal/mol higher in

energy, while the sextet minium is calculated at a relative energy of 6.9 (20.5) kcal/mol. As noted

above, the low doublet-quartet gap obtained from the BLYP as compared to the B3LYP calculation

is rationalized by comparing the respective optimized structures: in the BLYP geometry the axial

water ligand is not coordinated to the iron, while the B3LYP geometry features a weak Fe–O

bond. Apparently, the BLYP functional underestimates the strength of the Fe–O interaction in

the gas phase. BLYP single-point calculations on B3LYP optimized geometries give a doublet-

quartet gap of 10.9 kcal/mol. This demonstrates again the preference of the LS state by the pure

density functional. Moreover, the agreement of the doublet-quartet gap obtained from the BLYP
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Table 5.3: Relative energies [kcal/mol] of the 4A state (EQ−D) and the 6A state (ES−D) with respect

to the 2A state. Calculated using the B3LYP functional.

adiabatica verticalb

QM/MM c QMd QMd

entry snapshot EQ−D ES−D EQ−D ES−D EQ−D ES−D

1 0 0.73 4.95 -2.32 4.00 8.27 14.99

2 50 1.06 4.32 -1.99 4.15 8.51 14.75

3 150 -0.29 3.53 -2.38 3.81 7.15 13.35

4 175 0.73 3.65 -1.01 4.78 7.94 13.89

5 195 0.57 4.01 -2.41 4.50 7.98 13.94

6 200 -0.62 3.78 -1.62 4.15 7.53 13.80

7 195,R3w/B4 2.37 3.30 0.12 4.13 10.42 14.50

8 gas phase

R1w/B1 - - 5.48 6.92 13.26 19.23

a Relative energies from optimized geometries.b Relative energies from single-point calculations at the2A optimized

geometry.c Relative QM/MM energy including MM contributions.d Relative QM energy.

and B3LYP optimizations is shown to be coincidental, since the energies relate to two qualitatively

different geometries.

Interestingly, the doublet-quartet gap is dramatically reduced when going from the gas phase

(entry 8 in table 5.3) to the snapshots optimized in the enzyme environment (entries 1-6 in table

5.3). For example, EQ−D is decreased from 5.5 to -2.4 kcal/mol in the case of snapshot 195. A

similar, albeit much smaller effect is apparant for the sextet state. The reason for this significant

stabilization of the quartet state will be addressed below.

The B3LYP (BLYP) “vertical” energies for the doublet-quartet gap are 7-9 (14-15) kcal/mol, and

14-15 (30-31) kcal/mol for the doublet-sextet gap, respectively. This should allow for an equilibra-

tion of the doublet state with the higher spin states at ambient temperature, as is indeed observed

experimentally.

Optimized geometries

Key features of the optimized geometries from the QM/MM calculations in the enzyme environ-

ment as well as the isolated gas phase systems are summarized in tables 5.5 and 5.6.

The differences in the electronic structures of the various spin states are manifest in their optimized
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Table 5.4: Relative energies [kcal/mol] of the 4A state (EQ−D) and the 6A state (ES−D) with respect

to the 2A state. Calculated using the BLYP functional.

adiabatica verticalb

QM/MM c QMd QMd

entry snapshot EQ−D ES−D EQ−D ES−D EQ−D ES−D

1 0 7.04 20.01 4.12 18.78 14.96 31.23

2 50 7.58 19.82 4.46 18.89 15.46 31.08

3 150 5.98 18.48 3.85 18.41 13.87 29.57

4 175 6.86 18.86 5.03 19.29 14.79 30.22

5 195 6.91 18.95 4.58 19.24 14.71 30.21

6 200 (0.39)e 18.05 4.05 19.30 14.28 30.01

7 195,R3w/B4 8.45 18.27 6.07 18.63 17.59 31.32

8 gas phase

R1w/B1 - - 4.16f 20.51 27.64 35.31

a Relative energies from optimized geometries.b Relative energies from single-point calculations at the2A optimized

geometry. c Relative QM/MM energy including MM contributions.d Relative QM energy.e Different H-bond

network in the active site.f Axial water molecule is not coordinated to iron.

geometries. The doublet state exhibits the shortest bonds of the six ligands to the central iron atom.

In contrast, the quartet state is typified by significantly elongated bonds to the axial ligands. This

is due to the occupation of the irondz2 orbital, which contributes to the antibondingσ∗ orbital

along the S–Fe–O axis. In the sextet state, an unpaired electron additionally occupies the iron dxy

orbital. This orbital mixes with sp2 orbitals of the pyrrole nitrogens to give a strongly antibonding

Fe–Nσ∗ MO. As a consequence, the Fe–N bonds are elongated byca. 0.05Å and the central iron

atom is displaced from the the heme plane towards the proximal face of the heme.

The improper dihedral angleΘFe−O−H−H and the torsion angleΘO−H−H−Fe are a measure for the

“tilting” of the water ligand with respect to the heme plane. A value of 180◦ (0◦) for ΘFe−O−H−H

(ΘO−H−H−Fe) indicates a perfectly upright conformation, with the plane spanned by the three wa-

ter atoms perpendicular to the heme plane. As obvious from tables 5.5 and 5.6, the QM/MM

optimizations always predict a slight deviation from the perfectly upright geometry, even in snap-

shot 0, which is optimized starting from the X-ray conformation. This deviation is smallest for the

doublet species and slightly more pronounced for the quartet and sextet equilibrium structures. In

general, there is a correlation between the “tilting” of the water ligand and the Fe–O bond length:

the shorter the Fe–O bond length, the weaker the ‘tilting” of the water ligand.

As compared to the differences in geometries of the different spin states, the variations arising

from different snapshots are relatively small. For example, the Fe–O bond lengths vary by up to
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(doublet/quartet/sextet) 0.032/0.029/0.041Å in different snapshots. This is in line with the small

differences in the calculated relative energies of the different spin states.

In contrast, there are notable differences between the geometries optimized in the enzyme environ-

ment, and those for the isolated QM subsystem R1w in the gas phase. This is especially obvious

from the Fe–O bond lengths, which are shortened by (doublet/quartet/sextet) 0.082/0.274/0.242

Å in snapshot 195 as compared to the isolated species. In contrast, the Fe–S bond is slightly

elongated in the enzyme environment. In snapshot 195, this bond is longer than in the gas phase

species by (doublet/quartet/sextet) 0.066/0.088/0.086Å. Moreover, the water ligand is strongly

tilted in the quartet and sextet gas phase minimum geometries. In these structures, the water pro-

tons form hydrogen-bonds with the pyrrole nitrogen atoms of the porphyrin. These interactions

are not present within the protein environment, where they are replaced with hydrogen bonds to

the neighbouring water molecule occupying the pocket. Hence, our calculations indicate that the

interaction of the axial water ligand with the other water molecules present in the active site favors

the upright conformation of this ligand, and shortens the Fe–O bond. This effect is apparent in all

spin states, but it is most pronounced in the quartet and sextet species.

The geometries optimized with the BLYP functional exhibit analogous trends to the B3LYP struc-

tures discussed above. The Fe–O bond is predicted by this functional to be slightly longer,e.g., we

obtain a bond length of (doublet/quartet/sextet) 2.071/2.356/2.329Å in snapshot 195 as compared

to the B3LYP values of 2.032/2.280/2.251Å. As noted above, the greatest difference between the

two density functionals is observed for the isolated gas phase species. Here, the BLYP optimiza-

tion predicts a structure for the quartet and sextet state where the Fe–O bond is completely broken

(distances in quartet: 3.074̊A, sextet: 3.210Å). The water molecule is loosely coordinatedvia

hydrogen bonds to the pyrrole nitrogens of the porphyrin. As discussed above, it is well known

that pure density functionals like BP86 or BLYP overestimate the stability of LS states. This effect

apparently carries over to an underestimation of the iron-ligand bond strengths in the HS states.

Our best estimates from the B3LYP/CHARMM22 QM/MM geometry optimizations employing

the large QM region R3w yield Fe–O distances of 2.141/2.475/2.467Å in the doublet/quartet/sextet

states, respectively. The computed Fe–S bond lengths at this level of theory are 2.269/2.491/2.418

Å. Hence, the optimized doublet geometries agree reasonably well with the experimental values

of 2.28Å for the Fe–O and 2.25̊A for the Fe–S bond lengths (estimated uncertainty± 0.2Å, see

section 5.1). The Fe–H distances to the protons of the axial water ligand are 2.646 and 2.620Å,

in perfect agreement with the result of 2.62Å obtained from the ESEEM experiment [87].

In summary, the QM/MM calculations employing the large QM region R3w and basis B4 in con-

junction with B3LYP/CHARMM22 optimizations lead to a geometry for the doublet species in

good agreement with the experimental data. A comparison of the geometries from the R1w/B1

QM/MM study with corresponding optimizations in the gas phase shows that the enzyme environ-
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Table 5.5: Selected structural data (distances r in Å, angles θ, dihedral angles Θ and improper

dihedral angles Θ′ in degree). Calculations employed the B3LYP functional a,b.

snapshot rav
Fe−N rFe−O rFe−S θav

Fe−O−H ΘFe−O−H−H Θ′
O−H−H−Fe

0 D 2.028 2.011 2.348 115.2 136.1 -31.6

Q 2.028 2.268 2.545 109.5 120.8 -44.7

S 2.080 2.235 2.493 110.7 123.6 -42.3

50 D 2.030 2.025 2.349 114.0 132.7 -33.9

Q 2.031 2.277 2.543 110.4 121.9 -42.8

S 2.084 2.278 2.484 107.0 118.0 -48.5

150 D 2.032 2.023 2.365 119.0 146.7 -22.2

Q 2.031 2.272 2.581 118.6 137.9 -26.6

S 2.083 2.242 2.519 118.9 140.7 -25.4

175 D 2.031 2.043 2.353 114.4 133.0 -33.5

Q 2.032 2.297 2.554 112.0 123.9 -40.0

S 2.086 2.276 2.496 112.0 125.2 -39.7

195 D 2.031 2.032 2.356 115.8 135.9 -30.5

Q 2.031 2.280 2.567 114.2 127.5 -36.0

S 2.085 2.251 2.503 115.4 131.4 -33.2

200 D 2.030 2.035 2.358 115.4 134.9 -31.3

Q 2.030 2.293 2.572 115.9 130.0 -32.9

S 2.083 2.262 2.510 114.1 128.4 -35.9

195,R3w/B4 D 2.038 2.141 2.269 109.5 118.8 -44.9

Q 2.037 2.475 2.491 108.1 113.1 -48.7

S 2.095 2.467 2.418 106.9 113.4 -50.6

gas phase D 2.019 2.114 2.290 108.1 118.3 -46.0

(R1w/B1) Q 2.021 2.554 2.479 94.3 95.8 -70.6

S 2.086 2.493 2.417 94.7 96.1 -69.6

a av denotes an averaged value.b D: 2A (doublet) state; Q:4A (quartet) state; S:6A (sextet) state.
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Table 5.6: Selected structural data (distances r in Å, angles θ, dihedral angles Θ and improper

dihedral angles Θ′ in degree). Calculations employed the BLYP functional a,b.

snapshot rav
Fe−N rFe−O rFe−S θav

Fe−O−H ΘFe−O−H−H ΘO−H−H−Fe

0 D 2.040 2.057 2.338 111.0 125.0 -40.8

Q 2.041 2.351 2.553 104.5 112.5 -53.4

S 2.097 2.312 2.505 106.1 115.2 -50.6

50 D 2.043 2.068 2.339 109.4 122.3 -43.3

Q 2.043 2.411 2.541 99.2 106.1 -61.8

S 2.101 2.353 2.490 101.8 110.2 -57.4

150 D 2.043 2.065 2.358 115.1 132.6 -32.8

Q 2.044 2.349 2.588 112.9 122.6 -39.2

S 2.100 2.318 2.531 113.0 124.4 -38.7

175 D 2.043 2.083 2.340 111.4 125.1 -40.0

Q 2.045 2.383 2.565 106.6 113.9 -50.1

S 2.102 2.354 2.508 107.2 115.8 -48.9

195 D 2.043 2.071 2.348 112.6 127.0 -37.7

Q 2.045 2.356 2.571 110.4 118.7 -43.6

S 2.101 2.329 2.517 110.0 119.5 -44.1

200 D 2.042 2.077 2.349 111.6 125.0 -39.7

Q 2.041 2.449 2.590 105.9 114.3 -51.7

S 2.099 2.352 2.524 110.1 119.0 -44.1

195,R3w/B4 D 2.050 2.191 2.239 107.1 114.8 -48.9

Q 2.051 2.605 2.490 102.6 105.7 -57.7

S 2.113 2.611 2.421 100.9 105.9 -60.4

gas phase D 2.030 2.159 2.291 103.8 110.9 -53.3

(R1w/B1) Qc 2.032 3.074 2.477 66.1 56.4 -122.8

S c 2.109 3.210 2.416 62.3 47.7 -131.8

a av denotes an averaged value.b D: 2A (doublet) state; Q:4A (quartet) state; S:6A (sextet) state.c Axial water

molecule is not coordinated to iron.
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ment shortens the Fe–O bond, and favors the upright conformation of the axial water ligand. This

is especially pronounced in the HS (quartet and sextet) states. In contrast, the Fe–S bond is slightly

elongated under the influence of the surrounding protein. Different snapshot structures represent-

ing different protein conformations show only small geometrical variations in the coordination

sphere of the iron complex.

Spin Densities

The unpaired spin densities from the unrestricted B3LYP/CHARMM calculations on snapshot 195

and from B3LYP calculations on the isolated gas phase system are presented in table 5.7. The other

snapshots optimized at the R1w/B1 QM/MM level show only minor variations in computed spin

densities, and are therefore not addressed in the following discussion. Likewise, the corresponding

results obtained with the BLYP functional show analogous trends, and are therefore not presented

here.

The spin density distribution of the doublet state shows that the unpaired electron is predominantly

localized on the iron atom. This is expected for the single occupation of the dyz orbital, which has

weak interactions with ligand orbitals. In contrast, the quartet state exhibits a significant amount

of positive spin density on the sulfur atom, due to the mixing of the iron dz2 with the sulfur pz
orbital. In the sextet state, only 4 equivalents of the 5 unpaired electrons are attributed to the iron

center. This is due to the strong interaction of the dxz with sp2 orbitals at the pyrrole nitrogen

atoms. These four nitrogen atoms each carry an average spin density of 0.1 electron equivalents

in the sextet state (see last column in table 5.7).

A comparison of the QM/MM results with the gas phase calculations of the isolated R1w/B1 sys-

tem reveals a redistribution of spin density between the iron and sulfur atom in the HS states:

Going from the enzyme environment to the gas phase, the sulfur atom aquires more spin density

(quartet: 0.271→0.459; sextet: 0.323→0.491), with a concomitant reduction of spin density on

iron (quartet: 2.739→2.557; sextet: 4.067→3.987). This finding indicates that the protein en-

vironment, by polarization and the presence of H-bond donors in the proximal pocket, effects a

stabilization of electron density on the sulfur atom. As discussed in chapter 3, a similar effect has

been observed in the influence of the protein on the ratio of sulfurvs. porphyrin radical character

of compound I of P450 (7).

Interestingly, the unpaired spin density on the oxygen atom of the axial water ligand is relatively

small in all calculations. This indicates a rather weak mixing of the iron dz2 and the oxygen pz
orbitals that yields the singly occupied antibondingσ∗ Fe–O orbital.
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Table 5.7: Spin densities on selected atoms. Calculations employed the B3LYP functional a,b.

snapshot ρ(Fe) ρ(O) ρ(S) ρgr(por) ρav(N)

195, R1w/B1 D 1.131 0.002 -0.058 -0.077 -0.027

Q 2.739 0.036 0.271 -0.044 -0.036

S 4.067 0.041 0.323 0.574 0.114

195, R3w/B4 D 1.151 -0.011 -0.029 -0.113 -0.033

Q 2.812 -0.013 0.329 -0.132 -0.055

S 4.181 -0.008 0.367 0.458 0.087

gas phase D 1.090 0.001 -0.005 -0.085 -0.023

(R1w/B1) Q 2.557 0.021 0.459 -0.025 -0.022

S 3.987 0.028 0.491 0.507 0.110

a
av denotes an averaged value,gr a sum of individual values for a group of atoms.b D: 2A (doublet) state; Q:4A

(quartet) state; S:6A (sextet) state.

5.5 Discussion

The relative energies presented in tables 5.3 and 5.4 show that the ground state of the ferric resting

state of P450 has doublet multiplicity, in agreement with the experimental assignment [88]. The

best estimates from B3LYP/CHARMM energies with QM region R3w and basis B4 predict the

quartet state at 2.4 kcal/mol, and the sextet state at 3.3 kcal/mol relative to the doublet. Since the

B3LYP functional is known to underestimate the stability of the LS state due to the admixture of

exact exchange (see above), the true energy differences are expected to be even slightly larger.

Analogous calculations with the BLYP functional give an upper bound for the doublet-quartet

(doublet-sextet) gap of 8.5 (18.3) kcal/mol.

The optimized geometries of the doublet ground state obtained from B3LYP/CHARMM calcu-

lations yield a Fe–O distance of 2.141Å and a Fe–S bond length of 2.269̊A. This agrees well

with the X-ray data of 2.28 (±0.2) Å for the Fe–O and 2.25 (±0.2) Å for the Fe–S bond lengths.

The computed Fe–H distances to the protons of the axial water ligand are 2.646 and 2.620Å, in

excellent agreement with the result of 2.62Å obtained from the ESEEM experiment [87]. This

supports the reliability of the QM/MM approach in predicting the geometrical features of the iron

complex in the enzyme environment.

An analysis of the QM and MM energy contributions to the relative QM/MM energies shows that

the MM terms favor the doublet state by up to 3 kcal/mol over the quartet state. A similar, but

smaller effect is also found for the sextet state. However, it was not possible to unambiguously

relate this stabilization to individual contributions from the MM environment. It would seem desir-
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able to confirm this finding by QM/MM MD or MC calculations with appropriate conformational

sampling.

The present QM/MM study reveals some features that add to the understanding of the influence of

the protein environment on the computed properties of the FeIII-aqua complex1. These may be

summarized as follows: (i) Comparing the relative QM/MM spin state energies to those obtained

from QM optimizations of the isolated gas phase species indicates that the enzyme environment

provides a significant stabilization of the quartet state, and, to a smaller extent, of the sextet state.

(ii) The geometries optimized at the QM/MM level show a preference for the conformation with

an essentially upright axial water ligand, although this ligand is always found to be slightly tilted

with respect to the heme plane. (iii) There are significant differences in the conformation of

the axial water in the HS (quartet and sextet) states between QM/MM and analogous gas phase

optimized structures: The protein/solvent environment favors a significant shortening of the Fe–O

bond and an upright axial water conformation. In contrast, the isolated species have long Fe–O

distances and the axial water ligand nearly parallel to the heme plane, since the water protons

form hydrogen-bonds with the pyrrole nitrogens of the porphyrin. (iv) The Fe–S bond in all spin

states is slightly elongated in the enzyme environment as compared to the gas phase. (v) In the HS

states the sulfur atom exhibits significantly more unpaired spin density in the gas phase than in the

enzyme environment. This indicates that the enzyme environment favors localization of electron

density on sulfur.

The largest influence of the protein/solvent environment on energies, geometries, and spin densi-

ties is found for the quartet state. Particularly notable is the stabilization of the quartet relative to

the doublet state (which also occurs in the product complex9, see section 4.3).

Figure 5.4 shows a MO diagram that rationalizes these findings in a simple manner. Decisive for

the relative stability of the quartetvs. the doublet configuration is (in first approximation) the rel-

ative energy of the dz2 orbital with respect to the dxz orbital. If this energy difference is large, spin

pairing (the doublet state) will be preferred over occupation of the higher dz2 orbital (the quartet

state) which gives rise to a larger exchange stabilization. However, the dz2 orbital mixes with the

pz orbital on sulfur and also with a corresponding orbital on the oxygen of the axial water ligand,

yielding a bondingσ and an antibondingσ∗ orbital (shown in figure 5.4). The polarizing effect

of the enzyme and the presence of H-bond donors in the Cys357 loop stabilize electronic charge

on the sulfur atom, as has already been shown for the compound I species7 in chapter 3.4. In

the present situation, this effectively lowers the orbital energy of the (doubly occupied) sulfur pz

orbital. As a consequence, the interaction of this orbital with the dz2 orbital becomes weaker (see

figure 5.4), and therefore, the splitting of the bondingσ and an antibondingσ∗ orbital is smaller,

as compared to the gas phase. Hence, the destabilization∆ε of theσ∗ orbital due to the mixing is

smaller and its occupation (and thus the quartet state) becomes more favorable, which is mirrored

by the smaller calculated doublet-quartet gap in the enzyme environment. In the present case, this
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accounts for a stabilization of the quartet state byca. 8 kcal/mol. These results accord well with

the DFT/MM single-point calculations by Scherliset al.[94], who found a decrease of the vertical

doublet-quartet gap by 7 kcal/mol when the polarizing effect of the protein was included into the

QM treatment (DFT, BP86 functional)via an electrostatic interaction model similar to the one

used here.

To underscore this qualitative explanation we present in table 5.8 the following properties com-

puted in the enzyme and in the gas phase: (i) The relative energy of the occupiedα-spin Kohn-

Sham orbitals in the quartet state corresponding to dz2 (σ∗) and dxz orbital: This gap is increased

from 0.848 eV in the enzyme to 1.057 eV in the gas phase. This indicates that the polarizing

environment predominantly lowers the orbital energy of theσ∗ orbital. (ii) The total Mulliken

population on the sulfur: The electron population is decreased from 16.452 e in the enzyme en-

vironment to 16.202 e in the gas phase. This demonstrates that the enzyme environment effects

localization of electron density on the sulfur atom. Because theσ∗ orbital is unoccupied in the

doublet state, the corresponding populations in this state are smaller (16.240 and 16.023). Hence,

the quartet state will preferentially benefit from this effect.

Based on these findings, one may also rationalize the differences in the Fe–S and Fe–O bond

lengths between the enzyme and the gas phase. The argument is similar to the concept of the

well-known trans-effect: two different donor ligands to a transition metal intrans orientation

“compete” in forming a bond with the same orbital of the metal (in this case the dz2 orbital).

Generally, the betterσ-donor forms the stronger bond, while the bond to the other ligand is more

labile as compared to the situation with identical ligands (“trans-effect”). In the present situation,

the thiolate sulfur is clearly the stronger donor. However, the interaction of the sulfur pz orbital

with the dz2 orbital is weakened by the enzyme environment, because the energetic separation

between the two orbitals becomes larger (see figure 5.4). As a consequence, the interaction of the

dz2 orbital with the “competing” water ligand becomes stronger in the enzyme environment. In

effect, the Fe–S bond is elongated, and the Fe–O bond is shortened in the protein as compared to

the gas phase.

5.6 Conclusions

This study presents a comprehensive investigation of the energetic, geometric, and electronic fac-

tors that typify the resting form of P450cam (1). In the first part of this work, we have probed the

dependence of the results on the chosen density functional. We find that the computed relative

energies of the doublet, quartet, and sextet states are very sensitive to the admixture of exact ex-

change. Consistent with the recent systematic work of Hesset al. [217, 218], we conclude that

pure density functionals such as BP86 or BLYP overestimate the stability of the LS state. Results
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Figure 5.4: MO mixing diagram, rationalizing the stabilization of the quartet (4A) state by the

polarizing effect of the enzyme (shown on the left) as compared to the gas phase (shown on the

right).

Table 5.8: Resting state of P450 (1), quartet (4A) state: Orbital energy differences ∆ε of the α-spin

Kohn-Sham orbitals dz2 and dxz [eV], Mulliken total electron population Pe(S) [e] on the proximal

sulfur atom, and relative energies with respect to the doublet state [kcal/mol] in the enzyme and

in the gas phase a.

Sp,p Sg,g

∆ε(dz2 − dxz) 0.848 1.057

Pe(S) 16.452 16.202

EQ−D (QM) -2.41 5.48

a Sp,p: The system optimized at the QM/MM level (B3LYP/CHARMM, QM region R1w, basis set B1), in the enzyme

environment; Sg,g: the isolated QM subsystem optimized in the gas phase (B3LYP, QM region R1w, basis set B1).

from previous studies employing such functionals thus have to interpreted with care.

Using the B3LYP functional in conjunction with a QM/MM coupling scheme, our results for

the full system indicate a doublet ground state of1, in accord with experimental results. Since the

B3LYP functional is known to slightly underestimate the stability of the LS state [6,217,218,221],

the calculated doublet-quartet and doublet-sextet gaps of 2.4 kcal/mol and 3.3 kcal/mol may be

regarded as a lower bound to the true values. Analogous calculations with the BLYP functional

allow us to estimate an upper bound for the doublet-quartet (doublet-sextet) gap of 8.5 (18.3)

kcal/mol.

Comparing the QM/MM results to analogous results for the isolated QM subsystem in the gas

phase reveals the effects of the protein environment on the central iron-aqua complex, which may
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be summarized as follows. (i) The presence of other water molecules in the active site provides a

hydrogen-bonding network that favors the upright conformation (perpendicular to the heme plane)

of the axial water ligand. (ii) The polarization exerted by the enzyme environment stabilizes elec-

tron density on the proximal sulfur, which effectively lowers the orbital energy of the antibonding

Fe–Sσ∗ orbital. As a consequence, the HS states, which have an unpaired electron in this or-

bital, are significantly stabilized in the enzyme as compared to the gas phase. This effect is most

prominent in the quartet state, which is lowered byca. 8 kcal/mol. (iii) Likewise, the electronic

polarization by the protein weakens theσ-donor capabilities of the sulfur ligand. This is obvious

from the optimized Fe–S bond lengths, which are elongated byca. 0.1 Å in the enzyme environ-

ment. Due to thetrans-effect, this causes a concomitant shortening of the Fe–O bond to the axial

water ligand.

It is known that substrate binding induces the displacement of the axial water ligand, which in

turn is linked to the reversal of the stability of the HS and LS states. The associated change in the

reduction potential of the heme triggers the catalytic mechanism of substrate hydroxylation. Our

QM/MM calculations reveal how the protein/solvent environment modulates the conformation and

binding properties of the axial water ligand by electronic polarization as well as the presence of

other water molecules in the active site. The relative energies of the HS statesvs. the LS state are

also affected by these factors. This highlights the advantage of the combined QM/MM approach,

that allows us to simultaneously model the electronic factors at the heme site and the steric and

electrostatic influence of the environment.



Chapter 6

Calculation of Spectroscopic Parameters

6.1 Motivation and Background

The characterization of short-lived intermediates in the catalytic cycles of cytochrome P450, CPO,

HRP, catalases and other heme enzymes has become possible in the past decades by virtue of rapid

developments in spectroscopic techniques [164,223]. EPR, ENDOR, and Mößbauer spectroscopy,

particularly in combination with rapid freeze quench techniques, have been most successful in this

regard. For example, EPR,1H- and14N-ENDOR studies [13] on P450cam have recently identified

the ferric peroxy anion and the ferric hydroperoxy intermediate of this enzyme (see section 1.2).

A definitive characterization of the primary oxidant of P450cam, compound I (Cpd I), has not been

possible to date [17]. If the ongoing efforts to detect this species should succeed, an interpretation

of the experimental spectra may be difficult,e.g., due to the presence of impurities. The analysis of

experimental data can be significantly facilitated by theoretical predictions for the corresponding

spin Hamiltonian parameters. Therefore, the goal of the present work is the calculation of such

parameters in the enzyme environment, in order to assist experimentalists in an ultimate detection

of this species. Specifically, this study is concerned with the prediction of exchange coupling

constants, hyperfine and nuclear quadrupole coupling tensors, the57Fe Mößbauer isomer shift, as

well as g-values for Cpd I of P450cam. These parameters are reported for both the LS (doublet)

and HS (quartet) state of Cpd I. We also compare the results obtained from calculations including

the enzyme environment with those for the isolated system in the gas phase. In doing so, we can

assess the validity of calculations that rely on gas phase model representations of the real system.

To test the accuracy of our approach, we have studied the oxoferryl tetraphenylporphyrinπ cation

radical complex17 (see figure 6.1). Derivatives of this complex, which differ from17 by sub-

stituents at the phenyl groups, have been characterized spectroscopically as models of the native

131
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Cpd I species in P450, CPO, or HRP. We compare our results to the tetramesitylporphyrin (TMP)

derivative, and the tetrakis(2,6-dichlorophenyl)porphyrin (TDCPP) derivative of17, where re-

sults from detailed EPR and M̈oßbauer studies are available [224]. The preparation of these

complexes involves oxidation of a precursor in methylene chloride/methanol by oxidation with

meta-chloroperbenzoic acid. Hence, the presence of a sixth ligand to the iron atom, presumably

an oxygen donor, is likely. Thus, we additionally considered complex18 (see figure 6.1) with an

axial water ligand. Other effects due to the presence of a solvent, however, were neglected.

The resting state of P450cam, i.e., the iron aqua complex1 (figure 6.1), has been studied by EPR,

ENDOR and ESEEM techniques [86,87,225,226]. Because the corresponding spectroscopic data

derive from the native species in the enzyme, QM/MM calculations allow for a direct comparison

with these experimental values. Thus, we have performed calculations on this species, using the

QM/MM optimized structure of1 discussed in chapter 5.

The adequate description of the antiferromagnetically coupled spin systems, in this case the LS

state of Cpd I, requires special theoretical methods. In the present work, the broken symmetry den-

sity functional approach (BS-DFT) [227–229] is adopted. Hence, the multi-determinant electronic

state with unpairedα- andβ-electrons delocalized over both the ferryl and the porphyrin subunit

is described by a single spin-unrestriced determinant Kohn-Sham wave function with unpairedα-

andβ-electrons localized at the two individual sites. As a consequence, energies and spin den-

sities of the broken symmetry state differ from those of the multi-determinant antiferromagnetic

state, but its exchange coupling constants, hyperfine coupling constants and g-tensors can be esti-

mated from mapping procedures with spin Hamiltonians and spin projection methods [230, 231].

As shown in numerous studies, the BS-DFT approach can provide reasonable geometries, ener-

gies and spectroscopic parameters. This has been demonstrated,e.g., by the calculation of g- and

hyperfine tensors for 2-Fe Ferredoxin model systems [232].

Kuramochiet al. reported a DFT study on model peroxidase compounds I and II including pre-

dictions of isotropic and dipolar hyperfine coupling constants and Mößbauer quadrupole split-

tings [233]. However, to the best of our knowledge, this is the first comprehensive theoretical

study on spin Hamiltonian parameters for Cpd I of P450 enzymes.

This chapter is organized as follows. In section 6.2, we give an overview of the basic theoretical

concepts that make the connection between the experimentally determined spectroscopic param-

eters and electronic structure calculations. Computational details of our approach are given in

section 6.3, while the results are presented and discussed in section 6.4. A summary of the present

study can be found in section 6.5.
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Figure 6.1: Compounds for theoretical EPR and Mößbauer studies: ferric aqua complex 1, com-

pound I (7), and the ferryl meso-tetraphenyl-porphyrin complexes 17 and 18.

6.2 Theoretical Background

6.2.1 The Spin Hamiltonian

In order to transform the immediate results of an EPR measurement into a simple and unified

language, the corresponding spectra are commonly interpreted in terms of a phenomenological

spin Hamiltonian (SH)̂Hspin. The spin Hamiltonian itself does not refer explicitly to the geometric

or electronic structure of the compound under investigation, instead the spectral features of a

molecule are expressed in terms of a few free parameters –D, g, A – that are extracted from the

raw experimental data by fitting procedures [234].

Ĥspin = ŜDŜ + βBgŜ +
∑

A

ŜA(A)Î(A) − βNg
(A)
N Î(A)B (6.1)

Here,β is the Bohr magneton (1.3316 × 10−4 MHz T−1), Ŝ is the operator for total electron

spin,Î(A) is the operator for the nuclear spin of nucleusA, βN is the nuclear magneton (7.2521×
10−8 MHz T−1) andg(A)

N the nuclear g-value1. The first term in equation 6.1 describes the zero-

field splitting, which arises from interelectronic spin–spin interactions, the second term represents

the interaction of the net electron spin magnetic moment with the external magnetic fieldB (the

1 The nuclear g-value is taken to be scalar in equation 6.1, with a value corresponding to that of the free atom. This

is not true in reality, because in molecules deviations from this value occur, which give rise to the phenomenon of

“chemical shielding”. This effect is of fundamental importance in nuclear magnetic resonance (NMR) spectroscopy,

it is, however, negligible in the context of EPR experiments.
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electronic Zeeman effect), and the third term describes the magnetic interactions between the

electron magnetic moment and the nuclear spin magnetic moments. The last term refers to the

interaction of the nuclear spin magnetic moments with the external magnetic field and is of no

concern in the following discussion.

The SH parameters that are of interest in the present work are the elements of the3× 3 matricesg

andA(A). Many empirical or semi-empirical relationships exist that explain trends in the measured

SH parameters for different classes of substances [235, 236]. Quantum mechanical calculations

on the other hand can provide a quantitative relation between the experimental parameters and the

geometric and electronic structure of a given compound, by predicting the SH parameters from

first principles. The standard Born-Oppenheimer (BO) Hamiltonian does not include the terms

that are necessary to describe the lifting of the degeneracy of the magnetic sublevels and thus to

simulate magnetic spectra. By assuming that the interactions between the magnetic moments of

the particles themselves and the particles and the external magnetic field are small, they may be

introduced as perturbing operators to the standard BO Hamiltonian. In the following, the necessary

perturbing operators are introduced in anad hocfashion, since their derivation is beyond the scope

of this thesis.

6.2.2 Magnetic Perturbing Operators

The formulations of the magnetic perturbing operators given in this section are based on ref. [237]

and references therein.

The interaction between the external magnetic fieldB and the magnetic moment caused by the

orbital motion of the electrons is described by the orbital Zeeman operatorĤLB
2.

ĤLB =
α

2
BL̂, (6.2)

whereα is the fine structure constant (α = c−1 in atomic units) and̂L is the electron angular

momentum operator.

The operators necessary to describe interactions including electron spin can be derived from the

Dirac equation and its generalization to many particle systems (in the Breit-Pauli approxima-

tion) [234]. The spin Zeeman operatorĤSB describes the coupling of the electron spin magnetic

moment to the external magnetic field.

ĤSB =
α

2
geBŜ (6.3)

2 The expression for this operator can be derived by substituting the electron momentap̂i in the standard Born-

Oppenheimer Hamiltonian by the expressionπ̂i = p̂i + αAi, whith α being the fine structure constant andAi the

vector potential for an external magnetic field.
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Here,ge is the free-electron g-value (2.002319. . .). The fully relativistic treatment introduces a

kinetic energy correction to the spin Zeeman energy (the relativistic mass correction operator) that

is given by the expression

ĤRMC
SB =

α3

2
ge

∑
i

∇2
i Bŝi, (6.4)

wherêsi is the spin operator of theith electron.

The largest and most important perturbation comes from the spin-orbit coupling (SOC) operator.

It describes the coupling of the electron spin magnetic moment to the orbital magnetic moment of

the same electron as well as of the other electrons. In the Breit-Pauli approximation this operator

is given by eqs. 6.5 to 6.9. It consists of a one-electron (eq. 6.6) and a two-electron (eq. 6.7) part.

ĤSO = Ĥ
(1)
SO + Ĥ

(2)
SO (6.5)

Ĥ
(1)
SO =

α2

2

∑
A

∑
i

ZA

|RA − ri|3
l̂Ai ŝi (6.6)

Ĥ
(2)
SO = −α

2

2

∑
i

ŝi

∑
j 6=i

1

|ri − rj|3
{̂lji + 2̂lij} (6.7)

l̂Ai = (ri −RA)× p̂i (6.8)

l̂ji = (ri − rj)× p̂i (6.9)

Here,ri (RA) is the position vector of theith electron (Ath nucleus), and the symboll̂Ai (̂lji ) denotes

the angular momentum of electroni relative to nucleusA (electronj). The two-electron part

(eq. 6.7) of the spin-orbit coupling operator is difficult to evaluate, and it is therefore commonly

approximated by an effective one-electron operator. This approximation is rationalized by the

finding that for atoms a one-electron formulation using an effective spin-orbit coupling constant

ζ ′ [238] leads to good agreement with experiment for 2p and 3d elements. In the case of molecules,

it is assumed that the two electron part provides a “screening” of the nuclear charge, which can be

incorporated intoĤ(1)
SO through an effective nuclear charge. Because of ther−3 dependence (eq.

6.6),Ĥ(1)
SO is of rather local nature, and it thus seems reasonable to consider only one-center matrix

elements of this operator. The effective operator may thus be written as

ĤSO =
∑

A

∑
i

ξ(riA)̂lAi ŝi (6.10)

ξ(riA) =
α2

2

ZA
eff

r3
iA

, (6.11)

whereriA = |riA| = |ri − RA|. The functionsξ(riA) contain effective nuclear chargesZA
eff ,

which are semi-empirical parameters that are determined with reference to experiment or higher

level calculations. Forab initio calculations a set of parametersZA
eff has been proposed by Koseki

et al. [239–241]. Alternative approximations to treat spin-orbit coupling are clearly possible and
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include,e.g. the “molecular potential” approach or the use of effective core potentials [237]. An

accurate method to efficiently approximate the full Breit-Pauli treatment of spin-orbit coupling

is the “atomic mean field” method introduced by Hess, Marianet al. [242]. In this approach,

the two-electron interaction of the spin-orbit coupling operator (eq. 6.7) is approximated by a

simpler pseudo-single particle operator, similar to the treatment of electron-electron repulsion in

Hartree–Fock theory.

In the present formulation (eqs. 6.10, 6.8) the momentump̂i has been used instead of the gauge

invariant momentum̂πi. Therefore, an additional gauge correction for the effective SOC operator

has to be introduced. This correction term can be written as

ĤGC
SO =

α

2

∑
i,A

ξ(riA){(̂siB)(riAri)− (̂siri)(BriA)}. (6.12)

For the interaction of nuclear and electronic magnetic momenta, three terms have to be considered.

These are the (classical) magnetic dipole-dipole interaction of electron and nuclear spinĤd
SI, the

well-known Fermi contact interaction̂Hc
SI and the coupling of nuclear magnetic moments with

the orbital magnetic moment of electronsĤLI. These terms read

Ĥd
SI =

α

2
geβN

∑
A

g
(A)
N

∑
i

ŝiÎ
(A)

r3
iA

− 3
(̂siriA)(̂I(A)riA)

r5
iA

(6.13)

Ĥc
SI =

α

2

8π

3
geβN

∑
A

g
(A)
N

∑
i

ŝiÎ
(A)δ(riA) (6.14)

ĤLI =
α

2
βN

∑
A

g
(A)
N

∑
i

l̂Ai Î(A)

r3
iA

(6.15)

6.2.3 Formulation of Spin Hamiltonian Parameters

The operators introduced in the previous section describe the physics behind the empirical param-

etersg andA that are employed in the spin Hamiltonian concept. In order make the connection

between the spin Hamiltonian parameters and electronic structure theory, one may use a perturba-

tion theory formulation [243],

Ĥ = Ĥ0 + Ĥ1 (6.16)

where the various magnetic operators are added as perturbing operators (Ĥ1) to the standard Born–

Oppenheimer Hamiltonian (̂H0). An elegant route to the formulation of the SH parameters in

quantum mechanical terms is the “effective Hamiltonian” treatment suggested by McWeeny [243].

The eigenstates of the unperturbed system are represented by a set of wave functions of the gen-

eral form|aSM〉, whereS is the total spin quantum number andM the projection onto the z-axis.

The indexa is a compound label that denotes the eigenstate of the standard Born–Oppenheimer
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Hamiltonian. It also incorporates implicitly the spatial irreducible representationΓ and its com-

ponentsMΓ. Thus, there aredim(Γ)(2S + 1) degenerate states with energyEa.

The secular equations arising from the variation principle can then be transformed to the following

expression [237,243]

〈0SM |Ĥ|0SM ′〉 = E0δMM ′ + 〈0SM |Ĥ1|0SM ′〉
−

∑
a>0,S′,M ′′

∆−1
a 〈0SM |Ĥ1|aS ′M ′′〉〈aS ′M ′′|Ĥ1|0SM ′〉, (6.17)

which is analogous to the result of second-order Rayleigh-Schrödinger perturbation theory. Here,

∆a = Ea − E0, the energy difference between theath excited state and the ground state.

The various matrix elements arising from this treatment, with the perturbing operators discussed

above (see section 6.2.2), may be grouped such that they match one by one the matrix elements

of the spin Hamiltonian (eq. 6.1) in the same basis of states, and they can thus be identified with

the elements of the matricesD, g andA [237]. The many electron wave functions|aSM〉 are

normally expressed in terms of molecular orbitalsψ. Since the molecular orbitals are in turn

linear combinations of atomic orbitalsϕ (LCAO ansatz), most of the matrix elements may be

reduced to integrals of atomic orbitals over the perturbing operators. In this form, the resulting

matrix elements can be implemented in combination with any semi-empirical, density functional,

or ab initio method. Many of these matrix elements are however difficult to evaluate, therefore

specialized approaches have been developed, particularly in the field of DFT (vide infra).

The g-tensor.By definition, only terms that are bilinear inB andS contribute to the matrixg (see

eq. 6.1). Three contributions arise in first order perturbation theory. The first one comes from the

spin Zeeman interaction (eq. 6.3), which simply yields the free electron g-value. The other two

terms originate from the relativistic mass correction (eq. 6.4) and the gauge correction to the spin-

orbit coupling operator (eq. 6.12), respectively. These three contributions are computationally

easy to evaluate, however, they are generally small and tend to cancel each other. The explicit

terms read:

gSB
rs = geδrs (6.18)

∆gRMC = −α
2

S

∑
µ,ν

Pα−β
µν 〈ϕµ|T̂ |ϕν〉 (6.19)

∆gGC
rs =

1

2S

∑
µ,ν

Pα−β
µν 〈ϕµ|

∑
A

ξ(rA){rArO − rA,rrO,s}|ϕν〉 (6.20)

In general, indicesp, r, s denote spatial components (x, y, z). Here,α is the fine structure constant,

Pα−β
µν is the spin density matrix,̂T = −1/2∇2 is the kinetic energy operator and{ϕ} is the basis

set. In equation 6.20,rA is the position vector of the electron relative to nucleusA, rO the position

vector relative to the gauge origin andξ(rA) is the screening function as defined in equation 6.11.
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The fourth contribution to the g-tensor emerges in second order perturbation theory as a cross term

between the orbital Zeeman operatorĤLB (OZ, eq. 6.2) and the SOC operatorĤSO (eq. 6.11).

In almost all cases it accounts for the dominant contribution. InsertingĤLB + ĤSO as perturbing

operators into the perturbation theory formulation, eq. 6.17, and dropping all terms that are not

bilinear inB andS leads to the expression

∆gOZ/SOC
rs =

1

2S

∑
i(doubly)

∑
o(singly)

∆−1
i;o

(
Lio

2rL
io
1s + Lio

1rL
io
2s

)
− 1

2S

∑
a(empty)

∑
o(singly)

∆−1
o;a (Loa

2rL
oa
1s + Loa

1rL
oa
2s) (6.21)

where

Lij
1p = Im〈ψi|

∑
A

ξ(rA)lAp |ψj〉 (6.22)

Lij
2p = Im〈ψi|lp|ψj〉. (6.23)

Here,ψi are molecular orbitals. The symbol∆i;j represents the energy difference between two

configurational state functions (CSF)3 that differ in the occupation of molecular orbitalsi andj

. It is important to note that these energy denominators are not simply given by orbital energy

differences but contain corrections in the form of two-electron integrals. In equation 6.21, the

orbital indexi is used for doubly occupied,o for singly occupied, anda for unoccupied orbitals.

Because the orbital angular momentum operator is diagonal in electron spin, the sum over excited

states contains only states of the same spin as the ground state. It can be readily shown that only

excitations from doubly to singly occupied orbitals and from singly occupied to empty orbitals

contribute, since in other cases either the SOC matrix element with the ground state, or the orbital

Zeeman matrix element vanishes.

In summary, theg matrix elements may be written as a sum of four contributions [234,243]:

grs = geδrs + ∆gRMCδrs + ∆gGC
rs + ∆gOZ/SOC

rs (6.24)

The terms∆gRMC and∆gGC
rs are readily calculated from the ground state spin density. In contrast,

the termg
OZ/SOC
rs (eq. 6.21) requires the explicit generation of a sufficient number of excited

state wave functions and associated energies, which may be achieved by configuration interaction

(CI) calculations. For instance, a recent implementation of a highly accurate yet efficient MR-CI

approach to g-tensors that uses the atomic mean-field method to spin-orbit coupling is described

in ref. [244].

The A-tensor. The relevant expressions for the calculation of hyperfine interactions contain terms

proportional to the product of the electron spin operator and the nuclear spin operator. First order

3 The energies of the CSFs can be chosen as the expectation value of the BO operator.
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contributions arise from the (classical) anisotropic magnetic dipole–dipole interaction of electron

and nuclear spin̂Hd
SI (eq. 6.13) and from the well-known isotropic Fermi contact interactionĤc

SI

(eq. 6.14).

The isotropic Fermi contribution reads:

A(A;iso) =
8π

3

1

2S

α

2
geβNg

(A)
N

∑
µ,ν

Pα−β
µν 〈ϕµ|δ(r−RA)|ϕν〉

=
2πα

3S
geβNg

(A)
N ρα−β(RA) (6.25)

This shows that the Fermi term is directly proportional to the spin densityρα−β at the considered

nucleus.

The dipolar contribution can be written as:

A(A;d)
rs =

α

4S
geβNg

(A)
N

∑
µ,ν

Pα−β
µν 〈ϕµ|r−5

A {δrsr
2
A − 3rA,rrA,s}|ϕν〉 (6.26)

Hence, the dipolar HFC tensor can be calculated from the spin density matrix and the field gradient

integrals.

The remaining contribution arises in second order as a cross term between the spin-orbit coupling

operatorĤSO (eq. 6.11) andĤLI (eq. 6.15), which describes the coupling of nuclear magnetic

moments with the orbital magnetic moment of electrons4. By applying the perturbation treatment

discussed above (eq. 6.17) one finds

A(A;SOC)
rs =

1

2S

α

2
βNg

(A)
N {

∑
i(doubly)

∑
o(singly)

∆−1
i;o

(
Lio

3rL
io
1s + Lio

1rL
io
3s

)
−

∑
o(singly)

∑
a(empty)

∆−1
o;a (Lao

3rL
ao
1s + Lao

1rL
ao
3s)} (6.27)

where

Lij
3p = Im〈ψi|lAp r−3

A |ψj〉. (6.28)

For molecules containing only light nuclei, it is a reasonable approximation to neglect this term,

which, however, can make a significant contribution in the case of transition metals [245–248].

4 There is another spin-orbit contribution to hyperfine interactions, which arises as a cross term between the spin-

orbit coupling operator (eq. 6.11) and the magnetic-dipole-dipole operator (eq. 6.13). However, this term does not

reduce to the form̂SAÎ, and hence it should not be included into the spin-Hamiltonian parameterA. For a discussion

see ref. [245].
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6.2.4 Calculation of Second Order Contributions by a Double Perturbation

Approach

Using the sum-over-states formulation discussed above, the second order contributions to the spin-

Hamiltonian parametersg andA may be calculated quite accurately,e.g., by a CI treatment.

However, this method is computationally very challenging and currently not applicable to larger

molecules. A more practical approach in connection with DFT is the use of coupled perturbed

SCF theory. In general, a second order property may be expressed as a (mixed) second derivative

of the total energy with respect to one or two perturbations. Thus, the contribution to the g-tensor

is defined as the derivative with respect to the magnetic momentµ of the electron and the external

magnetic fieldB, while the contribution to the A-tensor is obtained by differentiation with respect

to the electron spin and the nuclear spin:

∆gOZ/SOC
rs =

1

βS

∂2E

∂Br∂µs

(6.29)

AA;SOC
rs =

∂2E

∂Sr∂I
(A)
s

(6.30)

These derivatives may be calculated by double perturbation theory [243]. In the following, we

give a very brief outline of this procedure for the case of hybrid DFT in the unrestricted formalism.

Detailed expositions are available in the literature [237,243,249]. Coupled perturbed SCF theory

may be employed to calculate the first order wave function from the linear response of the Kohn–

Sham ground state to one of the two possible perturbations5. The perturbation is provided by the

orbital Zeeman operator (̂HLB, eq. 6.2) in the case of the g-tensor [249–253], and by the nucleus-

orbit interaction (̂HLI, eq. 6.15) in the case of the A-tensor [245]. The result are the first order

wave function coefficientsUσ;r. The symbolσ denotes the spin of either theα or β spin orbitals.

Having obtained these coefficients the second order properties are calculated as:

∆gOZ/SOC
rs = − 1

βS

∑
σ=α,β

(−1)δσβ

∑
i,a∈σ

Im(Uσ;r
ia )

×Im

(
〈ψσ(0)

i |
∑

A

ξ(rA)lAs |ψσ(0)
a 〉

)
(6.31)

and

A(A;SOC)
rs = − 1

S

α

2
βNg

(A)
N

∑
σ=α,β

(−1)δσβ

×
∑
i,a

Uσ;r
ia Im〈ψσ(0)

i |
∑
A

ξ(rA)lAs |ψσ(0)
a 〉 (6.32)

Here, labelsi, j refer to occupied anda, b to unoccupied orbitals.

5 The interchange theorem proves that the order in which the two perturbations are applied is immaterial [243].
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In this way, (infinite) summations over excited states, as in eqs. 6.21 and 6.27, are completely

avoided. In practice, the solution of the coupled perturbed SCF equations is the computational

bottleneck in the evaluation of∆gOZ/SOC
rs andAA;SOC

rs , which requires approximately the same

time as the SCF calculation itself.

We note that another approach to spin-orbit contributions is to include spin-orbit coupling directly

into the electronic structure calculationvia a relativistic DFT method [254, 255]. In this case,

first order perturbation theory is sufficient to calculate all magnetic parameters. This approach is

superior to double perturbation methods in the case of heavier transition metals, where relativistic

effects such as spin-orbit coupling are important. Studies using the relativistic zeroth-order regular

approximation (ZORA) DFT method have highlighted the importance of the SOC contributions to

metal hyperfine interactions [246–248]. Unfortunately the ZORA approach is currently available

only in spin-restricted form and for a single unpaired electron.

6.2.5 Practical Aspects of the Computations

g-tensor. In practical calculations which necessarily employ finite basis sets, the orbital angular

momentum operator introduces an unphysical gauge dependence of the g-tensor. As a conse-

quence, predictions for the g-tensor may change with different choices for the gauge origin. This

problem is well-known in the calculation of magnetic properties, such as NMR chemical shifts,

magnetizabilities and g-tensors. Of these three properties, the g-tensor is least sensitive with re-

spect to the chosen gauge origin [237]. Thus, if a good choice for the gauge origin is made, the

deviations from the exact result are in most cases negligible. This is referred to as the “common

gauge” approach. Luzanovet al. have shown that the best choice for a common gauge origin is the

center of electronic charge, which leads to g-values that effectively approximate the fully gauge

invariant results [256], particularly when using larger basis sets [237,256]; triple-ζ quality is usu-

ally sufficient in practice. A more rigorous treatment is to introduce magnetic field dependent

phase factors into the electronic wave function. The two most popular approaches of this kind are

the GIAO (Gauge Including Atomic Orbitals) method, that uses London atomic orbitals [257], and

the IGLO (Individual Gauge for Localized Orbitals) [258] method, where the phase dependence is

introduced into the molecular orbitals, which have to be localized according to established criteria.

A-Tensor. The isotropic HFC contribution is directly proportional to the spin density at the po-

sition of the nucleus. Even if the formally singly occupied orbitals do not carry significant s

character, isotropic hyperfine coupling interactions can arise from subtle mechanisms of spin po-

larization [259]. A realistic description of spin polarization effects by the theoretical model is

thus extremely important. Therefore, basis functions with high flexibility in the core region are

required, which means that inner s functions should at least be decontracted. Barone and co-
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workers have specifically designed basis sets for this purpose, denoted EPR-II and EPR-III [260].

For the prediction of metal hyperfine coupling constants, standard Gaussian type basis functions

additionally need to be enhanced with primitive Gaussians with very large exponents in order to

mimic the cusp behavior of the true wave function near the nuclei. Since spin polarization is

crucial, spin-restricted wave functions cannot be used for the prediction of metal hyperfine in-

teractions. For the treatment of large molecules, unrestricted DFT calculations are usually the

method of choice, although pure LDA and GGA functionals tend to underestimate spin polariza-

tion. Thus, Munzarova and Kaupp have shown by comparison to high-levelab initio calculations,

that present-day density functionals tend to underestimate the core level spin polarization which is

crucial for obtaining accurate spin densities at the metal nucleus [261]. Hybrid functionals benefit

from some error compensation, since the Hartree–Fock method overestimates spin polarization

and the admixture of exact exchange in hybrid functionals apparently adjusts the isotropic cou-

pling constants in the right direction. Care has to be taken, however, when spin polarization is

caused by significant spin contamination, because the DFT results then tend to become unreli-

able [261].

For the prediction of dipolar hyperfine coupling constants, standard basis sets usually are suffi-

cient, as long as they are flexible enough, preferably of triple-ζ quality.

6.2.6 Calculation of Mößbauer Parameters

The Mößbauer effect consists of the recoilless emission and resonant absorption ofγ-radiation due

to associated changes in the state of the atomic nuclei. In biology, this effect is especially useful

to study iron containing systems, where theI = 1/2 → I = 3/2 transition in the57Fe isotope

is probed [262]. Of particular interest is the possibility to combine Mößbauer spectroscopy with

rapid freeze quench techniques to study short lived intermediates. The energy of the transition is

dependent on the immediate environment of the absorbing atom. The absorption wave length with

respect to a given standard (i.e., iron foil) is called the isomer shiftδ. The quadrupole splitting

∆EQ is due to the fact that theMI = ±1/2,±3/2 components of theI = 3/2 excited state

are split in energy by the electric quadrupole interaction. The physical origin of this effect is the

interaction of the nuclear quadrupole moment with the electric field gradient at the nucleus. Both

quantities, the isomer shift and the quadrupole splitting, give valuable information about the spin

and valence state of the metal and about the nature of the metal–ligand bonds.

The theoretical prediction of M̈oßbauer properties requires an accurate description of the elec-

tron density around the nucleus. Density functional theory studies [263–266] have demonstrated

that the method is capable of predicting these properties in very good agreement with experi-

ment [267]. Similar to the calculation of isotropic hyperfine coupling constants, basis sets with

enhanced flexibility in the core region seem to be required [266]. The isomer shiftδ is proportional
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to the electron density at the nucleusρ(0) according to equation 6.33:

δ =
4

5
πZS(Z)e20R

2

(
δR

R

)
[ρA

0 (0)− ρS
0(0)] (6.33)

Here,Z is the nuclear charge of the M̈oßbauer absorbing atom,S(Z) is a relativistic correction

factor,e0 is the elementary charge,R is the average value of the radii of the nucleus in the ground

and excited state, andδR is the difference of the two radii.ρA
0 (0) is the non-relativistic electron

density at the nucleus of the absorbing atom andρS
0(0) is the same quantity for a given standard.

Because all quantities except for the electron density of the absorber are constant for a given

isotope, one may simplify this expression to equation 6.34:

δ = a[ρA
0 (0)− b] (6.34)

The theoretical approach to isomer shifts has been to construct a linear correlation plot according

to equation 6.34 between electron densities at the nucleus calculated from DFT or MO theory and

experimentally measured M̈oßbauer data [264–266]. Given the parametersa andb, predictions for

other iron-containing systems can be made. The slope and intercept of the linear correlation line

depend on the density functional and basis set used, and as such are not universal. A correlation

for the popular B3LYP functional and standard Gaussian-type basis sets has been reported by

Neese [266].

To calculate the quadrupole splitting, the electric field gradientV at the position of the iron nucleus

needs to be evaluated. This quantity is relatively easy to compute and enters the expression of the

quadrupole splitting as

∆EQ =
1

2
e0QVzz

(
1 +

η2

3

)1/2

, (6.35)

whereQ is the quadrupole moment of the excited state, and the components of the electric field

gradient are labeled according to the convention

|Vzz| > |Vyy| > |Vxx| (6.36)

with the asymmetry parameter

η = (Vxx − Vyy)/Vzz. (6.37)

An uncertainty concerns the value for the quadrupole moment of57Fe. Values in the literature vary

from ≈0.1 barn6 to ≈0.3 barn, however, 0.15 barn is most commonly adopted and gives results

in good accord with experiment. Systematic DFT studies using the B3LYP density functional of

quadrupole splittings were done by Oldfieldet al. for a variety of heme proteins [268–270].

A study of compound I-type intermediates in heme proteins demonstrated that the calculated

6 The dimension of the electric quadrupole moment is charge times area, however, commonly the electronic charge

is not explicitly given.
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Mößbauer parameters for the4A1u and4A2u π-cation radical states are similar and in good agree-

ment with experiment [233]. These studies indicate that DFT is a reliable tool for the prediction

of quadrupole splittings.

6.3 Computational Details

6.3.1 Geometries

Compound I. The QM region used in the Cpd I study is shown in figure 6.1. The protoporphyrin

IX in heme was represented by a porphyrin, while the axial sulfur ligand was taken as the full

Cys357 residue, the CO group of Leu356, and the NH-Cα unit of Leu358.

Chapter 3 gives details about the geometry optimization of this system in the enzyme environment

as well as in the gas phase (QM region R3). We have used the B3LYP/CHARMM22 geometries

optimized separately for the LS and HS state of snapshot 40 with basis set B3. The analogous

isolated species were optimized in the gas phase on the B3LYP level with basis set B3.

Model compounds. Complexes17 and18 were fully optimized without symmetry constraints.

These calculations were entirely done with TURBOMOLE [187, 188] and employed the B3LYP

functional together with the SV(P) basis set [200] (784 basis functions total). The quartet and the

doublet spin state were separately optimized with tight convergence criteria. In agreement with

the experimental assignement [224], we found the quartet state to be the ground state, being more

stable than the doublet byca. 0.1 kcal/mol (vide infra).

Resting State. The ferric aqua complex considered in the present study is shown in figure 6.1.

The corresponding QM/MM geometry optimizations were described in chapter 5. Here we use

the geometry of snapshot 195 optimized at the B3LYP/CHARMM22 level, employing the same

QM system (R3w) with basis set B4. Only the ground state,i.e. the doublet state, was considered.

6.3.2 Spectroscopic Parameters

57Fe,14N, 17O and1H isotropic hyperfine coupling constants (HFCs)Aiso and the traceless aniso-

tropic HFCsAd are calculated directly from Fermi contact terms (eq. 6.25) and classical dipolar

contributions (eq. 6.26), respectively. The principal values of the total hyperfine coupling ten-

sorAtot are obtained from addition of these two contributions. Furthermore, the57Fe spin-orbit

contribution of the hyperfine interaction was calculated, using double-perturbation theory (eq.

6.32) [245]. Its isotropic contribution was added to the57Fe isotropic Fermi termAiso, while its
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anisotropic pseudo-contact contribution was added to the anisotropic57Fe tensorAd.

Mößbauer quadrupole splittings∆EQ (eq. 6.35) and the asymmetry parameterη (eq. 6.37) were

calculated from the electric field gradient componentsVrs. A nuclear quadrupole momentQ(57Fe)

of 0.15 barn was employed. The Mößbauer isomer shift was obtained from the electron density at

the iron nucleusρ0 with the correlation (eq. 6.34) given by Neese [266] for the B3LYP functional.

The g-values were calculated employing double-perturbation theory (eq. 6.31) [249] in conjunc-

tion with a parameterized one-electron spin-orbit operator [240,241]. This approach covers spin-

orbit coupling, spin polarization, relativistic mass and diamagnetic gauge correction. The com-

mon gauge origin was chosen as the center of electronic charge. The sensitivity of the computed

g-tensor with respect to the chosen gauge origin was probed by a series of calculations that used

the center of mass, the center of electronic charge, and the iron atom as the gauge origin. The

resulting deviations of the individual g values (g1, g2, g3) from the respective averages (ḡ1, ḡ2, ḡ3)

were found to be less than 4 %.

The standard definition of the spin Hamiltonian for the exchange interaction between two magnetic

centers with site spinsS1 andS2 is given by the relation

Ĥ = −2JS1S2 (6.38)

whereJ is the Heisenberg exchange coupling constant. In the broken symmetry formalism,J

may be calculated from the energy differences between high spin and broken symmetry states,

using the general expression [271]

J = −EHS − EBS

4S1S2

. (6.39)

Alternatively, Yamaguchi [272] suggested the following expression for the exchange coupling

constant:

J = − EHS − EBS

〈S2
HS〉 − 〈S2

BS〉
. (6.40)

The spin expectation values are obtained from the unrestricted DFT calculation. We compare the

results obtained from both formulas. The magnitude ofJ is a measure for the strength of the

exchange interactions and its sign indicates whether exchange coupling is ferromagnetic (J > 1)

or antiferromagnetic (J < 1). The energiesEHS andEBS were obtained from single point energies

on the geometries optimized for the HS and BS states, respectively,i.e. J is based on adiabatic

energy differences and is thus directly related to the experimental values.

In the calculation of the hyperfine tensor and the Mößbauer properties, the triply polarized (17s-

11p5d1f)→ [17s7p3d1f] core properties basis set CP(PPP) for iron [266] was used. The other

atoms were assigned the Ahlrichs-SV(P) [200] basis set, however, the inner s-functions were

left completely uncontracted. For the iron atom, an enhanced integration grid was used and the

overall integration accuracy was increased using theSpecialGridIntAcc=7 keyword. The
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g-tensors as well as the exchange coupling constantsJ were obtained with the TZVP basis [201]

at all atoms. In the case of Cpd I, the calculated hyperfine- and g-tensors of the broken-symmetry

doublet state were corrected by spin projection as described below7.

All calculations were carried out with the ORCA 2.2 program package [273] and employed the

B3LYP density functional. This functional has been shown to give better results for transition

metal compounds than GGA functionals, which is thought to be due to a better description of

metal-ligand covalency [267].

QM/MM single point calculations were done according to the electrostatic embedding scheme

(see chapter 3 for details),i.e. the outer part of the system was represented by point-charges that

entered the one-electron Hamiltonian of the QM calculation.

6.3.3 Spin Projection

Cpd I (7) exhibits two weakly coupled spin systems. One is the FeIVO moiety with a formal site

spin ofS1 = 1. The other consists of the porphyrin and cysteinate ligands with formal site spin

S2 = 1/2. These systems interact by ferromagnetic or antiferromagnetic coupling, yielding total

spins ofS = 3/2 for the HS state andS = 1/2 for the broken symmetry (BS) state. The spin

projection coefficientsc1, c2 for the exchange coupled system result from spin algebra and may

be written as

c1 =
S(S + 1) + S1(S1 + 1)− S2(S2 + 1)

2S(S + 1)
(6.41)

c2 =
S(S + 1)− S1(S1 + 1) + S2(S2 + 1)

2S(S + 1)
. (6.42)

In the present case, the spin coupling model results in projection coefficients ofc1 = 4/3 and

c2 = −1/3. The theoretical foundation of the definition of such coefficients is the Wigner–

Eckart theorem associated with the vector model. This model states that two spin vectorsSn are

vectorially coupled to give a resultant total spin whose magnitude can be any of the integrally

spaced values between|S1−S2| and|S1 +S2|. The quantitycn gives the projection of the “local”

spin onto the total spin of the system [230,231,274].

Correction of hyperfine coupling constants. The broken-symmetry calculated isotropic and

anisotropic hyperfine coupling constantsan corresponding to an atom on siten of the antifer-

romagnetic doublet system were converted to intrinsic site hyperfine coupling constantsan,site

by [275,276]

an,site =
an

±2Sn

. (6.43)

7 In contrast to the spin density, the electron density of the antiferromagnetic state is well described by the broken

symmetry formalism, thus no spin projection had to be applied in the calculation of the Mößbauer parameters.
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Sn is the site spin of either the FeIVO (S1 = 1) subunit or the ligands (S2 = 1/2). The positive

sign is applied for all atoms on site 1 (here: FeIVO), the negative sign for those of site 2 (ligands).

The final coupling constantsA that are related to the experimental values are then calculated

employing the spin projection coefficients cn
8:

A = cna
n,site (6.44)

Correction of g-tensors. The concept of spin projection requires the calculation of site values

also for the g-tensor. For that purpose, the g site values were extracted from the g-tensors of both

the HS and BS states [277]. The HS g-tensor can be decomposed into contributionsC1 andC2

from sites 1 and 2. Neglecting electronic relaxation, the HS and BS states differ only by a spin flip

of the magnetic electron on site 2. Therefore one can assume that the g-tensor of the BS state is

made up by the same contributionsC1 andC2, differing only in the sign ofC2 due to the rotation

of the spin vector on that site:

gHS =
1

SHS

(C1 + C2) (6.45)

gBS =
1

SBS

(C1 − C2) (6.46)

The same assumption underlies the calculation of J-values with the BS-DFT approach. Inserting

the g-tensor site values

g1 =
1

S1

C1 (6.47)

g2 =
1

S2

C2 (6.48)

in eqs. 6.45 and 6.46 yields withSHS = S1 +S2 andSBS = |S1−S2| the following equations for

the calculation of the site values from the g-tensors of the HS and BS states:

g1 =
1

2S1

[gHSSHS + gBSSBS] (6.49)

g2 =
1

2S2

[gHSSHS − gBSSBS] (6.50)

The individual matrix elements of the molecular g-tensors of the antiferromagnetic state were then

calculated from the spin projection relation

g = 4/3g1 − 1/3g2. (6.51)

The matrix productgTg was subsequently diagonalized to yield the final g-tensor,i.e. the principal

g values and the orientation.

8 This relation is derived under the assumption that the coupling constantJ is large and the zero field splitting D

is small with respect to the hyperfine coupling constants.
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Figure 6.2: Optimized geometries of the iron-oxo meso-tetraphenyl model compounds 17 and 18.

Distances in Å, angles (oblique numbers) in degree.

6.4 Results and Discussion

6.4.1 Model Complexes

The geometries of the oxoferryl complexes17 and18 optimized in the HS state are displayed in

figure 6.2. The corresponding LS geometries are virtually identical. Both systems exhibit short

Fe–O distances, indicative of partial double bond character. The calculated Fe–O bond length in

18 (1.612Å) is slightly larger than in17 (1.596Å) and closer to the experimental value of 1.64

Å determined by EXAFS studies on [FeIVO(TMP·+)] [53, 278]. The phenyl substituents at the

meso-carbon atoms are rotated by 25◦ with respect to the perfectly perpendicular arrangement

towards the porphyrin plane. This is apparently a compromise between repulsive interactions with

the porphyrinβ-hydrogen atoms and the energy gain due to the partial overlap of theπ-systems.

In 18, the bond to the other axial ligand, the water molecule, is relatively short (2.17Å).

In agreement with the experimental assignment [53, 224], both complexes are porphyrin cation

radicals, with one unpaired electron in the porphyrina2u orbital9. The spin density of the porphyrin

π system delocalizes partly into the adjacent phenyl rings, which underscores that a consideration

of these groups is important for the description of the electronic structure of the complexes.

Table 6.1 lists the M̈oßbauer parameters calculated for models17 and 18 and compares them

with the experimental results on the complexes [FeO(TDCPP)]+ and [FeO(TMP)]+ [224]. The

quadrupole splitting∆EQ is a measure for the deviation from cubic coordination symmetry around

the iron atom. Expectedly, the five coordinated species shows the largest splitting of 2.21 mm s−1,

9 Symmetry labels refer to idealizedD4h symmetry of the porphyrin.
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as opposed to the experimental values of 1.62 and 1.48 mm s−1. This strongly indicates that a

sixth ligand to the iron is present in the experiments. Indeed, the water ligated model18 shows

the smallest splitting of 1.16 mm s−1. Hence, the coordination sphere in the true systems is

less symmetric than in18, which agrees with the notion that the ligand is either methanolate or

meta-chlorobenzoate [164]. The calculated small Mößbauer isomer shiftsδ57Fe (0.08 and 0.11

mm s−1) are typical for the HS FeIV species and accord very well with the experimental data. In

contrast, HS FeIII porphyrin complexes exhibit larger isomer shifts,e.g., δ57Fe = 0.46 mm s−1 for

the complex [FeIII(Br)(TMP)] and 0.42 mm s−1 for the corresponding porphyrinπ cation radical

[FeIII(Br)(TMP·+)] [164].

Table 6.1: Mößbauer isomer shift δ57Fe [mm s−1], quadrupole splitting ∆EQ [mm s−1], and asym-

metry parameter η for complexes 17 and 18.

compound ∆EQ [mm s−1] η δ57Fe [mm s−1]

theory 17 2.21 0.0 0.08

theory 18 1.16 0.0 0.11

exp. [224] [FeO(TDCPP)]+ 1.48 0 0.06

exp. [224] [FeO(TMP)]+ 1.62 0 0.08

Up to now, spectral simulations of measured Mößbauer and EPR spectra of compound I analogues

have not been possible with a unique parameter set [279]. Instead, a whole parameter space is

available due to the fact that several of the parameters are covariant,i.e. local g-values and zero-

field-splitting D for iron(IV), and the anisotropy contribution to the exchange interactionJd. In

the experimental study [224], the g-tensor of the ferryl iron was related to the zero-field splitting D

using a perturbation formula derived from a ligand-field treatment by Oosterhuis and Lang [280],

assuming a one-electron spin-orbit coupling constant ofζ = 500 cm−1. For the unpaired spin

on the ligands, an isotropic g-tensor with principal values of 2 was assumed. Moreover, in these

complexes, the exchange couplingJ is of similar magnitude as the zero-field splitting D. The

competition of zero-field and exchange interaction leads to a mixing of spin states and to a strong

dependence of effective g-factors on|J | and D. Using the abovementioned assumptions, it was

possible to simulate the overall EPR features, which provided a sensitive estimate for D andJ .

However, due to the covariance of parameters, there is essentially no independent information on

the g-values. In fact, it is important to note that D may contain substantial contributions from

excited states with lower or higher multiplicities than the ground state, whereas only excited states

of the same multiplicity as the ground state contribute to the g-shift [237]. Thus, the assumption

of proportionality between D and g is questionable.

The experimentally determined values forJ andg are compared to the calculated numbers in
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Table 6.2: Principal g-values and Heisenberg exchange coupling constants J [cm−1] for com-

plexes 17 and 18.

compound g J(1)a [cm−1] J(2)b [cm−1]

theory 17 2.010, 2.010, 2.006 +56 +55

theory 18 2.010, 2.010, 2.006 +26 +26

exp. [224] [FeIVO(TDCPP)]+ 2.20, 2.24, 1.99c +38

exp. [224] [FeIVO(TMP)]+ 2.21, 2.23, 1.99c +43

a Calculated according to equation 6.39.b Calculated according to equation 6.40.c Electronic g values of ferryl iron

were related to D and E/D via a ligand field model [280], see text.

table 6.2. The values obtained from the different expressions forJ (eqs. 6.39 and 6.40) are vir-

tually identical. Most notably, our calculations correctly predict a ferromagnetically coupled spin

system with positive sign ofJ . The magnitude of the calculated Heisenberg exchange coupling

constants for compounds17 and18 agrees very well with moderately strong coupling found in

the experiment.

The calculated g-values indicate an isotropic g-tensor with principle values ofca. 2.01. This

is in contrast to the fitted g-tensor of the complex [FeIVO(TDCPP)]+ ([FeIVO(TMP)]+), which

exhibits a rhombic pattern with g= 2.20, 2.24, 1.99 (2.21, 2.23, 1.99). As noted above, a defini-

tive experimental determination of g-values has not been possible, hence this poor agreement

is not unexpected. However, our calculated g-shifts appear rather small. To check this further,

we have calculated the relative energies of the lowest excited states in the simplified oxoferryl

model system [FeIVO(NH3)4(SH)]+ (see section 4.2.4) by means of TDDFT (B3LYP/TZVP) and

INDO/S-CI calculations. This system contains the central FeIVO moiety with spinS = 1, which is

mainly responsible for the g-shifts in themeso-tetraaryl porphyrin substituted parent compounds.

The lowest excited states with spinS = 1 are found more than 2 eV above the ground state. As

shown in equation 6.21, these relative state energies appear in the denominator of theg
OZ/SOC
rs

term, which makes the dominating contribution to the g-tensor. Hence, one may rationalize the

small g-shifts10 by the weak interaction of the electronic ground state with the excited states of

equal spin. Another factor that influences the g-shift is the metal-ligand covalency. Our calcula-

tions show that the d-orbitals on iron strongly mix with ligand orbitals. The unrestricted natural

orbitals (UNOs) with occupation numbers of approximately 1 electron are a reasonable approx-

imation to the “magnetic” orbitals,i.e. those orbitals which make the dominant contributions to

the interactions with the external magnetic field. The UNOs that correspond to the FeO d-pπ∗

orbitals contain onlyca. 50-60% contributions from iron d-orbitals. This large covalency causes

a concomitant reduction of the spin-orbit coupling interactions with respect to the free iron ion.

Integrals of molecular orbitals over the effective spin-orbit coupling functionξ and the orbital

10 The g-shift is the deviation from the free-electron g-value ge (2.002319).



6.4. RESULTS AND DISCUSSION 151

angular momentum operator directly contribute togOZ/SOC
rs (see eq. 6.21). This effect thus leads,

likewise, to a decrease in the calculated g-shifts.

On the basis of these considerations the calculated isotropic g-tensor with g≈ 2.01 for17 and

18 does not seem unrealistic. It would therefore be desirable to re-evaluate the spin Hamilto-

nian simulations of the spectral data [224] using our computed g-values. On the other hand, one

should keep in mind that the precise calculation of the g-tensor for such complex systems remains

a challenge to present-day theoretical methods, and one should not expect quantitative accuracy.

Table 6.3: 57Fe Hyperfine coupling constants [MHz] for complexes 17 and 18.

compound Aiso Ad
x,y Ad

z

theory 17 -10.0 -18.5 36.9

theory 18 -9.7 -16.8 33.1

exp. [224] [FeIVO(TDCPP)]+ -18.3 -8.5 17.0

exp. [224] [FeIVO(TMP)]+ -18.3 -9.2 18.4

The 57Fe hyperfine coupling tensor determined experimentally shows an axial pattern with an

isotropic coupling constant of -18 MHz, and anisotropic components of -9 MHz (Ad
x,y) and 17-18

MHz (Ad
z ). The experimental result is compared to the corresponding calculated values in table

6.3. The calculations correctly predict the pattern and signs of the tensor. However, the agreement

is qualitative rather than quantitative: the isotropic HFCs are underestimated, while the anisotropic

HFCs are overestimated by a factor of approximately 2. The underlying cause for the too positive

Fermi contact terms is a significant underestimation of the core level spin polarization by DFT,

as has been analyzed in detail by Munzarova and Kaupp [261]. This deficiency of DFT seems to

plague the predictions of isotropic metal HFCs in general, see also ref. [245].

We note that the spin-orbit contribution to the57Fe A-tensor (eq. 6.32) accounts for a small adjust-

ment of only 1-2 MHz to the total A-tensor. These small values are consistent with the calculated

small g-shifts, considering the similarities in the expressions of the spin-orbit contribution to both

quantities (eqs. 6.31 and 6.32).

The calculated hyperfine interactions with the pyrrole nitrogen atoms and the oxygen atoms di-

rectly coordinated to iron in the complexes17and18are given in table 6.4. These parameters have

not been determined experimentally for the complexes [FeIVO(TDCPP)]+ and [FeIVO(TMP)]+.

However, a comparison of these values with those obtained for the native Cpd I species in the en-

zyme environment might be instructive, giving a measure for the impact of environmental factors

(polarization, cysteinate ligation) on the computed ligand HFCs.

The data in table 6.4 show that the oxo ligand exhibits an axial splitting with a prominent cou-

pling constant of (17/18) 121/132 MHz for the anisotropicAd
z component. In contrast, the pyrrole
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nitrogens show small splittings. Interestingly, model complex18 shows two sets of similar, but

distinguishable resonances, which reflect the deviation from 4-fold symmetry of the porphyrin

caused by the axial water ligand.

Table 6.4: Calculated 17O and 14N Hyperfine coupling constants [MHz] for complexes 17 and 18.

compound atom Aiso Ad
x Ad

y Ad
z

17 oxo O -11.2 -60.4 -60.4 120.8

pyrrole N 2.3 -4.0 -1.7 5.7

18 oxo O -12.3 -67.7 -63.8 131.5

aqua O -3.1 -3.1 0.9 2.2

pyrrole N(1) 2.1 -5.1 -3.0 8.1

pyrrole N(2) 2.1 -5.4 -3.5 9.0

6.4.2 The Resting State

The results from1H-ENDOR measurements of the resting form of P450cam [225, 226], together

with X-ray data [85], have resolved a long-standing controversy over the identity of the second

axial ligand to the heme iron in1 [3]. These studies have confirmed the presence of either a water

or a hydroxide as the sixth ligand. From recent ESEEM measurements it was concluded that the

ligand is a water molecule [86, 87], with two strongly exchangeable protons at a distance of 2.62

Å from the heme iron; the presence of a hydroxide ion was excluded.

The hyperfine coupling to the pyrrole nitrogen atoms, as determined by14N-ENDOR studies, pro-

vides a good measure of the active site environment of heme enzymes, and also for the spin den-

sity and electronic structure of the central iron atom. For example, Fannet al. have demonstrated

how protein-induced perturbations can alter these hyperfine couplings between the ferric resting

form of CPO and P450 enzymes, which share the same metal coordination environment [226].

While aquomet-CPO shows distinct resonances for all four pyrrole nitrogens, the14N resonances

in P450cam are less resolved, indicating that the active site environment is more symmetric in the

latter species. The experimental14N-ENDOR spectrum of1 shows a broad absorption fromca.

5.0–6.4 MHz, with an average value of 5.7 MHz.

The calculated1H HFCs for the water protons are compared against experimental data in table 6.5.

The spectral features could be simulated by assuming two magnetically equivalent protons, with

an isotropic HFC of 1.5–2.0 MHz and anisotropic components of 4.2–4.5 MHz. The comparison

to the calculated values (table 6.5) shows nearly perfect agreement of the anisotropic part of the
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Table 6.5: 1H Hyperfine coupling constants [MHz] calculated for 1a.

theory experimentb

Aiso Ad
x Ad

y Ad
z Aiso Ad

x Ad
y Ad

z

H(1) 2.0 4.7 5.0 9.4 1.5–2.0 4.2–4.5 4.2–4.5 8.4–9.0

H(2) 0.4 4.6 4.4 9.0 1.5–2.0 4.2–4.5 4.2–4.5 8.4–9.0

a The sign of the HFCs was not determined.b ref. [87].

A-tensor. For the isotropic HFCs, we obtained two distinct resonances of 0.4 and 2.0 MHz. This

is related to the different spin densities on the two protons, one of which, H(1), participates in

a hydrogen bond to a neighbouring water molecule in the active site, while the other one is not.

Obviously, the assumption of two equivalent protons is not transferable to our calculations, which

considered only one single conformation, while the experimental values derive from an ensemble

of conformations. Hence, one might expect that on average both protons are involved in hydrogen-

bond interactions, considering the fact that the theoretical prediction for the isotropic HFC on H(1)

virtually coincides with the experimental value of 1.5–2.0 MHz.

The calculated HFCs for the four pyrrole nitrogens are listed in table 6.6. One can see that the

pattern falls almost exactly into the experimentally determined range of 5.0–6.4 MHz. The average

value for the calculated total HFCs is 5.9 MHz, in nearly perfect agreement with the experimental

average of 5.7 MHz. A roughly isotropic distribution around 5.8–5.9 MHz has also been obtained

by Davydovet al. for other ferric heme intermediates in the P450cam catalytic cycle, namely the

iron(III) peroxo-complex5, hydroperoxy complex6, and product complex9 (see section 1.2.1).

In contrast, the HFCs calculated for the pyrrole nitrogens in the ferryl model complex17 (18) are

Atot
x = -2,Atot

y = +1,Atot
z = +8 MHz (Atot

x = -3,Atot
y = -1,Atot

z = +10 MHz). These differences

in the signals could allow for an experimental distinction between the high-valent ferryl compound

and its ferric precursors in the catalytic cycle.

Table 6.6: 14N Hyperfine coupling constants [MHz] on pyrrole nitrogensa

theory experimentb

Aiso Atot
x Atot

y Atot
z A

NA -6.3 -6.8 -6.2 -6.0 ±5.0–6.4

NB -6.3 -6.8 -6.1 -5.9 ±5.0–6.4

NC -5.9 -6.7 -5.8 -5.2 ±5.0–6.4

ND -5.5 -6.2 -5.5 -4.7 ±5.0–6.4

a For explanation of the labels NA–ND refer to figure 6.1.b ref. [226].
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The 1H HFCs calculated for themeso-protons displayed an isotropic distribution in the range of

0–2 MHz, consistent with the experimentally observed small HFCs in1 (≈ 1 MHz) [87,225].

The g-values of the resting form1 were calculated as g1 = 2.016, g2 = 2.151, g3 = 2.173. The

experimental EPR spectrum of1 is a typical powder pattern of aS = 1/2 spin system with a non-

axial g-tensor where g1 = 1.91, g2 = 2.26, g3 = 2.45 [213]. The poor agreement of the calculated

and experimental values is due to the near-degenerate LS FeIII ground state, which gives rise to

very large spin-orbit contributions to the g-shifts. Furthermore, the observed large negative shift

in g1 indicates that perturbations of higher order need to be taken into account [281], which are

not included in our approach. The method of choice to address this problem would be a relativistic

two-component DFT approach [282] in spin-polarized form, which is, however, not yet available.

Alternatively, one might use a parameterized model (based,e.g., on a ligand-field argument [237])

and determine the necessary input quantities (excitation energies, orbital energy differences) from

DFT calculations.

In conclusion, the results presented in the preceeding two sections demonstrate that realistic pre-

dictions for the M̈oßbauer quadrupole splitting and isomer shift, the exchange coupling constant

J , and the ligand hyperfine coupling interactions are possible on the basis of DFT calculations.

The calculated metal HFCs of oxoferryl model compounds are in qualitative agreement with the

experimental data, yet the isotropic contributions are underestimated, while the anisotropic part

is overestimated by a factor of 2. Due to the lack of reliable reference data, we could not assess

the accuracy of the g-values calculated for FeIV Cpd I model complexes (17, 18). However, the

limitations of the present approach to g-tensors become obvious when spin-orbit effects become

very large, as shown by the calculated g-shifts of the ferric aqua complex1.

6.4.3 Compound I

The calculated M̈oßbauer data for Cpd I of P450cam are collected in table 6.7. We compare the

parameters from the QM/MM treatment in the enzyme environment (Sp,p) to those of isolated

system in the gas phase (Sg,g). The gas phase results are very similar to those obtained for the

Cpd I model complexes17 and18 (see table 6.1). Comparing only the equivalent HS states, the

quadrupole splitting (isomer shift) is 1.34 (0.09) mm s−1 as compared to 1.48 (0.06) mm s−1 in

17 and 1.62 (0.08) mm s−1 in 18. The spectral features of Cpd I are significantly changed in the

enzyme environment:∆EQ is reduced to 0.64 mm s−1 andδ57Fe is increased to 0.13 mm s−1. The

HS and LS states exhibit nearly identical Mößbauer parameters, since these depend only on the

total electron density, which is essentially the same in both spin states.

Calculated Heisenberg exchange coupling constants for the exchange coupled system are given

in table 6.8, together with g-values. As described in section 3.4, QM/MM calculations with the
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Table 6.7: Calculated Mößbauer isomer shift δ57Fe [mm s−1], quadrupole splitting ∆EQ [mm s−1],

and asymmetry parameter η for Cpd I of P450cam
a.

Spin state system ∆EQ [mm s−1] η δ57Fe [mm s−1]
2A Sp,p 0.67 0.09 0.13

Sg,g 1.34 0.06 0.09
4A Sp,p 0.64 0.10 0.13

Sg,g 1.33 0.03 0.09

a Sp,p refers to the system in the enzyme environment,Sg,g to the system in the gas phase.

same QM region as employed here (R3) and the basis set B4 predict an antiferromagnetic doublet

ground state, being more stable than the quartet state by 11 cm−1. This assignment is confirmed

by the present single point calculations which employ a larger basis set (TZVP) and lead to sim-

ilar values,J being –16 cm−1. In the gas phase calculations, we obtained a coupling constant of

J = -27 cm−1. This value may be compared to the experimental datum of -37cm−1 for Cpd I in

CPO [38, 46]. Likewise,J is also negative, but smaller in compound I of HRP [48]. Our calcu-

lations thus correctly reproduce the intriguing experimental finding that the sign ofJ is reversed

in the native Cpd I species as opposed to Cpd I model complexes, like the ones discussed above,

which all show ferromagnetic coupling [164]. Weisset al. suggested [164] that this effect is a

result of the delocalization of one oxidizing equivalent not only over the porphyrin, but also over

the proximal axial ligand. Specifically, interactions of orbitals on sulfur and the oxoferryl moiety

are thought to provide the overlap of magnetic orbitals, that would give rise to the observed an-

tiferromagnetic coupling. This qualitative notion agrees very well with the redox mesomorphism

in Cpd I, discussed in section 3.4.

The g-shifts computed for Cpd I are rather small, similar to the situation in the model complexes

discussed above. However, in going to the cysteinate ligated system, there is a slight tendency

towards a non-axial pattern. Such a qualitative difference to the situation in the model systems,

albeit small, should be considered in the analysis of corresponding spectra. No significant changes

in the g-values are observed between the isolated gas phase system (Sg,g) and the system in the

enzyme environment (Sp,p).

Table 6.9 summarizes the calculated hyperfine coupling constants on the ferryl atom, as well as

on the oxo and pyrrole nitrogen ligands. Comparing again the HS data with those for the synthetic

compounds17 and18 (tables 6.3 and 6.4), it is obvious that the overall features of the hyperfine

tensor are very similar in the native Cpd I species and in these complexes. For example, the

HFCs of the central iron atom are the same to within 6 MHz. Similarly, the oxo ligand exhibits

the same axial splitting with a large anisotropicAd
z component ofca. 120 MHz, compared to
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Table 6.8: Calculated principal g-values and Heisenberg exchange coupling constant J [cm−1] for

Cpd I of P450cam
a.

State system g J(1)b [cm−1] J(2)c [cm−1]
2A Sp,p 2.016, 2.009, 1.982 (2.020, 2.012, 1.918)d -16 -16

Sg,g 2.015, 2.008, 1.980 (2.020, 2.007, 1.916 )d -27 -27
4A Sp,p 2.045, 2.012, 2.006 - -

Sg,g 2.045, 2.013, 2.006 - -

a Sp,p refers to the system in the enzyme environment,Sg,g to the system in the gas phase.b Calculated according to

equation 6.39.c Calculated according to equation 6.40.d Spin projected (BS uncorrected) values.

(17/18) 121/132 MHz in the model compounds. The pyrrole nitrogen atoms exhibit a somewhat

broader spread of the resonances, which is probably due to the more unsymmetric environment

of the cysteinate ligated system, but the absolute values are generally quite small. In the protein

environment, the spin density in p orbitals at the pyrrole nitrogen positions (which contribute to

thea2u orbital, see chapter 3.4), is increased. As a consequence, the dipolar contributions to the
14N HFCs are also increased by a factor up to 2 with respect to the gas phase, so that the14N HFCs

are generally larger in the enzyme environment.

Comparing the theoretical results for the doublet ground state with those for the quartet state (table

6.9) the metal HFCs exhibit somewhat larger isotropic and smaller anisotropic contributions, while

the ligand HFCs are generally smaller. Qualitatively, the resonance patterns are however very

similar.

The largest hydrogen HFCs of Cpd I are listed in table 6.10. A notable interaction is found with

theβ-hydrogen atoms on the cysteinate ligand, one of which shows isotropic coupling constants of

(Spp/Sgg) –8/–17 MHz and 6/16 MHz in the LS and HS state, respectively. The other significant

couplings arise from themeso-hydrogen atoms, which have resonances in the range of±(2–6)

MHz and±(5–13) MHz in the LS and HS states, respectively. These HFCs are apparently sen-

sitive to environmental factors, since they are decreased in the gas phase calculations. Similar to

the situation for the14N HFCs, this is due to a concentration of spin density in the p-orbitals at the

meso-carbon atoms, which contribute to the singly-occupieda2u orbital.

Hence, analogous to the calculated Mößbauer data, the inclusion of the steric and electronic influ-

ence of the protein environment leads to non-negligible effects on the spectral features.
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Table 6.9: Calculated 57Fe, 17O, and 14N hyperfine coupling constants [MHz] in compound I for

the LS and the HS statesa,b.

2A statec 4A state

Sp,p Sg,g Sp,p Sg,g

Fe Aiso -16.0 (-24.0) -16.9 (-25.3) -10.0 -10.1

Ad
x -13.0 (-19.5) -12.3 (-18.5) -17.1 -16.7

Ad
y -12.2 (-18.3) -12.0 (-18.0) -16.1 -16.2

Ad
z 25.2 (37.8) 24.4 (36.6) 33.2 32.9

Od Aiso -21.5 (-32.2) -21.7 (-32.5) -12.5 -11.7

Ad
x -43.9 (-65.9) -43.5 (-65.3) -61.5 -61.3

Ad
y -40.6 (-60.9) -41.3 (-61.9) -55.3 -58.7

Ad
z 84.5 (126.8) 84.8 (127.2) 116.8 119.9

NA Aiso -1.8 (-5.3) -0.6 (-1.9) 2.4 1.9

Ad
x -3.2 (-9.7) -1.9 (-5.8) -5.9 -4.0

Ad
y 1.3 (4.0) 0.6 (1.9) -3.9 -1.6

Ad
z 1.9 (5.7) 1.3 (3.9) 9.7 5.6

NB Aiso -2.1 (-6.3) -0.3 (-1.0) 1.8 1.2

Ad
x -3.6 (-10.8) -1.6 (-4.9) -6.3 -3.4

Ad
y 1.5 (4.5) 0.5 (1.4) -4.5 -1.3

Ad
z 2.1 (6.3) 1.2 (3.5) 10.9 4.7

NC Aiso -1.9 (-5.6) -0.5 (-1.6) 3.0 2.4

Ad
x -3.6 (-10.7) -2.1 (-6.4) -6.6 -4.3

Ad
y 1.5 (4.4) 0.7 (2.1) -4.3 -1.8

Ad
z 2.1 (6.3) 1.4 (4.3) 10.8 6.1

ND Aiso -2.7 (-8.2) -3.6 (-10.8) 2.4 5.0

Ad
x -4.0 (-11.9) -4.2 (-12.6) -7.0 -7.5

Ad
y 1.7 (5.2) 1.8 (5.4) -5.0 -5.0

Ad
z 2.3 (6.8) 2.4 (7.2) 12.1 12.5

a Sp,p refers to the system in the enzyme environment,Sg,g to the system in the gas phase.b For explanation of the

labels NA–ND see figure 6.1.c Spin projected (BS uncorrected) values.d The oxo ligand.
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Table 6.10: Calculated 1H hyperfine coupling constants [MHz] Compound I for the LS and the HS

state.a

2A stateb 4A state

Sp,p Sg,g Sp,p Sg,g

Hβ
1 Aiso -7.6 (-22.9) -17.0 (-50.9) 6.4 16.4

Ad
x -0.6 (-1.7) -1.1 (-3.3) -3.2 -4.3

Ad
y 0.0 (0.0) -0.0 (-0.1) -1.8 -2.3

Ad
z 0.6 (1.7) 1.1 (3.4) 5.0 6.5

Hβ
2 Aiso -2.7 (-8.0) -6.8 (-20.3) 1.9 6.1

Ad
x -1.1 (-3.3) -1.7 (-5.2) -4.5 -5.0

Ad
y -0.5 (-1.4) -0.0 (-0.0) -2.9 -2.1

Ad
z 1.5 (4.6) 1.7 (5.2) 7.4 7.1

Hmeso
1 Aiso 3.4 (10.1) 1.9 (5.6) -3.4 -1.9

Ad
x -1.6 (-4.8) -0.9 (-2.6) -8.4 -5.7

Ad
y -0.1 (-0.4) 0.1 (0.2) -2.0 -1.9

Ad
z 1.7 (5.1) 0.8 (2.5) 10.3 7.6

Hmeso
2 Aiso 3.6 (10.8) 1.9 (5.6) -3.6 -1.8

Ad
x -1.7 (-5.1) -0.7 (-2.2) -8.9 -5.5

Ad
y -0.2 (-0.5) -0.0 (-0.1) -2.0 -1.8

Ad
z 1.9 (5.6) 0.8 (2.3) 10.8 7.2

Hmeso
3 Aiso 3.6 (10.9) 2.0 (6.1) -3.7 -2.0

Ad
x -1.8 (-5.4) -0.9 (-2.6) -9.3 -5.9

Ad
y -0.1 (-0.4) -0.0 (-0.1) -2.1 -1.8

Ad
z 2.0 (5.9) 0.9 (2.7) 11.4 7.7

Hmeso
4 Aiso 3.2 (9.6) 1.8 (5.3) -3.2 -1.8

Ad
x -1.4 (-4.3) -0.8 (-2.4) -8.3 -5.4

Ad
y -0.2 (-0.6) 0.1 (0.3) -2.0 -1.7

Ad
z 1.6 (4.9) 0.7 (2.2) 10.2 7.2

a Sp,p refers to the system in the enzyme environment,Sg,g to the system in the gas phase.b Spin projected (BS

uncorrected) values.
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6.5 Conclusion

In this chapter, DFT-based theoretical methods were employed to calculate the Mößbauer-parameters,

hyperfine interactions, exchange coupling constants, and g-tensors of iron-porphyrins with oxy-

gen donor ligands, which are related to key intermediates in the catalytic cycle of P450 enzymes.

To describe the antiferromagnetic doublet state of the exchange-coupled ferryl porphyrin cation

radicals, we employed the broken-symmetry (BS) DFT approach [227–229].

In the first part of the study, QM calculations were carried out for synthetic oxoferryl tetraphenyl-

porphyrin complexes, which have been characterized spectroscopically. Our calculations demon-

strate that the present theoretical approach gives reliable predictions for Mößbauer quadrupole

splittings and isomer shifts, as well as for Heisenberg exchange coupling constants and ligand

HFCs. The metal HFCs were found to be in qualitative agreement with experiment. A conclu-

sive experimental determination of g-values of these complexes has not yet been possible, hence

we could not relate the calculated g-shifts to reference data. To make the connection to the ex-

perimental work, theoretical predictions regarding the D-tensor of these complexes are required,

which may be obtained in future studies from a sum-over-states CI approach.

The second part of the present investigation addressed the calculation of ligand HFCs in the resting

form of P450cam (1) by means of a QM/MM treatment. The calculations are in excellent agree-

ment with ENDOR and ESEEM results that determined1H HFCs couplings, as well as with14N

HFCs on the pyrrole nitrogens. The g-shifts are significantly underestimated by our calculations.

This is due to the near-degenerate electronic ground state of1, which gives rise to large spin-orbit

effects.

On the basis of these results, theoretical predictions were made for the spin Hamiltonian parame-

ters of Cpd I, the primary oxidant of P450cam. These calculations predict a weak antiferromagnetic

coupling withJ = −16 cm−1, equivalent to a doublet ground state. The calculated Mößbauer

quadrupole splitting is 0.67 mm s−1 and the isomer shift is 0.13 mm s−1. The calculated hyperfine

interactions on the pyrrole nitrogens yield isotropic HFCs of±(2–3) MHz and anisotropic HFCs

of 1-4 MHz. The most prominent resonances are due to17O coupling at the oxo ligand (Aiso =

-22 MHz,Ad
x = -44 MHz,Ad

y = -41 MHz,Ad
z = 85 MHz). The computed g-values remain close

to 2.0 and show a non-axial pattern, however the predicted values may not be too reliable. A

comparison to analogous calculations on isolated species in the gas phase demonstrates that the

inclusion of steric and electrostatic effects due to the protein/solvent environment leads to non-

negligible effects on M̈oßbauer parameters and hyperfine coupling constants, particularly if the

spin densities at these atomic sites are prone to polarization effects.

While these results already give useful information on spectroscopic properties of the compounds

under study, the present theoretical methodology can certainly be improved. This is especially true

with regard to quantitative predictions for the g-tensor and metal hyperfine coupling constants. For
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instance, the semi-empirical spin-orbit coupling operator should be replaced by a theoretically

more founded treatment. In the present case, this is crucial for the near-degenerate FeIII ground

state of1. Moreover, the errors introduced by the density functional approach itself are probably

quite large, due to the fact that in the design of such functionals spin-dependent properties are

not considered explicitly. The development of new functionals, which take properties like the g-

tensor or HFCs into account, therefore seems desirable. Ultimately,ab initio electron correlation

approaches will be required in order to make reliable predictions for systems that are electronically

as complex as the ones discussed here.
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Summary

Cytochrome P450 enzymes function as monooxygenases, incorporating selectively one atom from

dioxygen at physiological conditions into a wide variety of mostly hydrophobic substrates – this

reaction, if uncatalyzed, would require high temperatures and would proceed nonspecifically. The

remarkable catalytic potency of P450, in combination with the high degree of regio- and stereo-

selectivity, has attracted considerable interest. However, due to the elusive character of some of the

reactive intermediates, central aspects of the catalytic cycle are still not resolved experimentally.

This thesis presents results from combined quantum mechanical/molecular mechanical (QM/MM)

calculations, which are aimed at an understanding of the factors that govern P450 function by

providing insights into processes at the atomistic level. In our investigations, we have dealt with

key intermediates in the catalytic hydroxylation of C–H bonds, mediated by the bacterial enzyme

P450cam, which is well characterized by biochemical and biophysical techniques. The QM/MM

calculations provide information on these species and their transformations in the specific protein

environment, by treating this environment explicitly at the force field level. Density functional

theory (DFT) was employed to describe the electronic structure of the active site.

The present study characterizes the geometric and electronic structure of the elusive active oxi-

dant of cytochrome P450, an oxoferryl complex [FeO(porph)(SR)] (SR= cysteinate linkage to

the protein, porph= protoporphyrin IX) commonly named compound I. By comparisons with

various gas phase models and through inspection of different conformations within the protein

pocket, these calculations offer important insight into the factors that govern the properties of

compound I. Compound I is an exchange coupled triradicaloid, with anS = 1 system on the FeO

moiety and a single unpaired electron (S = 1/2) on the ligands. This situation gives rise to two

nearly degenerate electronic states; ferromagnetic coupling yields a quartet state, whereas antifer-

romagnetic coupling leads to a doublet state. We find that the unpaired electron on the ligands

is mainly localized in a porphyrinπ orbital (of thea2u variety in idealizedD4h symmetry;ca.

161
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70%), in contrast to the situation in gas phase models, which are mainly sulfur-centered radicals.

This transformation is mainly achieved by a hydrogen-bonding network in the proximal protein

pocket, that stabilizes electron density on the sulfur and thereby strengthens Fe–S coordination.

The best estimates of the Fe–S bond lengths in the2A2u/ 4A2u states are 2.569̊A/ 2.547 Å. A

series of calculations on different conformations of the protein pocket shows that the balance of

the sulfur/porphyrin radical character and the precise Fe–S bond length are finely tuned by small

changes in the architecture of the pocket. Cpd I behaves therefore as a “chameleon” species that

adapts its electronic and structural character to the specific enzyme environment.

Mechanistic studies concern the hydrogen-abstraction, oxygen-rebound pathway for C–H hydrox-

ylation. This mechanismvia radical intermediates is currently under dispute, because radical-

clock experiments have arrived at lifetimes of these radicals which are much too short to corre-

spond to true intermediates. Our detailed calculations support a two-state-reactivity (TSR) sce-

nario, that has been suggested earlier on the basis of model computations. Thus, the reaction

proceeds on two spin state surfaces, the doublet and the quartet state. While the reaction on

the quartet surface is truly stepwise with a distinct radical intermediate, the doublet reaction is

non-synchronous, yet effectively concerted. As such, this mechanism provides a satisfactory ex-

planation for the seemingly contradictory experimental findings.

Comparative QM calculations of model complexes in the gas phase allow us to investigate the role

of the protein environment in the C–H hydroxylation reaction. This establishes that the protein

environment influences the stability of redox electromers (i.e. FeIII vs. FeIV states, porphyrin

cation radicalvs.sulfur radical states) and the relative energies of different spin states. Moreover,

our calculations indicate that substrate motion is hindered in the active site, mainly by a hydro-

gen bond of the camphor carbonyl oxygen with a tyrosine hydroxy-group of the protein. These

constraints have consequences for the C–O bond formation step, which is known to control the

stereochemistry of the product.

We have also considered a mechanism of electrostatic TS stabilization that could account for a

lowering of the barrier in the initial C–H activation step. This mechanism involves enhanced

interactions of the negatively charged heme propionate side chains with neighbouring positively

charged protein residues in the transition state. Our calculations clearly demonstrate that there

is no charge transfer to the propionate groups in the transition state, which could lead to such a

lowering of the barrier. Instead, it is suggested that the protein promotes the reaction by absorbing

the entropic cost required to establish the TS conformation into the process of substrate binding,

which is driven by the expulsion of water molecules from the active site and the desolvation of the

hydrophobic substrate.

Another part of the present work addresses the resting form of P450cam, the ferric aqua heme com-

plex [FeIII(porph)(SR)(H2O)]. It is known that displacement of the axial water ligand upon sub-

strate binding changes the ground state multiplicity from low spin to high spin, which modifies the
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reduction potential of the heme and triggers the catalytic cycle. Our QM/MM calculations reveal

how the protein/solvent environment modulates the conformation and binding properties of the ax-

ial water ligand by electronic polarization as well as the presence of other water molecules in the

active site. In agreement with experimental results, our QM/MM calculations indicate a doublet

ground state. The presence of other water molecules in the active site provides a hydrogen-bonding

network that favours the upright conformation (perpendicular to the heme plane) of the axial wa-

ter ligand. Electronic polarization by the enzyme environment causes a stabilization of electron

density on the proximal sulfur atom. This effect apparently lowers the orbital energy of the doubly

occupied sulfur p orbital, which mixes with orbitals on iron to give a bonding/antibonding combi-

nation of Fe–Sσ orbitals. As a consequence, the mixing is less pronounced, effectively lowering

the orbital energy of the antibonding Fe–Sσ∗ orbital. Thus, the high spin states, with an unpaired

electron in this orbital, are significantly stabilized in the enzyme as compared to the gas phase.

This effect is most prominent in the quartet state, which is lowered byca. 8 kcal/mol with respect

to the doublet state. Likewise, the Fe–S bond is longer by 0.1Å in the enzyme environment as

compared to the gas phase. Due to thetrans-effect, this causes a concomitant strengthening of the

bond to the other axial ligand, the water molecule, which is manifest in a shortening of the Fe–O

bond length.

DFT-based theoretical methods have been employed to calculate the spin-Hamiltonian parameters

of iron-porphyrins with oxygen donor ligands, which represent key intermediates in the catalytic

cycle of P450 enzymes.

For the purpose of validation, calculations were carried out on synthetic oxoferryl tetraphenyl-

porphyrin complexes [FeO(TPP)]+ (TPP= meso-tetraphenylporphyrin), derivates of which have

been characterized spectroscopically. These calculations demonstrate that the present theoretical

approach gives realistic predictions for Mößbauer quadrupole splittings and isomer shifts, as well

as for Heisenberg exchange coupling constants and ligand hyperfine coupling constants. QM/MM

calculations of ligand hyperfine coupling constants in the resting form of P450cam are in excellent

agreement with ENDOR and ESEEM results for1H resonances from the distal water ligand, as

well as with14N coupling constants on the pyrrole nitrogens, while the g-shifts are significantly

underestimated. Theoretical predictions were made for Mößbauer parameters, hyperfine interac-

tions, exchange coupling constants, and g-tensors of compound I, the primary oxidant of P450cam,

to guide experimentalists in the detection of this species. The antiferromagnetic doublet state of

the exchange-coupled system was described by the broken-symmetry (BS) DFT approach and

spin projection. These calculations predict a weak antiferromagnetic coupling, equivalent to a

doublet ground state. A comparison to analogous calculations on isolated species in the gas phase

shows that the inclusion of steric and electrostatic effects due to the protein/solvent environment

significantly influences the computed Mößbauer parameters and ligand hyperfine couplings in

compound I of P450cam.



164 CHAPTER 7. SUMMARY



Bibliography

[1] P. R. Ortiz de Montellano (ed.).Cytochrome P450. Structure, Mechanism, and Biochem-

istry. Plenum Press, New York, 2nd edition, 1995.

[2] E. J. Mueller, P. J. Loida, and S. G. Sligar. Twenty-five years of P450cam research: Mecha-

nistic insights into oxygenase catalysis. Ref. [1], pp. 83-124.

[3] J. H. Dawson and M. Sono. Cytochrome P-450 and chloroperoxidase: Thiolate-ligated

heme enzymes. Spectroscopic determination of their active site structures and mechanistic

implications of thiolate ligation.Chem. Rev., 87:1255–1276, 1987.

[4] T. L. Poulos, B. C. Finzel, I. C. Gunsalus, G. C. Wagner, and J. Kraut. The 2.6Å crystal
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lated analogs - complementary Mössbauer, EPR, and magnetic susceptibility studies.Struc-

ture and Bonding, 78:1–95, 1991.



BIBLIOGRAPHY 187

[263] Y. Zhang, J. Mao, and E. Oldfield. Fe-57 Moessbauer isomer shifts of heme protein model

systems: Electronic structure calculations.J. Am. Chem. Soc., 124:7829–7839, 2002.

[264] T. Lovell, J. Li, T. Liu, and L. Noodleman. FeMo cofactor of nitrogenase: A DFT study of

states MN, MOX, MR, and MI. J. Am. Chem. Soc., 123:12392–12410, 2001.

[265] T. Lovell, W. G. Han, T. Liu, and L. Noodleman. A structural model for the high-valent

intermediate Q of methane monooxygenase from broken-symmetry density functional and

electrostatic calculations.J. Am. Chem. Soc., 124:5890–5894, 2002.

[266] F. Neese. Prediction and interpretation of the57Fe isomer shift in Moessbauer spectra by

density functional theory.Inorg. Chim. Acta, 337:181–192, 2002.

[267] F. Neese. Quantum chemical calculation of spectroscopic properties of metalloproteins
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Mössbauer, EPR, and theoretical studies of the exchange-coupled porphyrin cation radi-

cal system [(Cl)Fe(IV)=O(TMP)·]. Bull. Soc. Chim. Fr., 133:703–710, 1996.

[280] W. T. Oosterhuis and G. Lang. Magnetic properties of thet42g configuration in low symmetry

crystal fields.J. Chem. Phys., 58:4757–4765, 1973.

[281] F. Neese, J. M. Zaleski, K. E. Loeb-Zaleski, and E. I. Solomon. Electronic structure of

activated bleomycin: Oxygen intermediates in heme versus nonheme iron.J. Am. Chem.

Soc., 122:11703–11724, 2000.

[282] E. van Lenthe, A. van der Avoird, W. R. Hagen, and E. J. Reijerse. Density functional

calculations of g-tensors of low-spin iron(I) and iron(III) porphyrins.J. Phys. Chem. A,

104:2070–2077, 2000.

[283] K. Kuczera, J. Kuriyan, and M. Karplus. Temperature-dependence of the structure and

dynamics of myoglobin. A simulation approach.J. Mol. Biol., 213:351–373, 1990.



Appendix A

Miscellaneous

A.1 List of abbreviations

ABNR Adopted basis Newton-Raphson algorithm

CASSCF Complete active space self consistent field

CI Configuration interaction

Cpd I Compound I

CPO Chloroperoxidase

CYP450 Cytochrome P450

DFT Density functional theory

ENDOR Electron nuclear double resonance

EPR Electron paramagnetic resonance

ESEEM Electron spin-echo envelope modulation

FAD Flavin adenine dinucleotide, oxidized form

FMN Flavin mononucleotide

GRMS Gradient root mean square

HF Hartree-Fock

HFC Hyperfine coupling constant

HRP Horseradish peroxidase

HRP-I Compound I of horseradish peroxidase

HS High spin

INDO Intermediate neglect of differential overlap

KIE Kinetic isotope effect

LS Low spin
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MC Monte Carlo

MD Molecular dynamics

MM Molecular mechanics

MO Molecular Orbital

NADH Nicotinamide adenine dinucleotide, reduced form

NMR Nuclear magnetic resonance

OZ Orbital Zeeman

PMF Potential of mean force

QM Quantum mechanics

QM/MM combined quantum mechanics/molecular mechanics

RC Reactive complex

RMS Root mean square

SOC Spin orbit coupling

SOS Sum over states

SSR Single state reactivity

TMP Meso-tetramesityl porphyrin

TS Transition state

TSR Two state reactivity

ZFS Zero field splitting

A.2 Convergence criteria

Table A.1: Convergence criteria for geometry optimizations expressed in atomic units

(HDLCOPT: angles in rad).

optimizer HDLCOPT NEWOPT

representation of coordinates hybrid delocalised internal cartesian

maximum step component 0.0018 0.001

RMS of step vector 0.0012 0.0002

maximum gradient component 0.00045 0.001

RMS of the gradient 0.0003 0.0002



Appendix B

Force Field

The CHARMM22 force field [146] was employed to represent the molecular mechanical part of

the system. The force field parameters for the heme group present in the CHARMM22 library

refer to a FeII containing heme [283]. This existing parameter set was used in the present work,

however to account for the different electronic situation in Cpd I, the atomic charges on iron,

theα-, β-, meso-carbons and the pyrrole nitrogens of the protoporphyrin IX, and the sulfur of

the coordinating thiolato ligand, were modified with reference to B3LYP/6-31G* derived atomic

charges for [FeIVO(porphyrin·+)(SH)] (see figure B.1). As detailed in section 3.2, the influence of

the modified atomic charges on optimized geometries was carefully checked.

The substrate camphor is not among the predefined residues of the CHARMM22 library. The

force field for this compound was derived as follows: (i) Atom types were assigned according

to CHARMM conventions which implicitly defines most of the parameters. (ii) Atomic charges

were chosen in analogy to CHARMM whenever possible (H, C in CH2 and CH3) and were derived

from QM calculations otherwise. (iii) Three internal coordinates were represented by special

parameters because no corresponding terms were available in the CHARMM force field. It is

noted that these terms – two C–C–C angles and one C–C–C–O improper torsion term – could be

chosen by minor modifications to existing terms for closely related topological situations. The

resulting parameters are listed in table B.1.

The following series of calculations were carried out to validate the new camphor parameter set:

1. MM (CHARMM) geometry optimization in a sphere of water (TIP3P).

2. DFT (B3LYP/6-31G∗) geometry optimizationin vacuo.

3. MM (CHARMM) MD in a water sphere (TIP3P)1, 25 ps equilibration (NVT), 100 ps

1 The spherical “miscellaneous mean field potential” (MMFP) implemented in CHARMM was imposed on the

water molecules to constrain the system.
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Atom
name  type charge

GROUP   
ATOM N    NH1    −0.47        |       
ATOM HN   H       0.31     HN−N       
ATOM CA   CT1     0.07        |   HB1
ATOM HAY   HB     0.09        |   |  
GROUP                     HAY−CA−−CB−−(SG)    
ATOM CB   CT2    −0.18        |   |     \
ATOM HB1  HA      0.09        |   HB2    (FE)
ATOM HB2  HA      0.09      O=C           
GROUP          
ATOM C    C       0.51  O2A  O1A             O2D  O1D
ATOM O    O      −0.51            \\ //                 \\ //
GROUP                              CGA                   CGD
ATOM SG   S      −0.07             |                     |
ATOM OF   O      −0.32      HBA1−−CBA−−HBA2  HA   HBD1−−CBD−−HBD2
ATOM FE   FE      0.63             |          |          |
ATOM NA   NPH    −0.38      HAA1−−CAA−HAA2  _CHA_ HAD1−−CAD−−HAD2
ATOM NB   NPH    −0.38             |       /     \       |
ATOM NC   NPH    −0.38            C2A−−−C1A       C4D−−−C3D
ATOM ND   NPH    −0.38             |     |         |     |
ATOM C1A  CPA     0.20  HMA1\      |     |         |     |      /HMD1
ATOM C2A  CPB    −0.04  HMA2−CMA−−C3A    NA       ND    C2D−−CMD−HMD2
ATOM C3A  CPB    −0.04  HMA3/       \   / \       / \   /       \HMD3
ATOM C4A  CPA     0.20               C4A   \ OF  /   C1D
ATOM C1B  CPA     0.20              /       \|| /       \
ATOM C2B  CPB    −0.04        HB−−CHB        FE         CHD−−HD
ATOM C3B  CPB    −0.04              \       /   \       /
ATOM C4B  CPA     0.20               C1B   /     \   C4C        HAC
ATOM C1C  CPA     0.20  HMB1\       /   \ /       \ /   \       /
ATOM C2C  CPB    −0.04  HMB2−CMB−−C2B    NB       NC    C3C−−CAC    HBC1
ATOM C3C  CPB    −0.04  HMB3/      |     |         |     |     \\  /
ATOM C4C  CPA     0.20             |     |         |     |      CBC
ATOM C1D  CPA     0.20           C3B−−−C4B       C1C−−−C2C        \
ATOM C2D  CPB    −0.04            |       \_CHC_/       |          HBC2
ATOM C3D  CPB    −0.04            CAB        |         CMC−−HMC3
ATOM C4D  CPA     0.20           //  \       HC       /  | 
                                CBB  HAB           HMC1  HMC2
                               /   \
                              HBB1  HBB2

Figure B.1: Force field atom types and charges used for the protoporphyrin IX unit in the pure MM

calculations during the setup of the system. All heme parameters were taken from the existing

CHARMM22 library except charges on iron, sulfur, oxo-ligand, α-, β-, meso-carbons and the

pyrrole nitrogen.
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Table B.1: Atom types and parameters derived for camphor.

CHARMM22 QM calculated charges

Name atom charge HF/3-21G* HF/3-21G*

type (Mulliken) (NPA)

O O -0.54 -0.576 -0.555

C2 CC 0.64 0.643 0.633

C1 CT2 -0.18 -0.458 -0.559

H1 HA 0.09 0.243 0.262

H2 HA 0.09 0.251 0.266

C3 CT1 -0.07 -0.290 -0.162

C7 CT1 -0.03 -0.131 -0.077

C5 CT2 -0.18 -0.368 -0.462

H5 HA 0.09 0.214 0.240

H6 HA 0.09 0.209 0.238

C6 CT2 -0.18 -0.353 -0.454

H7 HA 0.09 0.222 0.248

H8 HA 0.09 0.221 0.245

C4 CT1 -0.09 -0.280 -0.249

H4 HA 0.09 0.211 0.254

C8 CT3 -0.27 -0.530 -0.660

H9 HA 0.09 0.207 0.232

H10 HA 0.09 0.204 0.234

H11 HA 0.09 0.199 0.232

C9 CT3 -0.27 -0.523 -0.652

H12 HA 0.09 0.204 0.229

H13 HA 0.09 0.197 0.231

H14 HA 0.09 0.200 0.231

C10 CT3 -0.27 -0.530 -0.653

H15 HA 0.09 0.208 0.237

H16 HA 0.09 0.215 0.244

H17 HA 0.09 0.192 0.226

O

1

2
3

4

7

8 9

6

5

10

Special parameters:

(a) angle C3–C2–C1:

k = 40 kcal mol−1 rad−2

θe = 118◦

(b) angle C1–C4–C5:

k = 53.35 kcal mol−1 rad−2

θe = 112◦

(c) improper torsion C2–C1–C3–O:

k = 45 kcal mol−1 rad−2

φe = 0◦

production run (NVE).

4. QM/MM (AM1/CHARMM) MD in water sphere, 25 ps equilibration (NVT), 100 ps pro-

duction run (NVE); AM1 for camphor, force field for surrounding water.

5. MM (CHARMM) MD of the entire Cpd I system (enzyme, substrate, solvent), 200 ps equi-

libration dynamics (see section 3.2).



The analysis of the resulting geometrical data (see table B.2) shows that the force field parameters

yield structures in very good agreement with the theoretical reference data. The improper torsion

term C2-C1-C3-O is apparantly slightly biased towards positive values in the case of the MD run

in a water sphere (run 3, table B.2) however there is no such behavior in the simulation of the full

system (run 5, table B.2).

Table B.2: Validation runs: angles (degree) and improper torsion angle (degree) in camphor.

Anglea Runb Valuec MD results

fluctuation minimum maximum

C3-C2-C1 1 106.5 - - -

2 107.6 - - -

3 106.9 2.8 99.4 114.6

4 106.1 2.3 101.1 112.1

5 106.9 2.7 99.1 114.8

C1-C4-C5 1 105.6 - - -

2 105.8 - - -

3 105.8 2.8 100.5 113.0

4 105.4 3.6 93.1 116.3

5 105.9 3.0 99.3 113.9

C2-C1-C3-O 1 2.3 - - -

2 -0.4 - - -

3 5.5 3.7 -3.0 13.6

4 -0.3 3.5 -8.9 8.6

5 -0.4 5.1 -17.6 11.5

a See table B.1.b See text.c Optimized values for runs 1-2, MD average values for runs 3-5.
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ERKLÄRUNG
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