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Zusammenfassung

Die vorliegende Arbeit befasst sich mit theoretischen Untersuchungen zur Cytochrom P450 ka-
talysierten Hydroxylierung von C—H-Bindungen. Zur Beschreibung vamHEnzym, Substrat

und Solvens wird eine kombinierte quantenmechanische/molechanische (QM/MM) Meth-

ode verwendet. Im Rahmen dieses Ansatzes wird die elektronische Struktur im reaktiven Zen-
trum des Enzyms (40-84 Atome) durch Dichtefunktionaltheorie erfasst. Die gesamte Protein-
und Solvensumgebungd. 24000 Atome) wird in den Simulationen durch ein klassisches Kraft-
feld rep@asentiert.

Zunachst wird die elektronische und geometrische Struktur des katalytisch aktiven Oxo-Eisen(IV)
Komplexes [F&'(O)(porph*)(SR)] (SR= Cystein-357, porphk= Protoporphyrin IX) in P45Q,,
(Compound ) beschrieben, welcher sich bislang dem experimentellen Nachweis entzieht. Es
wird dargelegt, wie sich die explizite Barksichtigung der Proteinumgebung durch das QM/MM-
Verfahren im Vergleich zu vereinfachten Modellen des Komplexes in der Gasphase auswirkt.
So wird im Enzym ein Porphyrin-Radikalkation (A,-Zustand) stabilisiert, @hrend in der
Gasphase haugitshlich ein Schwefel-zentriertes Radikal vorliegt. Wasserstiofken in der
Umgebung von Cystein-357 biggstigen Ladungslokalisation am koordinierenden Schwefelatom,
wodurch die Fe—S Bindung im Vergleich zu dem isolierten Komplex in der Gasphaseztarkd
verstrkt wird.

Das berechnete Reaktionsprofirfden Abstraktions-Rekombinations-Rébound) Mechanis-

mus der C—H Hydroxylierungaldt darauf schliel3en, dass die Reaktion in zwei Spinadasn
(Dublett und Quartett) stattfindet, wie zuvor aufgrund von einfacheren Modellrechnungen vorgeschla-
gen wurde (“Zwei-Zustands-Reaktiatt). Wahrend die Umwandlung auf der Dublett-Potenzialfie
asynchron, jedoch effektiv konzertiert abft, ist die Reaktion im Quartett-Zustand zweistufig,
wobei intermedir ein Substrat-Radikal und ein Hydroxo-Eisen-Komplex vorliegen. Vergleichen-

de Rechnungen in der Gasphase zeigen, dass die polarisierende Wirkung der Proteinumgebung
die relative Stabilét von Spin-Zusinden und Redox-Elektromeren beeinflusst.

Rechnungen an der Substrat-freien Form von B458agen die Multipliziait des Grundzus-
tandes korrekt voraus und befinden sich in glitbereinstimmung mit experimentell bekannten
Bindungsabgitnden und ESR-Hyperfeinkopplungskonstanten der Ligandenatome. Ferner geben
die Untersuchungen Aufschlugber die Faktoren, welche die Bindungseigenschaften des axialen
Wasserliganden im Enzym bestimmen. Weitere Dichtefunktional-basierte Untersuchungen betre-
ffen die spektroskopischen Eigenschaften von Intermediaten im Enzym und entsprechenden Mod-
ellkomplexen. Der Vergleich von Rechnungen an [FeO(TPP)PP= mesatetraphenylporphyrin)

und experimentellen Daten seiner Derivate zeigt, dass Heisenberg-Austauschkopplungskonstanten,
MoRbauer-lsomerieverschiebungen und Quadrupolaufspaltungen in guter Genauigkeit erhalten
werden. Entsprechende Vorraussagéer die spektroskopischen Parameter der hochvalenten
Oxo-Eisen(IV)-ZwischenstufeQompound ) in P45Q,,, werden vorgestellt, um deren experi-
mentellen Nachweis zu erleichtern.






Abstract

The present work is concerned with theoretical studies on the cytochrome P450-catalyzed hydrox-
ylation of C—H bonds. To describe the heme-enzyme, substrate, and solvent, a combined quantum
mechanical/molecular mechanical (QM/MM) approach is adopted. Density functional theory is
employed to treat the electronic structure of the active site (40-84 atoms), while the protein and
solvent environmentc@. 24000 atoms) is approximated at the classical force field level.

The calculations characterize the electronic and geometric features of the elusive active oxidant
of P45Q,,, (compound l)j.e. the oxoferryl species [F&(O)(porph*)(SR)] (SR= cysteine-357,
porph= protoporphyrin 1X). We analyze how the explicit consideration of the protein environment
by the QM/MM treatment influences the results with respect to simplified compound | models in
the gas phase. We find that a porphyritation radical ., state) is stabilized in the enzyme,
while the gas phase models are mainly sulfur-centered radicals. A hydrogen bonding network
around the proximal cysteine-357 favors localization of charge density at the coordinating sulfur
atom, which shortens and strengthens the Fe—S bond with respect to the gas phase complex.

The calculated energy profile of the “rebound” mechanism of C—H hydroxylation indicates that
the reaction takes place in two spin-states (doublet and quartet), as has been suggested earlier
on the basis of calculations on simpler modelsv{-state-reactivit§). While the reaction on

the doublet potential energy surface is non-synchronous, yet effectively concerted, the quartet
pathway is truly stepwise, including formation of a distinct intermediate substrate radical and a
hydroxo-iron complex. Comparative calculations in the gas phase demonstrate that the polarizing
effect of the enzyme environment affects the relative stability of spin states and redox electromers.

Calculations on the substrate-free resting form of R450orrectly predict the ground state mul-
tiplicity and are in good accord with experimentally known bond lengths and EPR hyperfine cou-
pling constants on ligand atoms. Furthermore, these investigations offer insights into the factors
that govern the binding properties of the axial water ligand in the enzyme environment.

Additional density functional-based calculations address the spectroscopic parameters of inter-
mediates in the protein environment and corresponding model complexes. The comparison of
computational results on the complex [FeO(TPR)[PP = mesetetraphenylporphyrin) and ex-
perimental data of its derivatives shows that Heisenberg exchange coupling constzpibsuer
isomer shifts, and quadrupole splittings are obtained with satisfactory accuracy. Corresponding
predictions for the spectroscopic parameters of the high-valent oxoferryl intermediate (compound
) in P45Q.,,, are presented, to facilitate its spectroscopic detection.
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Chapter 1

Introduction

1.1 General Introductory Remarks and Overview

Cytochrome P450 enzymes have now been recognized for more than 35 years as one of the most
sophisticated and yet common oxidation systems in nature [1]. These ubiquitious enzymes have
been isolated from numerous mammalian tissues such as liver, kidney, lung, intestine, and adrenal
cortex, as well as from insects, plants, yeasts and bacteria. They constitute a superfamily of more
than 500 isozymes cloned and sequenced. The various members of the P450 family exhibit dif-
ferent substrate selectivities which allows them to perform specific bioregulatory functions. Thus,
P450 enzymes participate in the metabolism of very diverse compounds, such as steroids, fatty
acids and alkaloids. For example, they are involved in every step of steroid hormone biosynthesis.
Moreover, P450 enzymes play a crucial role in detoxification of xenobiaigsdrugs, by ren-

dering lipophilic compounds water soluble and thus excretable. These enzymes can be isolated,
e.g, from liver microsomes. Ironically, in addition to their very beneficial roles in metabolism,
biosynthesis, and detoxification, P450 enzymes have been strongly implicated as the activator of
many chemical carcinogens, by producing highly reactive products from certain substrates.

From a chemist’s point of view, P450 enzymes are remarkable catalysts — they function as mono-
oxygenases, incorporating selectively one atom from dioxygen at physiological conditions into

a wide variety of mostly hydrophobic substrates. This reaction, if uncatalyzed, requires high
temperatures and proceeds nonspecifically. P450 enzymes mediate an impressive repertoire of
reactions, most notably hydroxylations, epoxidations, N-, S-, and O-dealkylations, N-oxidations,
sulfoxidations and dehalogenations. Alkane hydroxylation and olefin epoxidation have attracted
particular interest, because of the desire to understand the details of biological oxygen activation
and transfer, and also because of the potential application of these principles to organic synthesis
and to large-scale process chemistry.
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Most P450 enzymes (except for one or two that use peroxides) require electrons to reduce molec-
ular oxygen to a state formally equivalent to that @f04. As an example, P450Q, is reducedria

the redox proteins putidaredoxin and putidaredoxin reductase, transferring electrons ultimately
provided by nicotinamide adenine dinucleotide (NADH) [2]. In contrast, B450 interacts di-

rectly with a covalently bound reductase containing flavin adenine dinucleotide (FAD) and flavin
mononucleotide (FMN), similar to the situation in microsomal P450 enzymes. Hence, in very
general terms the overall reaction catalyzed by P450 can be written as

S+ Oy +2e~ + 2HT _P450 _ S(O) + H,O
where S symbolizes the substrate, and the protons and electrons are provided by a biological

transport system.

The architecture of the active site of P450 enzymes is relatively simple. Its central feature is the
heme group, shown in figure 1.1. The heterocyclic ring system of heme is a porphyrin derivative,
which consists of four pyrrole rings linked by methene bridges. The porphyrin in heme, with its
particular arrangement of four methyl, two propionate, and two vinyl substituents, is known as
protoporphyrin IX.

COO-

COoO

(a) (b)

Figure 1.1: The heme prosthetic group of P450 enzymes, an iron-protoporphyrin IX complex. (a)
Schematic representation. (b) Stick representation displaying the heme group and the cysteinate
ligand (carbon: green, nitrogen: blue, oxygen: red, sulfur: yellow, iron: gray).

This moiety is bound to the proteina hydrogen bonds of the two propionate side chains and co-
valently through a thiolate ligand coordinating to the heme iron. The latter is part of a cysteine in

a highly conserved area of the protein, and is placed at the proximal face of the porphyrin. The op-
posite, distal site is the region where dioxygen and the substrate are bound and transformed. The
thiolate ligand is responsible for the characteristic red-shifted Soret absorption maximubat
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nm upon CO binding to the reduced ferrous state of the protein to give thed&complex. This
feature, distinguished from the corresponding maximuny @20 nm in hemoproteins with the

more common histidine ligand [3], has been the reason for the name of these enBygnesnt

450). The local environment for oxygen binding and activation consists of mostly hydrophobic
protein residues and a single highly conserved threonine that has been identified as being essential
for catalytic function in most P450 enzymes.

A unique property of the active site is the significant electronic delocalization between the iron
center, porphyrin macrocycle, and the axial ligand, which is due to the covalent interactions be-
tween these components. This allows for charge transfer and spin density redistribution between
metal and ligands. Such effects play a key role in the formation and stabilization of the various
heme species present in the catalytic cycle.

e} P450can O

+0+2e +2H" ———> + H>,O

H5exo OH

H5endo H5endo

Figure 1.2: Cytochrome P450.,, catalyzes the stereoselective hydroxylation of camphor at the
5-exo position.

P45Q,,, hasde factoserved as the prototype for the entire P450 family. Using camphor as its only
carbon source, the common soil bacteriBseudomonas putidamploys P45Q,, to catalyze the
stereospecific hydroxylation at theexoposition as a first step in a cascade of energy supplying
reactions. This soluble enzyme with a molecular mas=0#5000 Dalton was the first P450 en-
zyme to be purified and structurally characterized by X-ray diffraction [4]. As R43tas been
intensely studied over the years by numerous biochemical and biophysical techniques [2], a large
part of the catalytic cycle is by now well understood. Additionally, synthetic metalloporphyrins
have been extensively investigated as models of the active site of P450 and have contributed sig-
nificantly to a deeper understanding of the properties and reactivity of the many intermediates of
the enzymes themselves (seq, [5]). However, many central aspects of the catalytic function

are still not resolved experimentally, due to the elusive character of reactive intermediates and
the occasional difficulties to interprete spectroscopic or other “indirect” experimentaluvidga (
infra).

Theoretical techniques have recently been used succesfully to address some of the complex ques-
tions associated with P450 catalysis. By providing detailed insight into molecular properties and
processes, computational methods have become a powerful and complementary approach to ex-
periment. For example, they allow to study the role of changes in oxidation and spin state of the
heme, the influence of the distal ligand on electronic structure and reactivity, or the spectroscopic
features of catalytic intermediates [6]. Yet, theoretical methods encountered their own difficulties,
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which are mainly associated with the size of the system that has to be considered and the com-
plex electronic structure of the central iron complex. In the present work, the combined quantum
mechanical/molecular mechanical (QM/MM) approach is utilized to model unresolved aspects of
the P450Q,,,,-catalyzed hydroxylation of camphor. In QM/MM calculations, a confined region that

is crucial for the chemical properties of a system is treated at a high level of theory (by quantum
mechanics — QM), while the environment is taken into account explicitly by a classical force field
(molecular mechanics — MM). By treating the entire system with this combined approach, accu-
rate predictions about the active site are possible, while realistically accounting for the influence
of the environment on the computed properties at a manageable cost.

This thesis is organized as follows: Section 1.2 presents an overview of the aspects of P450
catalysis relevant to the present work. Section 1.3 discusses the scope and limitations of modern
theoretical methods to address questions of biochemical relevance. In chapter 2, the theoreti-
cal concepts that underly the computational scheme employed in this work are briefly reviewed.
Specifically, section 2.1 deals with aspects of density functional theory that are important in the
context of open-shell systems. The QM/MM model employed in the present calculations is pre-
sented in section 2.2. In chapters 3 to 6, the results of the QM/MM calculations are presented and
discussed. A summary of the results can be found in chapter 7.

1.2 Cytochrome P450

1.2.1 The Catalytic Cycle of P450 Hydrocarbon Hydroxylation

P450-mediated catalytic hydroxylation of non-activated carbon—hydrogen bonds — proceeding at
mild conditions and often highly stereoselective — has fascinated and challenged researchers for
more than three decades. The field is highly interdisciplinary and involves essentially all areas
of chemistry, such as (without claiming completeness) analytical, biochemical, pharmaceutical,
physical, synthetic, and theoretical chemistry. Not surprisingly, essentially all existing suitable
analytic techniques have been applied to study the intermediates and their transformations associ-
ated with the mechanism. Hence, most of the features of the catalytic cycle have been agreed on.
The important steps involve (see figure 1.3 on page 6)

1. binding of substrate (RH) to give the enzyme substrate con®plex

2. reduction of the substrate-bound complex from the fe&jdd the ferrous §) state by an
iron-sulfur or flavoprotein partner;

3. binding of molecular oxygen yielding the ferrous P450-dioxygen comflex
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4. reduction by a second electron to give a peroxoiron(lll) compjex
5. first protonation at the distal oxygen to give the ferric hydroperoxy intermegtiate

6. second protonation and cleavage (heterolysis) of the O—O bond to form a water molecule
and the (putative) reactive iron(IV)-oxo speciés

7. oxygen atom transfer to the bound substrate, presumab@n intermediat®, forming the
product comple;

8. product dissociation and re-formation of the resting state, a ferric aqgua heme coiplex (

Extensive experimental studies on cytochrome R45@nd other isozymes have firmly estab-
lished the ferric 2), ferrous @), ferrous dioxy 4), anionic ferric peroxy&), and ferric hydroper-

oxy (6) complexes as intermediates in the catalytic cycle of P450 enzymes [7]. However, after
injection of the second electron, very rapid reaction steps occur, and despite numerous efforts
it has been impossible so far to detect any intermediate in the normal catalytic cycle of P450
enzymes between the ferric hydroperoxy intermedésad the product comple. Based on
studies on model compounds and biological analogy with related peroxidase enzymes, the iden-
tity of the active oxidant is now generally assumed to be compound | (Cpd 1), an oxoiron(lV)
porphyrin radical cation®). The consensus mechanism for hydroxylation of hydrocarbons by
Cpd |, depicted in figure 1.3, is known as the rebound mechanism and is largely attributed to the
work of Groves and coworkers [1]. It involves hydrogen abstraction from the substrate (R—H)
followed by rapid recombination (rebound step) of the metal-bound hydroxo radical with the in-
termediate alkyl (R radical. The rebound mechanism is consistent with early stereochemical,
regiochemical, and allylic scrambling results observed in the oxidation of norbornane, camphor,
and cyclohexene by cytochrome P450 [8, 9], yet it has been challenged recently [10,11] by studies
that aimed at measuring the rate of the rebound step and the lifetime of the intermediate radicals
(vide infra).

Current research focuses on the steps that lead to formation of Cpd I, the characterization of
this highly elusive species, and the potential involvement of other species in oxidation reactions

effected by P450. In the following, some key observations made over the past years are summa-
rized.

1.2.2 Formation of Compound |

Schlichtinget al. [12] have structurally characterized the ferrous dioxy, ferric hydroperoxy, and
product complexes of P450, using low-temperature crystallographic techniques. They also ob-
tained evidence for a species between the ferric hydroperoxy and product complexes that was
tentatively identified as the ferryl speciésbut this attribution remains uncertain. Electron para-
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Figure 1.3: The catalytic mechanism of P450 mediated hydroxylation.
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magnetic resonance (EPR) and electron nuclear double resonance (ENDOR) studies [13] of the
cryogenic reduction of the ferrous dioxy complexyadiation identified the ferric peroxy anion

and showed that its protonation at low temperatures yields the ferric hydroperoxy interntediate
Upon warming, this intermediate converted directly into the product complex without detectable
accumulation of a ferryl species. Analogous observations were made in another study, where ra-
diolytic reduction of the P45Q,, ferrous dioxy intermediate at cryogenic temperatures led to the
ferric hydroperoxy complex that was identified on the basis of its UV spectrum. Warming of the
sample resulted in direct hydroxylation of the bound camphor without any spectral evidence for
the intermediacy of Cpd | [14]. The conclusion from these and numerous preceding studies is that
Cpd I is present in the catalytic cycle of P450 but eludes detection due to its high reactivity.

Although there is little doubt about the involvement of the ferryl porphyrin radical cation

most of the oxidations supported by cytochrome P450, other intermediates have been proposed
to participate in the oxidation of specific classes of substrates. Among these, the most prominent
ones are the ferric peroxy aniob) @nd the ferric hydroperoxy compleg&)(

The ferric peroxy anion is a strong nucleophile. Convincing evidence has been put forward that it
undergoes oxidizing reactions with highly electrophilic substrates such as aldehydes [7, 15]. This
type of reaction plays a central role in sterol biosynthetic reactions medatgdyy CYP19 and
CYP17. Due to its nucleophilic character, an involvement of this species in hydrocarbon hydrox-
ylation, however, can be ruled out.

The ferric hydroperoxy intermediate has been proposed to participate as an electrophile in the
oxidation of electron-rich double bonds, heteroatoms, and even C-H bonds. The potential in-
volvement of this species is suggested by studies of a model metalloporphyrin system. These
have demonstrated that the ferryl species is responsible for olefin epoxidation in protic solvents,
whereas in aprotic solvents the ferric hydroperoxide acts as the oxidant [16]. Furthermore, it is
known that the F&—OOH species serves as electrophilic oxidant in the oxidation reaction cat-
alyzed by heme oxygenase. In this special enzyme, the heme serves both as prosthetic group and
as substrate. Experimental investigations indicate that the reaction involves electrophilic addition
of the terminal oxygen of the ferric hydroperoxide complex to one ointlesecarbon atoms of

the same heme group [17]. On the other hand, the evidence for the involvement of the ferric
hydroperoxide in hydrocarbon hydroxylation remains circumstantial and unconvincing [7]. A fur-
ther discussion of the potential role of the ferric hydroperoxy complex in hydroxylation reactions
is postponed to section 1.2.4.

The route to Cpd | formation has been investigated in P450 enzymes [18] and in model sys-
tems [19-21]. The results suggest that heterolytic cleavage of the O—O bond is facilitated by hy-
drogen bonding of the ferric hydroperoxide, either directlyiaran intervening water molecule,

to a highly conserved threonine residue (Thr252 in R450 This residue, in combination with
Asp251 and other residues, has been implicated in R4%3 a member of a proton transfer net-
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work that promotes the O—O cleavage to give the ferryl species [22]. Molecular dynamics simula-
tions for the reduced ferrous dioxygen species of R4bbave revealed two dynamically stable
hydrogen-bond networks to the distal oxygen atom of the dioxygen ligand [23]. Further DFT
studies on this system have demonstrated that the proton transfer from water to the distal oxygen
should be rapid and facile [24]. Recent model DFT studies [25] on a proton shuttle similar to that
assumed in P450,, predict that the protonation of the ferric hydroperoxide and formation of Cpd

| is exothermic and proceeds on two spin state surfaeesn the doublet and quartet state.

Moreover, a “push” effect of the thiolate ligand in P450 [18, 26] was proposed to favor heterolytic
cleavage, leading to Cpd | formation, over the competing homolytic cleavage. Hirobe and cowork-
ers have demonstrated that for a model porphyrin with a coordinated thiolate tail O—O heterolytic
bond cleavage is exclusively observed even in nonpolar aprotic solvents [20, 21]. This indicates
that the heterolytic cleavage leading to Cpd | will also take place in the hydrophobic active site
environment of P450 enzymes. Consistent with these findings mutation studies on the Cys357His
mutant of P45Q,,, demonstrated that the thiolate ligand is crucial for catalytic function [27, 28].
Recent computations supported the pivotal role of the sulfur ligand and revealed the energetic
factors that contribute to the “push” effect [29].

The “peroxide shunt” mechanism (see figure 1.3) leads directly from the ferric substrate-bound
complex to formation of the ferryl species (Cpd I) by providingdd or another small peroxide

as a co-substrate. In many, but not all, P450 enzymes it is thus possible to circumvent the step-
wise oxygen activation, but the catalyic turnover achieved in this way can yield different product
distributions as compared to natural conditions [1]. Yet, peroxides have been used over the years
to create and characterize directly the hydroxylating agent of cytochrome P450 enzgrties
“peroxide shunt” mechanism. In the most recent of such studies, the reaction of CYP119 from
thermophilic bacteria withmetachloroperbenzoic acid produced an intermediate which exhib-
ited UV/VIS spectral features that are consistent with a ferryl porphyrin radical cation [30]. Due
to its thermostability, this enzyme is believed to have a more rigid active site structure than its
mesophilic counterparts, which could allow for a detectable amount of the active species to build
up. The use of peroxides to generate and investigate the active oxidant of the enzyme, however,
has to be regarded with caution because it is unclear if such species are identical to those present
under normal turnover conditions. One obvious difference is that reactions with peroxides produce
detectable protein radicals [31, 32], in contrast to the situation in the native reaction.

1.2.3 The Electronic Structure of Compound |

Both experimental [33] and theoretical [34-36] investigations have shown that the nature of the
proximal ligand as well as the proximal/distal binding site environments determine the chemical
nature of the high-valent ferryl intermediate, Cpd I. As an example consider the enzyme chloroper-
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Figure 1.4: Electronic structure of compound | — key orbitals and occupations. The labels on the
porphyrin carbon atoms denote the «, 3, and meso-positions respectively.

oxidase (CPO) which shares the linkage of the heme to a proximal cysteine with P450 enzymes.
Yet like horseradish peroxidase and other peroxidases (where the linkage is provided by a his-
tidine) CPO carries out one- and two-electron peroxidations. In addition to peroxidase activity,
CPO also performs P450-typical reactions such as benzylic hydroxylation [37]. The variable prop-
erties and reactivity of Cpd | depending on the proximal ligand and the architecture of the binding
pocket (in different enzymes) has led to the notion that it behaves@dsateleohspecies which
adapts to the specific environment of a given enzyme [36].

The electronic nature of Cpd | of P450 enzymes has been studied theoretically at the DFT level
employing different truncated model representations of the active species [34, 35,38-41]. DFT
studies on Cpd | model systems [38, 39] using a methyl mercaptate (SMe) ligand or a cysteinate
anion devoid of internal hydrogen bonding [41] predict a sulfur-centered radical to be the elec-
tronic ground state. Characteristically, these studies yield a long Fe—S bond Iengﬂﬂb&\ and

ca. 80 % of the unpaired spin density on the proximal sulfur. In contrast to these findings, DFT
calculations by Shaik and coworkers [42] as well as by Harris and Loew [43] indicate a predomi-
nant porphyrinr cation radical nature of Cpd I.

The conflicting information deduced from different theoretical studies can be rationalized by an
analysis of the key orbitals of Cpd I. These are depicted in figure 1.4. Cpd | is a triradicaloid
with two unpaired electrons occupying d=p orbitals of the FeO moiety with parallel spin. The

third unpaired electron can be located imr arbital of the porphyrin ring, either of the,, or

a1, variety!, giving rise to a porphyrinr cation radical. In contrast, a sulfur centered radical
results from a singly occupied sulfur base@rbital. All DFT calculations reported so far agree

that the lowest porphyrifr cation radical state is predominantly &5, character. However, as

noted above, some studies assign the ground state to a sulfur radical while others predict dominant
porphyrin radical character. According to a recent INDO/S-CI treatment the multiconfigurational
ground state wavefunction is predominantly of thg-type, but contains significant contributions

1 For simplicity, the labels of the irreducible representations of the idealixgdsymmetric system are used
throughout.
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from sulfur radical and\, configurations [40].

Shaik and coworkers have presented a thorough investigation of the nature of the different Cpd |
forms [34, 44, 45] by means of calculations on model compounds. They find that the computed
electronic structure of truncated models of Cpd | markedly depends on the representation of the
proximal sulfur ligand L. The energy difference between the sulfur and the lowest porphyrin
radical states for = ~SCH; is less than 1 kcal/mol whereas for a more realistic representation
with L = cysteinate the state splitting is 7—8 kcal/mol with the ground state corresponding to
the porphyrint cation radical. Interestingly, the simplest model using=L"SH gives sulfur
radical—porphyrint cation radical energy splittings of 5—6 kcal/mol in good agreement with the
full cysteine model. These findings demonstrate that the tSCH; approximation to cysteine
yields artificial results, probably due to the strong electron-donating capability of the methyl group
which leads to an overestimation of the stability of sulfur radical states.

() (b)

Figure 1.5: The redox mesomorphism underlying the P450 Cpd | state mixing. (a) Schematic
resonance structures. (b) A plot of the mixed ay, + o(S) orbital as obtained from MO calculations.

It is important to note that even in the states of predomidagtcharacter, the ¢(S) orbital at

sulfur mixes with theay,-type porphyrin orbital. The resulting Cpd | species is in fact best de-
scribed as a mixture of the porphyrircation radical and a sulfur radical. This feature is generally
termed “redox mesomorphism” and is schematically depicted in figure 1.5. In molecular orbital
(MO) calculations, the unpaired spin density is distributed over the atoms with large contributions
to the porphyrims, orbital (.e. themesecarbons and pyrrole nitrogens) and the sulfur atom. An
intriguing consequence of this mixing is the sensitivity of the electronic structure of Cpd I to envi-
ronmental effects. Specifically, Ogliaed al. demonstrated that additional hydrogen bond donors

to the sulfur and a polarizing medium (represented by a continuum solvent model) effectively in-
crease the charge density on the sulfur atom and thus enhance the stabilization of the porphyrin
7 cation radical. The more pronounced these effects, the larger (smaller) is the fraction of the
unpaired spin density on the porphyrin (sulfur) ligand. In line with the resonance structures in
figure 1.5, a stabilization of negative charge on the sulfur atom increases the donor capabilities of
the thiolate ligand. This has consequences for the Fe—S bond: the calculated Fe—S bond length
is shortened with respect to the isolated system in the gas phase and the Fe-S bond energy is
estimated to increase loa. 9 kcal/mol [34, 44].
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As discussed above (figure 1.4), Cpd | exhibits & Pemoiety with total spin S= 1 and a third
unpaired electron with spin & 1/2 delocalized over the ligands. The antiferromagnetic coupling

of the two spin systems gives rise to a low-spin doublet state (S$2), whereas ferromagnetic
coupling yields a high-spin quartet state£S3/2). The resulting two lowest electronic states,

2A and*A, are nearly degenerate; DFT calculations predict relative energies on the order of a few
tenths of a kcal/mol [35]. The precise ordering of these states is very sensitive to the basis set as
well as to environmental effects such as medium polarization [35, 45] and to different models of
the proximal ligand. Basis set improvement and inclusion of medium polarization lead to a slight
preference of the antiferromagnetic doublet state, which becomes lower in energy than the quartet
state byca. 0.1 kcal/mol [45]. However, this state ordering may be system-dependent and may
possibly change with different environmental factors, such as bound substrate or hydration and
H-bonding to the proximal sulfur. A clear-cut conclusion on the basis of the model computations
is thus not possible.

As noted above, the elusive character of Cpd | of R450as so far prevented the spectroscopic
determination of the nature of its electronic ground state. EPR data are available from the more
stable Cpd | of chloroperoxidase (CPO) [46]. In CPO, which also contains a cysteine sulfur ligand
bound to the heme iron, the interaction between the fersl &nd the porphyrin S 1/2 spin

is antiferromagnetic and moderately strong: (3-35 cm™!). Resonance Raman spectra of this
species show an upshift of some characteristic frequencies that argué Aqy, aather than a

2A,, ground state [47]. In Cpd | of horseradish peroxidase (HRP-I), in which the axial ligand
is a histidine, the ground state is weakly antiferromagnetic [48]. Based on frequency shifts of
marker bands in the resonance Raman spectra of HRP-I, Paeng and Kincaid assigned the electronic
ground state to bé,, [49], in agreement with earlier EPR anddskbauer studies [48, 50]. In
contrast, another study reported frequency shifts analogous to porphgation radicals, which
areAq, [51]. Thus, the identity of the electronic ground state of this species remains uncertain.

Several spectroscopic studies on Cpd | model compounds have app&desdietraaryl por-

phyrin complexes such as [F&©(TMP)*] (TMP: tetramesityl porphyrin) and its derivatives have
been investigated by means of UV/VIS, NMR, EPR)Rbauer, and EXAFS spectroscopy (for re-
views, see [52,53]). These systems typically exhibit a strong ferromagnetic coupling between the
oxo-ferryl and the porphyrin-cation radical spin. The electronic ground state of most such com-
plexes has been assignedfs. Electron-withdrawing substituents at theesepositions lower

the energy of the,, orbital relative to thex;, orbital. In the case of pentafluorophenyl-substituted
porphyrins the state ordering is thus reversed, and\ihestate is the ground state [52, 53].
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1.2.4 The Mechanism of Hydroxylation

The consensus mechanism for hydrocarbon hydroxylation by cytochrome P450 is the hydrogen
abstraction—oxygen rebound pathway [1]. As suggested by this mechanism, Cpd | abstracts a hy-
drogen atom from a carbon atom of the substrate to produce an iron-bound hydroxyl radical and
a carbon radical. These two species then recombine in the rebound step to produce the oxidized
product. This scenario, with its discrete radical intermediate, nicely explains many of the early
experimental observations on P450 hydroxylations, such as the partial scrambling of stereochem-
istry [54], allylic rearrangements [9], and the high intrinsic isotope effects [55]. Stereochemical
scrambling has also been observed in R450which can remove either aaxoor anendohy-

drogen but delivers the oxygen solely to producedkehydroxy isomer [54,56]. The intrinsic
kinetic isotope effects (KIEky /kp measured for the oxygen insertion into a C—H bond are very
large €.g, hydroxylation of tetreexadeuterated norbornane: 1H51.0 [8]; benzylic hydroxyla-

tion of [1,1-D]-1,3-diphenylpropane: 11 [55]). These large KIEs are consistent with a hydrogen
abstraction reaction, characterized by a transition state in which the C—H bond is essentially half
broken in a linear arrangement-[CH- - -O].

v/[Tf v/ I
lkt lkt

OH /\/\OH

Figure 1.6: The principle of radical clock probes.

So-called “radical clocks” have been employed to probe the rate of the oxygen rebound step and
the lifetime of the proposed radical intermediate. The common feature of radical clocks is a
cyclopropyl ring either containing the carbon atom that becomes a radical center in the course of
the reaction or being vicinal to that center. The ratio of products derived from the unrearranged
vs. the rearranged radical is thus determined by the relative magnitudes of the rate constants for
radical quenching; and rearrangemerk, (see figure 1.6). Early studies on the oxidation of
bicyclo[2.1.0]pentanel(, see figure 1.7) produced a 7:1 mixture of unrearrangedearranged
alcohols and allowed the rebound rate to be estimated asl0'4s~! [7,57,58].

Subsequently, more sophisticated radical probes have been designed [10] with higher and pre-
cisely known rearrangement rate constants. These probes are expected to give a higher portion
of rearranged products and thus a more accurate determination of the lifetime of the radical in-

termediate. However, with increasing rearrangement rates of the radical probes, the apparent
recombination rates of the rebound step also increase, resulting in unreasonably fast reactions and
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Figure 1.7: Different radical clocks. The values below correspond to the apparent rates of the
oxygen rebound step [s~!] deduced from the resulting ratio of rearranged vs. unrearranged prod-
ucts.

short lifetimes. For example, the use of highly substituted cyclopropangsi2, 13 in figure

1.7) leads to values of 27102 s~! [59]. Noting that a reaction that is entirely controlled by
encounter proceeds with rate of approximately16'? s! at 37°C, these rebound rates seem
impossibly fast. Initially, these results were rationalized by the notion that the protein sterically
inhibits the rearrangement reaction, thus leading to erroneously small values for the rearrangement
ratek,. This explanation, however, had to be discarded when the structurally rigid radical clock
14 (expected not to be influenced by steric constraints) also yielded an incredibly fast rebound
rate of 1.4<10" s! [60]. However, two recent independent studies of the oxidation of norcarane
(112) by different P450 enzymes yielded comparably slow radical recombination rate®{s*

in ref. [61]), in good agreement with results obtained earlier for the oxidatidd¢61, 62]. In
summary, some of the simple cyclopropylmethyl compounds and some bicyclic systems lead to
reasonable lifetimes for a radical intermediate, while all of the phenylcyclopropylcarbinyl probes
suggest impossibly short lifetimes. These discrepancies preclude firm conclusions regarding the
mechanism of hydroxylation, and call for further experimental investigation.

A concerted nonsynchronous oxygen insertion mechanism has been proposed by Netvabmb

[63] to explain the results of radical clock experiments, which suggest that radicals formed during
the P450 hydroxylation reaction mediated by Cpd | are not true intermediates. This mechanism is
sketched in figure 1.8. In this scenario, the C—H bond of the substrate is assumed to be attacked
by the oxo-ligand in a side-on fashion. The intermediate radicals are components of a reacting
ensemble (or transition structure) with lifetimes on the order of femtoseconds. To account for the
rearrangement products found in various studeeg, allylic rearrangements or stereochemical
scrambling, the reaction is predicted to proceed through a bifurcated transition state where one
reaction channel leads to the formation of the hydroxylated product and the other, minor pathway
leads into a radical manifold with subsequent rearrangement. However, as noted by Ortiz de
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Figure 1.8: The concerted nonsynchronous oxygen insertion mechanism suggested in ref. [63].

For explanations see text.

Montellano [7], a weakness of this scenario is the variety of products that must be explained by
electronically and structurally different bifurcated transition states.

A mechanism based on computational results has recently been postulated by Shaik [64—68] that
combines features of both the stepwise oxygen rebound and the concerted insertion mechanism
(see figure 1.9). The reactive species is predicted to be the ferryl species Cpd I, which exists in
two nearly degenerate electronic states, a doublet and a quartet spin state [34]. Both species can
abstract hydrogen from non-activated C—H bowidsessentially identical transition states. This
accounts for the observed isotope effects as well as the parallels in hydrogen abstraction reactivity
between P450 enzymes and tieet-butoxy radical [69, 70]. These transition states lead to in-
termediates in which the alkyl radical is coordinated to the iron-bound hydroxyl species. These
intermediates exist either in the doublet or quartet spin state, which are close in energy. Corre-
sponding DFT calculations predict that the doublet species collapses in an essentially barrierless
process to the hydroxylated produce. the overall reaction on the doublet surface proceeds in

a non-synchronous, yet effectively concerted, fashion with no true intermediate. The process is
barrierless because during recombination the half-filled porphydrbital accepts one “excess”
electron and the thiolate ligand increases its interaction with the iron atom resulting in a net energy
gain. In contrast, the rebound step on the quartet spin surface exhibits a significant energy barrier
according to the calculations. Therefore, this process gives rise to intermediate substrate radicals
which have a sufficiently long lifetime to undergo the characteristic rearrangement reactions. The
calculated barrier on this pathway is thought to be due to the three unpaired spins that are required
to maintain the quartet state. This results in the occupation of an energetically high lying iron
d,2 (c*) orbital in the course of the reaction which causes a loss of binding energy in the S—Fe-O
moiety. The concept ofwo State Reactivit{f SR),i.e. the involvement of two electronic states in

the reactions of a system, was recently proposed to be an important feature in the understanding of
organometallic systems in general [67, 72]. Subsequent DFT studies by other groups concerning
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Figure 1.9: The two-state reactivity scenario proposed by Shaik et al. [71]. For explanations see
text.

ethane and camphor hydroxylation [25,73—77] and methane hydroxylation [78] confirmed that the
hydroxylation mechanism is typified by TSR.

The use of specially tailored radical clocks sucliabas lead to the observation of small amounts

of products that apparently originate in rearrangement of a cationic intermediate. Newtamb

have proposed that a second oxidant is involved in P450 C—H bond hydroxylation that produces
corresponding cationic intermediates. A species that has been linked to such cationic hydroxylat-
ing activity is the iron hydroperoxy complex [10, 11, 79-81]. The assumed mode of action of this
intermediate is depicted in figure 1.10. Insertion of “HQrom the hydroperoxide into a C-H

bond would yield a protonated alcohol, which in turn could lead to carbocationic rearrangement
products. It should be noted, however, that the absolute amount of cationic rearrangement prod-
ucts is quite small, thus the corresponding pathway does not seem to play a crucial role in normal
oxidation reactions.

R7—H R+
. 5o o
i 1
o ra
1 1

Figure 1.10: The cationic HO™ insertion mechanism. For explanations see text.

Arguments against the involvement of the iron hydroperoxy species as hydroxylating agent come
from spectroscopic and theoretical investigations. EPR and ENDOR results on cryoreduced
P45Q.,, strongly suggest that the ferric hydroperoxy species plays no role in the normal cat-
alytic mechanism of C—H hydroxylation effected by this enzyme [13]. In these experiments,
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the hydroperoxy complex was generated under cryogenic conditions, and detected by EPR and
ENDOR spectroscopy. Upon warming 49 200 K, it was quantitatively converted intoexo
hydroxycamphor, the normal product of P450 hydroxylation. The initial product observed
after warming had the hydroxyl group of the oxidized camphor coordinated to the heme iron.
This is in agreement with hydroxylation by a ferryl oxene species. Instead, the cationic oxidation
mechanism (figure 1.10) suggests that the initially formed hydroxycamphor, which contains the
distal oxygen of the hydroperoxy moiety, is initially detached from the heme iron. Assuming this
scenario, the experimental finding would imply that hydroxycamphor had displaced the hydroxide
or water ligand that is left bound to the heme iron. Yet, such a displacement reaction appears to
be implausible at 200 K. Moreover, the ENDOR studies yOsuggest that the proton whose
bond to the C-5 carbon of the substrate is broken during hydroxylation is trapped in the product
complex as the hydroxyl proton. This is consistent with a ferryl-mediated oxidation, whereas a
hydroperoxy mechanism implies that the hydroxyl proton could derive from solvent as well. Com-
putational studies at the DFT level of theory have led to the conclusion that'the®®H moiety

is a poor oxidant as compared to the ferryl oxo species and is very unlikely to participate in the
P450 catalytic cycle [82]. This conclusion is based on three key results of the computations: (i)
The conversion of PorP&-OO0H;/ into the ferryl oxene species is a barrierless process [43, 82].
(i) The ferric peroxy anion is basic and a good nucleophile. (iii) The PYeF@OH moiety is a

poor oxidant and is therefore unlikely to be involved in the oxidation of C—H bonds.

Very recently, Jiret al. studied the Thr252Ala mutant of P45Q, that lacks the proton shuttle de-
livering the second proton to form Cpd | [83]. It was shown that the mutant enzyme catalyzes the
epoxidation of camphene, albeit with a much smaller efficiency than the wild type enzyme. This
indicates that in the absence of Cpd I, the iron hydroperoxy species acts as the oxidant. However,
the mutant enzyme exhibited no activity for camphor hydroxylation.

An alternative explanation for the occurence of cationic intermediates invokes the rebound mech-
anism. Here, electron transfer from the carbon radical produced by the initial H-abstraction could
compete with the oxygen rebound step, thus yielding a cationic intermediate. Direct electron trans-
fer from a substrate to a P450 enzyme as part of a hydrocarbon hydroxylation has been observed
in P450 catalysis [84].

In summary, the available results from experiment and theory support the TSR scenario for hy-
drocarbon hydroxylation. The formation of a radical intermediate on the quartet surface explains
many of the characteristics of the reaction, such as stereochemical randomization and structural
rearrangements. The presence of two pathways allows the degree of such reactions to vary both
with the substrate and the enzyme. The small amounts of cationic rearrangements could result
from electron transfer from the radical intermediate to the iron-hydroxyl complex.
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1.2.5 The Resting State

The resting form of the substrate-free cytochrome P450 isozymes with a known crystal structure
is the ferric aquo heme compléxn figure 1.3 [1]. From X-ray diffraction studies on cytochrome
P45Q.,, it is known that the sixth ligand is either a water molecule or a hydroxide ion, with

a Fe—O distance of 2.28 [85]. The identity of a water molecule as the sixth ligand in the
resting form of P45Q,,, was confirmed by ENDOR and electron spin-echo envelope modulation
(ESEEM) spectroscopy techniques'i®-enriched water [86,87]. The ESEEM experiment gave

a direct measure of the anisotropic hyperfine interaction for the protons of the water ligand. Both
the ENDOR and ESEEM spectral features could be satisfactorily simulated by assuming two
magnetically equivalent protons and a water in an upright conformation (perpendicular to the
heme plane).

The ferric iron atom in P450Q,, equilibrates between the low-spin doublet($/2) and the high-

spin sextet (S 5/2) state. The low-spin state is favored in the absence of a substrate, and the
iron atom is hexacoordinated. In the presence of the substrate camphor, the spin equilibrium shifts
toward the high-spin form and the sixth ligand is displaced, resulting in a pentacoordinated iron
(see figure 1.3). In addition to the substrate-induced shift of the spin equilibrium, an increase in
the redox potential from about300 mV to about-173 mV accompanies the change from the
low-spin to the high-spin configuration. This shift in redox potential has mechanistic significance.
The physiological reductant of P45Q, putidaredoxin, exhibits a redox potential negk96 mV

so that reduction of the substrate-bound ferric high-spin R458 thermodynamically favorable,

while reduction of the ferric low-spin resting form is not [88].

The finding of a F&! low-spin resting state in P450 enzymes is unexpected because other heme
enzymes, such as horseradish peroxidase, cytochrper®xidase and metmyoglobin are typified

by either a sextet or quartet ground state, although with subtle variations of populations of different
spin states. The ground states of two known model compounds with water ligands, a ferric diaqua
porphyrin complex [89] and an aqua thiolate heme complex [90], are also high-spin. The origin
of the preferred low-spin configuration has been studied intensely by means of calculations [6].
An early study [91] on the [FE(protoporphyrin IX)(SMe)(HO)] model system employing the
semi-empirical restricted open-shell INDO/S method determined a sextet ground state, however,
with a small energy separation of 4 kcal/mol to the doublet and 6 kcal/mol to the quartet state.
When the electrostatic interactions of the complex with the enzyme environment were taken into
account by adding the surrounding atoms as point charges to the one-electron Hamiltonian, the
doublet state became the ground state in agreement with experimental results. These findings sug-
gest that the protein, by controlling the spin state, plays an important and previously unidentified
role in determining the active-site redox potential. In subsequent studies the origin of the low-spin
state found for the resting form has been reexamined by DFT calculations [6,42,92,93]. These
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calculations reveal that the relative state energies depend on the functionals and basis sets used,
however, they generally favor the low-spin doublet state as the ground state without invoking the
electric field of the enzyme environment. Schedisal. [94] performed DFT single point cal-
culations using geometries derived from X-ray data and fixed protein point charges in the QM
treatment. In accord with previous DFT studies, the doublet state was found to be the ground
state. However, in contrast to the results of the abovementioned INDO/S study [91], the inclusion
of the polarizing effect of the enzyme environment was found to stabilize the quartet state, thus
reducing the doublet-quartet gap.

Taken together, the results from previous theoretical studies indicate that the relative energies of
the low-spin and high-spin states are small and depend not only on the computational approach
but also on environmental factors. A definite conclusion regarding the ground state multiplicity
on the basis of computations has not yet been reached.

Another open question concerns the conformation of the water ligand. While the ESEEM ex-
periment suggests an upright conformatigité suprg, the model computations favor a “tilted”
conformation, where the water protons form hydrogen bonds with the porphyrin nitrogen atoms.
This disagreement is probably due to the neglect of suitable hydrogen bond acceptors in the model
computations, which are present in the protein pocket.

1.3 Theoretical Modeling of Enzymatic Reactions

1.3.1 Scope and Limitations of Computational Approaches

Much effort in contemporary biochemical research is devoted to a detailed understanding of the
factors that govern enzyme function. Enzymes can provide rate accelerations of the drler of

or more over the rates in aqueous solution [95, 96]. Which factors are responsible for the high
efficiency of enzyme catalysis?

Since the three-dimensional structure of biological macromolecules was made accessible by X-ray
crystallography [97], much progress has been made in exploiting innovative experimental tech-
niques for elucidating protein structures and dynamics. For instance, recent advances have been
brought about by nuclear magnetic resonance (NMR) [98] and mass spectroscopy. These devel-
opments have recently been acknowledged through the Nobel Prize in Chemistry 2002 for “the
development of methods for identification and structure analyses of biological macromolecules”,
received by Kurt Viithrich (nuclear magnetic resonance), John B. Fenn (electron spray ionisation,
mass spectroscopy) and Koichi Tanaka (soft laser desorption, mass spectroscopy). Other spectro-
scopic techniques that are especially useful for the study of metalloenzymes are EPR, ENDOR,
and MoRbauer spectroscopy. Biochemical research has provided insight into protein function by
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numerous methods to identify intermediates along a catalytic pathway and to elucidate the role of
catalytic residue<.g, through site-directed mutagenesis or chemical modifications. Kinetic mea-
surements are used to obtain information about the energy barriers associated with the transfor-
mations leading from substrate to product [95]. Genomics now opens the way to the identification
and synthesis of a plethora of proteins. Theoretical investigations have contributed significantly
to the understanding of enzyme catalysis at the microscopic level. Empirical force field methods,
typically used in conjunction with molecular dynamics (MD) or Monte Carlo (MC) techniques,
have helped to unravel the dynamics of biomolecular systems in condensed phases, the role of
intra- and intermolecular interactions, and their impact on catalytic activity [99, 100].

Despite the tremendous progress that has been made, it is safe to say that at present there is still
no quantitative understanding of “how enzymes work” [101]. This has been partly attributed to
the difficulties of applying “rigorous quantum mechanical and thermodynamic analyses” to the
simulation of “active sites in huge molecules surrounded by water” [101, 102]. To gain insight
into enzyme function, theoretical methodologies are needed that allow us to identify transient
intermediates and transition states (treating electronic and structural changes) along a catalytic
pathway, while accounting for the surrounding environment in a realistic manner. Quantum me-
chanical (QM) calculations are suitable to address such questions, and they can — in principle —
provide results within “chemical accuracy®(1 kcal/mol). But the time needed to accomplish

a conventional QM calculation scales formally @éN?3) — O(N7), depending on the level of
theoretical rigour. Herey is the number of basis functions, a measure for the size of the system
considered (see table 1.1). While improvements both in algorithms and computer power will make
such calculations more feasible in the future, these methods are currently not applicable to sys-
tems as large as enzymes or solute/solvent systems. Another challenge to computer simulations
of macromolecules is the great conformational flexibility of such systems. They are usually char-
acterized by many configurations with similar energy, and the only meaningful energetic quantity
is the free energy of the system. The statistical mechanical calculation of the free energy or asso-
ciated quantities usually requires the consideration of millions of different configurations, which

is currently beyond the scope of QM methods. Therefore, QM calculations are often carried out
on truncated models of the full system (such as the most essential atoms in the active site of a
protein) in the gas phase or a continuum solvent environment. While this approach has proven
to give useful insights in many cases, it suffers from the fact that a lot of important interactions,
say of a substrate with the surrounding enzyme, are completely neglected. This approach can give
gualitative information about the intrinsic reactivity of an enzyme, yet it cannot explain enzyme
specificity or the role of microsolvation in an enzyme environment. In fact, enzyme catalysis is
best described by comparing corresponding reactions in (agueous) solution to those in the specific
protein environment. By comparing the corresponding reaction profiles, the important elements
of the protein responsible for the rate acceleration can be identified.



20 CHAPTER 1. INTRODUCTION

Empirical force field (molecular mechanics, MM) methods which employ a classical represen-
tation of molecular systems scale formally@éN?) (see table 1.1), wher® now corresponds

to the number of particles of a system. They are in general computationally much cheaper than
quantum mechanical approache¥et, the standard MM schemes are by construction not able

to describe processes that involve electronic rearrangements, such as charge transfer, electronic
excitation, and the breaking or making of covalent bonds. In the cases where analytical poten-
tials are fitted to reproducab initio QM results, the parameterization is time-consuming and
the transferability of the resulting force field questionable. Especially problematic in this regard
are metalloenzymes which contain transition metals in the active site. The interplay between the
protein environment and the often complex and variable electronic strucure of the embedded tran-
sition metal (in terms of oxidation state, multiplicity, orbital occuparetg,) can in general not

be captured by one single force field parameter set.

Table 1.1: Different computational methods, typical size of considered systems and formal scaling
behavior (N equals the number of basis functions in the case of QM methods and the number of
particles in the case of force field methods).

Method No. of atoms Scaling
Ab initio, electron correlation 1-10 ~ N5 . .N"
Ab initio, SCF 1-100 N4

Density functional methods 10>100 N*
Semi-empirical methods 10>1000 N3
Empirical force fields 10 =100000 N?

Linear scaling QM methods 10~10000 N
Combined QM/MM methods 10>100000 n.a.

The need to represent a large system as a whole in an effective and practical fashion and at the
same time to account for changes in electronic structure has led to the development of new method-
ologies, which can essentially be grouped into two categories. First, there are linear scaling QM
methods which pursue the idea to reformulate the algorithms used in the QM calculation in an
intelligent manner, such that the computational effort increases linearly with systemesiagth

a scaling behaviour o®O(N). This is achieved by exploiting the locality of the interactions in
molecular systems and the associated sparsity of the large matrices that have to be treated in QM
calculations. Reviews on this subject can be foeng, in refs. [103-106]. The second and to date
more widely used approach for the modeling of reactions in large and complex systems are com-
bined quantum mechanical/molecular mechanical (QM/MM) schemes, which will be presented in
more detail in the following section.

2 The prefactor: in the formal scaling relation x N7 is also very small in the MM case.
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1.3.2 The QM/MM Approach

The QM/MM method was introduced by Levitt and Warshel as early as 1976 [107] and was widely
adopted in the 1990's [108-112]. The concept behind QM/MM methods is consistent with basic
ideas from enzymology, specifically the notion that in most enzymes the reaction is confined to a
small number of atoms in the active site. In thigsysternf atoms, the electronic rearrangements
associated with chemical reactivity take place. QM/MM schemes use a QM method to treat the
electronic degrees of freedom explicitly for the reactive subsystem, while the remaining part of
the system is approximated by a classical force field. The coupling of QM and MM schemes
provides a potential energy function that can describe the reactivity of a wide range of large and
complex systems without the need to reparameterize potential functions for every new reaction.
These arguments carry over to reactions of molecules in a surrounding solvent [110] or adsorbed
on a solid phase [113-115].

A number of different implementations of this concept has been reported (for a recent review
see ref. [116]). Specialized approaches and variations of the general theme include the quantum-
classical molecular dynamics method of McCamnetral. [117, 118], the ONIOM method of
Morokumaet al. [119, 120] and the effective fragment potential (EFP) method of Goeton

al. [121, 122]. A related method, although not QM/MM in a strict sense, is the empirical va-
lence bond (EVB) technique of Warshel and co-workers [123, 124].

The following discussion will give a brief survey over the general concepts of QM/MM ap-
proaches. Section 2.2 presents a more detailed description of the scheme that was adopted in
the present work.

First, theentire system S has to be divided into an electronically importanér region | that
is treated quantum mechanically, anda@urter part O that is described by a classical molecular
mechanics scheme (see figure 1.11). The main challenges in QM/MM methods are to define

1. a suitable representation of the interactions between both subsystems and

2. a consistent treatment of the boundary region between QM and MM subsystems.

Energy expressions

The master equation for the total energy of the entire QM/MM system can be defined in two ways.

Additive QM/MM schemeThis approach treats the energies of the QM and MM subsysﬂi%ms
and EY},; as complementary. The energy of the entire sys%pj/MM is given by summation
of both contributions and the addition of a suitable t@@ﬁ,_MM that describes the interactions
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Entire System

QM

Inner subsytem

Figure 1.11: Terminology for regions used in QM/MM schemes.

between the QM and MM subsystems, as expressed in equation 1.1.
,O
E(SQM/MM = EIQM + By + E(IQM—MM (1.1)

This method has been widely adopted in biomolecular QM/MM simulations. It is straightforward
to implement and is applicable to a wide range of problems. Difficulties arise for the treatment
of the boundary region if covalent bonds connect QM and MM regions, since in that case a rigor-
ous definition of the interaction energ%’g[_MM is not possible. However, several approximate
approaches to treat such systems have been develapedr(fra).

Subtractive QM/MM schemén this scheme, three calculations are performed: The energy of the
entire system is calculated on the lower level of theory (MM), whereas the energy of the inner
region is calculated both at the lower and higher (QM) level of theory. The QM/MM energy of the
entire system can then be written as

ES(:)M/MM = E%QM + By — By (1.2)

Most applications of this approach have concerned organometallic and zeolite chemistry. The
main advantage is that no explicit coupling teﬂgﬁ_MM is required, because all interactions be-
tween the two regions are consistently treated by the force field (in the/fggm. The subtraction

(ES — ELpy) ensures that the MM energy terms for the inner part exactly cancel, provided that
the QM region is large enough. This makes the approach particularly attractive for systems with
covalent linkages between QM and MM subsystems. The force field is not required to be able to
describe the energetics of the inner regierg, in a reaction. However, the force field must be
able to calculate the interactions between both regions at all points along a reaction coordinate,
which requiresg.g, parametes for atomic charges on all atoms. This is problematic if the elec-
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tronic situation in the reacting region varies in the course of the reaction, which makes this scheme
therefore not generally applicable.

QM-MM interactions

In the context of additive QM/MM schemes, the interactions between atoms in the QM and MM
region that give rise to the terﬁgﬁfw have to be considered explicitly. In the simple case
where covalent bonds between the two regions are not present, one is faced only with the non-
bonded interactions. These comprise short-range (van-der-Waals) and electrostatic terms.

The van-der-Waals interactions are generally calculated at the force field level, which requires,
however, the availability of suitable parameters also for the atoms in the QM region. In solvation
studies, where such interactions are expected to be significant, a re-fitting of the corresponding
parameters has been found to improve the results [125, 126].

The electrostatic energy terms between QM and MM centers can be treated in various ways, using
a well-defined hierarchy of coupling models [127, 128]:

Model A: Mechanical embedding. The electrostatic QM—MM interactions are treated at the force
field level.

Model B: Electronic embedding. The fixed point charges of the MM region enter the calculation
of the QM part, resulting in polarization of the QM electron density. The QM/MM Coulomb
energy is evaluated from the MM atomic point charges and the electrostatic potential gen-
erated by the QM region at the position of the respective MM centers.

Model C: Model B including polarization of the MM patrt, by using a polarizable force field.
Model D: Model C with a self-consistent treatment of QM and MM polarization.

In most studies of biomolecular system, model B (electronic embedding) has been adopted and
proven to give satisfactory results [110,112]. Care has to be taken, however, when applying this
approach, since charge transfer between the QM and MM region is impossible, and therefore
the QM region must be chosen large enough to incorporate the essential fluctuations of electron
density. It should be stressed that appropriate correction terms to the QM—MM interactions have to
be introduced regardless of the chosen model if covalent bonds are cut by the QM—MM boundary.

Boundary region

The ideal situation for defining QM and MM subsystems is met when there is a natural division
of the entire system into weakly interacting regioegy, a solute (QM part) and a solvent (MM
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part). Generally however, this division may involve the cutting of covalent bonds, which causes a
major perturbation of the QM electronic structure.

A widely used approach to deal with this situation is to introduce link atoms [108, 189hn
additional QM atom is placed along each QM—MM bond in order to saturate the free valencies
of the frontier QM atoms. Link atoms are treated explicitly in the QM calculation and serve to
mimic the bond at the QM-MM boundary. An obvious requirement is that interactions with the
MM region are not calculated for the link atoms, since they are not part of the physical system.
While van-der-Waals terms including link atoms can simply be omitted in the MM calculation, it

is quite involved to define a suitable correction for the electrostatic QM—MM interactions for all
embedding models apart from model Wde supra. A number of different correction schemes

has been designed and critically reviewed [102, 128-130]. Generally, the link atom approach is
regarded to be reliable, provided that the frontier bond is placed sufficiently far away from the
reactive region. A second issue concerns the nature of the bond that is being cut: preferable are
non-polar unconjugated single bonds. Usually hydrogen atoms are used as link atoms. It has been
suggested that by making an appropriate choice for the link atom, the nature (in terms of strength,
polarity) of the frontier bond may be tuned [116].

To circumvent the introduction of additional (unphysical) atoms, alternative approaches to treat
the QM—MM boundary have been devised. In semi-empirical treatments of the QM subsystem,
methods based on hybrid orbitals [107, 131, 132] or specially parameterized pseudoatoms [133]
have been introduced. Although these schemes are methodologically more elegant than link
atom schemes, their performance has not yet been shown to be consistently better [129, 130]. In
QM/MM schemes that emplogb initio QM methods, hybrid orbital [134—-137] and pseudoatom
approaches [138] have been implemented. It is yet unclear whether and to which extent these are
superior to the newer link atom methods. Murgtyal. [137] have demonstrated that their frozen
hybrid orbital method can reproduce conformational energetics quite accuratéykd/mol),
however, the formalism of the method is rather complex and it has to be reparametrized every
time a given QM—MM bond is placed in a different environment.

Choice of QM and MM method

QM method. The QM calculation usually is the computationally most demanding part of a
QM/MM energy or gradient evaluation. Obviously, sophisticated QM methods,alikénitio

electron correlation approaches, make the QM/MM treatment more accurate, yet the associated
computational cost can impose severe constraints on the size of the QM subsystem or the intended
application €.g, the statistical mechanical averaging of properties). It has to be stressed, how-
ever, that the overall accuracy of a QM/MM calculation is dependent on various factors, such
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as the MM model, the QM-MM interaction model, and the method of sampling conformational
space. Therefore the accuracy of the QM/MM calculation can only be systematically improved by
equally improving all components involved, and not by only choosing a higher-level QM method
— in that case it will only become more time consuming.

Semi-empirical, density functional, arab initio QM methods can be and have been used in
QM/MM studies [139]. The choice will depend on the complexity of the electronic situation in
the reactive subsystem and on the desired accuracy of the treatment. For instance, standard semi-
empirical methods are not suitable for the treatment of open-shell transition metal systems, but
they are computationally cheap enough to allow for a sampling of phase space by MD or MC
techniques [110]. Calculations to determine the potential of mean force (PMF) [140] of a reac-
tion are usually carried out with semi-empirical treatments of the QM region. Higher-level QM
methods are typically used in QM/MM geometry optimizations. Although statistical averaging is
neglected, this can be a powerful approach to elucidate the factors underlying enzyme catalysis.
However, some insight into the (potentially high-dimensional) system is required in this case to
avoid artefacts due to conformational complexity. A promising development are recent QM/MM
schemes that use the Car—Parrinello MD method to treat the QM subsystem on the DFT level of
theory and allow for a simultaneous dynamic propagation of the entire system [141-143].

MM method. The choice of the MM model depends on the nature of the system under study.
Biomolecules are normally represented by valence force fields specifically designed for this pur-
posee.g, AMBER [144,145], CHARMM [146], GROMOS [147], or OPLS [148]. More general
valence force fields like CFF [149] or MM3 [150] are usually employed for studies in the area
of organometallic or organic chemistry. These valence force fields are constructed from bonding
terms (bond stretches, angle benels,) and non-bonded terms (van-der-Waals and electrostatic
terms). In contrast, ionic force fields are based on electrostatic and van-der-Waals terms exclu-
sively. They are used in studies of ionic soligsy, zeolites and are exemplified by the GULP
force field [151]. For the use of these schemes in QM/MM calculations, a re-fitting of the force
field atomic charges and van-der-Waals parameters is often required.
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Chapter 2

Theoretical Background

2.1 Density Functional Theory

As mentioned briefly in section 1.3.2, the quantum mechanical method in a QM/MM calculation
has to fulfill certain requirements. First, the method should be capable of adequately describing the
properties (in terms of geometric and electronic structure) and the reactivity (in terms of energetics
of the processes involved) of the QM part. At the same time, it has to be computationally effi-
cient. This is crucial because the essential part of the QM subsystem has to be considered together
with a sufficiently large fraction of the environment in order to minimize boundary effects due to
the QM-MM partitioning. In the present work, the QM subsystem consists of a transition metal
complex (an iron-porphyrin), which is characterized by an open-shell electronic structure and a
conjugatedr-system. The delocalized nature of the electron distribution requires the inclusion of
40 to 83 atoms into the QM calculation. The method of choice for the present purposes is density
functional theory (DFT), which has proven to be successful in describing complex electronic sit-
uations in many cases at a moderate computational cost. However, it is well known that DFT with
present-day functionals often gives unreliable results in cases where strong non-dynamical corre-
lation effects are important, as metg, in bond-breaking processes or in fractionally occupied
degenerate electronic configuratioesy, di-, triradicals). Since such situations are important in

the context of the present work, this chapter will give a condensed discussion of the basic physical
concepts of DFT with a focus on the description of systems with strong non-dynamical correla-
tion. Detailed expositions of the general theory and the performance of DFT methods are available
in the literature €.g, refs [152—154]) and will not be repeated here.

27
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2.1.1 Foundations of DFT and the Kohn—Sham Formalism

Density functional theory is founded on the first Hohenberg—Kohn theorem [155] which states
that the exact ground state enerfly of a nondegenerate system is a unique functional of the
electron density, only. In other words, the electron density uniquely determines the Hamiltonian
operator and therefore all properties of a given system. Since the electron density only depends
on three spatial variables regardless of the size of the system, its use as the basic variable in the
energy expression means a tremendous reduction of complexity in comparison to wave function
approaches. A wave function depends4ow variables, wheréV is the number of electrons —

three spatial and one spin variable per electron (seg, ref. [156]). Consequently, the exact
non-relativistic ground state energy within the Born-Oppenheimer approximation can be written
as a functional of the ground state densiy

Eo[po] = Tlpo] + J[po] + Enailpo] + Eenlpo] + Exn. (2.1)

Here,T is the electronic kinetic energy, the classical Coulomb interaction of the electrofis;

the electron-nuclear attractiohyy nuclear-nuclear repulsion, ard,.; the non-classicakontri-

bution to the electron-electron interaction containing all effects due to exchange and Coulomb
correlation. The nuclear-nuclear repulsion teffiy is a constant within the Born—Oppenheimer
approximation and will be dropped in the following discussion.

Direct functionals of the kinetic enerd¥|p| perform poorly for molecular systems, in fact they
often do not even predict chemical bonding. This deficiency was overcome with the introduction
of the Kohn—Sham (KS) formalism in 1965 [157]. The KS concept features the introduction of a
fictitious reference system abn-interacting electronbuilt from the Kohn—Sham orbitals;. The

exact wave function of such a non-interacting system can be taken as a single Slater determinant
®,, giving rise to an associated densijty For this system the kinetic enerdy can be exactly
expressed as

1 N

I = 5 Z<%’|V2|%’>- (2.2)

)

The reference system is defined by a Hamiltonian which contains an effective local pdigntial

1 N N
Ho= =53 Vit ) Vi) (2.3)

The central assumption in the Kohn—-Sham formalism is that the effective potéhttain be
chosen such that it yieldsa the resulting orbitalg; the same ground state density as the density
of the real, interacting system.

N
Ps = Z l0il* = po (2.4)
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Thus the largest fraction of the kinetic energy of the real system is captured by the kinetic energy
expressiory; of the fictitious reference system. The remainder is merged together with the non-
classical energy contributions of electron-electron interactigpsinto anexchange-correlation
energyFExc, which is defined by “inverting” equation 2.1:

Exclp] = (T[p] = Ts[p]) + (Eeelp] — J[p]) (2.5)
This yields the total energy expression for the real system:
Elp] = Ti[p] + Jlp] + Exclp] + Eexlp] (2.6)

The Kohn—Sham orbitals are determined by applying the variational principle and minimizing this
energy expression by varying the orbitalsunder the usual orthonormality constraipt|y,) =
d;;. The result are the Kohn—Sham equations, a séf ohe-particle eigenvalue equations.

1 (r2) Yz
<—§v2+ /p Zdry + Vxo(r) — Y == )wi 2.7)
T12 7 ra
1
= (—§V2 + Ve (11 ) Vi = €p; (2.8)

In this equation}’x¢ is the potential associated with the exchange-correlation ergggyIn fact,

this term is the great unknown in DFT, and the quest for good approximate formulations of this
functional is an active area of research [152]. The expression in square braekdts; equals

the Kohn—Sham potenti&f.

M

A
Vszveﬁ=/p(r2)dr2+ch(r1)— —

T T
12 A 1A

(2.9)

Provided that the explicit forms of all the potentials contributing/iare known, the Kohn—Sham
orbitals may be determined, which in turn define the density of the reference system and hence the
ground state density of the real system. Inserting this density into equation 2.6 gives the ground
state energy. In reality, the exact form of the exchange-correlation functional is not known, and
one has to resort to approximations to this functional.

2.1.2 Non-Dynamical Correlation and Single-Determinant Nature of DFT

There is no rigorous theoretical definition of the term non-dynamical correlation. Itis generally re-
garded to be relevant when a wave function has to be represented by a linear combination of a few
Slater determinants in order give a qualitatively correct description of the corresponding system.
Non-dynamical correlation occurs,g, in bond-breaking processes, avoided crossing situations,
excited states, and fractionally occupied degenerate electronic configurations. The prototypical
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example is the bond-breaking i, HThe principles of quantum mechanics require that even in

the dissociation limit (a supermolecule of two non-interacting hydrogen atoms) the wave function
retains theD..;, symmetry of the molecule. Furthermore, the spin density has to be zero every-
where in space and the relative energy of the system in the dissociation limit must equal twice
the energy of the isolated hydrogen atom, a feature termed size-consistency. On the basis of the
Hohenberg—Kohn theorem, DFT should be able to describe this process since the energy depends
on the ground state density only (eq. 2.1). Yet all present-day functionals in spin-restricted cal-
culations predict an energy of the system in the dissociation limit which is much too high. While
this is a particular example, the problem of DFT to describe non-dynamical correlation correctly
is a rather general issue and has gained much attention [158]. This deficiency is often attributed
to the single-determinant nature of the KS approach. Yet the single-determinant representation
of the reference wavefunction is generally not the cause of error. By using an essentially exact
Kohn—-Sham potentidl; for H,, Gritsenko and Baerends demonstrated that in fact a single Slater
determinant for the non-interacting reference system is sufficient to describe this molecule even
at significantly stretched bond distance, where non-dynamical correlation effects are large [159].
These authors numerically determined the potenfidior H, by constructing Kohn—Sham or-

bitals from a nearly exact charge density, which was taken from high-ddvlitio calculations,

i.e. full configuration interaction with large one-electron basis sets. The resulting wave function
of the non-interacting system as obtained from the KS orbitals is obviously a bad representation
for the real wave function. However, the correct potential energy curve for thaiddociation

can be obtained using a single-determinant ansatz for the KS orbitals — provided that the exact
functional is known. Such cases are termea-interacting pure stat& representableln these

cases the reason for the wrong description of non-dynamical correlation is not the single determi-
nant nature of DFT, but the approximate density functionals that are currently in use. Schipper
et al.[160] later went on to demonstrate that for some systeatg for the12; state of the ¢
molecule) it is in fact not possible to fit the electron density to a single Slater determinant. In
other words, for these systems the non-interacting ground state density cannot be represented by
a single KS determinant. It was only possible to fit to a determinant with (nearly) degenerate
orbitals with fractional occupation numbers (FONs). To be physically founded, these fractional
occupation numbers must follow from ensemble averaging. Thus, an ensemble of a small number
of accidentally degenerate KS determinants is required to represent the ground state density. Such
systems are termatbn-interacting ensemblg, representable

Unrestricted Kohn—Sham (UKS)

As noted above, the KS formalism is in principle — with the exact functional being available —
suitable for any kind of atom or molecule, regardless of closed-shell or open-shell character. Even
if a system with an odd number of electrons is considered, the basic variable remains the total
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density which can be constructed from the individuadnd 5 spin densitiesp = p, + ps. In

reality, the current approximate functionals cannot account for open-shell problems in a realistic
manner, and an unrestricted ansatz for the reference deterndipgmtommonly used. To this

end, spin-density functionals for exchange and correlation are employed that explicitly depend on
the o and § spin densities. This unrestricted Kohn—Sham (UKS) approach can capture more of
the essential physics in open-shell systems than the spin-independent functionals. However, the
use of UKS has some drawbacks, which can be best understood by considering again the example
of the H, dissociation. In contrast to the restricted KS method, UKS gives a qualitatively correct
potential energy curve, including the asymptotic region with the relative energy of the dissocia-
tion limit being equal to twice the energy of the isolated atom. However, the dissociation leads to
localization of spin density with opposite sign on the nuclei — the spin density mimics the atomic
densities. Thus, the spatial symmetry of the total wave function (charge density) is lower than
the symmetry of the system. This unphysical phenomenon is termed (spatial) symmetry breaking
and the resulting wave functions are often termed broken symmetry solutions. Additionally, spin
unrestricted wave functions are not eigenfunctions of$h@perator anymore, and breaking of

the spin symmetry may occur in addition to the spatial symmetry breaking. The deviation of the
expectation valugs?) from the correct value(S + 1) is often taken as a measure for the “con-
tamination” of the wave function with wave functions of other multiplicity. From a fundamental
point of view, it is important to note that the KS determinant in DFT does not represent the true
wave function of the real system, but only the wave function of the fictitious non-interacting ref-
erence system. It is often stressed that the true wave function is not available in DFT. Thus, the
deviation of(SQ) is not necessarily a probe for the quality of the UKS energies. This is in contrast

to the situation in the unrestricted Hartree—Fock (UHF) formalism, where the unrestricted Slater
determinant is actually meant to represent the true wave function. In fact, there are opinions which
state that KS determinants for open-shell systems which are not spin-contaminated are actually
wrong. In practice, however, the performance of the UKS approach depends on the system under
consideration, and some severe failures have been noted [161,162]. In summary, the broken sym-
metry solutions obtained by the UKS scheme provide in many cases with strong non-dynamical
correlation effects surprisingly good results, at the price of unphysical spin densities. Nevertheless
the performance of UKS should be evaluated against reliable reference data, and its applicability
remains a case-by-case decision.
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2.2 QM/MM Methods

2.2.1 The Quantum Mechanical/ Molecular Mechanical Hamiltonian

The present calculations employ an additive QM/MM scheme. The effective Hamiltonian of the
entire systerrﬁgM oy is expressed as a sum of :[hree terms, which represent the quantum me-
chanical subsystenﬁ(}w), the classical partitionf{y},,) and the interactions between the two
subsystemsf(QM wip)- It depends on the positions of the nuclei of innBrfY and outer R°)
regions, as well as on the positions of the electrons in the QM regioSums over electron
positions are denoted by indéxthose over positions of nuclei in the inner region by indexand

those over positions of nuclei in the outer region by index

ﬁ%M/MM(R R/, RO) = [:[(IQM(ra RI) + ﬁl\(?[M(RO) + ﬁ(lj?/[—MM(rv Rla RO) (2.10)

The total energy of the entire system is given by the expectation value of the effective hamiltonian

~

S
H QM/MM*

Ednpn = (¥(r, RLRO) Hoy (r, RY) + Heyy oy (v, R RO) U (r, R RO)) + By (2.11)

The pure MM term can be removed from the integral, since it is independent of the electronic

coordinates. It is evaluated by a force field calculation on the outer regioin the present

work, the electronic embedding scheme is adopted. This is appropriate when the environment
contains strongly polar or charged groups that influence the electron density distribution of the
QM subsystem. The interaction between the QM and MM regions then is given by

412 Aag BAJ)
— — = | . 2.12
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Here,q; is the atomic point charge on the MM atom r;; is the distance of electronto MM
atomJ, Z, is the core charge of the QM ator, R,; is the distance of QM atom to MM
atom.J, and A,; and B,; are the Lennard—-Jones parameters for QM atbimteracting with

MM atom J. The first two terms in equation 2.12 describe the electrostatic interaction of the QM
region with the MM atoms. The MM atomic charges enter the one-electron hamiltbrithe

QM calculation. Thus, the QM electronic structure can respond to its environment by polarization
of the electron density through the surrounding protein/solvent.
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B, =hy, =Y a4V, (2.13)

The resulting Coulomb energy can be expressed as the sum over the individual contributions that
are given by the product of the charge of MM atonand the electrostatic potenti@l generated
by the QM region at the position of.

o
ECNAT) = ) g9 (2.14)
J
I I
o = =N PV Y Zav (2.15)
v A

P,, are the density matrix elements of the QM calculatigp,. andV’, ; are the nuclear attraction
integrals and Coulumb repulsion terms. In the case of density functional theory or gaberal
initio methods, they are straightforwardly defined as

Vi, = (pD)lrislv(1) (2.16)
VAT = R (2.17)

The last term in equation 2.12 represents the van-der-Waals interaction between QM and MM
atoms. These energy contributions are calculated by the force field. This requires the specification
of van-der-Waals parameters also for the atoms of the inner region. The last two terms of equation
2.12 are added to the total energy once the electronic energy has been determined by a self-
consistent-field (SCF) procedure and do not affect the electron distribution directly, but do affect
the geometry of the total system through the computed gradients (and thus indirectly also the
electronic structure).

2.2.2 Link Atoms

In the present work, link atoms are used to saturate free valencies at the QM border. An extra
nuclear center, in this case always a hydrogen atom, is introduced together with basis functions
and electrons required to form a covalent bond to the QM region that serves to mimic the bond to
the MM region.
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@/ M2

Figure 2.1: Labeling of the atoms at the QM—MM border region.

The coordinates of the link atonis;, are expressed as a function of the real atom coordikates

In this way, it is possible to eliminate them from the set of coordinates that is used in geometry
optimizations or molecular dynamics runs. In the present implementation, the link atoms are
constrained to lie on the axis defined by the QM and MM atoms at the border Q1-M1 (for labeling
of the atoms see figure 2.1). The distance of the bond Q1-L is kept fixed. Because the link atoms
experience non-zero forces, it is necessary to add a term to the real atom forces to account for
the changes in the link atom positions resulting from movement of the real atoms. When working
in cartesian coordinates, chain rule differentiation can be used to establish the contribution to the
forces on the real atoms.

E(SQM/MM = E(Rx,Rr(Rx)) = E(RX) (2.18)

(2.19)

OF OF OE ORy.,
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Here,r, s refer to spatial components (x,y,z). The derivati‘g%i form a 3x 3 matrix describing
the coupling of the link atom and real atom motions as a function of the constraint term. There is a
term for each atom which appears in the definition of the position of the link atom. In the present
case, there is a correction term for the atoms at each end of the bond Q1-M1.

Due to the introduction of link atoms, some adjustment to the force field contribution is required to

avoid double counting of energy terms. For example, the MM term for the angle bend Q2-Q1-M1
is effectively supplemented by the bending potential for the group Q2—-Q1-L, which is part of the

QM calculation. The restoring forces acting on the link atom are transferred to atom M1 as is

obvious from equation 2.19. In the present scheme, the force field potential energy term of the
respective angle bend is deleted, since the link atom bending potential replaces it. Likewise,
dihedral angles of the type Q3-Q2—-Q1-M1 are deleted.

2.2.3 Charge Shifting

The close contacts between link atoms and the frontier atoms M1 which they are replacing would
lead to unphysical distortions of the QM electron density due to electrostatic attraction or repul-
sion. In the present scheme this is avoided by selectively deleting the charge on atom M1 from the
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list of point charges visible to the QM calculation. Preservation of the total charge of the MM sys-
tem is achieved by distributingljifting) the charge of atom M1 equally over the next connected
atoms M2. This charge shift introduces an unphysical dipole moment to the MM subsystem. To
compensate this, dipole moments of opposite sign are placed on the M2 centers, aligned along the
M2-M1 axis. The resulting matrix of MM charges exhibits the same total charge and dipole mo-
ment as the reference MM system, however, the charges close to the link atoms are removed [163].
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Chapter 3

Theoretical Characterization of
Compound |

3.1 Motivation and Background

As detailed in section 1.2, the available experimental evidence indicates that compound | (Cpd
I) — the key species in P450Q, mediated hydroxylation of C—H bonds — exists under turnover
conditions [13] but so far eludes detection due to the special kinetic scenario of the mechanism (see
figure 3.1). Schlichtinget al. [12] tentatively assigned X-ray data obtained from low-temperature
crystallographic techniques to the ferryl spediggowever this attribution remains uncertain. The
authors themselves note that this structure suffers from contamination with other species in the
crystal. Moreover, consecutive ENDOR studies at cryogenic conditions [13] did not provide any
evidence for the accumulation of Cpd I. Hence, there is no reliable information on the geometric
features of this species. Spectroscopic studies of Cpd | in related enzymes CPO and HRP could
not resolve uncertainties about the electronic nature of Cpd | [1@&]whether theA,, or the

A, state is preferred. This situation invites theory as a viable method that can characterize this
elusive species. Yet, theory encounters its own difficulties, associated with the size of Cpd I,
and with the need to go beyond isolated molecule calculations. Density functional (DFT) studies
[6,34,35,39-41, 44, 45, 73, 165] of different simplified models with pure and hybrid functionals
depend on the representation of the cysteinate ligand and the protoporphyrin 1X. Most strikingly,
the various truncated cysteine-ligand models generated conflicting information regarding the Fe—
S bond lengths and the distribution of the unpaired electron density that typifies the ground state
of the species. These discrepancies underscore the fact that calculations using truncated and gas
phase models cannot resolve the dilemma of Cpd I, and one must resort to more realistic models
which involve the electric field and structural constraints of the protein pocket.

37
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Figure 3.1: Key steps in the catalytic cycle of cytochrome P450. Cpd | (7) is drawn next to the
reaction scheme.

Structural studies of P450 enzymes show that the sulfur atom of the proximal cysteinate in the na-
tive species interacts through three NF6~ hydrogen bonds with Leu358, Gly359, and GIn360
(corresponding to the numbering system of P45 and is exposed to the positive ends of dipoles

in the protein pocket [12,166,167]. Mutation studies prove that the Fe—S bond is stabilized only if
the protein pocket is sufficiently polar and supplies-N#$~ hydrogen bonding to the cysteinate
sulfur [168], and that loss of a single NHS™ hydrogen bond can have a significant effect on
structure and function of the enzyme [169]. These features are therefore critical for a reliable
representation of Cpd I. Previous theoretical studies that mimicked medium polarization and hy-
drogen bonding to the thiolate ligand in an approximate fashion indicate that such factors indeed
strongly influence the computed properties of Cpd | in two model systems, one with porphyrin
and HS and the other with octamethyl porphyrin and a cysteinate anion [34,44]. Hence, the sim-
plicity of the models previously used leaves doubts whether small models can indeed represent
the real species. Clearly a definitive assignment of the electronic state and geometry of Cpd I, for
P450, requires a realistic modeling of Cpd | within its protein environment.

To accomplish this task, we have carried out QM/MM calculations on Cpd | of the enzyme cy-
tochrome P45Q,,. In this computational approach the active species of the enzyme feels the elec-
tric field and hydrogen-bonding environment of the specific protein pocket, as well as the steric
constraints exerted on the bonding of the heme to the cysteinate side chain. Such a calculation can
on the one hand define a suitable truncated model, which ought to be used in future mechanistic
studies. On the other hand, and more importantly, these calculations can form a useful guide for
an eventual experimental characterization of Cpd | of Cytochrome P450cam.

Since this study is aimed at a reliable representation of environmental effects on Cpd I, consid-
erable efforts were made to realistically model the surrounding protein and solvent. The initial
geometry of the enzyme was derived from X-ray data, which inherently provides only incomplete
information, e.g, positions of hydrogen atoms are not available, and crystal packing effects are
present. Therefore a series of preparatory force field calculations was carried out with the aim to
determine representative structures of the complete enzyme in aqueous solution. These geome-
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tries then served as the starting points for QM/MM investigations. Details of these calculations
are given in section 3.2.

In order to theoretically characterize Cpd | in the protein environment, geometry optimizations
of an extended part of the enzyme around the active site were performed. Considering the high
conformational complexity of this system, the present QM/MM calculations in principle should
sample configurational space by MD or MC techniques. Due to the high accuracy required for
the QM treatment this was not feasible in the present study. However, since the focus is on the
electronic structure of Cpd | alone, geometry optimizations can give valuable insights into “static”
properties, such as the influence of the polarizing and steric effect of the protein matrix. To assess
the impact of different enzyme conformations on the electronic structure of the chromophore, we
separately investigated four structures generated from an MD trajectory obtained in the prepara-
tory force field calculations by QM/MM geometry optimizations.

A central aspect of this study is to investigate the role of the apoprotein in determining the elec-
tronic nature of the active iron-oxo-porphyrin species Cpd I. To this end, the results of the QM/MM
computations for the full system are compared to corresponding results of the isolated QM systems
in vacua This involves both single-point energy evaluations at the geometry of the QM system in
the enzyme environment and complete geometry optimizations. The comparison of QM gas phase
calculations with the QM/MM results for the complete system allow us to test the validity of the
various model calculations used currently in the literature.

3.2 Preparation of the System

Initial Geometry

Initial geometry data was obtained from the X-ray structure with PDB code 1DZ9 (Brookhaven
Protein Database) reported by Schlichtetgal. and tentatively assigned to the Cpd | species

of P45Q,., [12]. Only one monomer from the asymmetric unit was used, corresponding to the
protein chain A and solvent chain Z of the PDB structure. The first ten amino acid residues are
unresolved and were omitted in all calculations, as well as a molecule of the TRIS buffer presentin
the structure. A potassium ion that occupies a special ion-binding site of the enzyme was included
in the model.
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Protonation State and Solvation

Hydrogen positions were constructed with a built-in procedure of CHARMMU{|d) at pH 7.
Because this approach cannot fully account for the variable environment of all the amino acid
residues in the protein, a few corrections to the automatically determined protonation state had
to be made. The according modifications were done following Lounnas and Wade [170] who as-
signed protons on the basis of Poisson-Boltzmann-calculations: (i) Glu366 was protonated at the
carboxylate side chain. (ii) The basic residues His80, His270, His308, His353, and His355 were
protonated at both nitrogens. These five doubly protonated histidines form salt-links to Asp77,
Glu269, Glu73, Glu76 and one of the propionic side chains of the heme, which are considered
important for the structure and function of the enzyme. All other histidines are protonated at
either thed- or e-nitrogens upon visual inspection of their environment. The resulting total elec-
tric charge of the system is10 e. The positions of the hydrogen atoms were optimized using
CHARMM (2400 optimization steps for hydrogen atoms of the crystallographic water only, fol-
lowed by 2400 optimization steps for all hydrogen atoms).

A water layer of 1@\ thickness was constructed around the enzyme using the Insightll soft-
ware [171]. To adapt the water layer to the enzyme surface, the inAeof@he solvent were
equilibrated by MD (3 ps at 300 K) while keeping the remainder of the system fixed. Since the
water density in the solvent was too low after the MD, more water molecules were added to the
solvent layer and this procedure was repeated until the water density remained constant (3 times).
The complete system generated in this manner consists of 24393 atoms, including 16956 atoms
of solvent.

Preparatory Force Field Calculations and Snapshots

To relax the structure, a series of classical energy minimizations and MD runs were performed.
These preparatory force field calculations employed the CHARMM22 force field [146] and were
carried out with the CHARMM program [172], version 27a2. Details about non-standard force
field parameters are given in appendix B. Throughout these calculations, the coordinates of the
entire heme-unit and the coordinating Cys357 as well as the okerfahe solvent layer were

kept fixed.

First, a geometry optimization was carried out to remove artificially close contacts between atoms.
During the minimization, the atom positions of the enzyme were initially constrained with a har-
monic potential using a force constant of 100 kcal/(rf\@)) for the backbone and 50 kcal/(mol

A2) for the side chains, respectively. These constraints were scaled down by a factor of 0.65 every
60 optimization steps. The final harmonic constraint force constants were 0.32E-05 kcél?ﬁmol
(backbone) and 1.64E-06 kcal/(mAP) (side chains). The final root mean square value of the
cartesian gradient (GRMS) was 0.04 kcal/(Ad!
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Subsequently an MD run was performed, with 15 ps heating dynamics and 200 ps equilibration
dynamics at 300 K. In the MD simulation, an integration step of 1 fs was used and bonds to hy-
drogen atoms were constrained by the SHAKE algorithm [173]. After initial velocity rescaling

events during the simulation period from 0 — 20 ps, the total energy of the system was conserved.

In the X-ray structure [12], the camphor molecule is held in the protein poc&et hydrogen

bond from a tyrosine hydroxyl group (Tyr96) to its carbonyl oxygen. Experimental studies in-
dicate that different substrates have considerable conformational flexibility in the pocket [174].
In accord with these findings, the present MD simulations show that camphor can rotate around
this O-H - -H hydrogen bond. While a tumbling of the substrate in the pocket is thus not un-
expected, the trajectory leads to conformations of camphor which are unproductive in terms of
the hydroxylation reaction and are increasingly different from the X-ray data. It was therefore
decided to select snapshot structures at the beginning of the time evolution of the MD as input
for the QM/MM investigations, which are still close to the experimental structure. Three such
structures were extracted from the equilibration trajectory after 29, 40, and 50 ps simulation time
respectively. Each of the corresponding geometries was optimized by 4000 steps of ABNR mini-
mization. These structures will be referred to as snapshots 29, 40 and 50.

The crystal structure features a hydrogen bond between the amiggndtfp of the GIn360 side

chain and the backbone carbonyl oxygen of the axial Cys357. Mutation studies have shown that
this hydrogen bond has an impact on the redox potential of the heme in,R4805]. This
interaction is, however, lacking in the discussed snapshots. To probe if the electron-withdrawing
effect of this particular hydrogen bond has an effect on QM/MM calculated properties, we have
generated an additional structure by manipulating the conformation of the GIn360 side chain in
snapshot 40, which has the conformation closest to the X-ray data, to form this hydrogen bond.
This structure is denoted snapshot 40 manipulated (man) in the following. By analogy to the
above-mentioned snapshots, the system was then also minimized with 4000 ABNR optimization
steps.

The sensitivity of the optimized geometries with respect to the choice of the force field charges on
the heme was tested [176] by a series of MM geometry optimizations where these charges were
varied all the way up to the limit given by the oxidation state formalise, (—2e on the por-

phyrin macrocycle—1e on the thiolate, etc.). The resulting optimized geometries exhibit minor
differences, which indicates that the pocket around the heme is rather rigid and not significantly
disturbed by different choices for the atomic charges on the heme atoms.



42 CHAPTER 3. THEORETICAL CHARACTERIZATION OF COMPOUND I

P GIn360 sidechain

snapshot 40 ps, man shapshot 50 ps superimposition

Figure 3.2: Hydrogen bonding situation of Cys357 in P450.,: experimental X-ray structure and
the calculated structures (snapshots 29, 40, 50 and snapshot 40 with added hydrogen bond
between the side chain amide group of GIn360 and backbone carbonyl oxygen of Cys357). Only
the hydrogen atoms of the backbone peptide NH groups and the side chain amide group are
shown. The right picture in the second row shows a superimposition of all the structures. Color
code: white, hydrogen; green, carbon; dark blue, nitrogen; red, oxygen; yellow, sulfur; light blue,
iron.
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Figure 3.3: Choice of QM regions R1-R3.

3.3 Computational Methodology

3.3.1 QM Regions and Basis Sets

Three different QM regions were considered, all of which include the iron-oxo-porphyrin subunit
(without side chains of the protoporphyrin 1X) but differ in the extension to the axial cysteine. The
smallest choice R1 comprises only the coordinating sulfur atom, replacing the bond of the sulfur
to C; of the cysteine with a bond to a hydrogen link atom at fixed distance. This choice might
appear somewhat naive at first sight, considering that the QM—MM border is very close to the re-
gion of interest and does not cut through a carbon-carbon single bond as is usually recommended.
However, a S—C bond is actually not significantly different in terms of polarity as compared to a
S—H bond (Allred-Rochow electronegativity values are H: 2.2, C: 2.5, S: 2.4). Furthermore, the
SH ligated Cpd | model has been important in gas phase model calculations, where it proved to
give results in good agreement with calculations employing the full cysteine. This model thus ap-
peared to be a natural starting point for the QM/MM investigations. The fixed bond distance S—H
to the hydrogen link atom of 1.37988was obtained from DFT optimized gas phase structures
for this system.

The next bigger region R2 includes thghg; group of the cysteine ligand. The corresponding gas
phase model [FeO(porphyrin)(SMe)] in some cases gave artificial results concerning the stabil-
ity of sulfur-centered radicals due to the strong electron-donating character of the methyl group.
Hence, one aspect of the QM/MM investigations was to test if the inclusion of explicit polarization
by the enzyme environment could cure this effect.

The largest QM subsystem R3 incoorporates the full Cys357, the CO group of Leu356, and the
NH-C, unit of Leu358 and can be expected to give results that are essentially devoid of QM-MM
border effects. This model system was never investigated before by QM calculations. For QM
regions R2 and R3, the bond distances C—H to the hydrogen link atoms areil . @8i&h is the
default value implemented in the ChemShell QM/MM program.
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Three basis sets were used; the iron atom is always assigned the LACVP small-core effective core
potential and the associated basis set, which is of daylojeality [177]. Basis B1 employs a
6-31G gaussian-type basis set on all other atoms. Basis B2 is augmented on the six atoms directly
coordinating to iron (four pyrrole nitrogens, the oxo atom and the sulfur of the axial cysteine) by

a set of polarization functions (6-31G*), while basis B3 also includes a set of diffuse functions
(6-31+G*) on these atoms [178-181].

3.3.2 Optimized Regions

The standard optimized region considered in the QM/MM calculations comprises 544 atoms and
involves the following residues that are grouped around the active site:

Enzyme: Tyr75, Pro100, Thr101, Glul08, Vall119, Phel63, Leu244, Leu245, Gly248, Gly249,
Thr252, Val253, Phe256, Leu294, Val295, Asp297, Gly298, Arg299, Glu322, Thr349,
Phe350, His355, Leu356, Cys357, Leu358, Gly359, Ala363, heme

Camphor
Water: Wat61B, Wat92B, Wat253B, Wat255B, Wat265B, Wat322B, Wat323B, Wat324B, Wat325B

Additional geometry optimizations employing smaller and larger optimized regions served to test
the validity of this choice. The biggest optimized region considered in these studies consists of
1900 atoms and was defined by including all residues (including solvent) that have atoms within
a distance of & around any atom of the heme or Cys357. The use of larger optimized regions
had no significant effect on relative energies of spin states or the electronic structure of Cpd | as
compared to those obtained for the standard region. However, with the larger optimized region,
the conformational complexity related to the many degrees of freedom in some cases led to local
minima, which had to be dismissed since they differed in conformations that are not related to
Cpd I, but to the MM environmeng(g, the hydrogen-bonding network around the A-propionate
chain). To avoid corresponding artifacts, it was decided to restrict the optimizations to the smaller
standard region.

3.3.3 QM/MM Scheme
QM Method

As discussed in section 1.2.3 Cpd | is a triradicaloid species, and non-dynamical correlation ef-
fects are relevant to the description of the doublet (low spin) state of this systenmitio QM



3.3. COMPUTATIONAL METHODOLOGY 45

methods for treating non-dynamical correlation such as CASSCF are, however, computationally
too demanding for the present purposes. Density functional theory in the unrestricted Kohn-Sham
(UKS) formalism is computationally more economical and has proved to be successful in the de-
scription of Cpd | gas phase model compounds [35]. Hence, density functional theory was adopted
as the QM method for the present calculations.

The low spin state of Cpd | is modeled by a broken-symmetry UKS determinant which exhibits
significant spin contamination (typically6 < (S?) < 1.8). A correction scheme for the corre-
sponding energy of such determinants has been suggested by Yametgaldii82] that involves
computation of the energy of the next higher spin state. In the present case, the corrected and
uncorrected energies, however, differ by 0.2 kcal/mol at most, because the LS doublet and quartet
state are virtually degenerate. This is due to the weak interactions betwegn-the system

on the FeO subunit and tle= 1/2 spin on the ligands, as will be further discussed below. In
view of the limited significance of such small corrections, plain UKS energies for the LS state are
reported.

The DFT calculations in the present section employ the gradient-corrected exchange expressions
B88 [183] and B3 [184] due to Becke in combination with the LYP correlation density functional
[185].

QM-MM coupling

The QM-MM van-der-Waals interactions were represented by standard CHARMM22 force field
terms, including the parameters for the heme group. The electrostatic QM—-MM interactions were
treated according to the electronic embedding scheme [127]the fixed MM charges were
included into the one-electron Hamiltonian of the QM calculation, and the QM/MM electrostatic
interactions were evaluated from the QM electrostatic potential and the MM atomic charges (for
details see section 2.2.1). To treat the QM—-MM boundary, hydrogen link atoms in conjunction
with the charge shift model are employed [163]. This approach was recently applied and validated
against others in a theoretical calibration study on triosephosphate isomerase [186].

The cutoff for the inclusion of MM charges into the QM one-electron hamiltonian is a technical
parameter in QM/MM calculations that requires some attention. The evaluation of the QM/MM
gradient involves QM gradient contributions for every MM center that is included into the one-
electron hamiltonian. As a consequence, the computational effort for the QM/MM gradient eval-
uation increases with the number of considered point charges. However, since electrostatic forces
are long ranged it is desirable to include as many charges as possible into the QM treatment.
Therefore, the issue of different QM—MM cutoffs was investigated in a series of QM/MM cal-
culations which monitored the computational cost and variations in the computed properties as a
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function of the cutoff distance. No cutoffs were introduced for pure nonbonding MM terms.

The QM programs employed in the QM/MM as well as in the pure QM calculations were TURBO-
MOLE [187, 188] and GAMESS-UK [189]. All QM/MM calculations were performed with the
ChemsShell package [190]. The CHARMMZ22 force field [146] was used with the DL-POLY [191]
program to treat the molecular mechanics part of the system. Geometry minimizations were done
with built-in optimizers of ChemShell: gas phase geometries of model compounds R1 and R2
were optimized with NEWOPT [190] while all other minimizations employed the HDLC opti-
mizer [192], applying the default convergence criteria (see appendix A.2).

3.3.4 Performance Considerations

QM performance

Table 3.1: CPU times tcpy [min] for one QM/MM energy and gradient evaluation® using different
DFT implementations and functionals for the QM calculation, determined on an ALPHA EV67,
667 MHz CPU.

program functional topy
GAMESS-UK B3LYP 138
TURBOMOLE B3LYP 68
TURBOMOLE RI-BLYP 50

2 QM region R1, Basis B1 (286 basis functions), cutoff for QM—MM electrostatic interactiors B@alculation
employed the resolution of the identity (RI) approximation.

For QM calculations we tested TURBOMOLE and GAMESS-UK. In QM/MM geometry opti-
mizations (where in our case the QM calculations take more than 95% of the computer time),
TURBOMOLE turned out to be faster typically by a factor of two and was therefore employed for
most of the calculations. Results of corresponding benchmark calculations are listed in table 3.1.

The use of the resolution of the identity (RI) approximation allows for an efficient Coulomb in-
tegral evaluation and further speeds up the QM calculations. However, the use of Rl is discarded
in the present study for two reasons: (i) As can be seen from a comparison between RI-BLYP
and B3LYP (table 3.1), the speed-up resulting from the use of Rl is only moderate, presumably
because of a suboptimal choice of the auxiliary basis.sét) At present, Rl cannot be used in

1 Since no specifically tailored auxiliary basis sets are available for the basis sets used in the present calculations, a
rather large auxiliary basis set (corresponding to basis TZVP) was employed to preclude concerns about the accuracy
of the Coulomb fit.
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conjunction with the hybrid B3LYP density functional, which has been shown to be superior to
GGA functionals in the description of the reaction FE=®H, — Fe" + H,O [193], a simple

model of P450 mediated hydroxylation of C—H bonds. It is thus desirable to use B3LYP for the
present investigations. This functional has also been employed in most of the previous gas phase
model studies on Cpd I.

QM-MM Cutoff for Electrostatic Interactions

The effect of the QM—MM cutoff for electrostatic interactiong( how many point charges are
included into the one-electron Hamiltonian of the QM calculation) was investigated by means of
TURBOMOLE/CHARMM calculations with cutoffs of 55 a.ucd. 14500 point charges), 66 a.u.

(ca. 20500 point charges) and 99 a.u. (all point charges,24300). The results in table 3.2
show small effects of the cutoff on the relative and absolute QM energies. Spin densities on other
atomic positions (not shown in the table) are not affected significantly.

Table 3.2: Influence of different cutoffs for the QM—MM electrostatic interactions on important
QM/MM calculated properties, given for the *A (*A) states®.

QM-MM cutoff / no. of point charges

property 55a.u. £#£14500 66 a.u. 20500 99 a.u.% 24300 (all)
Rre_s 2.573 (2.586) 2.573 (2.592) 2.571 (2.592)
p(SY 0.252 (-0.293) 0.252 (-0.294) 0.252 (-0.296)
per(pOrphy 0.734 (-0.837) 0.734 (-0.837) 0.734 (-0.835)
AEM(1A,, —2 A,,) -0.50 kcal/mol -0.37 kcal/mol -0.25 kcal/mol

@ QM region R1, basis B1, B3LYP for the QM calculatidnUnpaired spin density on sulfur atofhUnpaired group
spin density on porphyrin macrocyle.

On the other hand, the DFT energy/gradient implementation in TURBOMOLE can treat large
numbers of external point charges very efficiently, hence the use of larger cutoffs does not increase
the computational effort significantly. For example, for QM model R1 and basis B1 (B3LYP,
286 basis functions), typical CPU times for one QM/MM energy and gradient evaluation with
TURBOMOLE on a single node range from 62 to 68 minutes for a cutoff of 55 aul14500

point charges) and from 75 to 85 minutes if all point charge4300) are taken into account.
Therefore, all data reported in the following sections were obtained using a QM—-MM cutoff of 99
a.u. in QM/MM geometry optimizationgg. all point charges were included in the QM treatment.
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3.4 Results

Section 3.4.1 presents a QM/MM calibration study that probed the effect of size of the QM region
(R1-R3) and basis set (B1-B3) on the QM/MM computed properties. Snapshot 29 was chosen
for this initial study.

In section 3.4.2, we present a comparison of QM/MM results obtained for the three snapshots
(29, 40, 50) and the manipulated structure (40 man) to assess the influence of different enzyme
conformations on the electronic properties of the active species. The latter calculations employed
the R3 region and B3 basis exclusively.

3.4.1 QM/MM Calibration Study (Snapshot 29)

Much as in previous gas-phase model calculations, there are two close-lying spin states of Cpd I,
the high-spin (quartet) and the low-spin (doublet) state, that correspond to ferromagnetic and
antiferromagnetic coupling of electrons in the triradicaloid species. For the time being, these
states are labeled 44 and?A. Their precise identity of will be assigned at the end of this section.

Geometries

Table 3.3 on page 49 summarizes the optimized key geometric parameters around the iron center
of the Cpd | species in th&A and?A states, for the different models of the QM region (R1 - R3)

and different basis sets (B1 - B3). For comparison we show also the results for the isolated gas-
phase molecules. The species iasymmetry with four different Fe—N distances, which exhibit
small differences of the order of 0.01-0.82 These bond lengths show little dependence on the
choice of R, but are slightly expanded (0.01-04)3n the enzyme pockets. the gas phase. The
calculated Fe-O bond distances are almost identical for different R but are sligh@y0Q A)

shorter in the isolated molecule than in the enzyme environment!ARA pairs have virtually

the same Fe—O and Fe—N bond distances, due to the fact that the different spin states arise from the
rather weak coupling of the FeO electrons to the third unpaired electron. The use of a polarized
basis causes a contraction of the Fe-O bond length (by 0.025().@Bd a slight elongation of the

Fe-N distances (by less than O,&)L whereas diffuse functions have no significant effect on these
geometrical parameters. In fact, all calculations done so far find these bonds to be least sensitive
to the choice of model or basis set.
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The computed Fe—S bond lengths in the isolated molecule exhibit strong variations of more than
0.1A. For any one of the basis sets, model R1 gives the shoete_;st:(.587/2.60&3), and R3 the
longest €.g, 2.712/2.7228) Fe=S bond. In the protein environment, these variations are much
less pronounced. Shifting the QM/MM border away from the sulfur atbey (noving from

R1 to R3) causes an elongation of the Fe—S bond by 0.024).08nile increasing the basis set
slightly shortens the bond length, such that the calculated bond lengths vary from a minimum of
2.560/2.58A(*A/2A) to a maximum of 2.602/2.628 in the QM/MM computations. The Fe-S

bond within the protein pocket is significantly shorter than in the naked system, by as much as 0.1
A in the case of the sulfur ligand R3 in combination with the basis B1. These results agree well
with the previous conclusions of Ogliasd al. [34, 44, 45], and highlight the stabilizing impact

of the hydrogen bonding and electric field of the protein on the Fe-S bond, as deduced from
experiment [169, 175, 194]. Generally, the Fe-S bond is computed to be 0.0ﬁr(l)cm@er in

the 2A than in the*A state [34, 35, 44,45, 73]. The angle._s_x (X being hydrogen or carbon,
depending on the choice of the QM part) is almost the same in all QM/MM models, owing to the
fact that the geometry is largely determined by the enzyme environment. In the naked system,
there is considerable conformational freedom and the angle strongly depends on the nature of the
sulfur ligand, ranging from around 10@h the case of R1 to 125n the case of R3. It is likely

that the valence angle at the sulfur atom as well as the Fe—S distance influence the ability of the
thiolato ligand to bind to Fe, and hence the electronic structure of Cpd | as a whole.

Relative Energies

To appreciate the influence of the protein environment on the QM system in terms of energetic
stabilization, we compare in table 3.4 the energies of Cpd | (the QM system) in three situations
defined by the subscripts p — protein and g — gas phase, (i}-$he system at the geometry and

in the electric field due to the protein environment; (ij),S- the system at its protein geometry

but in the gas phase, without the electric field of the protein; and (jij) -Sthe naked system
optimized in the gas phase. Taking as common reference point the total QM energy, th&
following energy differences are reported in the table:

ABer; = E(Sp,g)_E(Sp,p) (3-1)
ALy = E(Sg,g)_E(Sp,p) (3.2)

Thus,AFE,. corresponds to the “vertical” stabilization energy of Cpd | provided by the protein
electric field, at the geometry that the species adopts in the pocket. On the otherNtapd,
represents the “adiabatic” stabilization energy, which includes the energy change, arising

from geometry relaxation in the gas phase. Figure 3.4 shows the relations between these quantities.
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S,¢ (Cpd | in the gas phase at the protein geometry)
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Figure 3.4. The QM stabilization energies of Cpd | in the protein environment (as defined in egs.
3.1 and 3.2). The first subscript of each system (S) specifies the geometry, and the second one
specifies the environment. AF,q.x corresponds to the geometric relaxation of the gas phase
species relative to the protein.

Table 3.4: Influence of the protein environment on QM energies of the Cpd | species (common
reference point is the QM energy of Cpd I in the protein pocket (S, ,, in eq. 3.1)) <.

AEyere [ AEqq
basis R1 (SH) R2 (SMe) R3 (Cys)
1A Bl +106.8 /+97.9 +99.5/+90.0 +150.1/+128.4
B3 +108.7 / +99.5 +100.7 / +90.9 +150.6 / +129.7
ZA Bl +106.7 / +97.7 +99.5/+90.0 +150.3/+128.1
B3 +109.0/+99.7 +100.7 / +90.9 +150.6 / +129.6

@ R1-R3 refer to the QM model Cpd | systems in figure 8.AE. .. (eq. 3.1, figure 3.4) is the vertical stabilization
energy of the naked system in its protein geometry relative to the referénddi, 4 (eq. 3.2, figure 3.4) is the
adiabatic stabilization energy of the naked system in the gas phase geometry relative to the reference.
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Table 3.5: Relative state energies E(*A)—E(%A) [kcal/mol] for different models of Cpd | (defined by
R1-R3) at the QM/MM and QM levels®.

QM region
entry R1 (SH) R2 (SMe) R3 (Cys)
1 AEB/MM b 018/-0.14/+0.06 -0.10/-0.01/+0.04 -0.04/+0.04/+0.03
2 AEQ ¢ -0.25/+0.07 /+0.21 +0.06 / +0.02 / +0.08 +0.04 /+0.11/+0.04
3 AE®! -0.15/-/-0.10 +0.06 / - / +0.09 -0.13/-/+0.06
4 AEQ ¢ -0.07/-/+0.03 +0.05/-/+0.14 +0.37/-/+0.08

@ Energy differences as defined by eq. 3.3: a negative (positive) value implieg%A) ground state. The triple
of entries corresponds to basis B1/B2/B3QM/MM energy difference® QM contribution to the QM/MM energy
difference.? Energy difference of the naked system at the protein geonfefigergy difference of the naked system
at the relaxed gas phase geometry.

As expected, the polarization by the electric field causes a substantial stabilization of Cpd | (ap-
proximately 109, 100 and 150 kcal/mol for Cpd | systems with substituents R1, R2 and R3, re-
spectively), which is virtually identical for both spin states. Compared to this large electrostatic
effect, the energy change due to the relaxation in the naked molecule is smaller but nevertheless
substantial (9-10 kcal/mol for R1 and R2, 20 kcal/mol for R3), indicating that Cpd | is “strained”

in the enzyme. It is clearly an advantage of combined QM/MM schemes that they are able to
account for these effects of electrostatic stabilization and steric strain simultaneously. The larger
relaxation of Cpd | model R3 is apparently due to the ability of this species to adopt a gas phase
conformation with internal hydrogen bonding between the backbone NH group of Cys357 and the
carbonyl oxygen of the same residue. This interaction is not feasible in the enzyme matrix. This
concurs with the notion that the protein pocket is not a malleable cavity, but rather more a rigid
matrix that provides a hydrogen-bonding template.

The energy differences between the quartet and doublet spin states
AE = E(*A) — E(?A) (3.3)

are listed in table 3.5 for different QM regions (R1 - R3) and basis sets (B1 - B3). The first entry
gives the differencel EM/MM for the full systems, while the other three entries correspond to
differences in the QM energies of the QM systems considered abgyeS(S:S, ). Generally
speaking, all values in table 3.5 are rather small (typically less than 0.2 kcal/mol in absolute
value) emphasizing again that the two spin states are close in energy regardless of the chosen
computational approach. Enlargement of the basis set from B1 to B3 tends to favor the doublet
state (entry 1) but there is apparently no clear trend when extending the QM region from R1 to R3
(entry 1) or when passing from the full system to the model systems considered (entries 2 - 4).
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Our best calculations with the large basis B3 invariably predict that the ground staténishe
enzyme (entry 1), in accord with the experimental assignment of the related Cpd | of the CPO
enzyme [46]. Qualitatively similar results are obtained for the relaxed gas phase species (entry
4), indicating that the apoprotein has no major influence on the relative energies of the two spin
states. Using the data for model R3 and basis B3 in entry 1, the QM/MM energy difference
between the two states éa. 11 cnt! which may be compared with the experimental value of

37 cnt! for Cpd | in CPO [38, 46]. The computed adiabatic energy differences in table 3.5 come
from separate geometry optimizations of the two states, and their precision is therefore limited
by the convergence criteria of these optimizations. To assess the intrinsic ordering of the two
states, we have also computed the vertical energy differences at the optimized doublet geometry
and obtain values of -0.01/ +0.05/ +0.08 kcal/mol for basis B1/B2/B3 and modeléR34( +18/

+27 cm-1).

Spin densities

Table 3.6 summarizes the calculated net spin densities of the two states of Cpd I. For each
Cpd | model (R1-R3) and basis set (B1-B3) three data are given which refer to the full sys-
tem (QM/MM), the isolated Cpd | system at the geometry in the protein, and the relaxed gas
phase species (QM). The FeO unit has a spin density of approximately 2.0, corresponding to two
unpaired electrons in a triplet situation, as illustrated in figure 1.4 in section 1.2.3. This spin den-
sity is neither affected by the Cpd | model, nor the polarizing effect of the enzyme environment
or the basis set. In contrast, the spin densities on the sulfur atom and the porphyrin moiety show
a remarkable dependence on all the parameters. For the isolated gas phase compounds, the spin
density on sulfur changes in the order RR3 > R1, while the change on the porphyrin is pre-
cisely the opposite, Rt R3 > R2. As discussed previously [45], the substituent effect on the
sulfur density reflects the electron donating capability of the group R attached to sulfur, R1 (R2)
being the worst (best) electron donor. Consequently, R1 (R2) underestimates (overestimates) the
sulfur radical character with respect to the full cysteine model compound (R3). The spin density
on the porphyrin macrocycle depends on the substituent in a complementary manner.

The greatest changes in these spin densities occur as Cpd | is transferred from the gas phase to
the protein environment. When this happens, Cpd | is transformed from a dominant sulfur radical
species (in all the models R1-R3) to a dominant porphyrin radical type (see table 3.6 and figure
3.5). While the R1 model still slightly underestimates the sulfur radical character in the enzyme
environment, R2 and R3 give quite similar results, especially for the larger basis sets. The R2
spin density on sulfur is usually even slightly lower than for R3, which gives rise to an order
R1 < R2 < R3. Thus, the polarizing effect of the enzyme environment cancels the artificially
strong electron pushing effect of the methyl substituent in R2 that is observed in the gas phase
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Table 3.6: Computed net spin densities of the “A and 2A states for models R1-R3 and basis sets
B1-B3 ¢

1A state
basis R1 (SH) R2 (SMe) R3 (Cys)
FeO Bl  2.022/2.023/2.025 2.019/2.024/ 2.023 2.018/ 2.026/ 2.007
B2 2.021/-1/- 2.018/-/- 2.018/-/-

B3 2.041/2.047/ 2.037 2.042/ 2.049/ 2.040 2.046/ 2.063/ 2.026
Scysssr Bl 0.252/0.467/ 0.566 0.323/0.664/0.742 0.331/0.574/ 0.586

B2 0.236/-/- 0.312/ -1/ - 0.313/-1/-

B3  0.201/0.408/0.526 0.282/0.645/0.719 0.283/0.539/ 0.535
Porph Bl  0.734/0.528/0.431 0.658/0.313/0.239 0.652/0.399/ 0.409

B2 0.749/ -/ - 0.666/ -/ - 0.665/ -/ -
B3 0.763/0.557/ 0.452 0.671/0.296/ 0.229 0.667/0.385/ 0.429
2A state
R1 (SH) R2 (SMe) R3 (Cys)
FeO Bl 2.121/2.115/ 2.094 2.119/2.104/ 2.091 2.122/2.108/ 2.101
B2 2.119/-1/- 2.116/ -/ - 2.120/ -/ -

B3 2.177/ 2.154/ 2.146 2.172/ 2.145/ 2.141 2.173/2.139/ 2.149
Seyssr Bl -0.296/ -0.516/-0.618 -0.371/-0.730/-0.782 -0.381/-0.641/-0.627

B2 -0.285/ -/ - -0.353/-/- -0.360/ -/ -

B3 -0.270/-0.477/ -0.600 -0.349/-0.728/-0.777 -0.352/-0.620/-0.593
Porph Bl -0.835/-0.618/-0.500 -0.750/-0.377/-0.312 -0.744/-0.466/-0.475

B2 -0.841/-1/- -0.759/ -/ - -0.756/ -/ -

B3 -0.915/-0.691/-0.563 -0.820/-0.407/-0.350 -0.818/-0.506/-0.545

@ The triple of numbers in each field refers to the QM/MM-optimized structure / the naked system in its protein
geometry / the naked system in its gas phase geometry.
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Figure 3.5: Calculated spin density (QM region R2, basis B3, *A state) for the S, ;, Sp ¢, and Sg ¢
case: individual spin density on sulfur p(S), group spin density on porphyrin p,.(porph), averaged
spin densities on meso-carbon atoms p,,(C,,), and averaged spin densities on pyrrole nitrogens
pav(N).

Figure 3.6: Plot of the «a unpaired spin density (in red) from QM/MM calculations
(B3LYP/CHARMM, QM region R3, basis B3) in the *A state. Color code: white, hydrogen; green,
carbon; dark blue, nitrogen; red, oxygen; yellow, sulfur.

calculations. These results on one hand demonstrate the ability of QM/MM methods to converge
a calculated property by increasing the size of the QM region stepwise. More important, however,
is that the pitfall of overstabilization of the sulfur radical state due to the lack of a polarizing
medium (as in isolated molecule calculations) is avoided. These results are consistent with small
model calculations using added Nifholecules to mimic NH-S bonding in the protein pocket,
and a continuum solvation model to mimic the polarization by the electric field [34, 44].

Table 3.7 lists the spin density distribution on the various positions of the porphyrin. An analogous
graphic representation for QM region R2 is presented in figure 3.5. It is obvious that as Cpd | is
moved from the gas phase to the protein environment, the spin densities increase by a factor of two
or even more on the meso carbon,(Gnd significantly also on the pyrrole nitrogen atoms. This
indicates that the porphyrin spin density is located in an orbita} o€haracter (as drawn in figure
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Table 3.7: Spin density distribution within the porphyrin ring for models R1 - R3 and basis sets
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B1- B3 “.
4A state
R1 (SH) R2 (SMe) R3 (Cys)
C, Bl -0.087/-0.069/-0.054 -0.079/-0.043/-0.031 -0.078/-0.054/-0.049
B2 -0.087/-/- -0.077/ -/ - -0.078/ -/ -
B3 -0.089/-0.072/-0.056 -0.079/-0.042/-0.029 -0.080/-0.054/-0.052
C; Bl -0.008/-0.007/-0.005 -0.007/-0.004/-0.002 -0.007/-0.005/-0.005
B2 -0.008/-/- -0.007/ -1/ - -0.007/ -1/ -
B3 -0.008/-0.007/-0.005 -0.007/-0.004/-0.002 -0.007/-0.005/-0.005
C, B1 0.229/0.167/0.123 0.205/ 0.099/ 0.065 0.202/0.127/0.117
B2 0.236/-/- 0.209/ -/ - 0.209/ -/ -
B3 0.243/0.183/0.133 0.214/0.101/0.066 0.215/0.133/0.131
N Bl 0.153/0.122/0.107 0.139/0.077/ 0.063 0.139/0.096/ 0.098
B2 0.149/-/- 0.134/-/ - 0.135/-/-
B3 0.150/0.122/0.107 0.134/0.067/ 0.057 0.135/ 0.086/ 0.096
2A state
R1 (SH) R2 (SMe) R3 (Cys)
C. B1 0.076/0.055/0.041 0.068/ 0.029/ 0.020 0.068/0.039/ 0.039
B2 0.075/-/- 0.067/ -1/ - 0.067/-/ -
B3 0.078/0.061/0.044 0.070/0.029/0.020 0.071/0.041/0.044
Cs; B1 0.005/0.004/0.003 0.005/ 0.001/ 0.000 0.005/ 0.003/ 0.003
B2 0.005/-/- 0.005/ -/ - 0.005/ -/ -
B3 0.005/0.005/0.003 0.005/ 0.001/ 0.000 0.005/ 0.003/ 0.003
C, Bl -0.226/-0.161/-0.116 -0.202/-0.090/-0.063 -0.200/-0.117/-0.114
B2 -0.230/-/- -0.207/ -/ - -0.206/ - / -
B3 -0.238/-0.178/-0.127 -0.212/-0.092/-0.065 -0.212/-0.125/-0.129
N B1 -0.154/-0.119/-0.101 -0.139/-0.068/-0.058 -0.139/-0.088/-0.092
B2 -0.149/-/- -0.135/-/ - -0.136/-/-
B3 -0.166/-0.133/-0.113 -0.151/-0.074/-0.066 -0.152/-0.095/-0.106

@ The triplet of numbers in each field refers to the QM/MM-optimized structure / the naked system in its protein
geometry / the naked system in its gas phase geometry. See figure 3.7 for the definition of the relevant atoms.
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1.4, section 1.2.3). The plot of the unpaired spin density, shown in figure 3.6, clearly confirms
that the unpaired spin density is nascent from single occupation of'{#@O) anda,,(porph)
orbitals.

3.4.2 Comparison of Different Snapshots

The influence of different conformations of the enzyme environment on the calculated electronic
properties of Cpd | can be assessed by comparing the results of QM/MM geometry optimizations
that start from different snapshots of the initial MD trajectory (see figure 3.2). We have selected
three such snapshots (after 29, 40 and 50 ps) and generated an additional structure from the second
snapshot by manipulating the side chain of GIn360 such that it forms an H-bond between its
NH(amide) group and the carbonyl oxygen of the backbone of Cys357, in order to quantify the
effect of this particular H-bond. Table 3.8 presents the most relevant H-bond distances in the
QM/MM optimized structures (QM region R3, basis set B8 state) and compares them with the
available X-ray data [12] for the heavy atom distances N—X and with estimated distances H-X (H-
positions optimized at the CHARMM force field level while keeping the heavy atoms fixed at the
X-ray positions). In the case of Leu358 and Gly359, the four calculated N-S distances between
the backbone peptide groups and the cysteinate sulfur are quite similar (variations within 0.04
A and 0.08A, respectively), and close to the X-ray values. Hence, the backbone conformation
of these two residues seems to be rather rigid. In contrast, the corresponding backbone peptide
group of GIn360 exhibits more conformational flexibility since the computed N-S distances to
the cysteinate sulfur change by up to 0&Petween different shapshots: the H-bond geometry is
rather unfavorable in snapshots 29 and 50, and somewhat better in snapshot 40, although the N-S
distance still exceeds the X-ray value by 0&6The side chain of GIn360 clearly does not form

an H-bond with the carbonyl oxygen of Cys357 in snapshot 29 and 50, and its orientation is also
unfavorable for this purpose in snapshot 40. This H-bond is present in the manipulated structure.

Figure 3.7 shows other selected geometrical parameters and spin densities for the QM/MM opti-
mized structures derived from the different snapshots. The Fe—O and Fe—N distances show only
negligible variations, in accordance with their very small sensitivity to the choice of QM region
and basis set (for snapshot 29, see above). The Fe—S bond again proves to be more flexible, it
ranges from 2.585/2.6094/2A) to 2.547/2.569A. The shortest bond is found for snapshot 40

with the manipulated side chain, the presence of this H-bond causes a slight shortening of 0.008
A with respect to snapshot 40. In line with these findings, the calculated spin densities on the
FeO moiety are little affected by the different conformations, whereas those on porphyrin and
sulfur show some variation. Thus, the ratio of porphyrin:sulfur unpaired spin density in the quar-
tet changes from 0.67:0.28 in snapshot 29 to 0.72:0.23 in snapshot 40 with the manipulated side
chain. A plot of this ratio for the different snapshots is shown in figure 3.8. This shift of spin
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Table 3.8: Hydrogen bond distances [A], for N-X [H—X], where X=S, except for the last column
with X=0. The first row gives the X-ray data (ref. [12]) with H-atoms added and optimized at the
force field level. The other rows present distances from QM/MM optimizations (model R3, basis
B3, ?A state).

backbone N-H - - S(Cys357) side chain GIn360 amide
Leu358 Gly359 GIn360 N—H- - O=C(Cys357)
X-ray(1DZ9)+H 3.51[3.58] 3.23[2.51] 3.31[3.14] 3.00[2.02]

snapshot 29 3.46[3.35] 3.32[2.42] 3.78[3.81] 4.97 [5.44]
snapshot 40 3.45[3.34] 3.40[2.68] 3.57[3.47] 3.15[2.86]
snapshot 40 3.49[3.48] 3.33[2.57] 3.56[3.43] 2.77[1.77]

snapshot 50 3.48[3.43] 3.35[2.48] 3.78[3.65] 4.22[4.50]

@ Side chain of GIn360 manipulated to form H-bond with carbonyl oxygen of Cys357.

a) 2Aqu b) 4A,u
Spin Density Geometry Spin Density Geometry
) ) ] 1.625; ) ) ] 1.626;
-0.884; 0.889; 0.885; 0,893 o 1625 ,-0.907;0.915;0.911;0.917 o 1626
1.626: . ) . 1.626;
ﬁ/1.289;1.285;1.291;1.282 ||/1_625 ﬁ/1.139,1.137,1.141,1.133 ||/1_626
—F — 111.8;| === Fe == — P — 112.0;| == Fe ==
[ -0.818;-0.854;-0.849; -0.874 |109.1; _(l 2.609; [ 0.667;0.700; 0.695; 0.719 109.3; _(l 2.585;
S 110.2; .S \|2.577; S 110.5; S \|2.555;
Cys \o 352;-0.316; -0.324; -0.298 105 | Oy 12502, Cys \)283'0245'0250'0227 1105 O/ |2565
10.352:-0.316: -0.324: -0. 569 .283; 0.245; 0.250; 0. 2.547
IFe-N = IFe-N =
2.039 2.038
2.042; 2.042;
0.005; 0.005; 0.005; 0.005 2.043; -0.007; -0.008; -0.008; -0.008  2.042;
0.071; 0.076; 0.076; 0.078 2.042 -0.080; -0.086; -0.086; -0.088 2.042
-0.212; -0.226; -0.225; -0.232 0.215; 0.229; 0.229; 0.236
-0.152; -0.159; -0.159; -0.162 0.135; 0.141; 0.140; 0.144

Figure 3.7: Cpd | of P450.,, (model R3, basis B3): QM/MM optimized geometries and spin
densities for different snapshots. The given values correspond to snapshot 29; snapshot 40;
snhapshot 50; snapshot 40 with the manipulated GIn360 side chain conformation. a) LS state, b)
HS state.

density between sulfur and the macrocycle nicely reflects the differential stabilization of negative
charge on sulfur through the variations in the H-bond network. However, compared to the large
effect on the spin density that is observed when Cpd | is transferred to the gas phase, these changes
appear rather small, and one should stress that the qualitative results - namely that of a dominant
porphyrin radical character - remain the same for all snapshots.
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Figure 3.8: QM/MM calculated spin density (B3LYP/CHARMM, QM region R3, basis B3, A state)
on the porphyrin macrocylce (squares) and on the sulfur atom (circles) for different snapshots.

3.5 Discussion

The present study reveals some key aspects related to the electronic and geometric features of
Cpd I and how these features are influenced by the protein environment.

The geometric data in table 3.3 and energetic data.{., figure 3.4) in table 3.4 show that Cpd |

inside the pocket is strained with respect to its relaxed gas phase geometry. This is especially
apparent for the model R3 that uses an extended part of the cysteine loop as a proximal ligand.
Thus, while in the gas phase, the small chain curls to form an internal i@=C hydrogen bond,

within the protein pocket this interaction does not exist, and is replaced by another one from
GIn360. These results, as well as other indications from the pure MM calculations, show that
the protein pocket is not a malleable cavity, but a rather rigid matrix that provides a hydrogen-
bonding template that sustains the Fe—S bond. This is further emphasized by the Fe—S bond
shortening (table 3.3) and the increased electron density at sulfur (table 3.6) in the pocket with
respect to the gas phase. These results accord well with experimental observations [168,169,175]
that the hydrogen bonding machinery in the proximal pocket is essential for the stability of the
heme-thiolate species.

The spin density data in table 3.6 and figure 3.5 show that the protein environment, by stabilizing
charge density localization on the cysteinate sulfur, transforms Cpd | from a sulfur-centered radical
in the gas phase to a porphyrin centered radical cation. Our calculations thus support the experi-
mental assignment of the characterized Cpd | species of CPO [47] and HRP [50, 195], which are
porphyrin radical cations. Likewise, the recently probed Cpd | of CYP119 [30] exhibited UV/VIS
spectral features that are consistent with a ferryl porphyrin radical cation.

The analysis of the QM/MM calculated spin density distribution on the porphyrin macrocycle,
which are large on the nitrogen ang, @ositions (see table 3.7 and figure 3.7) allows us to specify
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Figure 3.9: The nature of the Fe—S bond in Cpd I. (a) A VB mixing diagram. (b) A complementary
orbital mixing diagram of the Fe—S bond orbital.

the ground state of Cpd | &s,,, in agreement with EPR results for HRP [50]. The small amount

of spin density on other positions could suggest a small admixtuke ofharacter, yet this cannot

be quantified within the present UKS approach. Consistent with experimental results for Cpd |
of HRP [48] and CPO [46], the present calculations predict the interaction between the ferryl
S = 1 and the porphyrirs’ = 1/2 spin to be on the order of several wave numbers. A definite
conclusion regarding the ground state multiplicity is thus difficult. Our best calculations, however,
favour the antiferromagnetic doublet state, consistent with the experimental results obtained for
Cpd | in these related enzymes [46, 48]. A more thorough DFT study of this energy difference,
employing single point calculations with larger basis sets, confirms this assignment. These results
are presented in chapter 6.

Interestingly, the spin density distribution suggests that the simplest model with the QM region

R1 gives results in terms of electronic structure that are similar to those obtained with the largest
QM region R3 (figure 3.7). This model may thus be used for more demanding calculations on

reaction mechanisms.

The interplay between the hydrogen-bonding situation around the thiolate ligand and the resulting
changes in the spin density distribution between the su#fLthe porphyrin is an important feature

(see figure 3.7) of Cpd I. As noted in section 1.2.3, the spin density distribution between sulfur

and porphyrin is commonly attributed to a “redox-mesomorphism” that can be conceptualized by
a simple valence bond (VB) mixing diagram (figure 3.9).

In this description, the species is a resonance hybrid of two fofmysnvolves a thiolyl radical

and a closed-shell porphyrin, while) involves a thiolate anion and a porphyrin radical cation.

At infinite Fe—S separatiorja) is considerably lower in energy. However, at the equilibrium
geometry the ion pair structufb) is stabilized and approachps energetically. In the gas phase,

|a) is still the lowest structure and the VB mixing leads to a Cpd | species which has a dominant
thiolyl radical character. As the species is placed in the protein pocket, the electric field and
the NH - -S hydrogen bonding stabilize preferentially the ion-pair fofim, which becomes the
lowest VB structure. The VB mixing then leads to a Cpd | species that has a dominant porphyrin
radical-cation character as indeed revealed by the calculations.
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The interactions with the protein also strengthen the Fe—S bond. This complementary information
becomes more obvious from the orbital mixing diagram in figure 3.9b, which shows the alteration
in the nature of the Fe—S bond as the thiol center changes from a radical to an anion. In each case
the iron-oxo-porphyrin fragment has an empty hybrid orbital (a mixturé,9fp,, and s orbitals

on iron) pointing to the missing coordination site. This hybrid mixes with thlybrid on sulfur

to form the Fe—S bond orbital. In the limiting case of a sulfur radical situation, the bond orbital
will contain a single electron, and the Fe—S bond will be a one-electron bond. However, when
the sulfur is in an anionic situation, the bond orbital is doubly occupied and the Fe-S bond is a
two-electron bond. Thus, the interactions in the protein pocket cause a transformation of the Fe-S
linkage from a weak one-electron bond to a stronger two-electron bond. This qualitative change
of the Fe—S bond is in line with the calculated shortening and strengthening of this bond [34, 44].

The VB model in figure 3.9a further predicts that the stronger the electric field and the hydrogen
bonding, the more dominant will be the porphyrin radical-cation character. Figure 3.7 mirrors
this trend beautifully: when going from snapshot 29, in which GIn360 does not form an-8H
hydrogen bond, via snapshot 40, in which this hydrogen bond is present to some extent, all the
way to the manipulated structure in which GIn360 also forms an-NBEC hydrogen bond to

the cysteine, the corresponding porphyrin spin density in the doublet state changes from -0.818
to -0.874 with an opposite and concomitant change in the cysteinate spin density. This again
shows the extraordinary ability of Cpd | to accommodate its electronic structure to the protein
environment. These subtle changes predicted by the present calculations are in accord with re-
cent mutation studies [169, 175] concerning the role of the residues in the proximal pocket of
P45Q.,,. These investigations revealed small changes in the reduction potential of the heme in the
Leu358Pro, GIn360Pro, and GIn360Leu mutants, which suggest that the corresponding hydrogen
bonding network serves to stabilize the heme-thiolate coordination and to regulate the redox po-
tential of the heme iron. One may thus expect that cysteinate-Cpd | species in different proteins
(with different H-bond patterns) will have different properties. It is yet to be unraveled whether
these differences are also expressed in the reactivity of different P450 isozymes and different
thiolate enzymes.

3.6 Conclusions

The present study characterizes the geometric and electronic structure of the elusive active oxidant
Cpd | of cytochrome P450. It highlights the advantage of performing QM/MM calculations for
such a task. The calculations provide information on the species in its specific protein environ-
ment, in this case P45(),, without the need to make assumptions about the nature and architecture
of this environment. In this respect, QM/MM calculations come as close as possible to being a
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faithful partner to structural and spectroscopic determinations by experiment. An added advan-
tage is that these calculations offer important insight into the factors that govern the properties of
Cpd I, through comparisons with various gas phase models and through inspection of different
conformations within the protein pocket. We find that Cpd | is transformed by the protein envi-
ronment from a sulfur-centered radical to thté\,, porphyrin-centered radical catiood. 70%).

The hydrogen bonding machinery of the protein pocket shortens the Fe—S bond and strengthens
it. The best estimates of the Fe—S bond lengths irthe/ “A,, states are 2.568/ 2.547A. A

series of calculations on different conformations of the protein pocket shows that the balance of
the sulfur/porphyrin radical character and the precise Fe—S bond length are finely tuned by small
changes in the architecture of the pocket. Cpd | behaves therefore as a chameleon species that
adapts its electronic and structural character to the specific environment.



Chapter 4

Investigation of the Rebound Mechanism

4.1 Motivation and Background

While strong evidence has been found for the role of compound | (Cpd 1) as the primary oxidant
in P450 catalyzed hydroxylation [7, 13], there is no consensus regarding the mechanistic details
of its reaction with hydrocarbons yielding alcohols. As discussed in section 1.2.4, experimen-
tal evidence such as partial scrambling of stereochemistry [54], allylic rearrangements [9], and
the high intrinsic isotope effects [55], suggest a stepwise hydrogen abstraction—oxygen rebound
pathway, depicted in figure 4.1. This mechanism implies the presence of a discrete radical inter-
mediate8 [1]. On the other hand, the results from radical clock experiments seem to exclude the
presence of such an intermediate and have been interpreted in terms of an effectively concerted,
non-synchronous oxygen—insertion reaction [63]. A mechanism that is capable to resolve the
seemingly contradictory experimental findings has been suggested by Shaik and coworkers on the
basis of theoretical considerations and model computations [64—68, 71]. This two-state reactivity
(TSR) scenario invokes two spin states, the low spin (doublet) and the high spin (quartet) state.
DFT calculations on model compounds indicate that the reaction involves hydrogen abstraction
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Figure 4.1: The rebound mechanism.
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on both spin surfacegia essentially identical transition states ,Sigure 4.1). The reaction

on the doublet surface then proceetsa barrierless recombination to give the product alcohol
complex9 and thus is effectively concerted. In contrast, the quartet pathway involves a signifi-
cant barrier for rebound and a genuine transition statg Y B8d thus represents a true two-step
reaction that gives rise to a discrete radical intermedafEhe TSR scenario for P450 mediated
hydroxylation gained support from further DFT calculations on different gas phase model com-
pounds [25, 73—78]. However, these studies cannot account for the specific steric and electrostatic
interactions of the substrate with the protein pocket. For example, in.R430e substrate cam-

phor is positionally restrained by a hydrogen bond from Tyr96 to its carbonyl oxygen. In contrast,
previous investigations in the gas phase assumed that the substrate is mobile and can attack the
oxygen in the rebound phase from any conceivable conformation. Furthermore, it was demon-
strated that environmental effects, such as hydrogen bonds to the thiolate sulfur and medium
polarization, have a distinct impact on computed activation barriers in model calculations [36].
To test the TSR hypothesis, a QM/MM study is required that can realistically account for these
effects. In this chapter, the results of combined QM/MM calculations for the complete enzyme, as
well as from pure QM calculations on the isolated QM subsystems in the gas phase are reported
for the hydroxylation pathway as proposed in the TSR rebound mechanism. These calculations
characterize in detail the reaction pathway in the specific protein environment. By calculating
the energy profile for both, the LS and the HS reaction, we show that the hydrogen abstraction—
oxygen rebound pathway in two spin states (TSR) is in fact operational inRds@diated C—H
hydroxylation. The comparison to the analogous calculations in the gas phase allows us to inter-
pret factors that are considered to be relevant to the role of the protein environment in enzyme
catalysis.

4.2 Computational Methodology

4.2.1 QM Regions and Basis Sets

For QM/MM geometry optimizations, two different QM regions, R1pro and R3cam, were em-
ployed in the present study (see figure 4.2). These comprised the following atoms:

R1pro (51 QM atoms): Iron-oxo-porphyrin (without sidechains of the heme), sulfur of Cys357,
C*H, C°H, and CH, of camphor. In the gas phase calculations, this corresponds to
[FEO(SH)(porph)] + propane.

R3cam (84 QM atoms): Iron-oxo-porphyrin (without sidechains of the heme), Cys357, CO group
of Leu346 and NH-GH unit of Leu348, full camphor.
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R1pro-S1 R1pro-S2

Figure 4.2: Choice of QM regions R1pro, R3cam, R1pro-S1, and R1pro-S2.

Additionally, single point energy calculations were carried out with two QM regions that are
derived from R1pro but extend onto the propionate side chains of the heme, and the side chain of
the neighbouring Arg299 group. These QM regions are denoted R1pro-S1 and R1pro-S2 and are
also depicted in figure 4.2.

The basis sets used in the present investigations, are abbreviated as B1 and B4. Basis B1 is defined
in analogy to section 3.3. Basis B4 features the LACVP small-core effective core potential and
the associated basis set for iron [177]. The other atoms are assigned the 6-31G gaussian-type
basis set, augmented with a set of polarization and diffuse functions'(®*3bn the six atoms
coordinated to iron, the Catom (6-31 G*) and also on thél® hydrogen atom (6-31"G**) of

camphor [178-181].

4.2.2 Optimized Region

The QM/MM optimizations included the following set of residues of the active site.

Enzyme: Pro86, Phe87, Tyr96, Prol00, Thrl01, Leu244, Gly248, Asp251, Thr252, Val295,
Asp297, Arg299, Phe350, His355, Leu356, Cys357, Leu358, Gly359, GIn360, 11e395,
Val396, heme

Camphor
Water: Wat61, Wat253, Wat325

This corresponds to a total of 442 optimized atoms.
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Figure 4.3: The simplified model used in the QM calibration study.

4.2.3 QM/MM Scheme

The QM/MM coupling scheme adopted in the present study was presented in detail in section
3.3. The QM part was treated with unrestricted Kohn-Sham DFT and the B3LYP density func-
tional [184, 185]. The CHARMM22 force field[146] was employed for the MM calculation.

The electrostatic embedding scheme and link atoms were used for the QM—MM coupling. The
calculations were done with ChemShell [190], TURBOMOLE [187,188] and DL-POLY [191] for
the QM/MM, QM and MM contributions, respectively.

All optimizations were carried out with the HDLCOPT optimizer [192] applying the default con-
vergence criteria (see appendix A.2). The rational function optimizer with the Powell update
(P-RFO) for an explicit hessian [192] was used in transition state optimizations. Unless otherwise
indicated, the reaction corwas defined as the FeO subunit arids@d H, , of camphor, and thus
contained 4 atoms.

4.2.4 QM Calibration Study

To probe the intrinsic accuracy of the DFT approach in describing the H-abstraction barrier, we
have carried out a calibration study employing different density functionals and basis sets. To this
end, we have chosen a simplified molecular model [FeO(SH)INH + CH, for the reaction,
shown in figure 4.3. This model system includes all essential features of the hydrogen abstraction
step,i.e., the oxoferryl moiety, the thiolate ligand and the octahedral coordination geometry of
the iron center with four nitrogen donors. The geometries of the model reactive cohtdex

the corresponding transition stédt® TS were optimized with TURBOMOLE [187,188] using the
B3LYP density functional [184,185] and the SVP basis [188]. A frequency calculation confirmed
that the transition state structure has a single eigenmode with a negative eigenvalue. Single point
calculations were done using the popular pure GGA functionals BP86 [183,196] and BLYP [183,
185]. As alternatives to our standard choice B3LYP we also tested the B97 [197], and PBEOQ [198]
hybrid density functionals. The B97 functional due to Becke contains ten linear coefficients which

1 Details about non-standard force field parameters are given in appendix B.
2 An explicit hessian is calculated for this subset of atoms.
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were optimized by a least-squares fit to energetical data from the G2 set. This functional contains
an amount of 20% exact exchange. The PBEO functional is a parameter-free hybrid functional,
where the amount of 25% exact exchange was derived from purely theoretical arguments through
a perturbation theory argument. These DFT calculations were carried out with MOLPRO [199].
Additional basis sets employed for the single point energy calculations were the SV, SVP and
TZVP sets taken from the TURBOMOLE library [200, 201], the cc-pVDZ and cc-pVQZ basis
sets by Dunninget al. [202, 203], and a Wachters all electron basis set for iron [204] with an
additional diffuse d function [205] and a set of f polarization functions [206] in the contraction
[8s7p4dif] .

4.2.5 Strategy

The QM/MM study involved potential energy surface (PES) scans and full geometry optimizations
of minima and saddle points along the reactive pathways. These were started from the Cpd |
species in the enzyme environment as described in chapter 3. The initial geometry was obtained
from optimizations with QM region R3 and basis B3 of snapshot 40. A second, full study of
the reaction pathway including PES scans and optimizations was carried out in the Jerusalem
group starting from the Cpd | geometry obtained for snapshot 29 [176]. The consistency of the
results obtained in the two independent studies confirmed that the optimized conformations are
representative for the reactive pathway under study.

The PES scans were essential to locate regions in the high-dimensional conformational space that
were close enough to the stationary points for our geometry optimizations to converge within a
reasonable time. The nature of the transition states as saddle points of first order (1 mode with a
negative eigenvalue) was confirmed by numerical calculation of the finite-difference-hessian for
the set of QM atoms (R1pro/B1l).

The computationally demanding PES scans and frequency calculations were performed with the
smaller QM region R1pro and the B1 basis set. The fully optimized stationary points on this level
of theory were then reoptimized in the enzyme environment with the larger QM region R3cam
and basis B4.

In the following, the QM/MM scheme employed in a particular calculation will be denoted by the
expression QM region/basis setg.R1pro/B1, or R3cam/B4.

To assess the influence of the protein environment on the QM subsystem, gas phase QM cal-
culations employing QM region R1pro and basis B1 were performed (i) as single point energy
calculations at the geometry of the system in the enzyme environment, and (ii), as full geometry
optimizations of the isolated species in the gas phase. In analogy to chapter 3, the former will be
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referred to ass, , (the system in the gas phase at the protein geometry) and the lafigy @the
system optimized in the gas phase).

4.3 Results

4.3.1 Hydrogen Abstraction

Starting from snapshot 40, the PES relevant to the hydrogen abstraction was scanned at the
R1pro/B1 level by the following procedure: the Hatom of camphor was moved in steps of
0.15A towards the oxo-atom, while the internal coordinate corresponding to the distane®©H

was constrained and the environment was minimized. This was done separately’dnaiig

“A hypersurface. Figures 4.4a and 4.4b present plots of the energy profiles obtained from the
respective scans. The plots show the total QM/MM energy, as well as the individual QM and MM
contributions to the latter, as a function of the O—H distance. It is obvious that the QM/MM en-
ergy is clearly dominated by the QM contributions, which are due to the chemical bond-breaking
and bond-making process in the reactive subsystem. Apparently, the scans yield slightly different
conformations and energies at a given step along the O—H distance fok ted *A hypersur-

face (see figures 4.4a and 4.4b). Since the present approach, however, neglects conformational
sampling, the corresponding differences are not related to different energy profiles ¥arahd

A reaction, but merely reflect the high-dimensionality of the PES. Meaningful with respect to
activation energies are only the stationary points that were obtained from structures along the scan
by releasing the O—H bond constraint. From these free geometry optimizations we obtained a
reactive complex (RC), and the transition state for hydrogen abstractigy).(A8 analysis of the
geometries separately optimized for #feand“A states shows that the structures in the different

spin states are in fact very close and correspond to completely analogous conformations of the
active site environment.

Table 4.1 summarizes the computed relative energies for the H-abstraction phase of the reaction.
We compare the QM/MM computed energies for the full syste®'/MM (p, p), the QM energy
contribution to the latteE (p, p), the QM energy of the isolated QM subsystem in the gas phase

at the protein geometrff®™(p, g), and the QM energy of the isolated QM subsystem optimized

in the gas phas&®(g, g). Selected geometry data of the QM/MM and QM optimized structures
are shown in table 4.2. The spin densities, which serve as sensitive reporter of the electronic
structure, are listed in table 4.3.

The geometric and electronic structure of the reactive complex obtained in the QM/MM geometry
optimizations is very close to the initial structure, snapshot 40. The main difference is a change
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Figure 4.4: PES scan of the coordinate r(O — H2,.), B3LYP/CHARMM, QM region R1pro,
basis set B1.



70 CHAPTER 4. INVESTIGATION OF THE REBOUND MECHANISM

Table 4.1: Relative energies [kcal/mol] of the stationary points along the H-abstraction reactive
pathway (snap 40: QM/MM optimized structure of snapshot 40; RC: reactive complex 7; TSy:
transition state for H-abstraction; hydroxo intermediate 8). Reference point is the reactive complex
on the 2A surface.

QM region
Ripro/B1 R3cam/B4
LS HS LS HS
7(snap 40) EM/MM(p pye 32 31 16 1.6 F;f

E™(p,p)* 10 09 18 18 H H,
EM(p, g) ¢ e e i i _ '||__|év_,+
T L

7(RC) EQMMM(p pye 0 .01 0 0.0
EM(p,p)® 0 01 0 01
EM(p,g) 0 03 - -

E™(g,g) 4 o 00 - -

TSu EMM(p, p)e 195 206 211 218 AR
E™(p,p)* 198 208 223 229 M Hg
EMp,g)c 204 211 - - _,%eﬁ
EM(gg)? 195 195 - - S

8 EOM/MM(p pye 140 149 9.4 105 R>/R,
EM(p,p)? 13.8 146 9.8 109 H' Hyg
E™(p,g)° 130 136 - - e
EM(gg)d 120 125 - - S'\R"

@ QM/MM energy difference.® QM contribution to the QM/MM energy difference’. Energy differences of the
isolates species in the gas phase at the protein georfi&nergy differences of the isolated species optimized in the
gas phase: Snapshot 40 refers to the protein/solvent environment in the QM/MM calculations (no data given for the
gas phase species).
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in the conformation of the substrate, camphor, within the protein pocket. The internal geometry
parameters of the heme and camphor remain essentially the same, whereas the relative orienta-
tion of the two units changes notably. This change accounts for a small energy gain23
kcal/mol. In the reactive complex, the andle_y_¢ is almost perfectly linear, much the same

as the geometry in the H-abstraction transition state. The stable conformation representing the
reactive complex indicates that the enzyme environment pre-organizes the substrate and Cpd | in
the pocket, yielding a geometry that is ideally suited for H-abstraction.

The transition states were calculated at the R1pro/B1 level to have a relative energy of (LS/HS)
19.5/ 20.7 kcal/mol with respect to the reactive complex. The nature of the transition states as
saddle points of first order was confirmed by numerical calculation of the hessian and vibrational
frequencies of all QM atoms, which gave one mode with a eigenvalues of (LS/HS) 811i/cm
561i cnT!. The eigenmode corresponds to the expected motion of the hydrogen atom along the
C—-H-0 axis. The calculations using the larger QM region R3 and basis B4 gave similar, albeit
slightly higher activation energies of (LS/HS) 21.1/ 21.8 kcal/mol. We also confirmed by addi-
tional minimizations starting from the transition structures that this saddle point truly connects the
reactive complex®) and hydroxo intermediats).

In the transition structure the’H-C; distance is (LS/HS) 1.390/ 1.408 for R1pro/B1 and
1.359/1.369A for R3cam/B4, while the corresponding distances fdr HO are 1.158/ 1.154

A and 1.195/ 1.18&\. Hence, in the calculations employing the larger QM region, the transition
state occurs somewhat “earlier” on the reaction coordinate;(— ro_y). In general, the tran-

sition state is closer to the product side, to the hydroxo intermediat®. Inspection of table

4.3 shows a shift of unpaired spin density mainly from the oxygen aton? twf Camphor. The
unpaired spin density on iron is also decreased, although to a lesser extent, while the porphyrin
retains ther cation radical character. Hence, the system aquires sofecRaracter already in

the transition state. The reduction of spin density on iron and sulfur causes a concomitant shorten-
ing of the Fe—S bond length from (LS/HS) 2.573/ 2.361 the reactive complex to 2.533/ 2.523

A in the transition state on the R3cam/B4 level. The Hatom exhibits a small negative amount

of spin density in all calculations, consistent with previous model studies [25, 65—-68, 73—-78].

The activation energies computed for the isolated systems with QM region R1 and basis B1 in the
gas phase are very similar to the corresponding QM/MM results: For the isolated species in the
gas phase at the protein geomefy ), values of (LS/HS) 20.4/ 21.1 kcal/mol result. Optimizing

the system in the gas phasg, () leads to activation energies of (LS/HS) 19.5/ 19.5 kcal/mol,
hence the barriers are very close to the QM/MM results. A comparison of the electronic features
obtained in the enzyme and gas phase calculations reveals a few subtle changes. (i) In the gas
phase, there is significantly more spin density on the sulfur atom (as has already been discussed
for Cpd I, see chapter 3). For instance, the ratio of spin density porphyrin:sulfur in the HS reactive
complex (gas phase) is 44:56, as compared to 80:20 in the QM/MM calculations. (ii) In the gas
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phase transition state, the spin density distribution between iron and porphyrin is different in the
doublet and quartet states: In the LS state, the spin density on iron (porphyrin) is 0.963 (-0.437).
This species thus essentially retains the porphyigation radical and therefore adopts somé'Fe
character. In contrast, the HS transition state exhibits a spin density on iron (porphyrin) of 1.269
(0.123), which resembles more a'Fatate, with minor porphyrinr cation radical character. In

the QM/MM calculations both electronic states are of thé'Rgpe. It thus seems that the enzyme
environment accounts for a stabilization of the porphyrication radical.

By changing the occupation of the orbitals in the KS determinant, we tried to model the Fe
type transition state also for the LS case in the gas phase, and for both the QM/MM structures.
However, due to the pronounced mixing of the frontier orbitals, the SCF calculation in all cases
converged back to the Eetype species.

Table 4.2: Selected structural data for the H-abstraction step (snap 40: QM/MM optimized struc-
ture of snapshot 40; RC: reactive complex 7; TSy: transition state for H-abstraction). Distances
in A, angles in degree.

QM/MM Gas phase
Rlpro/B1 R3cam/B4 Rlpro/Bl
LS HS LS HS LS HS

7(snap 40) e o 1.654 1.656 1.628 1.628 i - RE
re.s 2565 2.546 2562 2.557 i . HTH
ron  2.692 2.684 2759 2.759 i i —
re.y  1.093 1.093 1.091 1.091 i i L

fre-0o-n 110.0 1106 1112 111.4 - -
fo-nc 133.0 1334 1329 1329 - -

7(RC) rre—o  1.654 1.656 1.626 1.627 1.650 1.652
rres 2,568 2545 2573 2552 2602 2580
ro.u 2145 2156 2.187 2190 2.625 2.713
roou 1.093 1.093 1.091 1.091 1.098 1.098
fre—o-n 129.7 129.6 129.7 130.3 135.7 1333
fo-n-c 1741 1722 1750 1751 1721 166.6

TSy o 1794 1789 1763 1761 1774 1758 RR
rre—s  2.533 2536 2533 2523 2487 2400 " Mg
ro-s 1158 1.154 1.195 1.188 1.152 1.181 —%eﬁ
roou 1390 1.408 1.359 1.369 1.371 1.362 s,

Ope—o-n 120.2 122.0 121.4 1227 119.3 125.7
Oo-n-c 166.4 1669 167.6 167.8 170.6 171.6
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Table 4.3: Spin densities on selected atoms for the H-abstraction step (snap 40: QM/MM opti-
mized structure of snapshot 40; RC: reactive complex 7; TSy: transition state for H-abstraction).

QM/MM Gas phase
Ri1pro/Bl R3cam/B4 Ri1pro/Bl
LS HS LS HS LS HS
snap 40 p(O) 0.919 0.963 0.880 0.901 - -
p(Fe) 1.201 1.062 1.306 1.154 - - R)QR
p(S) -0.242 0.201 -0.291 0.228 - - HTH
pu(pory -0.887 0.777 -0.892 0.712 i i —%év—*
p(C) 0.002 0.003 0.001 0.002 - - Ser
p(H) -0.001 -0.001 -0.002 -0.002 - -
RC p(0) 0.906 0.952 0.877 0.905 0.914 0.972
p(Fe) 1.213 1.071 1.310 1.142 1.182 1.052
o(S) -0.242 0.200 -0.295 0.225 -0.617 0.558
pe(pory -0.889 0.776 -0.891 0.719 -0.503 0.437
p(C) 0.008 0.009 0.006 0.007 0.002 0.002
p(H) -0.004 -0.00 -0.005 -0.003 -0.001 -0.001
TSu p(O) 0.504 0.594 0.546 0.612 0.502 0.681
p(Fe) 1.038 0887 1157 0.947 0.963 1269 AR
p(S) -0.210 0.191 -0.257 0.211 -0.518 0.397 " Mg
pe(pOry -0.827 0.761 -0.892 0.717 -0.437 0.123 —%eﬁ
p(C) 0.560 0.647 0.500 0.553 0.522 0.576 Sipe
p(H) -0.057 -0.060 -0.072 -0.066 -0.047 -0.035

* pgr(por) denotes the sum of individual atomic spin densities on the atoms of the porphyrin macrocycle.
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In the light of the elusive nature of Cpd | and its high reactivity towards substrate hydroxyla-
tion, the computed barrier for the H-abstraction stegaf 20 kcal/mol is surprisingly high.
Although there is no experimental value, current estimates are in the range of approximately 12
kcal/mol [207]. Furthermore, the present comparative QM/MM and gas phase QM calculations
indicate that the height of the barrier is not influenced much by the enzyme environment, which
again is unexpected regarding the efficiency of the enzyme catalyzed reaction. In view of this
situation, we deemed it necessary to explore factors that could possibly account for an artifi-
cially high barrier in our calculations. The following issues have been investigated and will be
addressed in detail in the following sections: (i) the QM regions considered in our previous stud-
ies did not include the propionate side chains of the heme. However, the enzyme could effect
transition state stabilizationia a charge-transfer mechanism involving these negatively charged
groups. This would imply that the electrostatic interactions of the protein salt-bridges with the
propionate-carboxylate groups are intensified in the transition state, thus preferentially stabilizing
the transition state with respect to the reactant. In effect, this would lower the barrier. (ii) Our
computed activation energies do not incorporate thermal effects such as zero-point-energy (ZPE)
corrections. However, in the transition state, the energy equivalent of one C—H bond vibration is
lost with regard to the equilibrium structures, which is expected to lower the barrier significantly.
(ii) Finally, the intrinsic accuracy of the QM method in our computational approach to describe
the potential energy of the H-abstraction reaction was investigated by means of calibration studies
on a simplified model system.

Another factor that has not been considered in the present work are tunneling effects, which may
be expected to effectively lower the observed barrier for H-abstraction.

Porphyrin Sidechains

The interaction of the protoporphyrin IX propionate side chains with neighbouring positively
charged protein residues is shown in figure 4.5. In the previously discussed calculattns (
suprg using QM regions R1pro and R3cam, the side chains and their environment were included
in the MM calculation. Since the electrostatic force field terms are calculated from non-polarizable
atomic charges, this approach cannot account for charge transfer to these groups. Therefore, we
have performed single point energy calculations in the enzyme environment and in the gas phase,
employing two larger QM regions that extend onto the side chains. The geometries were obtained
from QM/MM optimizations at the R1pro/B1 level. The first QM region R1pro-S1 includes both
propionate side chains of the heme (see figure 4.2). The second QM region R1pro-S2 additionally
incorporates part of the Arg299 side chain. Only tAestate was investigated.

The calculated QM activation energiégt,, spin densitiep, and Mulliken atomic charge®
for QM regions R1pro-S1 and R1pro-S2 are collected in table 4.4. In the case of the QM/MM
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Figure 4.5: The salt bridges to the propionate side chains.

Table 4.4: QM/MM vs. gas phase single point energy calculations on R1pro/B1 optimized ge-
ometries including the propionate side chains in the QM region, %A state, QM activation energies
AESM (kcal/mol), unpaired spin densities p, and Mulliken atomic charges Q [e].

R1pro-S1 R1pro-S2
QM/MM gas phase QM/MM gas phase
AE%M 20.5 25.1 21.0 24.8
RC p(O) 0.909 0.909 0.953 0.936
p(Fe) 1.074 1.164 1.070 1.112
o(S) 0.189 0.154 0.209 0.325

pa(pOry 0784 0773 0767  0.634
pe(Oprop)?  0.001  0.902  0.000  0.512
Qu(Oprop)° -2.811  -1.927  -2.746  -2.099

TSy p(O) 0.597  0.584 0.600  0.600
o(Fe) 0.888  0.968 0.888  0.937
5(S) 0.198  0.161 0.205  0.304
pa(POry 0751 0.770 0.744  0.630
(C) 0.646  0.621 0.646  0.630

Per(Oprop)’  0.000 0.868 0.000 0.482
Qu(Oprop)?  -2.814  -1.944  -2748  -2.115

@ The sum of individual atomic spin densities on the atoms of the porphyrin macroéy@lee sum of individual
atomic spin densities on the oxygen atoms of the propionate side cliadii& sum of Mulliken atomic charges of
the oxygen atoms of the propionate side chains.
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single point calculations, we give the QM contribution to the barrier, because this relative energy
reflects the electrostatic energy contributions that we are interested in (recall that in the present
approach, the QM—MM electrostatic interactions are included in the QM energy). In the QM/MM
calculations, the barriers for H-abstraction are 20.5 and 21.0 kcal/mol for R1pro-S1 and R1pro-
S2, respectively. Hence, they are almost identical to the barriers obtained for QM regions R1pro
and R3cam (20.9 and 22.8 kcal/mol, respectively, see table 4.1). The differences in QM/MM
calculated Mulliken spin densities (Mulliken atomic charges) on the carboxylate oxygens between
the reactive complex and transition state are 0.001 (0.003 e) and 0.000 (0.002 e) for R1pro-S1
and R1pro-S2, respectively. This demonstrates that there is no significant charge transfer to the
carboxylate groups in the transition state, which could account for a selective stabilization of the
transition state with respect to the reactive complex.

On the other hand, the calculated barriers in the gas phase are 25.1 and 24.8 kcal/mol, respec-
tively. The increased spin densities and decreased atomic charges indicate that the localization
of electronic charge on the carboxylate groups is unfavourable in the gas phase. For R1pro-S1,
where there is no stabilization of the negative charge on the carboxylate group, the total spin den-
sity on the propionate oxygen atoms is (RC/)$8.902/0.868 while the total Mulliken charge is
(RCITSy) -1.927/-1.944. Hence, there is significantly less electron density on these groups as
compared to the QM/MM calculations. In R1pro-S2, the H-bonds provided by the arginine side
chain group account for a smaller unpaired spin densitiy of (RE)T85512/0.482 and higher
electronic charge of -2.099/-2.115 on this group of atoms. The loss of the polarizing environment
in the gas phase calculations indeed increases the energy of the transition state more than that of
the reactive complex, resulting in higher calculated barriers. However, this effect is not present in
the QM/MM calculations: Qualitatively the same barriers are retrieved for all QM regions R1pro,
R3cam, R1pro-S1 and R1pro-S2&. regardless of the inclusion of the propionate side chains.
Hence, the higher barriers of approximately 25 kcal/mol in the gas phase for the QM systems
R1pro-S1 and R1pro-S2 are obviously an artifact of the lacking polarizing environment in these
calculations. In summary, the inclusion of the propionate side chains into the QM region does not
affect the results obtained at the QM/MM level, but leads to inconsistent results for the isolated
gas phase species.

Zero-point vibrational corrections

Vibrational energies of the reactive complex and the transition staieWee obtained from
frequency calculations of the isolated species in the gas phase using QM region R1 and basis
B1, for the?A as well as theA state. These calculations predict that the zero-point energy (ZPE)
decreases by 4.3 kcal/mol and 4.1 kcal/mol, in the LS and HS states, respectively, when going from
the reactive complex to the transition state. This loss of vibrational energy can be rationalized by
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Figure 4.6: Optimized geometries (B3LYP/SV(P)) of the model compound in the reactive complex
16 and the transition state 16-TS. Distances in A, angles (oblique numbers) in degree.

the fact that the energy of the C—H vibration of #fie — H?_ bond in the reactant is missing in
the transition state.

Inclusion of zero-point energy leads to barriers of (LS/HS) 15.2/15.4 kcal/mol for the gas phase
reaction. It is reasonable to assume that the effect is analogous in the enzyme environment, be-
cause it is mainly due to the loss of the C—H vibrational energy within the substrate. Applying the
gas phase ZPE correction to the QM/MM calculated activation energies yields estimates for the
barriers of (LS/HS) 15.2/16.5 kcal/mol at the R1pro/B1 level and (LS/HS) 16.8/17.7 kcal/mol at
the R3cam/B4 level.

QM calibration study

The QM calibration study served to explore the intrinsic accuracy of the DFT method in de-
scribing the H-abstraction barrier and employed the simplified molecular model depicted in fig-
ure 4.3. A closely related nonheme"FeO complex has recently been characterized by X-ray
crystallography [208]. This complex, [Fe(O)(TMC)(NCt (TMC = 1,4,5,11-tetramethyl-
1,4,8,11-tetraazacyclotetradecane), features a Fe—O bond length of 1;§aﬁé$jour equatorial
amino-ligands with an average Fe—N bond distance of 2094 close agreement with the opti-
mized geometry calculated f&6. The electronic ground state of the cationic ferryl complex is a
triplet (S = 1) with two unpaired electrons occupying d=p orbitals, and hence isoelectronic to

the ferryl oxene moiety in Cpd I. The B3LYP/SV(P) optimized geometries and selected geometric
parameters of the model reactive compl&and transition stat&é6-TS are shown in figure 6.2.

Subsequent to the full geometry optimizations, single point calculations using different density
functionals and basis sets were performed. The results are summarized in table 4.5. The B3LYP
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calculated barriers with basis sets B1 and B4 are 22.7 and 19.5 kcal/mol, respectively. They are
close to the barriers obtained for the full systems (R1pro/B1; $9.5 kcal/mol both fofA and
A state). This underscores the fact that the chosen simple model is realistic.

Applying different density functionals with the same large basis set (AE1, 508 basis functions)
yields activation energies ranging from 25.2 kcal/mol (BLYP) to 15.1 kcal/mol (PBEOQ). The pure
GGA functionals BP86 and BLYP give the highest barriers of 22.4 and 25.2 kcal/mol, respectively.
The admixture of exact exchange apparently reduces the barrier. Hence, the B3LYP and B97
functionals which both contain 20% exact exchange predict barriers of 19.5 and 20.1 kcal/mol,
respectively. The smallest barrier is obtained with the PBEO functional, containing 25% exact
exchange.

Table 4.5: Activation energies [kcal/mol] for H-abstraction in the model system (see figure 4.3) for
different density functionals and basis sets.

Different density functionals, basis AE1

BP86 BLYP B3LYP B97 PBEO
22.4 25.2 19.5 20.1 15.1
Different basis sets, B3LYP density functional
Bl B4 SV SVP TZVP AE2
22.7 19.5 25.4 21.7 21.4 19.3

@ AE1: Fe Wachters all electron [8s7p4d1f] + cc-pVTZ on others (508 basis functions).
b AE2: Fe:Wachters[8s7p4dif], others:cc-pVQZ without g functions (892 basis functions).

The barriers calculated with the B3LYP density functional and different basis sets exhibit a clear
trend. The simple doublé-quality basis sets give the highest barriers (SV: 25.4 kcal/mol, B1:
22.7). The addition of polarization and/or diffuse functions reduces the relative energy by 3-4
kcal/mol (SVP: 21.7 kcal/mol, B4: 19.5 kcal/mol), whereas an increased flexibility in the valence
region has only a minor effect (TZVP: 21.4 kcal/mol). The largest basis set AE2 which employs
a Wachters basis for iron with additional f-polarization functions and a quad(updesis set with
polarization up to f-functions on the other atoms (892 basis functions total) gives a barrier of 19.3
kcal/mol. One may thus conclude that basis B4, that is also used in the studies on the full system,
provides essentially converged B3LYP results with respect to basis set size.

Conclusion

The results presented in the preceeding sections lead to the following conclusions: (i) The QM/MM
calculated barrier for hydrogen abstraction is not affected significantly by an extension of the QM
regions onto the propionate side chains of the heme. The results obtained with QM regions R1pro
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and R3cam are thus reliable. Larger QM regions including the propionate side chains give in-
consistent results if only the isolated gas phase systems are considered. (ii) Accounting for ZPE
corrections obtained at the R1pro/B1 level for the isolated gas phase species lowers the calculated
barriers byca. 4 kcal/mol. This large effect can be understood on the basis of the vibrational
energy of one C—H bond that is being lost in the transition state. (iii) The calculated barrier is very
sensitive to the choice of the density functional: we observe variationa.atO kcal/mol. The

basis set B4 provides B3LYP results close to the basis set limit.

Tunneling effects may be expected to further lower the effective barrier. For example, Truhlar,
Gao and coworkers applied variational transition state theory with explicit treatment of quantum
mechanical tunneling to the proton-abstraction catalyzed by enolase and methylamine dehydro-
genase, and the hydride-transfer reactions catalyzed by liver alcohol dehydrogenase and xylose
isomerase [209]. They found that tunneling reduces the barriers by 0.3, 2.4, 0.8, and 1.1 kcal/mol,
respectively. Since the H-abstraction studied in the present work represents a comparable situ-
ation, one may expect a reduction of the observed barrier for H-activation on the order of 0-3
kcal/mol through tunneling effects.

4.3.2 The Hydroxo Intermediate

QM/MM geometry optimizations at the R1pro/Bl level that were started from the PES scans
described in section 4.3.1 at short distances r+D) lead to the intermediate speci&s This

system has been identified in previous gas phase DFT calculations [25, 64—-68, 73—78,210] as an
iron-hydroxo complex and the loosely coordinated substrate radical, nascent from the hydrogen
abstraction.

The intermediate clusté® is characterized by four MOs with similar energy, hosting a total of
five electrons. This electronic situation is schematically depicted in figure 4.7. Two of these MOs
consist of the two g and d, orbitals of the iron atom, mixing with the oxygen pnd g or-

bitals. The third orbital is the mixed porphyrin; and p.(S) orbital discussed in chapter 3, while

the fourth orbital is a p-type orbital mainly localized at the &om of camphor. This orbital is
denoted)(C?) in the following. As a consequence of this near-degeneracy of orbitals, there are
several low-lying electronic states. Essentially, two electronic configurations, shown in figure 4.7,
are relevant to the representation of the ground state. In the first, one of the three unpaired elec-
trons is mainly localized at the iron center (and delocalized on the coordinating oxygen), another
one, in thea,,/p,(S) orbital, is delocalized over the porphyrin and thiolate ligand, and the third
one occupies the(C®) orbital. This electronic structure corresponds to iron being in the formal
oxidation statdIl (see figure 4.7). As discussed previously [210], a second electromer with a
low energy exists that has two unpaired electrons in d-orbitals of iron and the third ¢(€&°in
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Figure 4.7: The hydroxo intermediate 8: orbitals and occupations. The electron spin symbol in
parantheses denotes the corresponding LS configuration.

In this species, the formal oxidation state of irorl¥s and there is only residual unpaired spin
density on porphyrin and sulfur ligands (see figure 4.7).

Another (UKS broken symmetry) determinant with a different electronic configuration also gives
rise to an energetically low-lying Fé electromer with doublet multiplicity. This determinant

has a spin-upd) electron in the porphyrina,,-type orbital and a spin-dowrBj electron in the
¢-orbital centered on Cof camphor. We have performed QM/MM optimizations on this species
using QM region R3 and basis B4 and found it to be higher in energy by 0.36 kcal/mol as com-
pared to the P& LS species discussed above and shown in figure 4.7. The optimized geometries
of the two systems are virtually identical. Because the configuration displayed in figure 4.7 gives
the lower energy it is apparently better suited to describe tHé IF® ground state and all calcu-
lations reported here on this state employed this configuration.

We have also performed geometry optimizations of the se&tet /2) state on the R1pro/B1
level. The optimized species is higher in energy by 6—7 kcal/mol as compared to the two energet-
ically close-lying doublet and quartet states and thus is not considered further at this stage.

The Fé!' and Fé" electromers were optimized in their LS and HS states respectively. The result-
ing relative energies are given in table 4.6. Relevant geometry data are listed in table 4.7, while
unpaired spin densities are summarized in table 4.8. Again, we compare the QM/MM results at
the R1pro/Bl level to the analogous isolated system in the gas phase. To qualitatively explore
the nature of the lowest electronically excited states in each species, we have carried out time-
dependent DFT (TDDFT) calculations for QM region R1 and basis B1. The TDDFT excitations
were calculated both for the system in the enzyme environmen) €hd the isolated gas phase
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Table 4.6: Relative energies [kcal/mol] of electromers of the hydroxo intermediate 8.

Rlpro/B1  R3cam/B4
LS HS LS HS
Fell  pOM/MM(p by a 0 0.86 0 1.08

EQ(p p) b 0O 081 0 1.09

EQI(p, g) 0 056 - - R>/R'

EM (g, g) 0 0.89 - - H T HG
FV EOM/MM(p pya 112 196 2.55 328 = fend

E™(p,p)” 1.29 155 3.07 3.43 é\R"

EM(p,g) ¢ -2.28 -1.73 - -

EQ(g g)d 254 -208 - -

@ QM/MM energy difference.? QM contribution to the QM/MM energy difference’. Energy differences of the
isolates species in the gas phase at the protein georfi&nergy differences of the isolated species optimized in the
gas phase.

species (8,). The S, TDDFT calculations are based on geometries optimized at the QM/MM
(R1pro/B1l) level in the protein environment. The electron densities that enter the TDDFT cal-
culations have been determined in the presence of the polarizing point charge field representing
the surrounding enzyme. The gas phase excitatiops) (@e calculated at the geometry fully
optimized in the gas phase. Apart from yielding information about the excited states, these calcu-
lations also served to confirm the stability of the UKS determinants used to describe the ground
state. Table 4.9 and 4.10 list the calculated excitations below 1 eV in the HS and LS states,
respectively.

The relative energies presented in table 4.6 reveal that theael F&¥ electromers are close in
energy. Generally, the LS states are slightly preferred over the analogous HS states. QM/MM cal-
culations at the R1pro/B1 level predict the'Fetate to be the ground state, with the \Fstate ly-

ing only (LS/HS) 1.12/1.10 kcal/mol higher in energy. When the larger QM region R3cam is used,
the gap is somewhat increased (2.55/2.20 kcal/mol). The dominant contributions to this small
energy differences come from the QM calculation (R1pro/B1l: 1.29/0.75 kcal/mol; R3cam/B4:
3.07/2.34). Interestingly, the ordering of the states is reversed in the gas phase: Without polariz-
ing point charge environment (S), the Fé" electromer is more stable than thé''Fepecies by
(LS/HS) 2.28/2.29 kcal/mol. As is obvious from the data in table 4.6, geometry optimization in
the gas phase (S) has only a minor effect on the relative energies df'Res. the FéV state. It

is thus the polarizing effect of the enzyme environment that stabilizes tHeekectromer. This
finding is in accord with DFT model calculations by Filatewal. [210], who demonstrated that

a polarizing continuum environment stabilizes thé'Heorphyrin radical ration state. This effect
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was attributed to the larger dipole moment of the latter as compared to'thepezies.

Table 4.7: Selected structural data for hydroxo intermediate 8. Distances in A, angles in degree.

QM/MM Gas phase
Rilpro/B1l R3cam/B4 Rlpro/B1l
LS HS LS HS LS HS

Fl 1o 1.823 1.818 1.821 1.812 1.820 1.813
I'Fe—S 2497 2495 2433 2456 2474 2.445
ro-H 0.989 0.990 0.971 0.973 0.986 0.985
rc—o 2980 3.028 3.117 3.154 3.190 3.310
Ofe—0—n 1115 1123 109.0 111.0 1118 112.2 R>'/R.
Oc-0-re-n -15.1 -124 -276 -140 -17.3 -10.5 H" Hy
FEV' rreo 1.784 1.793 1.781 1.787 1.796 1.801 —llre(—'”
TFe—S 2454 2445 2414 2405 2.366 2.357 é\R"
ro-H 1.000 0.994 0.982 0.978 0.995 0.990
rc-o 2955 3.001 3.065 3.110 3.041 3.008

OFe—0—n 117.8 116.5 1148 113.6 117.7 117.0
Oc_o-r—n -11.6 -11.8 -122 -96 -41 -11.8

The differences in the electronic structures of thé'Res. the FéV state are also manifest in

the respective optimized structures. Most notably, the bond distances to the axial ligands are
decreased in the Peelectromer. This effect may be rationalized by the smaller Pauli repulsion

of the electrons occupying the Fe—liganthonds with the d/d,, electrons [210].

The dihedral angle G-O—Fe-H determines the relative position of tHea@®m with respect to the

plane spanned by the atoms O—Fe—H. This parameter is important since it indicates from which
position the carbon radical will attack the oxygen atom in the rebound phase. This dihedral angle
is found to be negative, ranging from -10 to -28 degrees in the QM/MM optimized structures.
Hence, there is a clear preference for one conformation, indicating that attack in the rebound step
will occur from one side of the O—Fe—H plane only.

The unpaired spin densities summarized in table 4.8 conform to the electronic structures discussed
above: The Fé&' (F€V) species is typified by a spin density equivalent of approximately one (two)
unpaired electron(s) on the iron center. The results obtained for the isolated species in the gas
phase show little influence of environmental effects for the ease, while the F& electromer
exhibits the expected shift of spin density from the porphyrin ring to the sulfur atom.

The TDDFT calculations reveal several interesting features. Generally, the canonical orbitals
obtained from the HS calculation mix less than those of the LS species and the excitations are
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Table 4.8: Spin densities on selected atoms for the hydroxo intermediate 8.

QM/MM Gas phase
Ri1pro/Bl R3cam/B4 Ri1pro/B1
LS HS LS HS LS HS
Fel  p(0) 0.135 0.219 0.085 0.175 0.094 0.244
p(Fe) 1.020 0.877 1.120 0.905 1.005 0.922
p(S) -0.169 0.151 -0.154 0.142 -0.478 0.443
pe(pory -0.881 0.811 -0.896 0.810 -0.586 0.437
p(C) 0955 1.012 0.876 0.976 0.994 1.034 R>/R-
p(H) 0.001 0.001 -0.006 0.004 0.006 -0.003 H" H
FeY  p(O) 0215 0275 0.236 0250 0260 0.320 == fou
p(Fe) 1.933 1.981 2.042 2122 1830 1.803 é\R"
p(S) -0.117 -0.088 -0.140 -0.116 -0.023 0.035
per(pory -0.119 -0.123 -0.213 -0.217 -0.134 -0.122
p(C) -0.950 0.982 -0.928 0.952 -0.963 0.993
p(H) -0.021 0.029 -0.005 0.017 -0.017 0.018

@ The sum of individual atomic spin densities on the atoms of the porphyrin macrocycle.

thus easier to interpret in terms of MOs in th& case. Table 4.9 lists the excitations in the
“A species below 1 eV together with an analysis of the corresponding transitions. Thé'HS Fe
species exhibits a number of excitations with comparably low energy into the unoccgispigd
spin-orbital. The first excited state (0.45 eV) corresponds tdltiselfur radical, while theA,,
porphyrin cation radical state is obtained at 0.55 eV. dhe— a,, transition gives rise to the
FeV species and dominates the transitions at 0.85 and 0.99 eV. In the gas phdsesutlfier
radical state has a slightly lower excitation energy (0.39 eV), reflecting the lacking stabilization of
charge on the sulfur atom through the polarizing enzyme environment. In contrast, thiate is
calculated at a higher energy in the gas phase (0.82 eV). As discussed above, the global minimum
in the gas phase corresponds to th€'Fate. In line with these findings, excitations giving rise

to the F&¥ speciesd,, — a-,) are calculated at significantly lower energy in the gas phiase,
at0.58 and 0.78 eV.

The lowest excitation calculated for the HS Fepecies is obtained at (enzyme/gas phase) 0.72/-
0.93 eV and is dominated by thig._,» — d, transition. The next higher excited state (0.94/0.99
eV) is characterized by the,, — d, excitation and corresponds to the'fFestate. Regarding
these low excitation energies, interconversion of thé'eed Fé" states is likely under ambient
conditions. Moreover, one may expect some population 8f Hesulfur radical and\ ;,, porphyrin
cation radical states.
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Table 4.9: TDDFT excitation energies (QM region R1, B3LYP, basis B1) for the hydroxo intermedi-
ate in the HS (*A) state. Geometries are optimized at the R1pro/B1 level. Comparison of QM/MM
and gas phase calculations.

species no. El[eV] excitation c?
QM/MM

Fell la 0.45 I6; DPr — Aoy 87
2a 0.55 I6; a1y — agy 88

3a 0.59 g dy, — 7*(porph) 28

B e —dy, 21

4da 0.80 I6; dy2_y2 — m*(porph) 24

I6; dy2_y2 — dy, 18

5} dy, — agy 18

5a 0.85 I6; dy, — agq 67

6a 0.99 16 dyx, — agy 76

FeVv la 0.72 16 dy2_y2 — dy, 51
I6; dy2_y2 — dy, 31

2a 0.94 16 Aoy — dy 88

3a 0.98 Q agy — dj2 83

Gas phase

Fell la 0.39 16 Pr — oy 82
2a 0.58 16 dyx, — agy 45

I6; dy, — dy, 20

3a 0.78 I6; dy, — a9y 38

B dy—dy, 21

4da 0.82 16 a1y — gy 99

5a 0.91 16 dy2_y2 — dy, 43

FeVv la 0.93 I6; dy2_y2 — dy, 37
6 pr—dy 19

2a 0.99 B ay —dy 47

s Pr — dx, 15
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Table 4.10: TDDFT excitation energies (QM region R1, B3LYP, basis B1) for the hydroxo inter-
mediate in the LS (°A) state. Geometries are optimized at the R1pro/B1 level. Comparison of

QM/MM and gas phase calculations.

species  no. E[eV] excitation c?
QM/MM

Fell la 0.47 Q dyy, @ — agy 50
Q@ a1y — agy 29

« Pr — agy 19

2a 0.53 Q@ dyy, @ — agy 47

o Pr — Aoy 31

o a1y — gy 20

3a 0.57 Q@ a1y — Aoy 50

« Pr — Aoy 49

da 0.73 16 dyx, — dy, 54

5a 0.91 16 dy2_y2 — dy, 54

FeV la 0.82 16 dy2_y2 — dpe 75
2a 0.95 16 agy — dy2 91

Gas phase

Fdll la 0.38 «o Pr — Aoy 77
2a 0.43 Q@ ¢, dy, — agy 90

3a 0.74 1G] dy, — dy, 62

4a 0.82 « a1y — Aoy 99

5a 0.94 16 dy2_y2 — dy, 53

FeV la 0.98 I} dy2_y2 — dy, 59
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The TDDFT calculations on the LS states are summarized in table 4.10. Qualitatively, the results
are very similar to the HS case discussed above. For example, the lowest excitations 6f the Fe
species are dominated by transitions into the empdy, spin-orbital. In the enzyme environment,
however, the first transition is dominated by @ d- a,, transition, corresponding to a Fe

type excited state, albeit with another occupation pattern than the one shown in figure 4.7. This
transition also dominates the 2a excitation, but there is also a significant contribution from the
pr — ag, €xcitation, giving rise to the sulfui radical state. The latter transition clearly dominates

the lowest excited state in the gas phase. This emphasizes again the stabilization of electronic
charge on the sulfur atom in the enzyme environment.

The present TDDFT calculations on one hand serve to confirm that the considered configurations
correspond to the electronic ground state of the discussed electromers. This is not a trivial issue,
since in the present system, with high local symmetry and several possible occupations, the present
approach might have converged to unstable solutions of the Kohn—Sham equations. On the other
hand, and more importantly, the calculations demonstrate that several electronic states exist below
1 eV. Thisis due to the presence of nearly degenerate orbitals on both the ligands and the iron atom.
The calculated excitation energies are not regarded as being quantitatively accurate, but they do
indicate that several electronic states may be populated at ambient conditions and contribute to the
reactivity of the system. The consequences of such a multi-state-scenario are yet to be explored.

4.3.3 The Rebound Step

In the second phase of the rebound mechanism — the rebound step — the camphor radical and the
hydroxo complex8 recombine to give the product alcohol comp&xTwo internal coordinates

are relevant to the PES of this process: the dihedral aa@le—Fe—O-H) and the distance ¢°—

O). The true reaction coordinate that conne®tand 9 is a combination of these two internal
coordinates (of the formyr + ¢,0). Since a two dimensional scan is too expensive for the present
level of theory, the PES of the HS and LS state for snapshot 40 have been scanned following both
internal coordinates separately, while fully optimizing all other degrees of freedom. The results
of the scan along €{°-0) for the LS state are shown in figure 4.8a. After the two fragments have
approached each other to a distance of #Q)= 2.67 A, the hydroxyl group flips around the Fe—

O axis such that a free coordination site at the oxygen atom is present for the substrate radical to
attack. Beyond this point the two fragments collapse in an exothermic fashion to give the alcohol
complex9. The highest QM/MM energy obtained from the scan corresponds to a barrier of 1.7
kcal/mol with respect to the hydroxo intermediate. We have performed frequency calculations and
transition state searches starting from this conformation. However, the vibrational analysis gave
no mode with a negative eigenvalue and the transition state searches failed to locate a stationary
point. It is thus likely that the small barrier obtained from the scan is due to a “hysteresis” effect
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of the scan procedure.

We could not carry out a PES scan of the dihedral afg&’-Fe-O-H) on the LS surface How-

ever, when this dihedral was slightly increased manually freifi to —45 degree, free geometry
optimizations directly led to the product complex. This indicates that the process is barrierless
once the OH group has slightly rotated and the oxygen atom becomes accessible for attack by the
substrate radical. Hence, consistent with previous gas phase studies, all our results indicate that
this process has a small — if any — barrier.

Table 4.11: PES scan of the coordinate r(C> — O) on the *A surface, B3LYP/CHARMM, QM region
R1pro, basis set B1. Distance in A, dihedral angle in degree; relative QM/MM energy with QM
and MM contributions in kcal/mol®.

[(C°—0) ©(C’-Fe-O-H) AE(QQM/MM) AE(QM) AE(MM)

3.028 -12.4 0.0 0.0 0.0
2.591 -55.6 6.0 6.1 -0.1
2.517 -56.2 7.5 7.9 -0.4
2.442 -60.8 9.1 9.4 -0.2
2.368 -106.2 -11.9 -16.6 4.7
2.292 -107.0 -15.5 -20.2 4.7
2.217 -108.0 -19.2 -23.9 4.7
2.142 -108.6 -23.3 -28.0 4.7
2.067 -108.3 -27.7 -32.3 4.6
1.992 -108.9 -32.2 -36.9 4.7

@ Reference point is the hydroxo compled),(FE'! electromer?A state.

The scans of the rebound step on the HS surface proved to be complex. Starting from the hydroxo
intermediate8, the scan along the distanc€?0) does not lead to the product, but back to the
reactantsi.e. to Cpd | and camphor. This is because the unconstrained dihedral@(@jleFe—

O-H) is still close to the initial configuration (as in the hydroxo intermed®jsuch that the scan

along the distance ¢°—0) leads to an approach of the carbon-centered radical and the hydrogen
atom of the hydroxo group. In effect, this scan crosses the transition state for H-abstractipn (TS
and reaches the initial reactants. On the other hand, following the dihedraka(@jleFe—O—H)

simply gave the two dissociated fragments (the camphoryl radical and‘théydroxo complex),

with a relative energy approximately 4 kcal/mol above the interme@idtne of the two internal
coordinates alone thus leads to the product, and a linear combination of the two seems to be
required to describe the desired process. To circumvent expensive two-dimensional scans, one of

3Due to technical limitations of the HDLC optimizer it was not possible to constrain the internal coordinate
corresponding to the dihedral angdéC°-Fe-O-H) at all points along the scan.
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Figure 4.8: PES scan of the coordinate r(C> — O), B3LYP/CHARMM, QM region R1pro,
basis set B1 (see text).
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Figure 4.9: Transition mode for the rebound step on the *A surface (TSg) from B3LYP/CHARMM
calculations (QM region R1pro, basis B1).

the steps of the scan along the dihedral coordinate, in which the hydroxo group has already rotated
and a free site on oxygen for the attack of the camphoryl is present, was chosen as the starting
point for a subsequent scan of th€tO)-coordinate. The resulting energy profile of this scan

is shown in figure 4.8b. Table 4.11 lists the QM/MM energy with QM and MM contributions,
and the dihedral angle(C°—Fe—O-H) as a function of the constraint distanc€t¢0). The scan

was started from the structure with a distan€&®+0) = 2.591 A and ©(C’—Fe—O-H) = —55.6
degrees, which is 6 kcal/mol higher in energy than the hydroxo intermegliaiée point with

the highest energy occurs a€f-0) = 2.442 A and ©(C’—Fe—O-H) = —60.8 degrees and is 9
kcal/mol aboves. Beyond that point the energy drops sharply and the dihedral &{gie-Fe—O—

H®) remains constant at approximatelyl07 degrees. Free geometry optimizations starting from
such conformations yield the product compxAgain all relative QM/MM energies are clearly
dominated by the QM contributions (see figures 4.8a and 4.8b).

Table 4.12: Selected structural data for the rebound transition state (TSg), QM region R1pro,
basis B1. Distances in A, angles in degree.

QM/MM @ Gas phase

TSk r'e_o 2.401 2.863
IFe O 1.917 1.852 R m
I'Fe_s 2.607 2.406 H'>< ‘*(lyH
ro_n 0.981 0.984 —_— Te<—'”
Ore—_0—1 105.3 111.5 Sepn
Oc_0_Fe_n -103.3 -171.5

@ B3LYP/CHARMM optimization in the enzyme environmeAtB3LYP optimization in the gas phase.

Starting optimizations from the highest energy point of the scan (figure 4.11b), we have suc-
cesfully located the transition state for rebound on the H§ géurface. This species was fully
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optimized using QM region R1 and basis set B1. The calculated transition mode with a nega-
tive eigenvalue of 92i cm corresponds to a coupled motion of the O atom approachigC
pyramidalization at the carbon radical centér &d a rotation of the OH group around the Fe-O
axis. A plot of this mode is shown in figure 4.9. The QM/MM barrier at the R1pro/B1 level is 9.9
kcal/mol with respect to the corresponding hydroxo intermediatied!! electromer, HS state),

and is clearly dominated by the QM contributions (9.08 kcal/mol). The transition state thus lies
24.9 kcal/mol (QM/MM) above the reactive comple® @nd hence is the point of maximum po-
tential energy in the overall HS rebound pathway. This has obvious consequences for the stability
of the intermediate radicals on the HS surfasethose on the LS surface, as shall be discussed in
detail at the end of this chapter.

Table 4.13: Spin densities on selected atoms for the rebound transition state (TSg), QM region
R1pro, basis B1.

QM/MM @ Gas phase
TSk p(O) -0.088 0.146
p(Fe) 1.433 2.092 RyR‘
o(S) 0.222 0.022 w ot
per(pOTY 0.689 -0.135 — %ﬁ—'“
o(C) 0.803 0.924 Seq
p(H) 0.009 0.009

@ B3LYP/CHARMM optimization in the enzyme environmeritB3LYP optimization in the gas phasé.p,(por)
denotes the sum of individual atomic spin densities on the atoms of the porphyrin macrocycle.

The relevant structural features of § &re summarized in table 4.12, while table 4.13 gives
unpaired spin densities. It is interesting to note that the bonds to the axial ligands are signifi-
cantly elongated in Tgas compared t8; the Fe—O and Fe—S bond lengths in these species are
1.917A vs. 1.818A (Fe-0) and 2.60A vs. 2.495} (Fe-S), respectively. This elongation is
indicative of the occupation of the irat)- orbital, which makes the dominant contribution to the
antibondings™* orbital lying along the O—Fe—-S axis. As can be seen from the spin densities in
table 4.13, the transition state is of'Fenature. Hence, this species is electronically equivalent

to the lowest hydroxo complex and there is a smooth electronic transition between these species
along the lowest energy reactive pathway.

In contrast to the relatively large rebound barrier obtained in the protein environment, single point
calculations at the protein geometry in the gas phése)(yield a significantly smaller value of

3.63 kcal/mol with respect to the lowest HS hydroxo spe8ie$his shows that there is a large
electronic effect of the protein environment on the transition state, and consequently, that the
potential energy surface might be fundamentally different in the gas phase. Indeed, all attempts to



4.3. RESULTS 91

E [kcal/mol]
10 I I I

w w
QM energy —e—

0r _|
210 |

-20

T
|

30 b |

-40 -

50 B |

-60 | | | |
1.5 2 2.5 3 3.5

rc—o [4]

Figure 4.10: PES scan of the coordinate r(C> — O) in the gas phase, B3LYP, QM region R1pro
basis set B1. Reference point is the energy at r(C5 — 0) = 3.7 A.

directly optimize the transition state in the gas phase starting from this geometry failed, indicating
that the isolated QM system is rather far away from the transition state region. Previous DFT
studies on different model compounds have characterized the rebound transition state in the gas
phase [25,65,211]. In the most recent of these studies [25], Kamachi and Yoshizawa investigated
a gas phase model including full camphor and a methylthiolate ligated iron-porphyrin. They found
a barrier of 3.3 kcal/mol for this process on the HS surface, and an optimized C-O bond length
of 2.555A. Because this is rather different from the value of 2.40bbtained in the present
QM/MM calculations, we have carried out a potential energy scan in the gas phase at the B3LYP
level with basis set B1. To this end, the distance’+Q) was constrained at values ranging from
3.7Ato 1.2A, while all other internal degrees of freedom were fully relaxed. The resulting energy
profile is shown in figure 4.10. In contrast to previous gas phase studies, the present calculations
do not predict a barrier in the range 222< r(C°-0) < 2.6 A. Instead, consecutive transition
state searches located a saddle point at+QJ = 2.863A, with a low imaginary frequency (40i
cm™1), indicative of a very flat potential energy surface at this point. This transition state is 3.72
kcal/mol above the & hydroxo intermediat&, discussed above. However, by further increasing

the distance r(&-O) from this point, we arrived at another conformation of the hydroxo species,
which is only 1.68 kcal/mol below the transition state. This conformation is typified by a dihedral
angle©¢_o_r._pu Of nearly 180 degrees, which shows that the relative orientation of the attacking
carbon radical and the hydroxo group at the iron-complex is very different from that found in the
gas phase for the hydroxo intermedia®-(o_r._n = —12 degrees), as well as from that of the

TS structure optimized in the enzyme environment by QM/MM calculatiéns (_r._y = —103
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degrees). Similar observations were made by Ogkdral. [65] in gas phase model calculations
using methane as substrate for hydroxylation: the transition state for rebound found in this study
does not directly link the product with the energetically lowest hydroxo intermediate, but with
an energetically less favourable conformation (“rebound cluster”), in which the dihedral angle
Oc_o_re_n IS 180 degrees.

The transition state found in the present study in the gas phase is qualitatively different from the
species obtained in the enzyme environment by QM/MM optimizations, which confirms that the
protein exerts a strong influence on the conformation and energetics along the rebound pathway in
our calculations. The transition structure in the enzyme is more compact, with a distane®)(C

of 2.401A, as opposed to 2.86& in the gas phase. Importantly, the electronic structures are
also different, as can be seen from the spin densities in table 4.13: the transition staté'is a Fe
species in the gas phase and d'Fpecies in the protein environment. In summary, the gas phase
calculations at the R1pro/B1 level (using propane as the substrate) give a transition structure that is
energetically, electronically, and structurally different from the QM/MM result, which emphasizes
again the advantage of going beyond isolated molecule calculations. As a note of caution, it is
stressed that we cannot strictly rule out the presence of another rebound transition state in the gas
phase, which might be more similar to the QM/MM situation, but was not found by the procedure
outlined above. Future investigations will have to employ two-dimensional PES scans, in order to
provide a definitive characterization of the possible rebound pathways in the gas phase.

Further QM/MM studies could address the significance of the leéectromer to the rebound
process in the enzyme environment. Although the corresponding reactant sttdy&mxo
intermediate8) was found to lie 1 — 3 kcal/mol higher in energy than thé'Fsate (see table 4.6)
and is consequently much less populated, the overall barrier on the&ential energy surface
could still be lower, thereby giving rise to a competitive rebound pathway.

4.3.4 The Product Complex

(Collaboration of Dr. Hai Lin and J.C.S who contributed equally to this wprk.

The product complex obtained in the catalytic transformation contaiesobydroxycamphor
coordinated to the heme iron ato®).( X-ray [212] and EPR [13, 213] data for this system are
available. UV-VIS and EPR measurements [212, 213], indicate that a mixture of LS and HS
species is present, with the LS species being predominant. According to detailed low temperature
ENDOR studies at 200 K [13] product formation occurs through three distinct hydroxycamphor-
bound product conformations. The authors suggest that the immediate product after hydroxylation
involves a more or less normal Fe-O distameQ(A) and that the heme pocket then relaxes in

two detectable steps to accommodate the longer Fe—O bond ok 2tbat is found in the crystal
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structure [212]. The long Fe—O bond in the equilibrium state is thought to be a compromise
between the favourable Fe—O interactions on one hand, and the unfavourable desolvation of the
polar hydroxy group in the nonpolar protein pocket on the other hand.

We have performed geometry optimizations both for the full system (QM/MM) and the isolated
species (QM) starting from different structures:

1. from the optimized geometries obtained in the scan of the rebound step of the LS state (as
discussed above) at the R1pro/B1 and the R3cam/B4 level.

2. from the X-ray structure reported by Poukdsal.[212] at the R1pro/B1l and the R3cam/B1
level.

Starting from the Rebound Scan

In line with the experimental findings [13], free geometry optimizations at the R1pro/B1 level
starting from the last steps of the rebound scan on the LS surface lead to a structure with a rela-
tively short Fe—O distance of 2.2 that is identified as the product hydroxycamphor complex.
This species is denotélLS1. On the HS surface, the Fe—O interaction is repulsive, because an
unpaired electron occupiessd molecular orbital of the associated bond. Hence, the conforma-
tion with the short Fe—O distan®LS1 is unstable on the HS surface and geometry optimizations
for this state lead to another minimum conformat®RS, which exhibits a significantly longer
Fe—O distance of 2.84&. In this species, the Fe—O bond is essentially broken, leaving a penta-
coordinated iron center. Camphor is still loosely attached to the eareehydrogen bond from

the hydroxy proton to one of the pyrrole nitrogens of the porphyrine macrocycle. Starting from
this geometry, we have located a corresponding minirBein$2 on the LS surface with similar
geometrical features, most notably also with a broken Fe—O bond (the Fe—O distance &)2.819

Of these three structures, the HS minim@+HS has the lowest relative QM/MM energy; it is ap-
proximately 5 kcal/mol more stable than the two LS species that are nearly isoenergetic (see table
4.14). It is well known that the substrate complex (camgPéBQ.,,,) with a pentacoordinated

iron atom also has a HS ground state, whereas the LS state is preferred in hexacoordinated iron
systems as in the resting state, an aquaferriheme complex.

We have re-optimized the structures obtained at the R1pro/B1 level with the larger QM region
R3cam and basis set B4. These relative energies are also given in table 4.14 for the complexes
9-HS,9-LS1, and®-LS2 and include relative QM/MM energies, QM contributions to the QM/MM
energies, QM energies in the gas phase at the protein geometry, and QM energies after optimiza-
tion in the gas phase. The key geometric features of these systems are summarized in table 4.15,
while spin densities are compared in table 4.16.
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Table 4.14: Relative energies [kcal/mol] of product complexes 9 obtained from the PES scans®.

Rlpro/Bl R3cam/B4

9-HS EOM/MM (1 1) b 0 0
EM(p,p)© 0 0
E™(p,g) ¢ 0 -
EM(g,g) 0 -
9-LS1 EOM/MM (1 1) b 4.87 6.38 R R
EM(p, p)© 4.96 7.92 H'y\cer
EM(p, g) ¢ -0.57 - — o=
EM(g o) © -5.16 - S<qu
9-LS2 EOM/MM (1 1) b 5.18 2.65
EM(p, p)© 8.11 5.13
EM(p, g) 4 - -
EM(g,g) - -

@ 9-HS: the product complex in the HSA) state; 9-LS1: the product complex in the LSA) state as obtained
when starting optimizations from the rebound PES sc8#sS2: the product complex in the LS state as obtained
when starting optimizations from the HS minimuSKS).® QM/MM energy difference QM contribution to the
QM/MM energy differenced Energy differences of the isolated species in the gas phase at the protein geémetry.
Energy differences of the isolated species optimized in the gas phaSenstrained minimization, Fe—-O distance
fixed to 2.262A.
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Table 4.15: Selected structural data for the product complexes 9 obtained from the PES scans®.
Distances in A, angles in degree.

QM/MM Gas phase X-rdy
Rlpro/B1 R3cam/B4 Rlpro/Bl
9-HS rp_0 2.843 3.198 2.450 2.68
I'Fe_§ 2.525 2.467 2.489 2.11
To_H 0.977 0.965 0.979
rc—o 1.482 1.433 1.475
Ore—o—H 83.7 92.0 106.2
Dc_o—re-n -113.7 -122.8 -151.0
TO:Tyr96—0:Cam 2.73 2.68 - 2.72
9-LS1 rp_o 2.262 2.262 2.086 2.68
I'Fe_§ 2.392 2.310 2.297 2.11
ro—H 0.976 0.967 0.976 R R
re_o 1.499 1.461 1.482 H'x?/“
OFe—0—H 97.5 104.6 112.5 - ||:e—
D¢ 0-_Fe_n -130.4 -137.3 -162.8 Ssgr
T0/Tyr96—0:Cam 2.83 2.8t - 272
9-LS2 rpe_o 2.819 3.211 - 2.68
I'FeS 2.371 2.277 - 2.11
rO—H 0.981 0.965 -
rc—o 1.484 1.434 -
OFe—0—H 68.1 91.2 -
Dc_o—Fe—n -96.7 -122.0 -
2.74 2.68 - 2.72

TO:Tyr96—0:Cam

@ 9-HS: the product complex in the H$A) state;9-LS1: the product complex in the L3A4) state as obtained when
starting optimizations from the rebound PES sc&@akS2: the product complex in the LS state as obtained when
starting optimizations from the HS minimur@-HS). ? Taken from ref. [212], spin state uncertaifi.Constrained
minimization, Fe—O distance fixed to 2.282
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Regarding the two LS speci®&LS1 and9-LS2, it is instructive to analyze the contributions to

the total QM/MM energy (see table 4.14). In the case of the QM system R1pro, the loss of the
Fe—O binding interaction i8-LS2 accounts for a destabilization=sf3 kcal/mol relative t®-LS1

in the QM contributions. This is, however, compensated by a stabilization of approximately the
same magnitude due to the MM terms, which could be a result of more favourable interactions of
camphor with the pocket. Candidates for these energy contributions are dispersive interactions of
the methyl groups with residues Phe87, Val295, 11e395 and Val396 and the hydrogen bond of the
camphor carbonyl group with Tyr96. In fact, the distance R(O-0O) between the camphor carbonyl
oxygen and the hydroxo oxygen of Tyr96 is significantly shortenenedz(bgk,&) in 9-LS2 (see

also table 4.15).

Table 4.16: Spin densities on selected atoms for the product complex 9 obtained from the PES
scans®.

QM/MM Gas phase
Rlpro/B1 R3cam/B4 R1lpro/B1l
9-HS p(O) 0.010 -0.018 0.016
p(Fe) 2.674 2.740 2.578
o(S) 0.320 0.350 0.447
per(pory 0.001 -0.080 -0.035
9-LS1 p(O) -0.003 -0.014 0.006 R R
o(Fe) 1.254 1.297 1.102 H'K?/H
o(S) -0.158 -0.136 -0.017 - Te—
per(pOry -0.102 -0.148 -0.091 S
9-LS2 p(O) -0.001 -0.007 -
p(Fe) 1.377 1.403 -
o(S) -0.201 -0.167 -
per(pory -0.185 -0.232 -

@ 9-HS: the product complex in the H$A) state;9-LS1: the product complex in the L84) state as obtained when
starting optimizations from the rebound PES sc&hkS2: the product complex in the LS state as obtained when
starting optimizations from the HS minimur@-HS).? The sum of individual atomic spin densities on the atoms of
the porphyrin macrocyclée. Constrained minimization, Fe—O distance fixed to 2.362

The QM/MM calculations with the larger QM region also predict the global minimum to be the
guartet specie®-HS. However, the stability of the dissociated LS comp&x,S2, is enhanced

in comparison to the R1pro/B1 calculations. The relative QM/MM energies of this complex with
respect t®-HS is +3 kcal/mol (R1pro/Bl: +5 kcal/mol). In contrast, the other doublet species,
9-LS1, is found to be unstable: Geometry optimizations of this system lead to a minimum with a
broken Fe—O bond, correspondingxd.S2. It was only possible to compu®el. S1 by imposing
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a distance constraint on the Fe—O bond (2&26aken from the R1pro/B1 optimization). This
species is calculated to lie +6 kcal/mol ab®elS (R1pro/B1: +5 kcal/mol).

The energy data presented in table 4.14 show that the differences between R1pro/B1 and R3cam/B4
results are mainly due to changes in the QM energy contributions: The QM enedgy3df rel-

ative to the global quartet minimum is +8 kcal/mol (R1pro/Bl: +5 kcal/mol), WhileS2 is +5
kcal/mol higher in energy (R1pro/B1: +8 kcal/mol). As mentioned above, there are stabilizing
interactions between camphor and neighboring protein residues in the pocket, which are inten-
sified in the dissociated product complex. In the case of QM system R1pro, which incorporates
only a small part of camphor, this is mirrored by the MM contributions, which stal®iz&2

relative to9-LS1. On the other hand, the larger QM region R3cam includes the whole camphor
molecule, thus the net energy gain upon dissociation is now apparent from the QM contributions.
This QM stabilization energy apparently over-compensates the loss of Fe—O binding energy, thus
the dissociated product is now clearly preferred. We attribute this stabilization mainly to elec-
trostatic interactions between camphor and MM atoms of the environment. The most prominent
interaction of this type is certainly the Tyr96—camphor hydrogen bond; indeed the shortest dis-
tancesro.ryro6-0:cam Of 2.68A are found in the dissociated complexes at the R3cam/B4 level.
More detailed studies on the product dissociation will be presented in the following section.

A comparison of the QM/MM results with the QM results obtained at the R1pro/B1 level for the
isolated gas phase system reveals that the enyzme environment has a distinct effect on the HS
and LS product species. In accord with previous DFT model studies [65], the relative energies
presented in table 4.14 show that the LS com@&xS1 is the lowest minimum in the gas phase.

It is calculated to be more stable than the HS minimum by 5 kcal/mol. Hence, the ordering of spin
states is reversed in the gas phase as compared to the situation in the enzyme environment. One
explanation for this finding is offered by the geometry data given in table 4.15. The optimized
Fe—O bond distances in the gas phase9af§/9-LS1) 2.450/2.086A are significantly shorter

than in the protein (2.843/2.26%) so that the repulsive Fe—O interactions (present only irtghe

state) cause a significant destabilization of the HS with respect to the LS species in the gas phase.
Another factor becomes obvious upon inspection of the calculated relative energies of the species
in the gas phase at the geometry optimized in the protein environi®ignt (n this situation the

LS and HS states are approximately isoenergetic, with the LS state 0.57 kcal/mol below the HS
state. This demonstrates that the enzyme environment stabilizes the HS species through electronic
polarization of the QM part, by as much as 5.5 kcal/mol.

Starting from the X-ray conformation

The QM/MM calculations presented above indicate that the global minimum of the product com-
plex 9 corresponds to the HS struct®eHS. However, experimental studies [212, 213] suggest
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that9 is predominantly in the LS state. Due to the high dimensionality of the PES in the enzyme
environment, we cannot strictly rule out the existence of another, global LS minimum. To check
the state ordering obtained from the QM/MM calculations discussed above, we réplaeed-
ordinates of the camphor molecule and the oxo atom in the simulated structure (snap 40) with the
coordinates of ®exahydroxocamphor taken from the crystal structure (PDB code: 1NOO) [212].
The relative orientation of the substrate with respect to the porphyrin plane changes with the re-
placement, however the hydrogen-bond between the substrate and the Tyr96 residue is retained.
The resulting structure of the product complex was optimized in both gas phase (QM) and pro-
tein/solvent environment (QM/MM). Only the B1 basis set was employed in combination with
QM regions R1pro and R3cam.

Table 4.17 lists the results obtained from geometry optimizations with QM region R1pro. The LS
minimum found in this study exhibits a Fe—O distance of 2. 8102 the enzyme environment,

in close agreement with the structt®e-S1 (1o = 2.262A). Likewise, the HS minimum is
characterized by a long Fe—O distance of 2. A5mhdicative of an essentially broken Fe—O bond.

The relative energies at the QM/MM level predict the quartet minimum to lie 4 kcal/mol below
the doublet species, again in agreement with the energy separation of 5 kcal/mol discussed above.
This order is changed if the isolated gas phase species are considered: single point calculations in
the gas phase at the protein geome#ty,{ favour the LS by 0.8 kcal/mol over the HS structure.
Optimizing the systems in the gas phase leads to a gap of 3 kcal/mol with the LS state being the
ground state. Qualitatively the same results are obtained from geometry optimizations employing
the larger QM region R3cam [214].

Table 4.17: Selected structural data and relative energies of the product complexes 9 obtained
from optimizations starting from the X-ray conformation®. Distances in A, angles in degree.

QM/MM optimized geometries (S3,) Relative energies
Parameter HS LS Energy HS LS
I'Fe—0 2.753 22120 EQW/MM(p pya 0 3.57
TFe_S 2.527 2.388 EM(p,p)? 0 4.31
rc_o 1.483 1.506) EM(p,g)° 0 -0.83
OFe—0—_H 86.9 99.7| EWM(g g)¢ 0 -3.20

2 QM region R1pro, basis set B1; initial coordinates of heme and camphor taken from the X-ray structure with PDB
code 1INOO [212].

4 The structures were aligned using a least squares fit, taking five atoms in the porphyrine (Fe, NA, NB, NC, and
ND) as reference.
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Conclusion

In summary, the QM/MM calculations on the product com@érdicate that the system reaches

the product state on the LS surface after the nearly barrierless rebound step. The initial prod-
uct state corresponds to a species with a relatively short Fe—O dis&h&4. (). This minimum

is, however, not a thermodynamic sink: another structure on the LS surface is isoenergetic or
lower in energy 9-LS2), where the hydroxycamphor is detached from the heme, leaving a pen-
tacoordinated iron. The loss of the Fe—O binding energy is compensated by more favourable
interactions of hydroxycamphor with the pocketg, a stronger hydrogen bond between Tyr96
and the carbonyl group of the substrate. As expected for a pentacoordinated iron system, the HS
state is energetically lower at this conformati®HS). Moreover, as shown by the comparative
gas phase and QM/MM calculations, the polarizing effect of the enzyme environment stabilizes
the HS with respect to the LS state by polarization of the electron density in the QM calculation.
The QM/MM optimizations did not locate a minimum on the LS surface that has a lower energy
than the dissociated product comp®KS, even when starting from a conformation derived from

the experimental structure of the product complex [212].

4.3.5 Product Release
(Collaboration of Dr. Hai Lin and J.C.S who contributed equally to this wjprk.

The intriguing differences in the geometries and relative stabilities of the product cothgkex
pending on spin state and environment (gas pkasenzyme) prompted us to further investigate
this issue. Specifically, the following points were addressed:

1. The QM/MM calculations presented in section 4.3.4 indicate that the global minim@m of
corresponds to th&A state at a long distance r(Fe—O). The doublet state exhibits a minimum
with a comparably short Fe—O bond. At what distance r(Fe—0O) is the LS (doublet) state the
ground state, and where is the crossing point of the two spin surfaces?

2. What is the energy cost associated with dissociation of the Fe—O bond, yielding the free
hydroxylated product?

3. At large Fe—O distances, the sextet stéte) (s expected to be comparably low in energy.
What is the relative energy of the sextet state as compared to the doublet and quartet states?

To answer these questions, PES scans of the internal coordinate r(Fe—O) were carried out for
complex9 both in the enzyme and the gas phase. These were done separatelyAn4tAeand
6A states, respectively. The calculations employed QM region R1 and basis set B1, exclusively.

Table 4.18 summarizes the relative QM/MM energies E(QM/MM), and the QM contributions to
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the latter, E(QM), obtained from the scans in the enzyme environment. The potential energy pro-
files for the gas phase scans are given in table 4.19. Plots of the energy profiles obtained from
the scans are depicted in figures 4.11 and 4.12. The reference point in each case is the energy of
the minimum in the’A state. In analogy to section 4.3.4, the starting geometry for the scan was
obtained by replacing the oxygen atom and camphor atoms in the QM/MM optimized structure
(snapshot 40) by the corresponding atoms from the X-ray structure [212] after a superimpaosition
of these two structures. Based on the scanned energy profiles, the Fe—O distances at the crossing
points (entries 2 fotA, “A and 6 for?A, 5A) were estimated and constrained geometry optimiza-
tions at these estimated distances were carried out to confirm the degeneracy of the spin states.

Table 4.18: QM/MM PES scan of the coordinate r(Fe—O) in the 2A, %A, and °A states in the
enzyme environment. Distance in A; QM/MM energy E(QM/MM) and QM contributions E(QM) in
kcal/mol.

E(QM/MM) E(QM)

entry Tr._o 2A A SA ZA A SA

1 2.084 0.42 190 5.5 -0.88 -2.24 3.96
2 2.15% 0.12 0.04 - -0.66 -3.90 -
3 2.235 0.06 -1.41 2.38 -0.49 -437 1.97
4 2.249 0.00 - - 0.00 - -

5 2.385 0.48 -3.11 0.98 0.77 -5.66 1.11
6 2.445 0.72 - 0.70 1.24 - 1.06
7 2.535 1.57 -3.74 0.84 2.60 -548 1.68
8 2.685 1.90 -3.97 0.54 3.26 -5.31 1.86
9 2.753 - -3.97 - - -5.32 -
10 2.832 - - 0.08 - - 154
11 2.835 2.01 -3.89 0.39 3.90 -498 1.81
12 2.984 2.05 -3.83 0.31 4.17 -4.79 1.97
13 3.134 245 -3.58 0.22 444 -4.30 2.24

@ The crossing point ofA and*A QM/MM energy surfaces? From an unconstrained optimization in th& state.
¢ The crossing point ofA and®A QM/MM energy surfaces? From an unconstrained optimization in th& state.
¢ From an unconstrained optimization in th& state.

The minimum structures in the respective spin states were obtained by unconstrained geometry
optimizations from the points of lowest energy along the PES scan. Consistent with the studies
discussed in section 4.3.4, we locate a doublet ground state in the gas phase, with the lowest
quartet and sextet minimum being 3 and 5 kcal/mol higher in energy, respectively. In contrast, the
QM/MM optimizations predict a quartet ground state minimum thaiis4 kcal/mol lower than

the doublet equilibrium structure. Tle= 5/2 state minimum resulting from QM/MM geometry
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optimization has a similar energy as the doublet species, the energy difference being only 0.1
kcal/mol. The sextet equilibrium structure is typified by a long Fe—O distance of 2 974he
QM/MM, and 2.712A in the gas phase QM optimized geometries, respectively.

Table 4.19: QM PES scan of the coordinate r(Fe—O) in the 2A, A, and °A states in the gas phase.
Distance in A; QM energy E(QM) in kcal/mol.

E(QM)

entry TFe—0 2A A 6A

1 1.935 1.47 15.13 15.22
2 2.085 0.00 8.83 9.46
3 2.235 1.61 6.00 8.54
4 2.385 241 5.90 7.55
5 2.535 3.56 5.61 7.57
6 2.685 4.45 5.27 7.22
7 2.835 5.32 5.34 7.12
8 2.984 5.82 541 7.07
9 3.134 6.33 5.48 7.00

In the gas phase scan, the sextet state has the highest energy over the whole range of distances
r(Fe—0O) considered (1.9—3.&1). The doublet state is the ground state for r(Fe@Q,&. At short
distances r(Fe—-0), the quartet and sextet states are higher in energy, by as much as 9 kcal/mol at
the doublet equilibrium Fe-O distance. For r(Fe—O) close to the experimental valtiie),(mé

S = 1/2 state is still 1 and 3 kcal/mol lower than tBe= 3/2 andS = 5/2 states, respectively.

The crossing of the doublet and quartet surfaces occurs at a distance r(Fe—O) of approximately
2.905A (0.19 kcal/mol difference in energy).

The potential energy profiles change significantly upon going from the isolated gas phase species
to the QM/MM system. Most notably, the protein environment stabilizes Ahstate consider-

ably. Hence, this state becomes the ground state for r(Fe2@$ A and it is significantly (4—6
kcal/mol) lower in energy than thé state for r(Fe—O}ZAA. Due to the stabilization of th&A

state, the crossing of doublet and quartet surfaces occurs at a much shorter distance r(Fe—O) of
2.16A - as compared to 2.8 in the gas phase. The crossing point of tleand °A states is
obtained at r(Fe—O} 2.45A, while this crossing is not observed in the gas phase calculations in
the range scanned for r(Fe—0O). It is interesting to note that the potential energy minimum of the
2A state, entry 4 in table 4.18, is close to the crossing point of doublet and quartet surfaces, both
in energetic AE <~ 0.2 kcal/mol) and geometric\r(Fe—O)~ 0.06,&) terms. The energy of the
doublet state increases from the equilibrium structure to 2 kcal/mol at r(Fe-30)34A, hence

the dissociation of the hydroxylated substrate is facile. Consistent with the observations discussed
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Figure 4.11: QM PES scan of the coordinate r(Fe—O) of the product complex 9 in different spin
states in the gas phase (QM region R1pro, basis B1).
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Figure 4.12: QM/MM PES scan of the coordinate r(Fe—O) of the product complex 9 in different
spin states in the enzyme environment (QM region R1pro, basis B1).
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in section 4.3.4, the QM contributions to the QM/MM energy account for the higher energy of the
dissociation products (4 kcal/mol), which is mainly attributed to the loss of Fe—O binding energy.
However, the MM terms that reflect the interactions of the substrate with the protein pocket partly
compensate for this destabilizing effect.

4.4 Discussion

The QM/MM (R1pro/B1) calculated overall energy profile of P450mediated camphor hydrox-
ylation via the hydrogen-abstraction, oxygen-rebound mechanism is shown in figure 4.13. The
computed barrier for hydrogen abstraction is approximately equally high in the LS (doublet) and
HS (quartet) states, with a slightly lower barrier for the LS state. After this initial step, the energy
profiles bifurcate. On the LS surface, the rebound step is predicted to proceed with a very low bar-
rier (< 2 kcal/mol), whereas the HS process exhibits a significant barrier and a genuine transition
state. These findings are consistent with the involvement of a two-state reactivity (TSR) scenario
as proposed by Shait al. on the basis of DFT computations on model compounds [64-68].
Hence, the HS reaction is truly stepwise with a finite lifetime of the substrate radical intermediate
which is loosely bound to the iron-hydroxo compléy.(In contrast, the LS mechanism is effec-
tively concerted with an ultrashort lifetime for the intermediate speigsrecent DFT study on
camphor hydroxylation in the gas phase identified a rebound transition state also for the LS re-
bound process with a barrier of 0.7 kcal/mol [25]. This small activation energy has been attributed
to the rotational barrier of the camphor molecule to a conformation which is best suited for the
rebound reaction. In contrast, the steric constraints in the protein pocket prevent such a rotation
of the substrate in the present QM/MM calculations. Instead, the OH group of the iron-hydroxo
complex has to rotate around the Fe—O axis, such that the C—O interaction becomes possible.

As discussed previously [65, 71], a TSR scenario, as met in the present case, is capable to ex-
plain the results of radical clock experiments by Newcomb and coworkers [10, 11]. As detailed in
section 1.2.4, these measurements seem to exclude the presence of a discrete radical intermediate
and have been interpreted in terms of a nonsynchronous concerted oxygen insertion pathway [63].
The lifetime of the radical intermediate was derived from the inverse of the rate constant of radical
rearrangementk() and the ratiofR /U] of rearrangedR) to unrearranged({) alcohol products

(see section 1.2.4), assuming single-state reactivity (SSR). However, in a two-state reactivity sce-
nario, the rearranged produgtis formed only on the HS surface, while the unrearranged product

is formed on the LS, and, to less extent, also on the HS surface. Hence, th@®Rrdtibis asso-

ciated with the relative yields of the H&. the LS reaction, and not with the radical lifetime as
such [65, 71]. Presupposing a simple TSR scenario, the following expression may be derived [65]
for the ratio of the real lifetime of the radical intermediatg, and the apparent lifetimes,,,
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Figure 4.13: The rebound mechanism — B3LYP/CHARMM (R1pro/B1) computed energy profile of
the overall reaction.

obtained from experiments assuming SSR:
Treal/Tapp = {[U/R](1 + F)}/{[U]/[R] = F};  F = [LS]/[HS]. (4.1)

Here, the quantity” is the relative yield of the LS and the HS reactions. It is thus clear that the
real lifetime of the radicals on the HS surface may be longer than the apparent lifetime, depending
on F. In the present QM/MM calculations, the bond activation barriery(JTiS consistently lower

in the LS than in the HS state, and thuswill be larger than unity. Values foF' of the order

of 10 were reported in the case of allylic hydroxylation when the effect of the protein electric
field and hydrogen bonding were taken into account [36, 211]. It is reasonable to assume that the
situation is similar for the probes employed in the radical clock experiments. As a consequence,
the apparent radical lifetimes will be unrealistically short compared with the real lifetimes. Yet,
future QM/MM investigations will have to deal with the radical clock systems themselves, in order
to model the actual experimental situation and hence make realistic predictions.

In contrast to the present results, recent DFT studies in the gas phase usiag &Ha model of

the proximal ligand and camphor as the substrate [25], predict the barrier for H-abstraction to be
lower in the HS state than in the LS state. It thus seems that th& CHlisrepresents the actual
situation in the enzyme environment. This finding, much the same as the wrong assignment of a
211 sulfur radical ground state [39,41], is probably due to the strong electron donor property of the
CH3S ligand.

The QM/MM barriers for hydrogen abstraction calculated in the present study are 20-22 kcal/mol
(see table 4.1), depending on QM region and basis set. From the R1pro/B1 calculations of the
isolated QM system in the gas phase we obtained activation energies of 20 kcal/mol. These val-
ues are essentially close to the activation energies reported in previous DFT studies in the gas
phase for different Cpd | models and similar substrates R (LSIHS:CH,, 27/27 kcal/mol [65];
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R = CsyHg, 16/19 kcal/mol [77];R = camphor, 20/18 kcal/mol [25]). In close agreement with a
previous study on methane hydroxylation [65], we find that inclusion of ZPE reduces the barrier
by ca. 4 kcal/mol. This effect is due to the loss of the C—H vibrational energy of the bond that is
cleaved in the TS species. Quantum mechanical tunneling may be expected to further reduce the
barrier by up to 3 kcal/mol [209].

Taking into account all these effects and the intrinsic accuracy of the DFT approach, the calcu-
lated barriers for hydrogen abstraction may be extrapolated ta-53 Kcal/mol. This value is
reasonable regarding the experimental findings of Davya@i., who could not detect Cpd | in

the presence of substrate even at temperatures below 200 K.

Since the barriers are obviously not significantly changed in the gas phase as compared to the
enzyme, one might wonder what role the protein environment plays in the present enzymatic re-
action. Another feature discussed in previous theoretical studies in the gas phase is a significant
entropic contribution to the free energy barrier of H-abstraction. Originating in the loss of transla-
tional and rotational degrees of freedom of the substrate in the transition state, this effect accounts
for an increase of the barrier o&. 10 kcal/mol in the case of methane hydroxylation [65]. On the
other hand, in enzyme catalysis, substrate binding is largely entropically driven, by expulsion of
water molecules from the binding pocket. Hence, one role of the protein environment in P450 me-
diated hydroxylation certainly is to absorb the entropic cost of establishing the transition state into
the preceeding step of substrate binding, thus effectively lowering the barrier for H-abstraction. A
clear indication for this effect is the stable conformation representing the reactive complex, where
the substrate and Cpd | are pre-organized in the pocket at a geometry with a linear arrangement
C—-H-0, which is ideally suited for H-abstraction.

Apart from lowering the entropic barrier for H-activation, a second important role of the protein
environment in the overall reaction is to control the access of water to the active site. It is known
that uncoupling of reducing equivalents is enhanced if water has uncontrolled access to the pocket,
if the substrate spends much of its time in the active site at unproductive distances or orientations,
or if the substrate is difficult to oxidize [2, 56, 215]. The third (and most intriguing) effect of

the enzyme environment is the high regio- and stereoselectivity of substrate hydroxylation, which
is probably due to selective constraints and preferences of certain modes of substrate movement
within the active site.

The hydroxo intermediat@ exhibits a number of low-lying electronic states (EeFeV, HS, LS)

that are probably all populated at ambient temperature. The present study demonstrates that the
Fe'l variety is stabilized by polarization and represents the ground state in the enzyme environ-
ment, while the isolated gas phase species are of thetffge. Recent model studies on camphor
hydroxylation found the LS electromer to have'Feharacter, while the HS species was pre-
dicted to have the F€ occupation [25]. All these states can participate in the rebound reaction.
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The consequences of such a multi-state-scenario in terms of the kinetics of the reaction will be
a subject of future investigations. As discussed in section 4.3.3, we find a significant barrier for
the rebound process on the HS surface (9.85 kcal/mol, R1pro/B1). Another factor revealed by the
QM/MM investigations is that the rebound process in the enzyme occurs by OH rotation around
the Fe—O bond. Similar observations were made in a QM/MM study on the methane monooxyge-
nase enzyme [216]. This is contrast to model studies in the gas phase, where the transition mode
is characterized by rotation of the alkyl group about the Fe—O bond [25, 65,77, 211]. Clearly, this
finding is a manifestation of the selective constraints of the protein pocket with respect to substrate
motion. Interestingly, experimental results show that leoith andendehydrogens are abstracted

in camphor hydroxylation, but only thexoproduct is formed [56]. Hence, the directional effect

of the pocket in the rebound step is crucial for the observed stereoselectivity.

The initial LS product alcohol complex formed after the nearly barrierless rebound step is char-
acterized by a relatively short Fe-O bond. This species can undergo Fe-O dissociation and in-
tersystem crossing to give the quartet species. The resulting quartet minimum structure, where
5-exahydroxocamphor is dissociated from the iron center, is stabilized in the enzyme environ-
ment and is calculated at the QM/MM level to lie below all the LS species considered up to now.
The factors that cause the stabilization of the quartet (and to a smaller extent the sextet) state with
respect to the doublet state in the enzyme environment have been studied in the closely related
ferric aguo heme complek, i.e., the resting form of the enzyme. These results are presented
and discussed in detail in chapter 5. In short, this study shows that the polarizing effect of the
protein/solvent environment causes a stabilization of electronic charge on the sulfur atom, which
effectively lowers the energy of the FesS orbital. Since this orbital has to accomodate an un-
paired electron in the HS states but not in the LS state, the former are stabilized significantly — in
the ferric agua complex this accounts for a shiftaf8 kcal/mol with respect to the gas phase.

The work on the resting statealso indicates (see chapter 5) that the B3LYP functional, due to
the admixture of exact exchange, tends to overestimate the stability of the HS states [217, 218].
Exploratory studies using the BLYP functional (without exact exchange) indeed show that the
relative state energies @ are changed by several kcal/mol with regard to the B3LYP results,
leading to a preference for the LS state. Hence, definite conclusions regarding the multiplicity
of the ground state d, and the crossing point of the doublet and quartet surfaces, may be hard
to reach at the DFT level. This issue requires further studies on the baasinitio methods,

which can offer a balanced description of exchange and correlation effects. It should be stressed,
however, that the qualitative (TSR) picture is not changed by these findings, since the product
release is not the rate limiting step of the overall reaction.

During the course of this thesis, QM/MM studies using the same methodology as presented here
were carried out in our group [214] with the aim to characterize a concerted oxygen-insertion
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pathway [63] for camphor hydroxylation. Specifically, these studied employed constrained geom-
etry optimizations at the R1pro/B1 level. The results indicate that the process has high barriers
of approximately 48 and 61 kcal/mol for the LS and HS states, respectively. Moreover, when
the number of geometry constraints was reduced, the structures along the path were found to be
unstable and optimizations led to geometries not related to the reaction. This study thus indicates
that no competitive pathway for the concerted oxygen-insertion pathway is viable in the enzyme
environment. This is in accord with previous gas phase model studies, which reached the same
conclusion [219, 220].

4.5 Conclusions

On the basis of combined QM/MM calculations, the present study provides a complete picture
of the hydrogen-abstraction, oxygen-rebound pathway, by which R4B@ediates the selective
hydroxylation of C—H bonds. Our calculations show that this reaction is typified by TSR, as has
been suggested earlier on the basis of model computations. As such, this mechanism provides
a satisfactory explanation for seemingly contradictory experimental findings, which on one hand
suggested the presence of radical intermediates, but on the other hand yielded unreasonably short
lifetimes for these intermediates.

Comparative QM calculations of model complexes in the gas phase allowed us to investigate the
influence of the protein environment on the catalytic process. We studied a potential mechanism
of electrostatic transition state stabilization, that implies the selective stabilization of the transi-
tion state for hydrogen abstraction by interactions of the propionate side chains of the heme with
neighbouring positively charged protein residues. Our results demonstrate that there is no charge
transfer to the propionate groups, and hence no differential stabilization of the transition state.
The results from a QM calibration study show that the height of the barrier for hydrogen ab-
straction largely depends on the chosen density functional, hence quantitative predictions for this
activation energy are currently beyond the scope of DFT methods. However, by estimating the
effect of zero point energies and tunneling, we arrive at barriers that seem reasonable with regard
to experiments that could not detect Cpd | even at low temperatures (200 K). It is suggested that
the protein promotes the reaction by absorbing the entropic cost that is required to establish the
transition state for hydrogen abstractiaa (10 kcal/mol) into the process of substrate binding,
which is driven by the expulsion of water molecules from the active site and the desolvation of the
hydrophobic substrate.

Our calculations furthermore indicate that substrate motion is hindered in the active site, mainly
by a hydrogen bond of the camphor carbonyl oxygen with Tyr96. The rebound transition state
that is thought to control the stereoselectivity of camphor hydroxylation involves OH rotation, in
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contrast to substrate rotation, as was found in previous model studies.

The comparative QM/MM and QM work further established that the protein environment has an
effect on the stability of redox electromeise( F€'! vs. F€V states, porphyrin cation radices.

sulfur radical states) and the relative energies of different spin states. Thus, it was shown that the
stability of the quartet state in the product complex is largely increased by the polarizing enzyme
environment.



Chapter 5

The Resting State

5.1 Motivation and Background

The ferric resting staté is one of the most thoroughly studied intermediates in the catalytic cycle

of P450 enzymes. As discussed in section 1.2.5, the presence of an axial water ligand in this
species was verified by X-ray diffraction [85], and ENDOR/ESEEM studies [86,87]. The active
site environment with the cluster of six water ligands is depicted in figure 5.1.

\
F %[\ Tyr96

Figure 5.1: Active site of the ferric resting form (1) of P450.,,,. The six water molecules filling the
pocket are shown.
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Figure 5.2: Electronic configurations of the ferric ion in 1.

The ESEEM measurement of the resting form of cytochrome R4987] determined the hy-
perfine interactions with the water protons of the axial ligand, and allowed an estimation for the
distance of these protons to the iron atom of 2462n the X-ray structure, the Fe—O distance
refined to 2.28A , and the Fe—S distance to 2.275[85]. However, since the structure was de-
termined only at 2.2@ resolution, the experimental uncertainty of these bond lengths is at least
+0.2A. No significant differences in the conformation of the protein backbone or the side chain
atoms were found between the substrate-free [85] and substrate-bound structures [12], apart from
a slight repositioning of the Phe87 side chain. Because the X-ray data available for the substrate-
bound complex exhibits a significantly better resolution (3)§12], we have chosen to build

the model for our simulations based on this structure. To model the resting state, the camphor
molecule was removed, and replaced by the cluster of six water molecules from the substrate-free
structure [85]. In the latter, only the iron-linked aqua ligand could be resolved as an isolated
sphere of electron density. The remaining five solvent molecules in the substrate pocket occupy
a large lobe of unresolved electron density. Hence, the cluster of water molecules resulting from
the refinement procedure represents only one of many energetically similar configurations that co-
exist. This is probably due to the absence of hydrophilic protein groups in the active site capable
of introducing a strong preference to any particular configuration. Therefore, we performed MM
MD simulations to determine a set of representative configurations of the water cluster and the
protein environment. These structures were separately investigated by QM/MM optimizations, in
order to assess the effect of different conformations on the resulting computed properties.

Experimentally, the ferric complek has a doublet ground state [88]. Figure 5.2 displays the
corresponding orbital occupation, and the alternative quartet and sextet configurations. Recent
calculations on model compounds [6, 221] show that even qualitative predictions regarding the
multiplicity of the ground state,e. the energy differences between the HS (quartet and sextet)
and LS states, of the ferric compl&are a challenge to theoretical approaches. The results from
restricted open-shell Hartree-Fock (ROHF) as well as from density functional calculations with
and without exact exchange show that the stability of the HS state markedly depends on the amount
of exact exchange in the theory employed. The ROHF calculations strongly favor the sextet state.
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On the other hand, the “pure” density functional BLYP (no exact exchange) clearly predicts a
doublet ground state. Hybrid functionals using the B3 exchange expression due to Becke (20%
exact exchange) give smaller energy separations with a slight preference for the doublet state.

The underlying cause of this effect has recently been systematically investigated by Hess and
coworkers [217,218]. These authors found a large dependence of the high spin — low spin splitting
in FE! transition metal complexes on the amount of exact exchange included in the computational
method. For complexes with a sulfur-rich first coordination sphere, different density functionals
yield results which vary by up to 1 eV. These variations were tracked back to the systematic over-
estimation of the stability of HS states by HF theory, where Fermi correlation is explicitly included
through the exchange terms, while Coulomb correlation is not. With density functionals, the high
spin — low spin splitting in transition metal complexes was shown to linearly depend on the co-
efficient of exact (HF) exchange admixture. While the pure density functionals BP86 or BLYP
are strongly biased towards LS states, the popular hybrid functional B3LYP was found to overesti-
mate the stability of HS states. Based on these observations and by reference to experimental data,
it was suggested to reduce the 20% admixture of HF exchange in the B3 functional to 15%. A
corresponding implementation of a density functional with 15% HF exchange, dubbed B3LYP
was demonstrated to be capable of correctly predicting the ground state multiplicity of a range
of iron-sulfur complexes, while retaining the overall good accuracy in applications to “standard”
systems [218].

In the light of these findings, it was of interest to investigate the influence of the amount of the
exact exchange admixture in the density functional on the computed doublet-quartet and doublet-
sextet gaps of the iron-aqua complein a comprehensive manner. This will help us to test the
validity of the approaches used in model studies in the literature [6,42,92,93], and to estimate the
intrinsic accuracy of the computational method used in the present study.

Another aspect of the present work is to study the influence of the protein environment on the
central iron complex. Previous theoretical studies did not congdgrithe specific interactions of

the axial ligand with other water molecules or protein residues in the active site. The only previous
DFT/MM study, by Scherligt al, involved only single-point energy calculations at the X-ray
geometry of P45g\3 [94], which does not provide a realistic measure for the relative stabilities

of the different spin states. The present study involves full QM/MM geometry optimizations of
the species in the enzyme environment for all spin states, and hence, realistic, “adiabatic” energy
differences. The optimized geometry of the ground state will additionally serve to compute EPR
parameters that can directly be compared to reliable experimental data (see chapter 6).
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5.2 Preparation of the System

Initial Geometry

Initial coordinates were obtained from the crystal structure of the ferric substrate complex (PDB
code 1DZ4, Brookhaven Protein Database) by Schlicteirad.[12]. No ordered water molecules

in the active site are present in this species. Only one monomer from the crystallographic dimer
was used, which corresponds to the A chain of the PDB structure, where the first 10 residues
are unresolved. These 10 residues were omitted in the calculations. 310 associated crystal water
molecules (chain Z) were included in the model. The coordinates of camphor and the TRIS buffer
molecule were deleted. The potassium ion in the binding site is present in the simulations.

The positions of 5 water molecules in the active site were taken from X-ray data by Raulos

al. [85] (PDB code 1PHC, Brookhaven Protein Database). The relative position of this water
cluster was determined by aligning the backbone atoms of the two crystal structures by a least
squares fit. Another water molecule was added as the sixth ligand to iron. ESEEM studies indicate
the presence of such a ligand, with the plane spanned by the water molecule perpendicular to the
porphyrin plane [86, 87]. The initial geometry of the aqua-heme complex was determined by
reference to gas phase QM calculations at the DFT level (B3LYP/LACVP,6-31G).

The protonation state of the protein and the positions of hydrogen atoms were derived in analogy
to the procedure detailed in section 3.2. The enzyme was solvated with a layer of TIP3P water
molecules of 18 thickness, leading to a system of 28497 atoms in total, with 21117 atoms in the
solvent. The net charge is10e.

Force Field Parameters

The force field parameters for the axial water ligand were taken from the standard TIP3P parameter
set (oxygen: type OT, charge0.834e; hydrogen: type HT, charge 0.417e). The sulfur atom of
the proximal cysteine was assigned an atomic charge0o®7e. All other parameters were used

as obtained from the CHARMM22 library [146].

Preparatory Force Field Calculations

To relax the structure, a series of classical force field calculations was carried out using the
CHARMM program [172], version 27a2. In these simulations, the coordinates of the entire heme
unit, the oxygen atoms of the 5 water molecules in the active site, the proximal cysteine (Cys357),
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and the outer & of the solvent were kept fixed. The details of these simulations are completely
analogous to the procedure described in section 3.2, and are shortly summarized as follows:

1. Aninitial geometry optimization included 3600 steps of ABNR mimization to remove close
contacts. Heavy atom positions of the enzyme were assigned harmonic constraints [100
kcal/(molﬁ?) for the backbone and 50 kcal/(mélz) for the side chains] that were scaled
down by a factor of 0.65 every 80 steps. The final GRMS was 0.00073 kcal&®ol

2. MD (NVT): 15 ps heating dynamics (6> 300 K), 200 ps equilibration dynamics (300K),
timestep 1 fs, SHAKE constraints [173] for bonds to hydrogen atoms.

3. Several snapshot structures obtained from the equilibration trajectory were optimized by
5000 steps of ABNR minimization, respectively. The final GRMS was always below 0.003
kcal/(molA2).

Table 5.1: MM energy minimization of selected snapshots of the equilibration trajectory (coor-
dinates of heme, Cys357, and outer 8 A of solvent layer fixed): Maximum and average RMS
deviation [A] of atomic positions with respect to the X-ray structure (1DZ4 [12]) after alignment of
the backbone atoms, potential energy [kcal/mol], and root mean square of the gradient (GRMS)
[kcal/(mol A2)].

RMS deviation from X-ray

snapshot Maximum Average Potential EnérgyGRMS

Ops  0.2371 0.1677 -62811.26210 0.00073
50 ps®  0.5354 0.3786 -66447.91348 0.00000
100 ps  0.6234 0.4408 -66907.16674 0.00260
150 ps” 0.6470 0.4575 -66945.82037 0.00001
175ps® 0.5872 0.4152 -66805.36913 0.00075
190ps  0.5655 0.3998 -66723.80612 0.00011
195 ps® 0.5643 0.3990 -67784.90956 0.00190
200 ps® 0.5768 0.4079 -67470.07154 0.00001

@ CHARMM22 force field potential energy [kcal/mol}. Structure was selected for QM/MM investigatiorisThe
structure after an initial MM optimization, before the MD run.

Table 5.1 summarizes the results of the energy minimizations of the snapshot structures taken from
the MD trajectory. The first structure (0 ps) corresponds to the MM optimized geometry before the
MD. We measured the root mean square (RMS) deviation of the backbone atom positions in the
minimized structures with respect to the X-ray geometry (1DZ4 [12]). Generally, the deviation in
aligned position is relatively small in all structures. Obviously, “snapshot 0 ps” exhibits the small-
est deviations of (maximum/average) 0.24/04, Whereas all structures extracted from the MD
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Figure 5.3: Choice of QM regions R1w and R3w.

show rather similar values, varying from 0.65/0,&(ﬁsnapshot 150 ps) to O.54/O.§8(snapshot

50 ps). Five of the energy minimized snapshots were selected at random for the QM/MM studies
described below. These are the structures after O ps, 50 ps, 150 ps, 175 ps, 195ps, and 200 ps
simulation time, respectively. Note that snapshot 195 exhibits the lowest potential energy of all
structures.

5.3 Computational Methodology

5.3.1 QM Regions and Basis Sets

In the QM/MM calculations, two different QM regions were employed, which are defined in
analogy to section 3.3 as R1w and R3w (see figure 5.3). These QM subsystems comprise the
following set of atoms:

Rilw (42 QM atoms): Iron-oxo-porphyrin (without sidechains of the heme), sulfur of
Cys357, and the axial water ligand. In the gas phase calculations, this corresponds to
[FeO(SH)(porph)(HO)].

R3w (59 QM atoms): Iron-oxo-porphyrin (without sidechains of the heme), Cys357, CO group
of Leu346, NH-GH unit of Leu348, and the axial water ligand.

We have used the basis sets defined in sections 3.3 and 4.2 that are abbreviated as B1 and B4.
Basis B1 consists of the LACVP small-core effective core potential with the associated basis set
for iron [177], and the 6-31G basis set for all other atoms. Basis B4 additionally contains a set
of polarization and diffuse functions (6-3G*) on the six atoms coordinated to iron and a set

of polarization and diffuse functions on the two protons of the axial water ligand {63%)
[178-181].
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5.3.2 Optimized Regions

The QM/MM optimizations included the following set of residues of the active site.

Enzyme: Tyr75, Phe87, Tyr96, Prol100, Thr101, GIn108, Argll2, Vall1l9, Leu244, Leu245,
Gly249, Thr252, Val253, Leu294, Val295, Asp297, Arg299, GIn322, Thr349, Phe350,
Gly351, Hsp355, Leu356, Cys357, Leu358, Gly359, GIn360, Leu362, Ala363, Ile367,
heme

Water: 6 water molecules within the binding pocket, Wat63, Wat257.

This corresponds to a total of 586 optimized atoms.

5.3.3 QM/MM Scheme

The QM part was treated with unrestricted Kohn-Sham DFT. We have employed different density
functionals for the exchange energy to assess the influence of the amount of Hartree-Fock (HF)
exchange on the relative energies of the spin states (doublet, quartet, sextet) of the central iron(lll)-
aqua complex (see above). Geometry optimizations were performed with the B88 [183] (no HF
exchange) and B3 [184] (20% HF exchange) functionals. Additional single-point calculations
were done with the Becke half-and-half functional [222] (50% HF exchange). The correlation en-
ergy was calculated from the LYP functional [185] in all cases. The CHARMM22 force field [146]
was used to represent the MM part of the system. The electrostatic embedding scheme and link
atoms were used for the QM-MM coupling. This QM/MM coupling scheme has been presented in
detail in section 3.3. All calculations were done with ChemShell [190], TURBOMOLE [187,188]
and DL-POLY [191] for the QM/MM, QM and MM contributions, respectively. Geometry opti-
mizations were carried out with the HDLCOPT optimizer [192] applying the default convergence
criteria (see appendix A.2).

5.3.4 Strategy

To assess the influence of different protein conformations on the computed properties, separate
QM/MM geometry optimizations were performed for the 6 structures denoted snapshot 0, 50,
150, 175, 195, and 200 that were obtained from the MM calculations described above. All these
structures were optimized in the doublet, quartet, and sextet states, respectively. Due to the high
conformational complexity of the system, separate geometry optimizations for individual spin
states often lead to different conformations that are not related to the characteristics of the central
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iron complex but to the protein/solvent environment. In order to avoid corresponding artifacts, we
first performed QM/MM geometry optimizations for tha state, using the B3LYP functional for

the QM calculation. These geometries then served as the starting point for geometry optimizations
of the*A and®A states, using the B3LYP functional. Similarly, the B3LYP geometry of’the

state was first reoptimized with the BLYP functional. The resulting structure represented the
starting point for corresponding optimizations of the higher spin states. We also report the vertical
relative energies of théA and %A states at the geometry optimized for th& species. These
extensive QM/MM studies were carried out with the smaller QM region R1w and basis B1 (results
are denoted R1w/B1 in the following). To compare the geometry and electronic structure of the
iron complex to the corresponding situation in the gas phase, QM subsystem R1w was also fully
optimized as isolated species.

Snapshot 195, which exhibits the lowest absolute potential energy of all selected structures, was
studied by QM/MM calculations using the larger QM region R3w and basis B4. Geometry opti-
mizations for this system were done in analogy to the procedure detailed above, using the B3LYP
and BLYP functionals. The corresponding results are referred to as R3w/B4 in the following.

5.4 Results

5.4.1 Influence of Exact Exchange

To demonstrate the influence of the amount of HF exchange on the calculated relative energies
of different spin states, we have summarized the relative single-point energies obtained with the
B88 [183], B3 [184], and BH [222] exchange expressions in table 5.2. The LYP functional [185]
was used for the computation of the correlation energy in all cases. The geometries were always
optimized with the B3LYP functional for the doublet, quartet, and sextet states respectively. We
have chosen to report BLYP and BHLYP single-point energies on B3LYP optimized geometries,
because, at this stage, we are primarily interested in the effect of the HF exchange on electronic en-
ergies. Relative energies from optimized structures, however, include geometry relaxation effects,
which sometimes give misleading results. For example, the quartet-doublet gap from separate ge-
ometry optimizations in the gas phase using the B3LYP and BLYP functionals, respectively, is 5
and 4 kcal/mol (see below, tables 5.3 and 5.4). However, the optimized geometries/Aftiase

are very different: while the B3LYP optimized structure features a weak Fe—O interaction, BLYP
predicts the axial water to be completely unbound. The close agreement of the calculated quartet-
doublet gaps is thus coincidal, since the two functionals predict qualitatively different equilibrium
structures for théA state in the gas phase. Hence, this comparison cannot give a measure for the
intrinsic preference of a given functional for the HS or LS situation.
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Table 5.2: Relative single-point energies [kcal/mol] of the *A state (E®~P) and the A state (E>~P)
with respect to the 2A state. Calculated using different exchange density functionals.

QM/MM, snap 1958 QM, gas phage

E(Q-D) E(S-D) E(Q-D) E(S-D)
B-LYP 3.9 19.8 10.9 21.8
B3-LYP -2.4 4.5 55 6.9
BH-LYP -10.8 -18.1 -0.8 -13.5

@ QM/MM single-point energy in the enzyme environment (only QM energies contribute), geometries from
B3LYP/CHARMM22 (R1w/B1) optimization? QM single-point energy in the gas phase, geometries from B3LYP
(R1w/B1) optimization.

Table 5.2 shows the relative energies of the quartét(B) and sextet (E-P)) state with respect

to the doublet state. The first two entries correspond to QM/MM single-point energies including
explicit polarization, from structures optimized at the R1w/B1, B3LYP/CHARMM22 level of
snapshot 195. The third and fourth entry are the corresponding relative energies for the isolated
species optimized in the gas phase. As expected, the BLYP functional exhibits a clear preference
for the doublet state, and gives the ordering of the spin states as doublet below quartet below
sextet. In going to the B3LYP results, the quartet and sextet states are lowered by 5-6 and 14-15
kcal/mol, respectively. Increasing the fraction of exact exchange from 20% (B3) to 50% (BH)
further lowers these states by 6—8 and 20-23 kcal/mol. Here, the ordering of the spin states is
reversed, being sextet below quartet below doublet. The lowering of the HS states with increasing
fraction of HF exchange is approximately equally pronounced in the QM/MM and in the gas phase
system. A second finding is that the HS states, especiallistate, are apparently stabilized in

the enzyme environment as compared to the gas phase. This is obvious from the relative energies
E(Q-D) which are smaller for the QM/MM calculation as compared to the gas phase results. A
more detailed discussion of this effect will be presented in the following sections.

Hence, similar to the results of others for'Fsulfur complexes [217] and model compounds of

the resting form of P45QL] [6], we find large variations of the relative stabilities of the ¥Sthe

LS states, depending on the amount of HF exchange in the density functional. As noted above,
Hess and coworkers demonstrated [217,218] that pure density functionals like BLYP are strongly
biased towards LS states, whereas B3LYP overestimates the stability of HS states. Very good
agreement with experimental data was obtained, when the amount of 20% exact exchange in the
B3LYP functional was reduced to 15% [217]. Instead of choosing this pragmatic approach, we
apply the standard B3LYP functional in the following study, which is apparantly closest to the
ideal value of admixture of HF exchange. This seems reasonable if we aim at qualitative trends
regarding the influence of the protein environment, rather than at accurate values for the LS-HS
separation. Additionally, we report results obtained with the BLYP functional. These might serve
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as an “upper bound” for estimating the effect of reducing the amount of exact exchange in the
density functional.

5.4.2 Influence of the Protein Environment
Relative Energies

Table 5.3 summarizes the relative energies of'the@nd %A states with respect to thé\ state,
computed with the B3LYP functional for the QM part. The analogous data obtained with the
BLYP functional are given in table 5.4. The “adiabatic” energy differences refer to optimized
equilibrium structures of the respective spin states, whereas “vertical” energy differences are cal-
culated at the equilibrium geometry of tRA state. The relative QM/MM energies are a sum

of the contributions from the QM and the MM calculation. The QM contributions are explicitly
given in the tables. In the case of the “vertical” energies, the MM contributions to the QM/MM
energy are constant and hence do not contribute to the HS-LS splittings.

Entries 1-6 in tables 5.3 and 5.4 show the influence of different protein conformations on the
QM/MM (R1w/B1) calculated state energy differences. Generally, these fluctuations in all rela-
tive energies are rather small, varying by less than 2 kcal/mol. If only the QM contributions are
considered, the B3LYP calculations predict a quartet ground state state, which is favored over the
doublet state by only 1-3 kcal/mol. The sextet state is significantly higher in energy in all calcula-
tions. As expected, the BLYP functional favors the doublet state, which now becomes the ground
state, with the quartet state lying 4-5 kcal/mol higher in energy.

By adding the MM contributions to the relative QM energies, one arrives at relative QM/MM en-
ergies, which are given in the first two columns of tables 5.3 and 5.4. The inclusion of MM terms
causes a stabilization of the doublet state with respect to the quartet state in all snapshots by up
to 3 kcal/mol. This effect is much less pronounced for the sextet state. As a consequence, the
QM/MM calculated doublet-quartet gaps obtained with the B3LYP functional for the QM calcu-
lation in all snapshots vary from1 to 41 kcal/mol, while the corresponding BLYP results range
from 6—8 kcal/mol.

A notable exception from this rule is found in the BLYP/MM optimized structure of snapshot 40
(entry 6 in table 5.4): Here, the MM contributions to the doublet-quartet gap apparently favor
the quartet state. The QM energy difference of 4 kcal/mol is thus nearly canceled by the MM
terms, giving rise to a QM/MM energy difference of only 0.39 kcal/mol. The reason for this large
negative MM contribution was investigated by an analysis ofth@nd* optimized structures,
which shows that two of the six water molecules in the active site have different conformations in
the two structures, giving rise to qualitatively different H-bond networks. This underscores again
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the problem of the high dimensionality of the potential energy surface encountered in such calcu-
lations. Since our approach does not involve sampling of conformational space, we are restricted
to the analysis of local potential minima that exhibit qualitatively the same conformations in the
protein/solvent environmerg,g, the same numbers of H-bonds. In snapshot 40, this requirement

is not met, as the protein/solvent environment is inconsistent in the two compared structures. As a
result, the MM contributions to the relative QM/MM energy give an artificial stabilization of one
structure, which leads to an erroneously small energy gap.

Consistent with the results of Harris and Loew [91], the present QM/MM study indicates that
inclusion of the protein environment has an influence on the relative stabilities of the spin states:
it increases the doublet-quartet gap, provided that the protein/solvent environment exhibits con-
sistent conformations. A comparison of the doublet and quartet QM/MM optimized geometries
indicates that the stabilization is due to subtle variations in the conformations of the MM envi-
ronment, and cannot be traced back to individual atomic positions. As a note of caution, it has
to be stressed again that the optimizations of the quartet and sextet state started from the doublet
equilibrium geometries, and one is dealing with local potential energy minima only. A definitive
answer to the question of the effect of protein conformations on the stability of spin states requires
a (QM/MM) MD study, including extensive sampling of conformational space.

Entry 7 in tables 5.3 and 5.4 shows the relative energies obtained from QM/MM calculations
with the larger QM region R3w and basis B4 for snapshot 195. The use of the extended QM
region favors the doublet state, by increasing the B3LYP (BLYP) QM contributions to the doublet-
quartet gap from -2.4 (4.6) to 0.1 (6.1) kcal/mol, respectively. Using the BS3LYP/CHARMM22
(BLYP/CHARMM22) QM/MM energies, the doublet state is thus consistently predicted as the
ground state, with the quartet state 2.4 (8.5) and the sextet state 3.3 (18.3) kcal/mol higher in
energy.

The relative doublet-quartet and doublet-sextet energies of the isolated QM subsystem R1w in the
gas phase are given in entry 8 of tables 5.3 and 5.4. In accord with previous DFT model studies
[6,42,92,93], we obtain a doublet ground state with both functionals employed. At the B3LYP/B1
(BLYP/B1) level of theory, the quartet minimum is calculated to be 5.5 (4.2) kcal/mol higher in
energy, while the sextet minium is calculated at a relative energy of 6.9 (20.5) kcal/mol. As noted
above, the low doublet-quartet gap obtained from the BLYP as compared to the B3LYP calculation
is rationalized by comparing the respective optimized structures: in the BLYP geometry the axial
water ligand is not coordinated to the iron, while the B3LYP geometry features a weak Fe—O
bond. Apparently, the BLYP functional underestimates the strength of the Fe—O interaction in
the gas phase. BLYP single-point calculations on B3LYP optimized geometries give a doublet-
guartet gap of 10.9 kcal/mol. This demonstrates again the preference of the LS state by the pure
density functional. Moreover, the agreement of the doublet-quartet gap obtained from the BLYP
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Table 5.3: Relative energies [kcal/mol] of the *A state (E?~P) and the A state (E>~P) with respect
to the A state. Calculated using the B3LYP functional.

adiabatié verticaf
QM/MM¢ QMm¢ Qm¢

entry snapshot &P 5P EQDP ESD EQP ESD

1 0 0.73 4.95 -2.32  4.00 8.27 14.99
2 50 1.06 4.32 -1.99 4.15 851 14.75
3 150 -0.29 3.53 -2.38 381 7.15 13.35
4 175 0.73 3.65 -1.01 4.78 7.94 13.89
5 195 0.57 4.01 -2.41 450 7.98 13.94
6 200 -0.62 3.78 -1.62 4.15 7.53 13.80
7 195,R3w/B4 2.37 3.30 0.12 4.13 10.42 14.50
8 gas phase

Riw/B1 - - 548 6.92 13.26 19.23

@ Relative energies from optimized geometrieRelative energies from single-point calculations at’th@ptimized
geometry? Relative QM/MM energy including MM contributiong. Relative QM energy.

and B3LYP optimizations is shown to be coincidental, since the energies relate to two qualitatively
different geometries.

Interestingly, the doublet-quartet gap is dramatically reduced when going from the gas phase
(entry 8 in table 5.3) to the snapshots optimized in the enzyme environment (entries 1-6 in table
5.3). For example, &P is decreased from 5.5 to -2.4 kcal/mol in the case of snapshot 195. A
similar, albeit much smaller effect is apparant for the sextet state. The reason for this significant
stabilization of the quartet state will be addressed below.

The B3LYP (BLYP) “vertical” energies for the doublet-quartet gap are 7-9 (14-15) kcal/mol, and
14-15 (30-31) kcal/mol for the doublet-sextet gap, respectively. This should allow for an equilibra-

tion of the doublet state with the higher spin states at ambient temperature, as is indeed observed
experimentally.

Optimized geometries

Key features of the optimized geometries from the QM/MM calculations in the enzyme environ-
ment as well as the isolated gas phase systems are summarized in tables 5.5 and 5.6.

The differences in the electronic structures of the various spin states are manifest in their optimized
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Table 5.4: Relative energies [kcal/mol] of the *A state (E?~P) and the A state (E>~P) with respect
to the A state. Calculated using the BLYP functional.

adiabatié vertical
QM/MM¢ Qm¢ Qm¢
entry snapshot &P P E’P 8P gD ESD
1 0 7.04 20.01 412 18.78 1496 31.23
2 50 758 19.82 446 18.89 1546 31.08
3 150 5,98 1848 3.85 18.41 13.87 29.57
4 175 6.86 18.86 5.03 19.29 14.79 30.22
5 195 6.91 1895 458 19.24 14.71 30.21
6 200 (0.399 18.05 4.05 19.30 14.28 30.01
7 195,R3w/B4 8.45 18.27 6.07 18.63 17.59 31.32
8 gas phase
Riw/B1 - - 416 2051 27.64 3531

@ Relative energies from optimized geometrieRelative energies from single-point calculations at’th@ptimized
geometry. ¢ Relative QM/MM energy including MM contributions? Relative QM energy.¢ Different H-bond
network in the active sitef. Axial water molecule is not coordinated to iron.

geometries. The doublet state exhibits the shortest bonds of the six ligands to the central iron atom.
In contrast, the quartet state is typified by significantly elongated bonds to the axial ligands. This
is due to the occupation of the irah: orbital, which contributes to the antibondiag orbital

along the S—Fe—-0O axis. In the sextet state, an unpaired electron additionally occupies the iron d
orbital. This orbital mixes with sporbitals of the pyrrole nitrogens to give a strongly antibonding
Fe—No* MO. As a consequence, the Fe—N bonds are elongated.tﬁyOSA and the central iron

atom is displaced from the the heme plane towards the proximal face of the heme.

The improper dihedral angl®r._o_p_y and the torsion angl®q_y__r. are a measure for the
“tilting” of the water ligand with respect to the heme plane. A value of°1®0) for Op._o0_n_u
(®o_u_H_re) indicates a perfectly upright conformation, with the plane spanned by the three wa-
ter atoms perpendicular to the heme plane. As obvious from tables 5.5 and 5.6, the QM/MM
optimizations always predict a slight deviation from the perfectly upright geometry, even in snap-
shot 0, which is optimized starting from the X-ray conformation. This deviation is smallest for the
doublet species and slightly more pronounced for the quartet and sextet equilibrium structures. In
general, there is a correlation between the “tilting” of the water ligand and the Fe—O bond length:
the shorter the Fe—O bond length, the weaker the ‘tilting” of the water ligand.

As compared to the differences in geometries of the different spin states, the variations arising
from different snapshots are relatively small. For example, the Fe—O bond lengths vary by up to
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(doublet/quartet/sextet) 0.032/0.029/0.0%n different shapshots. This is in line with the small
differences in the calculated relative energies of the different spin states.

In contrast, there are notable differences between the geometries optimized in the enzyme environ-
ment, and those for the isolated QM subsystem R1w in the gas phase. This is especially obvious
from the Fe—O bond lengths, which are shortened by (doublet/quartet/sextet) 0.082/0.274/0.242
Ain shapshot 195 as compared to the isolated species. In contrast, the Fe—S bond is slightly
elongated in the enzyme environment. In snapshot 195, this bond is longer than in the gas phase
species by (doublet/quartet/sextet) 0.066/0.088/0A8Bloreover, the water ligand is strongly

tilted in the quartet and sextet gas phase minimum geometries. In these structures, the water pro-
tons form hydrogen-bonds with the pyrrole nitrogen atoms of the porphyrin. These interactions
are not present within the protein environment, where they are replaced with hydrogen bonds to
the neighbouring water molecule occupying the pocket. Hence, our calculations indicate that the
interaction of the axial water ligand with the other water molecules present in the active site favors
the upright conformation of this ligand, and shortens the Fe—O bond. This effect is apparent in all
spin states, but it is most pronounced in the quartet and sextet species.

The geometries optimized with the BLYP functional exhibit analogous trends to the B3LYP struc-
tures discussed above. The Fe—O bond is predicted by this functional to be slightly é&aggese

obtain a bond length of (doublet/quartet/sextet) 2.071/2.356/A38%napshot 195 as compared

to the B3LYP values of 2.032/2.280/2.281As noted above, the greatest difference between the
two density functionals is observed for the isolated gas phase species. Here, the BLYP optimiza-
tion predicts a structure for the quartet and sextet state where the Fe—O bond is completely broken
(distances in quartet: 3.07%, sextet: 3.2108). The water molecule is loosely coordinateia
hydrogen bonds to the pyrrole nitrogens of the porphyrin. As discussed above, it is well known
that pure density functionals like BP86 or BLYP overestimate the stability of LS states. This effect
apparently carries over to an underestimation of the iron-ligand bond strengths in the HS states.

Our best estimates from the B3LYP/CHARMM22 QM/MM geometry optimizations employing

the large QM region R3w yield Fe—O distances of 2.141/2.475/2246The doublet/quartet/sextet
states, respectively. The computed Fe-S bond lengths at this level of theory are 2.269/2.491/2.418
A. Hence, the optimized doublet geometries agree reasonably well with the experimental values
of 2.28A for the Fe—O and 2.28 for the Fe—S bond lengths (estimated uncertain®y.2 A, see

section 5.1). The Fe—H distances to the protons of the axial water ligand are 2.646 and 2.620

in perfect agreement with the result of 2.82btained from the ESEEM experiment [87].

In summary, the QM/MM calculations employing the large QM region R3w and basis B4 in con-
junction with B3LYP/CHARMMZ22 optimizations lead to a geometry for the doublet species in
good agreement with the experimental data. A comparison of the geometries from the R1w/B1
QM/MM study with corresponding optimizations in the gas phase shows that the enzyme environ-
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Table 5.5: Selected structural data (distances r in A, angles 6, dihedral angles © and improper
dihedral angles ©' in degree). Calculations employed the B3LYP functional %,

snapshot feN TFe-0 TFe—s Ui o_u OFe—o-i-n Oo_n_n_re
0 D 2028 2.011 2.348 1152 136.1 -31.6
Q 2.028 2.268 2.545 109.5 120.8 -44.7
S 2080 2235 2493 110.7 123.6 -42.3
50 D 2.030 2.025 2349 114.0 132.7 -33.9
Q 2031 2277 2543 1104 121.9 -42.8
S 2.084 2278 2484 107.0 118.0 -48.5
150 D 2.032 2023 2365 119.0 146.7 -22.2
Q 2031 2272 2581 118.6 137.9 -26.6
S 2083 2242 2519 118.9 140.7 -25.4
175 D 2.031 2.043 2.353 1144 133.0 -33.5
Q 2.032 2297 2554 112.0 123.9 -40.0
S 2086 2276 2.496 112.0 125.2 -39.7
195 D 2031 2.032 2356 115.8 135.9 -30.5
Q 2031 2280 2567 114.2 127.5 -36.0
S 2085 2251 2503 1154 131.4 -33.2
200 D 2.030 2.035 2.358 115.4 134.9 -31.3
Q 2030 2.293 2572 1159 130.0 -32.9
S 2083 2262 2510 114.1 128.4 -35.9
195,R3w/B4 D 2.038 2.141 2.269 109.5 118.8 -44.9
Q 2037 2475 2491 108.1 1131 -48.7
S 2095 2467 2.418 106.9 113.4 -50.6
gas phase D 2019 2114 2290 108.1 118.3 -46.0
(R1w/B1) Q 2021 2554 2479 943 95.8 -70.6
S 2086 2493 2417 94.7 96.1 -69.6

@ av denotes an averaged valdeD: 2A (doublet) state; Q*A (quartet) state; S’A (sextet) state.
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Table 5.6: Selected structural data (distances r in A, angles 6, dihedral angles © and improper
dihedral angles ©’ in degree). Calculations employed the BLYP functional %,

snapshot IPe_N TFe—O0 TFe-s Of_o_n Ore—0-nH-H ©O0-H-H-Fe
0 D 2040 2.057 2.338 111.0 125.0 -40.8
Q 2.041 2.351 2.553 104.5 1125 -53.4
S 2.097 2.312 2.505 106.1 115.2 -50.6
50 D 2.043 2.068 2.339 109.4 122.3 -43.3
Q 2043 2411 2541 99.2 106.1 -61.8
S 2.101 2.353 2.490 101.8 110.2 -57.4
150 D 2.043 2.065 2.358 115.1 132.6 -32.8
Q 2044 2349 2588 112.9 122.6 -39.2
S 2.100 2.318 2.531 113.0 124.4 -38.7
175 D 2.043 2.083 2.340 111.4 125.1 -40.0
Q 2.045 2.383 2.565 106.6 113.9 -50.1
S 2.102 2.354 2.508 107.2 115.8 -48.9
195 D 2.043 2.071 2.348 112.6 127.0 -37.7
Q 2.045 2.356 2571 1104 118.7 -43.6
S 2.101 2.329 2.517 110.0 119.5 -44.1
200 D 2.042 2.077 2.349 111.6 125.0 -39.7
Q 2.041 2.449 2.590 105.9 114.3 -51.7
S 2.099 2352 2524 110.1 119.0 -44.1
195,R3w/B4 D 2.050 2.191 2.239 107.1 114.8 -48.9
Q 2051 2605 2490 102.6 105.7 -57.7
S 2.113 2.611 2.421 100.9 105.9 -60.4
gas phase D 2030 2159 2.291 103.8 110.9 -53.3
(R1w/B1) Q¢ 2.032 3.074 2477 66.1 56.4 -122.8
S¢ 2109 3.210 2.416 62.3 47.7 -131.8

@ av denotes an averaged valueD: A (doublet) state; Q*A (quartet) state; S’A (sextet) state.© Axial water
molecule is not coordinated to iron.
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ment shortens the Fe—O bond, and favors the upright conformation of the axial water ligand. This
is especially pronounced in the HS (quartet and sextet) states. In contrast, the Fe—S bond is slightly
elongated under the influence of the surrounding protein. Different snapshot structures represent-
ing different protein conformations show only small geometrical variations in the coordination
sphere of the iron complex.

Spin Densities

The unpaired spin densities from the unrestricted B3LYP/CHARMM calculations on snapshot 195
and from B3LYP calculations on the isolated gas phase system are presented in table 5.7. The other
snapshots optimized at the R1w/B1 QM/MM level show only minor variations in computed spin
densities, and are therefore not addressed in the following discussion. Likewise, the corresponding
results obtained with the BLYP functional show analogous trends, and are therefore not presented
here.

The spin density distribution of the doublet state shows that the unpaired electron is predominantly
localized on the iron atom. This is expected for the single occupation of jlaluital, which has

weak interactions with ligand orbitals. In contrast, the quartet state exhibits a significant amount
of positive spin density on the sulfur atom, due to the mixing of the irgnagth the sulfur p

orbital. In the sextet state, only 4 equivalents of the 5 unpaired electrons are attributed to the iron
center. This is due to the strong interaction of thewlith sp’ orbitals at the pyrrole nitrogen
atoms. These four nitrogen atoms each carry an average spin density of 0.1 electron equivalents
in the sextet state (see last column in table 5.7).

A comparison of the QM/MM results with the gas phase calculations of the isolated R1w/B1 sys-
tem reveals a redistribution of spin density between the iron and sulfur atom in the HS states:
Going from the enzyme environment to the gas phase, the sulfur atom aquires more spin density
(quartet: 0.274-0.459; sextet: 0.3230.491), with a concomitant reduction of spin density on
iron (quartet: 2.739-2.557; sextet: 4.06#3.987). This finding indicates that the protein en-
vironment, by polarization and the presence of H-bond donors in the proximal pocket, effects a
stabilization of electron density on the sulfur atom. As discussed in chapter 3, a similar effect has
been observed in the influence of the protein on the ratio of sufysorphyrin radical character

of compound | of P4507).

Interestingly, the unpaired spin density on the oxygen atom of the axial water ligand is relatively
small in all calculations. This indicates a rather weak mixing of the irpradd the oxygen p
orbitals that yields the singly occupied antibondirigFe—O orbital.
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Table 5.7: Spin densities on selected atoms. Calculations employed the B3LYP functional .

snapshot p(Fe) p(0)  p(S)  pu(por) pav(N)
195, R1w/B1 D 1.131 0.002 -0.058 -0.077 -0.027
Q 2739 0.036 0.271 -0.044 -0.036
S 4.067 0.041 0.323 0.574 0.114
195,R3w/B4 D 1.151 -0.011 -0.029 -0.113 -0.033
Q 2812 -0.013 0.329 -0.132 -0.055
S 4.181 -0.008 0.367 0.458 0.087
gas phase D 1.090 0.001 -0.005 -0.085 -0.023
(R1w/B1) Q 2557 0.021 0459 -0.025 -0.022
S 3987 0.028 0.491 0.507 0.110

@ v denotes an averaged valye a sum of individual values for a group of atontsD: 2A (doublet) state; Q*A
(quartet) state; SA (sextet) state.

5.5 Discussion

The relative energies presented in tables 5.3 and 5.4 show that the ground state of the ferric resting
state of P450 has doublet multiplicity, in agreement with the experimental assignment [88]. The
best estimates from B3LYP/CHARMM energies with QM region R3w and basis B4 predict the
guartet state at 2.4 kcal/mol, and the sextet state at 3.3 kcal/mol relative to the doublet. Since the
B3LYP functional is known to underestimate the stability of the LS state due to the admixture of
exact exchange (see above), the true energy differences are expected to be even slightly larger.
Analogous calculations with the BLYP functional give an upper bound for the doublet-quartet
(doublet-sextet) gap of 8.5 (18.3) kcal/mol.

The optimized geometries of the doublet ground state obtained from B3LYP/CHARMM calcu-
lations yield a Fe—O distance of 2.141and a Fe-S bond length of 2.280 This agrees well

with the X-ray data of 2.2840.2) A for the Fe—O and 2.25#0.2) A for the Fe—S bond lengths.
The computed Fe—H distances to the protons of the axial water ligand are 2.646 and 21620
excellent agreement with the result of 2 A2btained from the ESEEM experiment [87]. This
supports the reliability of the QM/MM approach in predicting the geometrical features of the iron
complex in the enzyme environment.

An analysis of the QM and MM energy contributions to the relative QM/MM energies shows that
the MM terms favor the doublet state by up to 3 kcal/mol over the quartet state. A similar, but
smaller effect is also found for the sextet state. However, it was not possible to unambiguously
relate this stabilization to individual contributions from the MM environment. It would seem desir-



5.5. DISCUSSION 127

able to confirm this finding by QM/MM MD or MC calculations with appropriate conformational
sampling.

The present QM/MM study reveals some features that add to the understanding of the influence of
the protein environment on the computed properties of thé-&gua complex. These may be
summarized as follows: (i) Comparing the relative QM/MM spin state energies to those obtained
from QM optimizations of the isolated gas phase species indicates that the enzyme environment
provides a significant stabilization of the quartet state, and, to a smaller extent, of the sextet state.
(i) The geometries optimized at the QM/MM level show a preference for the conformation with
an essentially upright axial water ligand, although this ligand is always found to be slightly tilted
with respect to the heme plane. (iii) There are significant differences in the conformation of
the axial water in the HS (quartet and sextet) states between QM/MM and analogous gas phase
optimized structures: The protein/solvent environment favors a significant shortening of the Fe—O
bond and an upright axial water conformation. In contrast, the isolated species have long Fe-O
distances and the axial water ligand nearly parallel to the heme plane, since the water protons
form hydrogen-bonds with the pyrrole nitrogens of the porphyrin. (iv) The Fe—S bond in all spin
states is slightly elongated in the enzyme environment as compared to the gas phase. (v) Inthe HS
states the sulfur atom exhibits significantly more unpaired spin density in the gas phase than in the
enzyme environment. This indicates that the enzyme environment favors localization of electron
density on sulfur.

The largest influence of the protein/solvent environment on energies, geometries, and spin densi-
ties is found for the quartet state. Particularly notable is the stabilization of the quartet relative to
the doublet state (which also occurs in the product com@|eee section 4.3).

Figure 5.4 shows a MO diagram that rationalizes these findings in a simple manner. Decisive for
the relative stability of the quartes. the doublet configuration is (in first approximation) the rel-
ative energy of the d orbital with respect to the,d orbital. If this energy difference is large, spin
pairing (the doublet state) will be preferred over occupation of the highesrtital (the quartet

state) which gives rise to a larger exchange stabilization. However, tluelital mixes with the

p, orbital on sulfur and also with a corresponding orbital on the oxygen of the axial water ligand,
yielding a bondings and an antibonding* orbital (shown in figure 5.4). The polarizing effect

of the enzyme and the presence of H-bond donors in the Cys357 loop stabilize electronic charge
on the sulfur atom, as has already been shown for the compound | sgenietapter 3.4. In

the present situation, this effectively lowers the orbital energy of the (doubly occupied) sulfur p
orbital. As a consequence, the interaction of this orbital with th@rbital becomes weaker (see
figure 5.4), and therefore, the splitting of the bondingnd an antibonding™ orbital is smaller,

as compared to the gas phase. Hence, the destabilizatiofhthe o* orbital due to the mixing is
smaller and its occupation (and thus the quartet state) becomes more favorable, which is mirrored
by the smaller calculated doublet-quartet gap in the enzyme environment. In the present case, this
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accounts for a stabilization of the quartet statechy8 kcal/mol. These results accord well with

the DFT/MM single-point calculations by Scherdisal.[94], who found a decrease of the vertical
doublet-quartet gap by 7 kcal/mol when the polarizing effect of the protein was included into the
QM treatment (DFT, BP86 functionallia an electrostatic interaction model similar to the one
used here.

To underscore this qualitative explanation we present in table 5.8 the following properties com-
puted in the enzyme and in the gas phase: (i) The relative energy of the oceuppd Kohn-

Sham orbitals in the quartet state correspondingiqat) and d, orbital: This gap is increased

from 0.848 eV in the enzyme to 1.057 eV in the gas phase. This indicates that the polarizing
environment predominantly lowers the orbital energy of éheorbital. (i) The total Mulliken
population on the sulfur: The electron population is decreased from 16.452 e in the enzyme en-
vironment to 16.202 e in the gas phase. This demonstrates that the enzyme environment effects
localization of electron density on the sulfur atom. Becausestherbital is unoccupied in the
doublet state, the corresponding populations in this state are smaller (16.240 and 16.023). Hence,
the quartet state will preferentially benefit from this effect.

Based on these findings, one may also rationalize the differences in the Fe—S and Fe-O bond
lengths between the enzyme and the gas phase. The argument is similar to the concept of the
well-known trans-effect: two different donor ligands to a transition metaltians orientation
“‘compete” in forming a bond with the same orbital of the metal (in this case therdital).
Generally, the better-donor forms the stronger bond, while the bond to the other ligand is more
labile as compared to the situation with identical ligandsafis-effect”). In the present situation,

the thiolate sulfur is clearly the stronger donor. However, the interaction of the sylbrbpal

with the d- orbital is weakened by the enzyme environment, because the energetic separation
between the two orbitals becomes larger (see figure 5.4). As a consequence, the interaction of the
d,> orbital with the “competing” water ligand becomes stronger in the enzyme environment. In
effect, the Fe—S bond is elongated, and the Fe—O bond is shortened in the protein as compared to
the gas phase.

5.6 Conclusions

This study presents a comprehensive investigation of the energetic, geometric, and electronic fac-
tors that typify the resting form of P45Q, (1). In the first part of this work, we have probed the
dependence of the results on the chosen density functional. We find that the computed relative
energies of the doublet, quartet, and sextet states are very sensitive to the admixture of exact ex-
change. Consistent with the recent systematic work of leess. [217, 218], we conclude that

pure density functionals such as BP86 or BLYP overestimate the stability of the LS state. Results
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Figure 5.4: MO mixing diagram, rationalizing the stabilization of the quartet (*A) state by the
polarizing effect of the enzyme (shown on the left) as compared to the gas phase (shown on the
right).

Table 5.8: Resting state of P450 (1), quartet (*A) state: Orbital energy differences Ae of the a-spin
Kohn-Sham orbitals d,. and d,, [eV], Mulliken total electron population P(S) [e] on the proximal
sulfur atom, and relative energies with respect to the doublet state [kcal/mol] in the enzyme and
in the gas phase “.

So.p Seg
Ae(d,z — dy,) 0.848 1.057
P.(S) 16.452 16.202
EQ-P (QM) -2.41 5.48

¢ Sp,p: The system optimized at the QM/MM level (B3LYP/CHARMM, QM region R1w, basis set B1), in the enzyme
environment; §,: the isolated QM subsystem optimized in the gas phase (B3LYP, QM region R1w, basis set B1).

from previous studies employing such functionals thus have to interpreted with care.

Using the B3LYP functional in conjunction with a QM/MM coupling scheme, our results for
the full system indicate a doublet ground statd ah accord with experimental results. Since the
B3LYP functional is known to slightly underestimate the stability of the LS state [6,217,218,221],
the calculated doublet-quartet and doublet-sextet gaps of 2.4 kcal/mol and 3.3 kcal/mol may be
regarded as a lower bound to the true values. Analogous calculations with the BLYP functional
allow us to estimate an upper bound for the doublet-quartet (doublet-sextet) gap of 8.5 (18.3)
kcal/mol.

Comparing the QM/MM results to analogous results for the isolated QM subsystem in the gas
phase reveals the effects of the protein environment on the central iron-aqua complex, which may
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be summarized as follows. (i) The presence of other water molecules in the active site provides a
hydrogen-bonding network that favors the upright conformation (perpendicular to the heme plane)
of the axial water ligand. (ii) The polarization exerted by the enzyme environment stabilizes elec-
tron density on the proximal sulfur, which effectively lowers the orbital energy of the antibonding
Fe-So* orbital. As a consequence, the HS states, which have an unpaired electron in this or-
bital, are significantly stabilized in the enzyme as compared to the gas phase. This effect is most
prominent in the quartet state, which is loweredday 8 kcal/mol. (iii) Likewise, the electronic
polarization by the protein weakens thealonor capabilities of the sulfur ligand. This is obvious
from the optimized Fe—S bond lengths, which are eIongatemth.lA in the enzyme environ-

ment. Due to thérans-effect, this causes a concomitant shortening of the Fe—O bond to the axial
water ligand.

It is known that substrate binding induces the displacement of the axial water ligand, which in
turn is linked to the reversal of the stability of the HS and LS states. The associated change in the
reduction potential of the heme triggers the catalytic mechanism of substrate hydroxylation. Our
QM/MM calculations reveal how the protein/solvent environment modulates the conformation and
binding properties of the axial water ligand by electronic polarization as well as the presence of
other water molecules in the active site. The relative energies of the HSwiaties LS state are

also affected by these factors. This highlights the advantage of the combined QM/MM approach,
that allows us to simultaneously model the electronic factors at the heme site and the steric and
electrostatic influence of the environment.



Chapter 6

Calculation of Spectroscopic Parameters

6.1 Motivation and Background

The characterization of short-lived intermediates in the catalytic cycles of cytochrome P450, CPO,
HRP, catalases and other heme enzymes has become possible in the past decades by virtue of rapid
developments in spectroscopic techniques [164,223]. EPR, ENDOR, adddaver spectroscopy,
particularly in combination with rapid freeze quench techniques, have been most successful in this
regard. For example, EPRH- and'*N-ENDOR studies [13] on P45Q, have recently identified

the ferric peroxy anion and the ferric hydroperoxy intermediate of this enzyme (see section 1.2).

A definitive characterization of the primary oxidant of P450 compound | (Cpd I), has not been
possible to date [17]. If the ongoing efforts to detect this species should succeed, an interpretation
of the experimental spectra may be difficelty, due to the presence of impurities. The analysis of
experimental data can be significantly facilitated by theoretical predictions for the corresponding
spin Hamiltonian parameters. Therefore, the goal of the present work is the calculation of such
parameters in the enzyme environment, in order to assist experimentalists in an ultimate detection
of this species. Specifically, this study is concerned with the prediction of exchange coupling
constants, hyperfine and nuclear quadrupole coupling tensorgFhd/toRbauer isomer shift, as

well as g-values for Cpd | of P45(Q,. These parameters are reported for both the LS (doublet)
and HS (quartet) state of Cpd I. We also compare the results obtained from calculations including
the enzyme environment with those for the isolated system in the gas phase. In doing so, we can
assess the validity of calculations that rely on gas phase model representations of the real system.

To test the accuracy of our approach, we have studied the oxoferryl tetraphenylporpbgtian
radical complexi7 (see figure 6.1). Derivatives of this complex, which differ framby sub-
stituents at the phenyl groups, have been characterized spectroscopically as models of the native

131
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Cpd I species in P450, CPO, or HRP. We compare our results to the tetramesitylporphyrin (TMP)
derivative, and the tetrakis(2,6-dichlorophenyl)porphyrin (TDCPP) derivativE7pfvhere re-

sults from detailed EPR and &fbauer studies are available [224]. The preparation of these
complexes involves oxidation of a precursor in methylene chloride/methanol by oxidation with
metachloroperbenzoic acid. Hence, the presence of a sixth ligand to the iron atom, presumably
an oxygen donor, is likely. Thus, we additionally considered comp&fsee figure 6.1) with an

axial water ligand. Other effects due to the presence of a solvent, however, were neglected.

The resting state of P45Q,, i.e., the iron aqua complek (figure 6.1), has been studied by EPR,
ENDOR and ESEEM techniques [86,87,225,226]. Because the corresponding spectroscopic data
derive from the native species in the enzyme, QM/MM calculations allow for a direct comparison
with these experimental values. Thus, we have performed calculations on this species, using the
QM/MM optimized structure ofl discussed in chapter 5.

The adequate description of the antiferromagnetically coupled spin systems, in this case the LS
state of Cpd I, requires special theoretical methods. In the present work, the broken symmetry den-
sity functional approach (BS-DFT) [227-229] is adopted. Hence, the multi-determinant electronic
state with unpaired- and3-electrons delocalized over both the ferryl and the porphyrin subunit

is described by a single spin-unrestriced determinant Kohn-Sham wave function with unpaired

and -electrons localized at the two individual sites. As a consequence, energies and spin den-
sities of the broken symmetry state differ from those of the multi-determinant antiferromagnetic
state, but its exchange coupling constants, hyperfine coupling constants and g-tensors can be esti-
mated from mapping procedures with spin Hamiltonians and spin projection methods [230, 231].
As shown in numerous studies, the BS-DFT approach can provide reasonable geometries, ener-
gies and spectroscopic parameters. This has been demonstrgtda; the calculation of g- and
hyperfine tensors for 2-Fe Ferredoxin model systems [232].

Kuramochiet al. reported a DFT study on model peroxidase compounds | and Il including pre-
dictions of isotropic and dipolar hyperfine coupling constants ari®b&auer quadrupole split-
tings [233]. However, to the best of our knowledge, this is the first comprehensive theoretical
study on spin Hamiltonian parameters for Cpd | of P450 enzymes.

This chapter is organized as follows. In section 6.2, we give an overview of the basic theoretical
concepts that make the connection between the experimentally determined spectroscopic param-
eters and electronic structure calculations. Computational details of our approach are given in
section 6.3, while the results are presented and discussed in section 6.4. A summary of the present
study can be found in section 6.5.
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Figure 6.1: Compounds for theoretical EPR and MoRbauer studies: ferric aqua complex 1, com-
pound I (7), and the ferryl meso-tetraphenyl-porphyrin complexes 17 and 18.

6.2 Theoretical Background

6.2.1 The Spin Hamiltonian

In order to transform the immediate results of an EPR measurement into a simple and unified
language, the corresponding spectra are commonly interpreted in terms of a phenomenological
spin Hamiltonian (SHf{Spin. The spin Hamiltonian itself does not refer explicitly to the geometric

or electronic structure of the compound under investigation, instead the spectral features of a
molecule are expressed in terms of a few free parametBrsg; A — that are extracted from the

raw experimental data by fitting procedures [234].

Hyin = SDS + fBgS + > SAWIW — gyg(ViWB (6.1)
A

Here, 3 is the Bohr magneton1 (3316 x 10~* MHz T~!), S is the operator for total electron
spin,I® is the operator for the nuclear spin of nuclelisy is the nuclear magnetof.g521 x

108 MHz T andgl(qA) the nuclear g-value The first term in equation 6.1 describes the zero-
field splitting, which arises from interelectronic spin—spin interactions, the second term represents
the interaction of the net electron spin magnetic moment with the external magnetiB figie

1 The nuclear g-value is taken to be scalar in equation 6.1, with a value corresponding to that of the free atom. This
is not true in reality, because in molecules deviations from this value occur, which give rise to the phenomenon of
“chemical shielding”. This effect is of fundamental importance in nuclear magnetic resonance (NMR) spectroscopy,
it is, however, negligible in the context of EPR experiments.
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electronic Zeeman effect), and the third term describes the magnetic interactions between the
electron magnetic moment and the nuclear spin magnetic moments. The last term refers to the
interaction of the nuclear spin magnetic moments with the external magnetic field and is of no
concern in the following discussion.

The SH parameters that are of interest in the present work are the element8 afimeatricesg
andA ), Many empirical or semi-empirical relationships exist that explain trends in the measured
SH parameters for different classes of substances [235, 236]. Quantum mechanical calculations
on the other hand can provide a quantitative relation between the experimental parameters and the
geometric and electronic structure of a given compound, by predicting the SH parameters from
first principles. The standard Born-Oppenheimer (BO) Hamiltonian does not include the terms
that are necessary to describe the lifting of the degeneracy of the magnetic sublevels and thus to
simulate magnetic spectra. By assuming that the interactions between the magnetic moments of
the particles themselves and the particles and the external magnetic field are small, they may be
introduced as perturbing operators to the standard BO Hamiltonian. In the following, the necessary
perturbing operators are introduced ina@hhocfashion, since their derivation is beyond the scope

of this thesis.

6.2.2 Magnetic Perturbing Operators

The formulations of the magnetic perturbing operators given in this section are based on ref. [237]
and references therein.

The interaction between the external magnetic fidldnd the magnetic moment caused by the
orbital motion of the electrons is described by the orbital Zeeman ope‘?ia,g)?.

Hyp = %BE, (6.2)

wherea is the fine structure constant (= ¢! in atomic units) and. is the electron angular
momentum operator.

The operators necessary to describe interactions including electron spin can be derived from the
Dirac equation and its generalization to many particle systems (in the Breit-Pauli approxima-
tion) [234]. The spin Zeeman operathi; describes the coupling of the electron spin magnetic
moment to the external magnetic field.

]:ISB = %QEBS (63)

2 The expression for this operator can be derived by substituting the electron mginénthe standard Born-
Oppenheimer Hamiltonian by the expression= p; + a4;, whith « being the fine structure constant add the
vector potential for an external magnetic field.
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Here, g, is the free-electron g-value (2.002319. The fully relativistic treatment introduces a
kinetic energy correction to the spin Zeeman energy (the relativistic mass correction operator) that
is given by the expression

3
FRMC 4 2: 2ha.
HSB - 9 Je ' Vz Bsu (64)
wheres; is the spin operator of thih electron.

The largest and most important perturbation comes from the spin-orbit coupling (SOC) operator.
It describes the coupling of the electron spin magnetic moment to the orbital magnetic moment of
the same electron as well as of the other electrons. In the Breit-Pauli approximation this operator
is given by egs. 6.5 to 6.9. It consists of a one-electron (eq. 6.6) and a two-electron (eq. 6.7) part.

Hso = HQ+ H (6.5)
Y = O‘—QZZLI%- (6.6)
Y2 A i Ra—r,[2 '

52) o’ I R
HS) = —EZSiZ—g{li + 21t} (6.7)
; por i — 1]
I = (r; —Ra) x Py (6.8)
E = (I'Z' — I'j) X f)z (69)

Here,r; (R ) is the position vector of théh electron @th nucleus), and the symbi;ﬂ (i{f) denotes

the angular momentum of electrarrelative to nucleusA (electronj). The two-electron part

(eq. 6.7) of the spin-orbit coupling operator is difficult to evaluate, and it is therefore commonly
approximated by an effective one-electron operator. This approximation is rationalized by the
finding that for atoms a one-electron formulation using an effective spin-orbit coupling constant
(' [238] leads to good agreement with experiment for 2p and 3d elements. In the case of molecules,
it is assumed that the two electron part provides a “screening” of the nuclear charge, which can be
incorporated intoflég through an effective nuclear charge. Because of-tifedependence (eq.
6.6),F[§8 is of rather local nature, and it thus seems reasonable to consider only one-center matrix
elements of this operator. The effective operator may thus be written as

Hso = Y > &(ria)lls; (6.10)
A i
a? Z‘L}f
4) = —— 6.11
§<T’LA) 9 T?Av ( )
wherer;y = |r;a| = |r; — Ra|. The functionsé(r;4) contain effective nuclear charg@bﬂ,

which are semi-empirical parameters that are determined with reference to experiment or higher
level calculations. Foab initio calculations a set of parametéi% has been proposed by Koseki
et al.[239-241]. Alternative approximations to treat spin-orbit coupling are clearly possible and
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include,e.g. the “molecular potential” approach or the use of effective core potentials [237]. An
accurate method to efficiently approximate the full Breit-Pauli treatment of spin-orbit coupling
is the “atomic mean field” method introduced by Hess, Maeaml. [242]. In this approach,

the two-electron interaction of the spin-orbit coupling operator (eq. 6.7) is approximated by a
simpler pseudo-single particle operator, similar to the treatment of electron-electron repulsion in
Hartree—Fock theory.

In the present formulation (egs. 6.10, 6.8) the momengiiinas been used instead of the gauge
invariant momenturr;. Therefore, an additional gauge correction for the effective SOC operator
has to be introduced. This correction term can be written as

S = 5 >~ 6(ria){(3:B) (riars) — (8,m:) (Bria)}. (6.12)
i,A

For the interaction of nuclear and electronic magnetic momenta, three terms have to be considered.
These are the (classical) magnetic dipole-dipole interaction of electron and nucleéfggpime
well-known Fermi contact interactioﬁfgI and the coupling of nuclear magnetic moments with

the orbital magnetic moment of electrofis;. These terms read

2 @ 51 §ir;a)(IWr; 0
Hg = §9eﬁNZQ%)Z 3 —3< >(5 ) (6.13)
1 — Tia Tia
- o 8T A
Hy = 55 9:0v Y ox ) 81 W6(ria) (6.14)
A i
1414
~ . (0% (A) IZI
Oy = 5&;% Z 7 (6.15)

6.2.3 Formulation of Spin Hamiltonian Parameters

The operators introduced in the previous section describe the physics behind the empirical param-
etersg and A that are employed in the spin Hamiltonian concept. In order make the connection
between the spin Hamiltonian parameters and electronic structure theory, one may use a perturba-
tion theory formulation [243],

H=Hy+ H, (6.16)

where the various magnetic operators are added as perturbing opefafidisthe standard Born—
Oppenheimer Hamiltonian&,). An elegant route to the formulation of the SH parameters in
guantum mechanical terms is the “effective Hamiltonian” treatment suggested by McWeeny [243].
The eigenstates of the unperturbed system are represented by a set of wave functions of the gen-
eral form|aS M), whereS is the total spin quantum number affithe projection onto the z-axis.

The indexa is a compound label that denotes the eigenstate of the standard Born—Oppenheimer
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Hamiltonian. It also incorporates implicitly the spatial irreducible representétiand its com-
ponentsMr. Thus, there ardim(I")(2S + 1) degenerate states with enetfgy.

The secular equations arising from the variation principle can then be transformed to the following
expression [237,243]

(0SM|H|0SM'Y = Eobuar + (0SM|H{[0SM')
— Y AN0SM|H|aS'M"){(aS' M"|H,|0SM'), (6.17)
a>0,5",M"
which is analogous to the result of second-order Rayleighé&giohger perturbation theory. Here,
A, = E, — FEy, the energy difference between it excited state and the ground state.

The various matrix elements arising from this treatment, with the perturbing operators discussed
above (see section 6.2.2), may be grouped such that they match one by one the matrix elements
of the spin Hamiltonian (eq. 6.1) in the same basis of states, and they can thus be identified with
the elements of the matricd3, g and A [237]. The many electron wave functiohsSM) are
normally expressed in terms of molecular orbitals Since the molecular orbitals are in turn
linear combinations of atomic orbitals (LCAO ansatz), most of the matrix elements may be
reduced to integrals of atomic orbitals over the perturbing operators. In this form, the resulting
matrix elements can be implemented in combination with any semi-empirical, density functional,
or ab initio method. Many of these matrix elements are however difficult to evaluate, therefore
specialized approaches have been developed, particularly in the field oMRI€Tir{fra).

The g-tensor.By definition, only terms that are bilinear B andS contribute to the matrig (see

eq. 6.1). Three contributions arise in first order perturbation theory. The first one comes from the
spin Zeeman interaction (eq. 6.3), which simply yields the free electron g-value. The other two
terms originate from the relativistic mass correction (eqg. 6.4) and the gauge correction to the spin-
orbit coupling operator (eq. 6.12), respectively. These three contributions are computationally
easy to evaluate, however, they are generally small and tend to cancel each other. The explicit
terms read:

@B = 9657«8 (6.18)

AgtMC = ——ZPQ HoulTlen) (6.19)

Aggc = 2S ZPQ /8 QO;L| Zg(r/O{rArO - TA,TTO,S}|901/> (620)
A

In general, indiceg, r, s denote spatial components (X, y, z). Heres the fine structure constant,
a_/B - - . - ol _ 2 - - - . -

Pg " is the spin density matrix]’ = —1/2V* is the kinetic energy operator af¢} is the basis

set. In equation 6.2@, is the position vector of the electron relative to nuclés, the position

vector relative to the gauge origin a6, ) is the screening function as defined in equation 6.11.
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The fourth contribution to the g-tensor emerges in second order perturbation theory as a cross term
between the orbital Zeeman operaféy (OZ, eq. 6.2) and the SOC operatb, (eq. 6.11).

In almost all cases it accounts for the dominant contribution. Inseffing+ Hso as perturbing
operators into the perturbation theory formulation, eq. 6.17, and dropping all terms that are not
bilinear inB andS leads to the expression

1 o o
AGRSOC = oo 3T 3T A (LE + LELE)
i(doubly) o(singly)
1 - oa T oa oa T oa
59 > A (LRI + LS LS (6.21)
a(empty) o(singly)

where
LY, = Im(i] > &(ra)li ;) (6.22)
A

Ly, = Im(yllle;). (6.23)

Here,v; are molecular orbitals. The symbdl; ; represents the energy difference between two
configurational state functions (CSRhat differ in the occupation of molecular orbitaland j

. It is important to note that these energy denominators are not simply given by orbital energy
differences but contain corrections in the form of two-electron integrals. In equation 6.21, the
orbital index: is used for doubly occupied,for singly occupied, and for unoccupied orbitals.
Because the orbital angular momentum operator is diagonal in electron spin, the sum over excited
states contains only states of the same spin as the ground state. It can be readily shown that only
excitations from doubly to singly occupied orbitals and from singly occupied to empty orbitals
contribute, since in other cases either the SOC matrix element with the ground state, or the orbital
Zeeman matrix element vanishes.

In summary, theg matrix elements may be written as a sum of four contributions [234, 243]:

Grs = gedrs + AgRMC(Srs + Aggc + AQ?SZ/SOC (624)

The termsA¢™M© andA¢SC are readily calculated from the ground state spin density. In contrast,
the termg"”/5° (eq. 6.21) requires the explicit generation of a sufficient number of excited
state wave functions and associated energies, which may be achieved by configuration interaction
(CI) calculations. For instance, a recent implementation of a highly accurate yet efficient MR-CI
approach to g-tensors that uses the atomic mean-field method to spin-orbit coupling is described

in ref. [244].

The A-tensor. The relevant expressions for the calculation of hyperfine interactions contain terms
proportional to the product of the electron spin operator and the nuclear spin operator. First order

3 The energies of the CSFs can be chosen as the expectation value of the BO operator.
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contributions arise from the (classical) anisotropic magnetic dipole—dipole interaction of electron
and nuclear spinf{gI (eq. 6.13) and from the well-known isotropic Fermi contact interacﬁgp

(eq. 6.14).

The isotropic Fermi contribution reads:

8t 1 «

;iso A =
A=) = S g gl) Y P el = Ra)lia)
[TRY

2ro

= 33 geﬁNgN " P(R,) (6.25)

This shows that the Fermi term is directly proportional to the spin depsity at the considered
nucleus.

The dipolar contribution can be written as:

AL = 5989 ZPO‘ Hulra® (G = Brasrastlon) (6.26)

Hence, the dipolar HFC tensor can be calculated from the spin density matrix and the field gradient
integrals.

The remaining contribution arises in second order as a cross term between the spin-orbit coupling
operatorHs, (eq. 6.11) andd;; (eq. 6.15), which describes the coupling of nuclear magnetic
moments with the orbital magnetic moment of electfoiy applying the perturbation treatment
discussed above (eq. 6.17) one finds

; I« 10 T 10 10 T 10
A&?SOC) = 28 ZﬁN N){ Z Z Azo L37’L15+L1TL35)

i(doubly) o(singly)
S AL+ L) (6.27)
o(singly) a(empty)
where

LY, = Im{u|ldr®ey). (6.28)

For molecules containing only light nuclei, it is a reasonable approximation to neglect this term,
which, however, can make a significant contribution in the case of transition metals [245-248].

4 There is another spin-orbit contribution to hyperfine interactions, which arises as a cross term between the spin-
orbit coupling operator (eq. 6.11) and the magnetic-dipole-dipole operator (eq. 6.13). However, this term does not
reduce to the fornf$ A1, and hence it should not be included into the spin-Hamiltonian parametéor a discussion
see ref. [245].
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6.2.4 Calculation of Second Order Contributions by a Double Perturbation
Approach

Using the sum-over-states formulation discussed above, the second order contributions to the spin-
Hamiltonian parameterg and A may be calculated quite accurate/g, by a CI treatment.
However, this method is computationally very challenging and currently not applicable to larger
molecules. A more practical approach in connection with DFT is the use of coupled perturbed
SCF theory. In general, a second order property may be expressed as a (mixed) second derivative
of the total energy with respect to one or two perturbations. Thus, the contribution to the g-tensor
is defined as the derivative with respect to the magnetic momehthe electron and the external
magnetic fieldB, while the contribution to the A-tensor is obtained by differentiation with respect

to the electron spin and the nuclear spin:

1 O0°F

AgPSOC = — 6.29

- 35 35,08, (©29)
0°E

AR = ——— 6.30

95,01 (650

These derivatives may be calculated by double perturbation theory [243]. In the following, we
give a very brief outline of this procedure for the case of hybrid DFT in the unrestricted formalism.
Detailed expositions are available in the literature [237, 243, 249]. Coupled perturbed SCF theory
may be employed to calculate the first order wave function from the linear response of the Kohn—
Sham ground state to one of the two possible perturb&tidriee perturbation is provided by the
orbital Zeeman operatof 5, eqg. 6.2) in the case of the g-tensor [249-253], and by the nucleus-
orbit interaction {1, eq. 6.15) in the case of the A-tensor [245]. The result are the first order
wave function coefficient&/?". The symbob denotes the spin of either tlaeor 5 spin orbitals.
Having obtained these coefficients the second order properties are calculated as:

A = o S (-1 Y Im(U

o=a,B i,a€0
xIm (<w?<°>| Zf(u)l;“lws<°>>> (6.31)
A
and
AR = —%%mﬁ” UX@)ﬁ(—n‘svﬂ
Z Ua' i o(o | Zg 1A wa(O) (6.32)

Here, labels, j refer to occupied and, b to unoccupied orbitals.

5 The interchange theorem proves that the order in which the two perturbations are applied is immaterial [243].
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In this way, (infinite) summations over excited states, as in eqs. 6.21 and 6.27, are completely
avoided. In practice, the solution of the coupled perturbed SCF equations is the computational
bottleneck in the evaluation akge’/5°° and AASOC, which requires approximately the same
time as the SCF calculation itself.

We note that another approach to spin-orbit contributions is to include spin-orbit coupling directly
into the electronic structure calculatima a relativistic DFT method [254, 255]. In this case,

first order perturbation theory is sufficient to calculate all magnetic parameters. This approach is
superior to double perturbation methods in the case of heavier transition metals, where relativistic
effects such as spin-orbit coupling are important. Studies using the relativistic zeroth-order regular
approximation (ZORA) DFT method have highlighted the importance of the SOC contributions to
metal hyperfine interactions [246—248]. Unfortunately the ZORA approach is currently available
only in spin-restricted form and for a single unpaired electron.

6.2.5 Practical Aspects of the Computations

g-tensor. In practical calculations which necessarily employ finite basis sets, the orbital angular
momentum operator introduces an unphysical gauge dependence of the g-tensor. As a conse-
guence, predictions for the g-tensor may change with different choices for the gauge origin. This
problem is well-known in the calculation of magnetic properties, such as NMR chemical shifts,
magnetizabilities and g-tensors. Of these three properties, the g-tensor is least sensitive with re-
spect to the chosen gauge origin [237]. Thus, if a good choice for the gauge origin is made, the
deviations from the exact result are in most cases negligible. This is referred to as the “common
gauge” approach. Luzanet al. have shown that the best choice for a common gauge origin is the
center of electronic charge, which leads to g-values that effectively approximate the fully gauge
invariant results [256], particularly when using larger basis sets [237, 256]; trigledity is usu-

ally sufficient in practice. A more rigorous treatment is to introduce magnetic field dependent
phase factors into the electronic wave function. The two most popular approaches of this kind are
the GIAO (Gauge Including Atomic Orbitals) method, that uses London atomic orbitals [257], and
the IGLO (Individual Gauge for Localized Orbitals) [258] method, where the phase dependence is
introduced into the molecular orbitals, which have to be localized according to established criteria.

A-Tensor. The isotropic HFC contribution is directly proportional to the spin density at the po-
sition of the nucleus. Even if the formally singly occupied orbitals do not carry significant s
character, isotropic hyperfine coupling interactions can arise from subtle mechanisms of spin po-
larization [259]. A realistic description of spin polarization effects by the theoretical model is
thus extremely important. Therefore, basis functions with high flexibility in the core region are
required, which means that inner s functions should at least be decontracted. Barone and co-



142 CHAPTER 6. CALCULATION OF SPECTROSCOPIC PARAMETERS

workers have specifically designed basis sets for this purpose, denoted EPR-1l and EPR-III [260].
For the prediction of metal hyperfine coupling constants, standard Gaussian type basis functions
additionally need to be enhanced with primitive Gaussians with very large exponents in order to
mimic the cusp behavior of the true wave function near the nuclei. Since spin polarization is
crucial, spin-restricted wave functions cannot be used for the prediction of metal hyperfine in-
teractions. For the treatment of large molecules, unrestricted DFT calculations are usually the
method of choice, although pure LDA and GGA functionals tend to underestimate spin polariza-
tion. Thus, Munzarova and Kaupp have shown by comparison to highdbualtio calculations,

that present-day density functionals tend to underestimate the core level spin polarization which is
crucial for obtaining accurate spin densities at the metal nucleus [261]. Hybrid functionals benefit
from some error compensation, since the Hartree—Fock method overestimates spin polarization
and the admixture of exact exchange in hybrid functionals apparently adjusts the isotropic cou-
pling constants in the right direction. Care has to be taken, however, when spin polarization is
caused by significant spin contamination, because the DFT results then tend to become unreli-
able [261].

For the prediction of dipolar hyperfine coupling constants, standard basis sets usually are suffi-
cient, as long as they are flexible enough, preferably of tijperality.

6.2.6 Calculation of MolRbauer Parameters

The MoRRbauer effect consists of the recoilless emission and resonant absorpticadadtion due

to associated changes in the state of the atomic nuclei. In biology, this effect is especially useful
to study iron containing systems, where the- 1/2 — I = 3/2 transition in the’"Fe isotope

is probed [262]. Of particular interest is the possibility to combin&3dauer spectroscopy with

rapid freeze quench techniques to study short lived intermediates. The energy of the transition is
dependent on the immediate environment of the absorbing atom. The absorption wave length with
respect to a given standaride(, iron foil) is called the isomer shifi. The quadrupole splitting

AEjq is due to the fact that thé/; = +1/2,4+3/2 components of thd = 3/2 excited state

are split in energy by the electric quadrupole interaction. The physical origin of this effect is the
interaction of the nuclear quadrupole moment with the electric field gradient at the nucleus. Both
guantities, the isomer shift and the quadrupole splitting, give valuable information about the spin
and valence state of the metal and about the nature of the metal-ligand bonds.

The theoretical prediction of Bibauer properties requires an accurate description of the elec-
tron density around the nucleus. Density functional theory studies [263—266] have demonstrated
that the method is capable of predicting these properties in very good agreement with experi-
ment [267]. Similar to the calculation of isotropic hyperfine coupling constants, basis sets with
enhanced flexibility in the core region seem to be required [266]. The isomed shiftoportional
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to the electron density at the nucle®) according to equation 6.33:

= snzs(r () 50 - 30 633)
Here, Z is the nuclear charge of the8bauer absorbing atorf{7) is a relativistic correction
factor,eq is the elementary charg®,is the average value of the radii of the nucleus in the ground
and excited state, andR is the difference of the two radioj) (0) is the non-relativistic electron
density at the nucleus of the absorbing atom g{1@) is the same quantity for a given standard.
Because all quantities except for the electron density of the absorber are constant for a given
isotope, one may simplify this expression to equation 6.34:

8 = alpy(0) — b) (6.34)

The theoretical approach to isomer shifts has been to construct a linear correlation plot according

to equation 6.34 between electron densities at the nucleus calculated from DFT or MO theory and

experimentally measured®Bbauer data [264—266]. Given the parametensdb, predictions for

other iron-containing systems can be made. The slope and intercept of the linear correlation line

depend on the density functional and basis set used, and as such are not universal. A correlation
for the popular B3LYP functional and standard Gaussian-type basis sets has been reported by
Neese [266].

To calculate the quadrupole splitting, the electric field gradieat the position of the iron nucleus
needs to be evaluated. This quantity is relatively easy to compute and enters the expression of the
guadrupole splitting as

2\ 1/2
1 n

where( is the quadrupole moment of the excited state, and the components of the electric field
gradient are labeled according to the convention

[Veel > Vil > [V (6.36)

with the asymmetry parameter
n=Vix = Vyy)/Va. (6.37)

An uncertainty concerns the value for the quadrupole mometfef Values in the literature vary

from ~0.1 barf to ~0.3 barn, however, 0.15 barn is most commonly adopted and gives results
in good accord with experiment. Systematic DFT studies using the B3LYP density functional of
quadrupole splittings were done by Oldfiedd al. for a variety of heme proteins [268-270].

A study of compound I-type intermediates in heme proteins demonstrated that the calculated

6 The dimension of the electric quadrupole moment is charge times area, however, commonly the electronic charge
is not explicitly given.
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MoRbauer parameters for th&,,, and*A,, 7-cation radical states are similar and in good agree-
ment with experiment [233]. These studies indicate that DFT is a reliable tool for the prediction
of quadrupole splittings.

6.3 Computational Details

6.3.1 Geometries

Compound I. The QM region used in the Cpd | study is shown in figure 6.1. The protoporphyrin

IX in heme was represented by a porphyrin, while the axial sulfur ligand was taken as the full
Cys357 residue, the CO group of Leu356, and the NHifit of Leu358.

Chapter 3 gives details about the geometry optimization of this system in the enzyme environment
as well as in the gas phase (QM region R3). We have used the BSLYP/CHARMMZ22 geometries
optimized separately for the LS and HS state of snapshot 40 with basis set B3. The analogous
isolated species were optimized in the gas phase on the B3LYP level with basis set B3.

Model compounds. Complexesl7 and 18 were fully optimized without symmetry constraints.
These calculations were entirely done with TURBOMOLE [187, 188] and employed the B3LYP
functional together with the SV(P) basis set [200] (784 basis functions total). The quartet and the
doublet spin state were separately optimized with tight convergence criteria. In agreement with
the experimental assignement [224], we found the quartet state to be the ground state, being more
stable than the doublet lma. 0.1 kcal/mol yide infra).

Resting State. The ferric aqua complex considered in the present study is shown in figure 6.1.
The corresponding QM/MM geometry optimizations were described in chapter 5. Here we use
the geometry of snapshot 195 optimized at the B3LYP/CHARMM22 level, employing the same
QM system (R3w) with basis set B4. Only the ground stia¢ethe doublet state, was considered.

6.3.2 Spectroscopic Parameters

’Fe, !N, 170 and'H isotropic hyperfine coupling constants (HFCEY and the traceless aniso-
tropic HFCsA? are calculated directly from Fermi contact terms (eq. 6.25) and classical dipolar
contributions (eq. 6.26), respectively. The principal values of the total hyperfine coupling ten-
sor At are obtained from addition of these two contributions. Furthermore’ free spin-orbit
contribution of the hyperfine interaction was calculated, using double-perturbation theory (eq.
6.32) [245]. Its isotropic contribution was added to thEe isotropic Fermi term4s°, while its
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anisotropic pseudo-contact contribution was added to the anisotfégicensorA.

MoRbauer quadrupole splittingsE, (eq. 6.35) and the asymmetry parametéeq. 6.37) were
calculated from the electric field gradient componénts A nuclear quadrupole mome@t*"Fe)

of 0.15 barn was employed. Thed@bauer isomer shift was obtained from the electron density at
the iron nucleug, with the correlation (eq. 6.34) given by Neese [266] for the B3LYP functional.
The g-values were calculated employing double-perturbation theory (eq. 6.31) [249] in conjunc-
tion with a parameterized one-electron spin-orbit operator [240, 241]. This approach covers spin-
orbit coupling, spin polarization, relativistic mass and diamagnetic gauge correction. The com-
mon gauge origin was chosen as the center of electronic charge. The sensitivity of the computed
g-tensor with respect to the chosen gauge origin was probed by a series of calculations that used
the center of mass, the center of electronic charge, and the iron atom as the gauge origin. The
resulting deviations of the individual g values (g, g3) from the respective averages (g-, g3)

were found to be less than 4 %.

The standard definition of the spin Hamiltonian for the exchange interaction between two magnetic
centers with site spinS; andS; is given by the relation

H=-2J55, (6.38)

where J is the Heisenberg exchange coupling constant. In the broken symmetry formdlism,
may be calculated from the energy differences between high spin and broken symmetry states,
using the general expression [271]

(6.39)

Alternatively, Yamaguchi [272] suggested the following expression for the exchange coupling
constant: P P
HS — L“BS

I Ty — S (640
The spin expectation values are obtained from the unrestricted DFT calculation. We compare the
results obtained from both formulas. The magnitude/a$ a measure for the strength of the
exchange interactions and its sign indicates whether exchange coupling is ferromagnetig (
or antiferromagnetic{ < 1). The energie®ys and Egs were obtained from single point energies
on the geometries optimized for the HS and BS states, respeciieely, is based on adiabatic

energy differences and is thus directly related to the experimental values.

In the calculation of the hyperfine tensor and thé/MNdauer properties, the triply polarized (17s-
11p5dif)— [17s7p3d1f] core properties basis set CP(PPP) for iron [266] was used. The other
atoms were assigned the Ahlrichs-SV(P) [200] basis set, however, the inner s-functions were
left completely uncontracted. For the iron atom, an enhanced integration grid was used and the
overall integration accuracy was increased usingSpecialGridintAcc=7 keyword. The
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g-tensors as well as the exchange coupling constamtsre obtained with the TZVP basis [201]
at all atoms. In the case of Cpd I, the calculated hyperfine- and g-tensors of the broken-symmetry
doublet state were corrected by spin projection as described below

All calculations were carried out with the ORCA 2.2 program package [273] and employed the
B3LYP density functional. This functional has been shown to give better results for transition
metal compounds than GGA functionals, which is thought to be due to a better description of
metal-ligand covalency [267].

QM/MM single point calculations were done according to the electrostatic embedding scheme
(see chapter 3 for detaild)e. the outer part of the system was represented by point-charges that
entered the one-electron Hamiltonian of the QM calculation.

6.3.3 Spin Projection

Cpd | (7) exhibits two weakly coupled spin systems. One is the' Ganoiety with a formal site

spin of S; = 1. The other consists of the porphyrin and cysteinate ligands with formal site spin
Sy = 1/2. These systems interact by ferromagnetic or antiferromagnetic coupling, yielding total
spins of S = 3/2 for the HS state and = 1/2 for the broken symmetry (BS) state. The spin
projection coefficients;, ¢, for the exchange coupled system result from spin algebra and may

be written as
S(S+1)+ 51(S1+1) —S2(S,+ 1)

= 6.41
“ 25(S+ 1) (6.41)
S(S+1) = Si(S1+1) + S5(S> + 1)
pr— . .42
“ 25(S+ 1) (6-42)
In the present case, the spin coupling model results in projection coefficients-of4/3 and
co = —1/3. The theoretical foundation of the definition of such coefficients is the Wigner—

Eckart theorem associated with the vector model. This model states that two spin \¥choes
vectorially coupled to give a resultant total spin whose magnitude can be any of the integrally
spaced values betweésy — S,| and|S; + S;|. The quantity,, gives the projection of the “local”

spin onto the total spin of the system [230, 231, 274].

Correction of hyperfine coupling constants. The broken-symmetry calculated isotropic and
anisotropic hyperfine coupling constants corresponding to an atom on siteof the antifer-
romagnetic doublet system were converted to intrinsic site hyperfine coupling constéiffts
by [275,276]

n
n,site __ a

428

(6.43)

" In contrast to the spin density, the electron density of the antiferromagnetic state is well described by the broken
symmetry formalism, thus no spin projection had to be applied in the calculation ofaRBea&dier parameters.
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S, is the site spin of either the FeD (S; = 1) subunit or the ligands% = 1/2). The positive

sign is applied for all atoms on site 1 (here!¥@), the negative sign for those of site 2 (ligands).
The final coupling constantd that are related to the experimental values are then calculated
employing the spin projection coefficients &

A= Cnan,site (644)

Correction of g-tensors. The concept of spin projection requires the calculation of site values
also for the g-tensor. For that purpose, the g site values were extracted from the g-tensors of both
the HS and BS states [277]. The HS g-tensor can be decomposed into contrildijtiand C5

from sites 1 and 2. Neglecting electronic relaxation, the HS and BS states differ only by a spin flip
of the magnetic electron on site 2. Therefore one can assume that the g-tensor of the BS state is
made up by the same contributiofigs andC, differing only in the sign of’; due to the rotation

of the spin vector on that site:

1

gus = S_(Cl+02) (645)
HS
1

gBs = 5—(01—02) (6.46)
BS

The same assumption underlies the calculation of J-values with the BS-DFT approach. Inserting
the g-tensor site values

= —(C 6.47

g1 S, 1 ( )
1

= —_C 6.48

g2 S, 2 ( )

in egs. 6.45 and 6.46 yields wify; s = S; + S, andSps = |S1 — S2| the following equations for
the calculation of the site values from the g-tensors of the HS and BS states:

1

91 = ——|gusSus + gBsSss] (6.49)
25
1

g2 = —=|9usSus — 9BsSBs] (6.50)
259

The individual matrix elements of the molecular g-tensors of the antiferromagnetic state were then
calculated from the spin projection relation

9=14/3g1 — 1/3gs. (6.51)

The matrix producg’ g was subsequently diagonalized to yield the final g-tensotthe principal
g values and the orientation.

8 This relation is derived under the assumption that the coupling constiariarge and the zero field splitting D
is small with respect to the hyperfine coupling constants.
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Figure 6.2: Optimized geometries of the iron-oxo meso-tetraphenyl model compounds 17 and 18.
Distances in A, angles (oblique numbers) in degree.

6.4 Results and Discussion

6.4.1 Model Complexes

The geometries of the oxoferryl complexegand18 optimized in the HS state are displayed in
figure 6.2. The corresponding LS geometries are virtually identical. Both systems exhibit short
Fe—O distances, indicative of partial double bond character. The calculated Fe—O bond length in
18 (1.612,3\) is slightly larger than inL7 (1.596,&) and closer to the experimental value of 1.64

A determined by EXAFS studies on [FO(TMP )] [53, 278]. The phenyl substituents at the
mesecarbon atoms are rotated by°2%ith respect to the perfectly perpendicular arrangement
towards the porphyrin plane. This is apparently a compromise between repulsive interactions with
the porphyrins-hydrogen atoms and the energy gain due to the partial overlap af$lystems.

In 18, the bond to the other axial ligand, the water molecule, is relatively short @.17

In agreement with the experimental assignment [53, 224], both complexes are porphyrin cation
radicals, with one unpaired electron in the porphysinorbitalP. The spin density of the porphyrin
7 system delocalizes partly into the adjacent phenyl rings, which underscores that a consideration
of these groups is important for the description of the electronic structure of the complexes.

Table 6.1 lists the Ni3bauer parameters calculated for modélsand 18 and compares them
with the experimental results on the complexes [FeO(TDCPR)d [FeO(TMP)] [224]. The
quadrupole splitting\ £, is a measure for the deviation from cubic coordination symmetry around
the iron atom. Expectedly, the five coordinated species shows the largest splitting of 2.22 mm s

9 Symmetry labels refer to idealizédl,, Symmetry of the porphyrin.
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as opposed to the experimental values of 1.62 and 1.48 mimThis strongly indicates that a
sixth ligand to the iron is present in the experiments. Indeed, the water ligated &&slebws

the smallest splitting of 1.16 mnTs Hence, the coordination sphere in the true systems is
less symmetric than i&8, which agrees with the notion that the ligand is either methanolate or
metachlorobenzoate [164]. The calculated smalbRbauer isomer shift&-, (0.08 and 0.11
mm s!) are typical for the HS P& species and accord very well with the experimental data. In
contrast, HS F& porphyrin complexes exhibit larger isomer shiftsy, ds7p, = 0.46 mm s for

the complex [FE'(Br)(TMP)] and 0.42 mms' for the corresponding porphyrin cation radical
[FE''(Br)(TMP )] [164].

Table 6.1: MoRbauer isomer shift ds7, [Mm s~1], quadrupole splitting AEg [mm s~!], and asym-
metry parameter n for complexes 17 and 18.

compound AEq [mms!] n Ss7pe [MM S71]
theory 17 2.21 0.0 0.08
theory 18 1.16 0.0 0.11
exp.[224]  [FeO(TDCPP}]  1.48 0 0.06
exp. [224]  [FeO(TMP)} 1.62 0 0.08

Up to now, spectral simulations of measuredBbauer and EPR spectra of compound | analogues
have not been possible with a unique parameter set [279]. Instead, a whole parameter space is
available due to the fact that several of the parameters are covaeartdcal g-values and zero-
field-splitting D for iron(lV), and the anisotropy contribution to the exchange interactiorin

the experimental study [224], the g-tensor of the ferryl iron was related to the zero-field splitting D
using a perturbation formula derived from a ligand-field treatment by Oosterhuis and Lang [280],
assuming a one-electron spin-orbit coupling constant ef 500 cnT!. For the unpaired spin

on the ligands, an isotropic g-tensor with principal values of 2 was assumed. Moreover, in these
complexes, the exchange couplitigs of similar magnitude as the zero-field splitting D. The
competition of zero-field and exchange interaction leads to a mixing of spin states and to a strong
dependence of effective g-factors pfi and D. Using the abovementioned assumptions, it was
possible to simulate the overall EPR features, which provided a sensitive estimate for.D and
However, due to the covariance of parameters, there is essentially no independent information on
the g-values. In fact, it is important to note that D may contain substantial contributions from
excited states with lower or higher multiplicities than the ground state, whereas only excited states
of the same multiplicity as the ground state contribute to the g-shift [237]. Thus, the assumption
of proportionality between D and g is questionable.

The experimentally determined values férandg are compared to the calculated numbers in
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Table 6.2: Principal g-values and Heisenberg exchange coupling constants .J [cm~!] for com-
plexes 17 and 18.

compound g J@®[ecm~] J2Y [cm™]
theory 17 2.010, 2.010, 2.006 +56 +55
theory 18 2.010, 2.010, 2.006 +26 +26
exp. [224] [F&"O(TDCPP)} 2.20, 2.24, 1.99 +38
exp. [224] [F&'O(TMP)["  2.21,2.23, 1.99 +43

@ Calculated according to equation 6.3%Calculated according to equation 6.4CElectronic g values of ferryl iron
were related to D and E/D via a ligand field model [280], see text.

table 6.2. The values obtained from the different expressiong {eqs. 6.39 and 6.40) are vir-
tually identical. Most notably, our calculations correctly predict a ferromagnetically coupled spin
system with positive sign of. The magnitude of the calculated Heisenberg exchange coupling
constants for compounds/ and 18 agrees very well with moderately strong coupling found in
the experiment.

The calculated g-values indicate an isotropic g-tensor with principle valuea.o2.01. This

is in contrast to the fitted g-tensor of the complex'[FRTDCPP)} ([Fe'YO(TMP)]*), which
exhibits a rhombic pattern with g 2.20, 2.24, 1.99 (2.21, 2.23, 1.99). As noted above, a defini-
tive experimental determination of g-values has not been possible, hence this poor agreement
is not unexpected. However, our calculated g-shifts appear rather small. To check this further,
we have calculated the relative energies of the lowest excited states in the simplified oxoferryl
model system [F€ O(NHs).(SH)]* (see section 4.2.4) by means of TDDFT (B3LYP/TZVP) and
INDO/S-CI calculations. This system contains the centr&i Gemoiety with spirS = 1, which is

mainly responsible for the g-shifts in theesetetraaryl porphyrin substituted parent compounds.
The lowest excited states with sgin= 1 are found more than 2 eV above the ground state. As
shown in equation 6.21, these relative state energies appear in the denominatogfézf/?ﬂg

term, which makes the dominating contribution to the g-tensor. Hence, one may rationalize the
small g-shiftd® by the weak interaction of the electronic ground state with the excited states of
equal spin. Another factor that influences the g-shift is the metal-ligand covalency. Our calcula-
tions show that the d-orbitals on iron strongly mix with ligand orbitals. The unrestricted natural
orbitals (UNOs) with occupation numbers of approximately 1 electron are a reasonable approx-
imation to the “magnetic” orbitalg,e. those orbitals which make the dominant contributions to
the interactions with the external magnetic field. The UNOs that correspond to the Fe® d-p
orbitals contain onlyca. 50-60% contributions from iron d-orbitals. This large covalency causes

a concomitant reduction of the spin-orbit coupling interactions with respect to the free iron ion.
Integrals of molecular orbitals over the effective spin-orbit coupling func§i@nd the orbital

10 The g-shift is the deviation from the free-electron g-valué2j002319).
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angular momentum operator directly contributegg%/SOC (see eq. 6.21). This effect thus leads,
likewise, to a decrease in the calculated g-shifts.

On the basis of these considerations the calculated isotropic g-tensor with.@l for 17 and

18 does not seem unrealistic. It would therefore be desirable to re-evaluate the spin Hamilto-
nian simulations of the spectral data [224] using our computed g-values. On the other hand, one
should keep in mind that the precise calculation of the g-tensor for such complex systems remains
a challenge to present-day theoretical methods, and one should not expect quantitative accuracy.

Table 6.3: 5"Fe Hyperfine coupling constants [MHz] for complexes 17 and 18.

compound Alse Al Ad
theory 17 -10.0 -18.5 36.9
theory 18 -9.7 -16.8 33.1
exp.[224] [F&'O(TDCPP)}  -183 -85 17.0
exp. [224]  [F&"O(TMP)I* 183  -9.2 18.4

The "Fe hyperfine coupling tensor determined experimentally shows an axial pattern with an
isotropic coupling constant of -18 MHz, and anisotropic components of -9 I\Allﬁlg)(and 17-18

MHz (A¢). The experimental result is compared to the corresponding calculated values in table
6.3. The calculations correctly predict the pattern and signs of the tensor. However, the agreement
is qualitative rather than quantitative: the isotropic HFCs are underestimated, while the anisotropic
HFCs are overestimated by a factor of approximately 2. The underlying cause for the too positive
Fermi contact terms is a significant underestimation of the core level spin polarization by DFT,
as has been analyzed in detail by Munzarova and Kaupp [261]. This deficiency of DFT seems to
plague the predictions of isotropic metal HFCs in general, see also ref. [245].

We note that the spin-orbit contribution to tHé&e A-tensor (eq. 6.32) accounts for a small adjust-
ment of only 1-2 MHz to the total A-tensor. These small values are consistent with the calculated
small g-shifts, considering the similarities in the expressions of the spin-orbit contribution to both
guantities (egs. 6.31 and 6.32).

The calculated hyperfine interactions with the pyrrole nitrogen atoms and the oxygen atoms di-
rectly coordinated to iron in the complexEgandl8are given in table 6.4. These parameters have
not been determined experimentally for the complexe$8'[BETDCPP)} and [Fé¥O(TMP)]*.
However, a comparison of these values with those obtained for the native Cpd | species in the en-
zyme environment might be instructive, giving a measure for the impact of environmental factors
(polarization, cysteinate ligation) on the computed ligand HFCs.

The data in table 6.4 show that the oxo ligand exhibits an axial splitting with a prominent cou-
pling constant of 17/18) 121/132 MHz for the anisotropid? component. In contrast, the pyrrole
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nitrogens show small splittings. Interestingly, model comgdl8xshows two sets of similar, but
distinguishable resonances, which reflect the deviation from 4-fold symmetry of the porphyrin
caused by the axial water ligand.

Table 6.4: Calculated 7O and *N Hyperfine coupling constants [MHz] for complexes 17 and 18.

compound atom Ao Ad A¢ Ad

17 oxo O -11.2 -60.4 -60.4 120.8
pyrrole N 2.3 -4.0 -1.7 5.7

18 oxo O -12.3 -67.7 -63.8 131.5
aqua O -3.1 -3.1 0.9 2.2
pyrrole NV 2.1 5.1 -3.0 8.1
pyrrole N2 2.1 -5.4 -3.5 9.0

6.4.2 The Resting State

The results fromH-ENDOR measurements of the resting form of P45(225, 226], together

with X-ray data [85], have resolved a long-standing controversy over the identity of the second
axial ligand to the heme iron ih[3]. These studies have confirmed the presence of either a water
or a hydroxide as the sixth ligand. From recent ESEEM measurements it was concluded that the
ligand is a water molecule [86, 87], with two strongly exchangeable protons at a distance of 2.62
A from the heme iron; the presence of a hydroxide ion was excluded.

The hyperfine coupling to the pyrrole nitrogen atoms, as determin&thsiZNDOR studies, pro-

vides a good measure of the active site environment of heme enzymes, and also for the spin den-
sity and electronic structure of the central iron atom. For example, Eaalnhave demonstrated

how protein-induced perturbations can alter these hyperfine couplings between the ferric resting
form of CPO and P450 enzymes, which share the same metal coordination environment [226].
While aquomet-CPO shows distinct resonances for all four pyrrole nitrogenSNhesonances

in P45Q,,,, are less resolved, indicating that the active site environment is more symmetric in the
latter species. The experimentAN-ENDOR spectrum ofl. shows a broad absorption froca.

5.0-6.4 MHz, with an average value of 5.7 MHz.

The calculatedH HFCs for the water protons are compared against experimental data in table 6.5.
The spectral features could be simulated by assuming two magnetically equivalent protons, with
an isotropic HFC of 1.5-2.0 MHz and anisotropic components of 4.2—-4.5 MHz. The comparison
to the calculated values (table 6.5) shows nearly perfect agreement of the anisotropic part of the
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Table 6.5: 'H Hyperfine coupling constants [MHz] calculated for 1¢.

theory experimertt
Ao AL AL A | A Al A9 Ad

HY 20 47 50 94 15-2.0 4.2-45 4.2-45 8.4-9.0
H® 04 46 4.4 9.0 1520 4.2-45 4.2-45 8.4-9.0

@ The sign of the HFCs was not determinédef. [87].

A-tensor. For the isotropic HFCs, we obtained two distinct resonances of 0.4 and 2.0 MHz. This
is related to the different spin densities on the two protons, one of which, H(1), participates in
a hydrogen bond to a neighbouring water molecule in the active site, while the other one is not.
Obviously, the assumption of two equivalent protons is not transferable to our calculations, which
considered only one single conformation, while the experimental values derive from an ensemble
of conformations. Hence, one might expect that on average both protons are involved in hydrogen-
bond interactions, considering the fact that the theoretical prediction for the isotropic HFC on H(1)
virtually coincides with the experimental value of 1.5-2.0 MHz.

The calculated HFCs for the four pyrrole nitrogens are listed in table 6.6. One can see that the
pattern falls almost exactly into the experimentally determined range of 5.0-6.4 MHz. The average
value for the calculated total HFCs is 5.9 MHz, in nearly perfect agreement with the experimental
average of 5.7 MHz. A roughly isotropic distribution around 5.8-5.9 MHz has also been obtained
by Davydovet al. for other ferric heme intermediates in the P450catalytic cycle, namely the
iron(lll) peroxo-complexs, hydroperoxy comple, and product compleQ (see section 1.2.1).

In contrast, the HFCs calculated for the pyrrole nitrogens in the ferryl model corhpi8) are

APt =2, At = +1, AP = +8 MHz (A" = -3, A = -1, A®* = +10 MHz). These differences

in the signals could allow for an experimental distinction between the high-valent ferryl compound
and its ferric precursors in the catalytic cycle.

Table 6.6: 1*N Hyperfine coupling constants [MHz] on pyrrole nitrogens®

theory experiment
Aiso Aot Atyot Aot A
NA -6.3 -6.8 -6.2 -6.0 +5.0-6.4
NE -6.3 -6.8 -6.1 -5.9 +5.0-6.4
NC -5.9 -6.7 -5.8 -5.2 +5.0-6.4
NP -5.5 -6.2 -5.5 -4.7 +5.0-6.4

@ For explanation of the labels’N-NP refer to figure 6.1° ref. [226].
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The 'H HFCs calculated for theneseprotons displayed an isotropic distribution in the range of
0—2 MHz, consistent with the experimentally observed small HFAq# 1 MHz) [87, 225].

The g-values of the resting fortawere calculated as;g= 2.016, g = 2.151, g3 = 2.173. The
experimental EPR spectrum bfs a typical powder pattern of& = 1/2 spin system with a non-

axial g-tensor where,g= 1.91, g, = 2.26, g3 = 2.45[213]. The poor agreement of the calculated
and experimental values is due to the near-degenerate 'SyFeund state, which gives rise to
very large spin-orbit contributions to the g-shifts. Furthermore, the observed large negative shift
in g; indicates that perturbations of higher order need to be taken into account [281], which are
not included in our approach. The method of choice to address this problem would be a relativistic
two-component DFT approach [282] in spin-polarized form, which is, however, not yet available.
Alternatively, one might use a parameterized model (basegdon a ligand-field argument [237])

and determine the necessary input quantities (excitation energies, orbital energy differences) from
DFT calculations.

In conclusion, the results presented in the preceeding two sections demonstrate that realistic pre-
dictions for the Mb3bauer quadrupole splitting and isomer shift, the exchange coupling constant
J, and the ligand hyperfine coupling interactions are possible on the basis of DFT calculations.
The calculated metal HFCs of oxoferryl model compounds are in qualitative agreement with the
experimental data, yet the isotropic contributions are underestimated, while the anisotropic part
is overestimated by a factor of 2. Due to the lack of reliable reference data, we could not assess
the accuracy of the g-values calculated for"F€pd | model complexesl{, 18). However, the
limitations of the present approach to g-tensors become obvious when spin-orbit effects become
very large, as shown by the calculated g-shifts of the ferric aqua corfiplex

6.4.3 Compound |

The calculated Ni3bauer data for Cpd | of P45Q, are collected in table 6.7. We compare the
parameters from the QM/MM treatment in the enzyme environm&nt)(to those of isolated
system in the gas phas§,(). The gas phase results are very similar to those obtained for the
Cpd I model complexe&7 and18 (see table 6.1). Comparing only the equivalent HS states, the
quadrupole splitting (isomer shift) is 1.34 (0.09) mmt sis compared to 1.48 (0.06) mm'sin

17 and 1.62 (0.08) mms in 18. The spectral features of Cpd | are significantly changed in the
enzyme environmentA E, is reduced to 0.64 mnm$ andds, is increased to 0.13 mnts. The

HS and LS states exhibit nearly identicabBbauer parameters, since these depend only on the
total electron density, which is essentially the same in both spin states.

Calculated Heisenberg exchange coupling constants for the exchange coupled system are given
in table 6.8, together with g-values. As described in section 3.4, QM/MM calculations with the
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Table 6.7: Calculated MoRbauer isomer shift ds:r, [Mm s~1], quadrupole splitting AEq [mm s~1],
and asymmetry parameter n for Cpd | of P450.,,%.

Spin state system AEq [mms ] n Ss7pe [MM S71]
2A Spp 0.67 0.09  0.13

S 1.34 0.06  0.09
1A Spp 0.64 0.10  0.13

S 1.33 0.03 0.09

0
i

¢S, p refers to the system in the enzyme environmgpt, to the system in the gas phase.

same QM region as employed here (R3) and the basis set B4 predict an antiferromagnetic doublet
ground state, being more stable than the quartet state by 1. drhis assignment is confirmed

by the present single point calculations which employ a larger basis set (TZVP) and lead to sim-
ilar values,.J being —16 cm. In the gas phase calculations, we obtained a coupling constant of

J = -27 cnt. This value may be compared to the experimental datum of -37¢on Cpd | in

CPO [38,46]. Likewise,J is also negative, but smaller in compound | of HRP [48]. Our calcu-
lations thus correctly reproduce the intriguing experimental finding that the signsofeversed

in the native Cpd | species as opposed to Cpd | model complexes, like the ones discussed above,
which all show ferromagnetic coupling [164]. Weiskal. suggested [164] that this effect is a
result of the delocalization of one oxidizing equivalent not only over the porphyrin, but also over
the proximal axial ligand. Specifically, interactions of orbitals on sulfur and the oxoferryl moiety
are thought to provide the overlap of magnetic orbitals, that would give rise to the observed an-
tiferromagnetic coupling. This qualitative notion agrees very well with the redox mesomorphism

in Cpd I, discussed in section 3.4.

The g-shifts computed for Cpd | are rather small, similar to the situation in the model complexes
discussed above. However, in going to the cysteinate ligated system, there is a slight tendency
towards a non-axial pattern. Such a qualitative difference to the situation in the model systems,
albeit small, should be considered in the analysis of corresponding spectra. No significant changes
in the g-values are observed between the isolated gas phase sgstgran(d the system in the
enzyme environmens, ,).

Table 6.9 summarizes the calculated hyperfine coupling constants on the ferryl atom, as well as
on the oxo and pyrrole nitrogen ligands. Comparing again the HS data with those for the synthetic
compounddl7 and18 (tables 6.3 and 6.4), it is obvious that the overall features of the hyperfine
tensor are very similar in the native Cpd | species and in these complexes. For example, the
HFCs of the central iron atom are the same to within 6 MHz. Similarly, the oxo ligand exhibits
the same axial splitting with a large anisotroplé component ofta. 120 MHz, compared to
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Table 6.8: Calculated principal g-values and Heisenberg exchange coupling constant .J [cm~!] for
Cpd | of P450c,m°.

State system g J@jcm=1  J(2¥ [cm™!]
ZA Sp.p 2.016, 2.009, 1.982 (2.020, 2.012, 1.918)-16 -16

Se.e 2.015, 2.008, 1.980 (2.020, 2.007, 1.916 )27 -27
A Sp.p 2.045, 2.012, 2.006 - -

Se g 2.045, 2.013, 2.006 - -

@S, p refers to the system in the enzyme environmspt, to the system in the gas pha$eCalculated according to
equation 6.39¢ Calculated according to equation 6.405pin projected (BS uncorrected) values.

(17/18) 121/132 MHz in the model compounds. The pyrrole nitrogen atoms exhibit a somewhat
broader spread of the resonances, which is probably due to the more unsymmetric environment
of the cysteinate ligated system, but the absolute values are generally quite small. In the protein
environment, the spin density in p orbitals at the pyrrole nitrogen positions (which contribute to
the ay, orbital, see chapter 3.4), is increased. As a consequence, the dipolar contributions to the
4N HFCs are also increased by a factor up to 2 with respect to the gas phase, so'thaHREs

are generally larger in the enzyme environment.

Comparing the theoretical results for the doublet ground state with those for the quartet state (table
6.9) the metal HFCs exhibit somewhat larger isotropic and smaller anisotropic contributions, while
the ligand HFCs are generally smaller. Qualitatively, the resonance patterns are however very
similar.

The largest hydrogen HFCs of Cpd | are listed in table 6.10. A notable interaction is found with
the 5-hydrogen atoms on the cysteinate ligand, one of which shows isotropic coupling constants of
(Spp/See) —8/-17 MHz and 6/16 MHz in the LS and HS state, respectively. The other significant
couplings arise from thenesehydrogen atoms, which have resonances in the range(2+6)

MHz and+(5-13) MHz in the LS and HS states, respectively. These HFCs are apparently sen-
sitive to environmental factors, since they are decreased in the gas phase calculations. Similar to
the situation for thé*N HFCs, this is due to a concentration of spin density in the p-orbitals at the
mesacarbon atoms, which contribute to the singly-occupiggdorbital.

Hence, analogous to the calculated@®bauer data, the inclusion of the steric and electronic influ-
ence of the protein environment leads to non-negligible effects on the spectral features.
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Table 6.9: Calculated °"Fe, 170, and N hyperfine coupling constants [MHz] in compound | for

the LS and the HS states®?.

2A staté 1A state
Sp,p Sg,g Sp,p Sg,g
Fe A  -16.0(-24.0)  -16.9(-25.3) -10.0  -10.1
Ad -13.0(-19.5)  -12.3(-185)  -17.1  -16.7
Ad -12.2(-18.3)  -12.0(-18.0) -16.1  -16.2
Ad 25.2 (37.8) 24.4 (36.6) 33.2 32.9
ol A 215(-322)  -21.7(-325) -125  -11.7
Ad -43.9(-65.9)  -43.5(-65.3) -615  -61.3
Ad -40.6 (-60.9)  -41.3(-61.9) -553  -58.7
Ad 84.5(126.8)  84.8(127.2) 116.8  119.9
NA Al _1.8(-5.3) -0.6 (-1.9) 2.4 1.9
Ad -3.2(-9.7) -1.9 (-5.8) -5.9 -4.0
Al 1.3 (4.0) 0.6 (1.9) -3.9 -1.6
Ad 1.9 (5.7) 1.3 (3.9) 9.7 5.6
NB Al -2.1(-6.3) -0.3 (-1.0) 1.8 1.2
Ad -3.6 (-10.8) -1.6 (-4.9) 6.3 -3.4
Al 1.5 (4.5) 0.5 (1.4) 4.5 -1.3
Ad 2.1 (6.3) 1.2 (3.5) 10.9 4.7
NC Al -1.9(-5.6) -0.5 (-1.6) 3.0 2.4
Ad -3.6 (-10.7) -2.1(-6.4) -6.6 4.3
Al 1.5 (4.4) 0.7 (2.1) -4.3 -1.8
Ad 2.1 (6.3) 1.4 (4.3) 10.8 6.1
NP Al 2.7(-8.2) -3.6 (-10.8) 2.4 5.0
Ad -4.0 (-11.9) -4.2 (-12.6) -7.0 7.5
Al 1.7 (5.2) 1.8 (5.4) 5.0 -5.0
Ad 2.3 (6.8) 2.4(7.2) 12.1 12.5

@ S, , refers to the system in the enzyme environmept, to the system in the gas phaseFor explanation of the

labels N*-NP see figure 6.1¢ Spin projected (BS uncorrected) valuésThe oxo ligand.
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Table 6.10: Calculated 'H hyperfine coupling constants [MHz] Compound I for the LS and the HS

state.®

2A staté 1A state
SP:P Sg,g SPP Sg,g
HY Ao .76(-22.9)  -17.0(-50.9) 6.4 16.4
Ad -0.6 (-1.7) -1.1 (-3.3) -3.2 -4.3
Ad 0.0 (0.0) -0.0 (-0.1) -1.8 2.3
Ad 0.6 (1.7) 1.1 (3.4) 5.0 6.5
HY Ao -2.7(-8.0) -6.8 (-20.3) 1.9 6.1
Ad -1.1 (-3.3) -1.7 (-5.2) -4.5 -5.0
Ad -0.5 (-1.4) -0.0 (-0.0) 2.9 2.1
Ad 1.5 (4.6) 1.7 (5.2) 7.4 7.1
Hmeso  Also  34(10.1) 1.9 (5.6) -3.4 -1.9
Ad -1.6 (-4.8) -0.9 (-2.6) -8.4 -5.7
Ad -0.1 (-0.4) 0.1(0.2) -2.0 -1.9
Ad 1.7 (5.1) 0.8 (2.5) 103 7.6
Hmeso Ao 36(10.8) 1.9 (5.6) -3.6 -1.8
Ad -1.7 (-5.1) 0.7 (-2.2) -8.9 -5.5
Ad -0.2 (-0.5) -0.0 (-0.1) -2.0 -1.8
Ad 1.9 (5.6) 0.8 (2.3) 108 7.2
Hmeso  giso 3.6 (10.9) 2.0 (6.1) -3.7 -2.0
Ad -1.8 (-5.4) -0.9 (-2.6) -9.3 -5.9
Ad -0.1 (-0.4) -0.0 (-0.1) 2.1 -1.8
Ad 2.0 (5.9) 0.9 (2.7) 114 7.7
Hmeso Ao 32(9.6) 1.8 (5.3) -3.2 -1.8
Ad -1.4 (-4.3) -0.8 (-2.4) -8.3 -5.4
Al -0.2 (-0.6) 0.1 (0.3) 2.0 1.7
Ad 1.6 (4.9) 0.7 (2.2) 102 7.2

@ S, » refers to the system in the enzyme environmépt, to the system in the gas phaseSpin projected (BS

uncorrected) values.
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6.5 Conclusion

In this chapter, DFT-based theoretical methods were employed to calculatéBalkr-parameters,
hyperfine interactions, exchange coupling constants, and g-tensors of iron-porphyrins with oxy-
gen donor ligands, which are related to key intermediates in the catalytic cycle of P450 enzymes.
To describe the antiferromagnetic doublet state of the exchange-coupled ferryl porphyrin cation
radicals, we employed the broken-symmetry (BS) DFT approach [227-229].

In the first part of the study, QM calculations were carried out for synthetic oxoferryl tetraphenyl-
porphyrin complexes, which have been characterized spectroscopically. Our calculations demon-
strate that the present theoretical approach gives reliable predictionsofdbdavier quadrupole
splittings and isomer shifts, as well as for Heisenberg exchange coupling constants and ligand
HFCs. The metal HFCs were found to be in qualitative agreement with experiment. A conclu-
sive experimental determination of g-values of these complexes has not yet been possible, hence
we could not relate the calculated g-shifts to reference data. To make the connection to the ex-
perimental work, theoretical predictions regarding the D-tensor of these complexes are required,
which may be obtained in future studies from a sum-over-states Cl approach.

The second part of the present investigation addressed the calculation of ligand HFCs in the resting
form of P45Q,,, (1) by means of a QM/MM treatment. The calculations are in excellent agree-
ment with ENDOR and ESEEM results that determineldHFCs couplings, as well as withN

HFCs on the pyrrole nitrogens. The g-shifts are significantly underestimated by our calculations.
This is due to the near-degenerate electronic ground stdteadfich gives rise to large spin-orbit
effects.

On the basis of these results, theoretical predictions were made for the spin Hamiltonian parame-
ters of Cpd I, the primary oxidant of P450Q. These calculations predict a weak antiferromagnetic
coupling withJ = —16 cm™!, equivalent to a doublet ground state. The calculaté®bauer
quadrupole splitting is 0.67 mnt5and the isomer shift is 0.13 mm’s The calculated hyperfine
interactions on the pyrrole nitrogens yield isotropic HFCg-¢2—3) MHz and anisotropic HFCs

of 1-4 MHz. The most prominent resonances are dué@coupling at the oxo ligandAi =

-22 MHz, AS = -44 MHz, A = -41 MHz, A{ = 85 MHz). The computed g-values remain close

to 2.0 and show a non-axial pattern, however the predicted values may not be too reliable. A
comparison to analogous calculations on isolated species in the gas phase demonstrates that the
inclusion of steric and electrostatic effects due to the protein/solvent environment leads to non-
negligible effects on NMRbauer parameters and hyperfine coupling constants, particularly if the
spin densities at these atomic sites are prone to polarization effects.

While these results already give useful information on spectroscopic properties of the compounds
under study, the present theoretical methodology can certainly be improved. This is especially true
with regard to quantitative predictions for the g-tensor and metal hyperfine coupling constants. For
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instance, the semi-empirical spin-orbit coupling operator should be replaced by a theoretically
more founded treatment. In the present case, this is crucial for the near-degenéraymbed

state ofl. Moreover, the errors introduced by the density functional approach itself are probably
quite large, due to the fact that in the design of such functionals spin-dependent properties are
not considered explicitly. The development of new functionals, which take properties like the g-
tensor or HFCs into account, therefore seems desirable. Ultimatelgjtio electron correlation
approaches will be required in order to make reliable predictions for systems that are electronically
as complex as the ones discussed here.



Chapter 7
Summary

Cytochrome P450 enzymes function as monooxygenases, incorporating selectively one atom from
dioxygen at physiological conditions into a wide variety of mostly hydrophobic substrates — this
reaction, if uncatalyzed, would require high temperatures and would proceed nonspecifically. The
remarkable catalytic potency of P450, in combination with the high degree of regio- and stereo-
selectivity, has attracted considerable interest. However, due to the elusive character of some of the
reactive intermediates, central aspects of the catalytic cycle are still not resolved experimentally.
This thesis presents results from combined quantum mechanical/molecular mechanical (QM/MM)
calculations, which are aimed at an understanding of the factors that govern P450 function by
providing insights into processes at the atomistic level. In our investigations, we have dealt with
key intermediates in the catalytic hydroxylation of C—H bonds, mediated by the bacterial enzyme
P45Q..,, which is well characterized by biochemical and biophysical techniques. The QM/MM
calculations provide information on these species and their transformations in the specific protein
environment, by treating this environment explicitly at the force field level. Density functional
theory (DFT) was employed to describe the electronic structure of the active site.

The present study characterizes the geometric and electronic structure of the elusive active oxi-
dant of cytochrome P450, an oxoferryl complex [FeO(porph)(SR)] £S&/steinate linkage to

the protein, porph= protoporphyrin IX) commonly named compound |. By comparisons with
various gas phase models and through inspection of different conformations within the protein
pocket, these calculations offer important insight into the factors that govern the properties of
compound I. Compound | is an exchange coupled triradicaloid, with-anl system on the FeO
moiety and a single unpaired electr¢h+£ 1/2) on the ligands. This situation gives rise to two
nearly degenerate electronic states; ferromagnetic coupling yields a quartet state, whereas antifer-
romagnetic coupling leads to a doublet state. We find that the unpaired electron on the ligands
is mainly localized in a porphyrimr orbital (of thea,, variety in idealizedD,, symmetry;ca.
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70%), in contrast to the situation in gas phase models, which are mainly sulfur-centered radicals.
This transformation is mainly achieved by a hydrogen-bonding network in the proximal protein
pocket, that stabilizes electron density on the sulfur and thereby strengthens Fe—S coordination.
The best estimates of the Fe—S bond lengths irt#hg/ ‘A,, states are 2.568/ 2.547 A. A

series of calculations on different conformations of the protein pocket shows that the balance of
the sulfur/porphyrin radical character and the precise Fe—S bond length are finely tuned by small
changes in the architecture of the pocket. Cpd | behaves therefore as a “chameleon” species that
adapts its electronic and structural character to the specific enzyme environment.

Mechanistic studies concern the hydrogen-abstraction, oxygen-rebound pathway for C—H hydrox-
ylation. This mechanismwia radical intermediates is currently under dispute, because radical-
clock experiments have arrived at lifetimes of these radicals which are much too short to corre-
spond to true intermediates. Our detailed calculations support a two-state-reactivity (TSR) sce-
nario, that has been suggested earlier on the basis of model computations. Thus, the reaction
proceeds on two spin state surfaces, the doublet and the quartet state. While the reaction on
the quartet surface is truly stepwise with a distinct radical intermediate, the doublet reaction is
non-synchronous, yet effectively concerted. As such, this mechanism provides a satisfactory ex-
planation for the seemingly contradictory experimental findings.

Comparative QM calculations of model complexes in the gas phase allow us to investigate the role
of the protein environment in the C—H hydroxylation reaction. This establishes that the protein
environment influences the stability of redox electroméers (Fé!! vs. F&V states, porphyrin

cation radicals. sulfur radical states) and the relative energies of different spin states. Moreover,
our calculations indicate that substrate motion is hindered in the active site, mainly by a hydro-
gen bond of the camphor carbonyl oxygen with a tyrosine hydroxy-group of the protein. These
constraints have consequences for the C—O bond formation step, which is known to control the
stereochemistry of the product.

We have also considered a mechanism of electrostatic TS stabilization that could account for a
lowering of the barrier in the initial C—H activation step. This mechanism involves enhanced
interactions of the negatively charged heme propionate side chains with neighbouring positively
charged protein residues in the transition state. Our calculations clearly demonstrate that there
is no charge transfer to the propionate groups in the transition state, which could lead to such a
lowering of the barrier. Instead, it is suggested that the protein promotes the reaction by absorbing
the entropic cost required to establish the TS conformation into the process of substrate binding,
which is driven by the expulsion of water molecules from the active site and the desolvation of the
hydrophobic substrate.

Another part of the present work addresses the resting form of R4508e ferric aqua heme com-
plex [Fé(porph)(SR)(HO)]. It is known that displacement of the axial water ligand upon sub-
strate binding changes the ground state multiplicity from low spin to high spin, which modifies the
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reduction potential of the heme and triggers the catalytic cycle. Our QM/MM calculations reveal
how the protein/solvent environment modulates the conformation and binding properties of the ax-
ial water ligand by electronic polarization as well as the presence of other water molecules in the
active site. In agreement with experimental results, our QM/MM calculations indicate a doublet
ground state. The presence of other water molecules in the active site provides a hydrogen-bonding
network that favours the upright conformation (perpendicular to the heme plane) of the axial wa-
ter ligand. Electronic polarization by the enzyme environment causes a stabilization of electron
density on the proximal sulfur atom. This effect apparently lowers the orbital energy of the doubly
occupied sulfur p orbital, which mixes with orbitals on iron to give a bonding/antibonding combi-
nation of Fe—Sr orbitals. As a consequence, the mixing is less pronounced, effectively lowering
the orbital energy of the antibonding FesSorbital. Thus, the high spin states, with an unpaired
electron in this orbital, are significantly stabilized in the enzyme as compared to the gas phase.
This effect is most prominent in the quartet state, which is lowerethb§ kcal/mol with respect

to the doublet state. Likewise, the Fe—S bond is longer by&(]'rlthe enzyme environment as
compared to the gas phase. Due totthes-effect, this causes a concomitant strengthening of the
bond to the other axial ligand, the water molecule, which is manifest in a shortening of the Fe—O
bond length.

DFT-based theoretical methods have been employed to calculate the spin-Hamiltonian parameters
of iron-porphyrins with oxygen donor ligands, which represent key intermediates in the catalytic
cycle of P450 enzymes.

For the purpose of validation, calculations were carried out on synthetic oxoferryl tetraphenyl-
porphyrin complexes [FeO(TPP)[TPP= mesetetraphenylporphyrin), derivates of which have

been characterized spectroscopically. These calculations demonstrate that the present theoretical
approach gives realistic predictions folbbauer quadrupole splittings and isomer shifts, as well

as for Heisenberg exchange coupling constants and ligand hyperfine coupling constants. QM/MM
calculations of ligand hyperfine coupling constants in the resting form of B4%a0e in excellent
agreement with ENDOR and ESEEM results fef resonances from the distal water ligand, as

well as with'*N coupling constants on the pyrrole nitrogens, while the g-shifts are significantly
underestimated. Theoretical predictions were made foRbhuer parameters, hyperfine interac-
tions, exchange coupling constants, and g-tensors of compound I, the primary oxidant f,P450

to guide experimentalists in the detection of this species. The antiferromagnetic doublet state of
the exchange-coupled system was described by the broken-symmetry (BS) DFT approach and
spin projection. These calculations predict a weak antiferromagnetic coupling, equivalent to a
doublet ground state. A comparison to analogous calculations on isolated species in the gas phase
shows that the inclusion of steric and electrostatic effects due to the protein/solvent environment
significantly influences the computedd@bauer parameters and ligand hyperfine couplings in
compound | of P45Q,,.
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Appendix A

Miscellaneous

A.1 List of abbreviations

ABNR
CASSCF
Cl

Cpdl
CPO
CYP450
DFT
ENDOR
EPR
ESEEM
FAD
FMN
GRMS
HF

HFC
HRP
HRP-I
HS
INDO
KIE

LS

Adopted basis Newton-Raphson algorithm
Complete active space self consistent field
Configuration interaction

Compound |

Chloroperoxidase

Cytochrome P450

Density functional theory

Electron nuclear double resonance
Electron paramagnetic resonance
Electron spin-echo envelope modulation
Flavin adenine dinucleotide, oxidized form
Flavin mononucleotide

Gradient root mean square

Hartree-Fock

Hyperfine coupling constant

Horseradish peroxidase

Compound | of horseradish peroxidase
High spin

Intermediate neglect of differential overlap
Kinetic isotope effect

Low spin
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MC Monte Carlo

MD Molecular dynamics

MM Molecular mechanics

MO Molecular Orbital

NADH Nicotinamide adenine dinucleotide, reduced form
NMR Nuclear magnetic resonance

0oz Orbital Zeeman

PMF Potential of mean force

QM Quantum mechanics

QM/MM  combined quantum mechanics/molecular mechanics
RC Reactive complex

RMS Root mean square

SOC Spin orbit coupling

SOS Sum over states

SSR Single state reactivity

TMP Mesotetramesityl porphyrin

TS Transition state

TSR Two state reactivity

ZFS Zero field splitting

A.2 Convergence criteria

Table A.1: Convergence criteria for geometry optimizations expressed in atomic units
(HDLCOPT: angles in rad).

optimizer HDLCOPT NEWOPT
representation of coordinates  hybrid delocalised internal cartesian
maximum step component 0.0018 0.001
RMS of step vector 0.0012 0.0002
maximum gradient component 0.00045 0.001

RMS of the gradient 0.0003 0.0002




Appendix B

Force Field

The CHARMM22 force field [146] was employed to represent the molecular mechanical part of
the system. The force field parameters for the heme group present in the CHARMMZ22 library
refer to a FE containing heme [283]. This existing parameter set was used in the present work,
however to account for the different electronic situation in Cpd I, the atomic charges on iron,
the a-, -, mesecarbons and the pyrrole nitrogens of the protoporphyrin IX, and the sulfur of
the coordinating thiolato ligand, were modified with reference to B3LYP/6-31G* derived atomic
charges for [F& O(porphyrint)(SH)] (see figure B.1). As detailed in section 3.2, the influence of
the modified atomic charges on optimized geometries was carefully checked.

The substrate camphor is not among the predefined residues of the CHARMM22 library. The
force field for this compound was derived as follows: (i) Atom types were assigned according
to CHARMM conventions which implicitly defines most of the parameters. (ii) Atomic charges
were chosen in analogy to CHARMM whenever possible (H, C i @kl CH) and were derived

from QM calculations otherwise. (iii) Three internal coordinates were represented by special
parameters because no corresponding terms were available in the CHARMM force field. It is
noted that these terms — two C—C—C angles and one C—C—-C-O improper torsion term — could be
chosen by minor modifications to existing terms for closely related topological situations. The
resulting parameters are listed in table B.1.

The following series of calculations were carried out to validate the new camphor parameter set:

1. MM (CHARMM) geometry optimization in a sphere of water (TIP3P).
2. DFT (B3LYP/6-31G) geometry optimizatioin vacua
3. MM (CHARMM) MD in a water sphere (TIP3P), 25 ps equilibration (NVT), 100 ps

1 The spherical “miscellaneous mean field potential” (MMFP) implemented in CHARMM was imposed on the
water molecules to constrain the system.
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Atom
name

GROUP
ATOM
ATOM
ATOM
ATOM
GROUP
ATOM
ATOM
ATOM
GROUP
ATOM
ATOM
GROUP
ATOM
ATOM
ATOM
ATOM
ATOM
ATOM
ATOM
ATOM
ATOM
ATOM
ATOM
ATOM
ATOM
ATOM
ATOM
ATOM
ATOM
ATOM
ATOM
ATOM
ATOM
ATOM
ATOM

N
HN
CA
HAY

CB
HB1
HB2

C
o

SG
OF
FE
NA
NB
NC
ND
Cla
C2A
C3Aa
C4A
C1B
C2B
C3B
C4B
clc
cac
C3C
c4c
C1D
C2D
C3D
C4D

type

NH1

CT1
HB

CT2
HA
HA

NPH
NPH
NPH
NPH
CPA
CPB
CPB
CPA
CPA
CPB
CPB
CPA
CPA
CPB
CPB
CPA
CPA
CPB
CPB
CPA

charge

OO OO

HN-N
| HB1
| |
HAY-CA--CB-- (5G)
| | \
| HB2 (FE)
0=C
O2A  O1A
\N\ /7
CGA

|
HBA1--CBA--HBA2 HA

| |
HAA1--CAA-HAA2

APPENDIX B. FORCE FIELD

02D 01D
\N\ /7
CGD
|
HBD1--CBD--HBD2
|

_CHA_ HAD1--CAD--HAD2

| / \ |
C2A---C1A C4D---C3D
| | | |
HMAI\ | | | | /HMD1
HMA2-CMA--C3A NA ND C2D--CMD-HMD?2
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Figure B.1: Force field atom types and charges used for the protoporphyrin IX unit in the pure MM
calculations during the setup of the system. All heme parameters were taken from the existing
CHARMM22 library except charges on iron, sulfur, oxo-ligand, a-, 5-, meso-carbons and the
pyrrole nitrogen.
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Table B.1: Atom types and parameters derived for camphor.

CHARMM22 QM calculated charges

Name atom charge HF/3-21G* HF/3-21G*

type (Mulliken)  (NPA)
O O -054 -0576 -0.555
C2 CC 064 0643 0.633
Cl CT2 -018 -0.458 -0.559
HI HA 009 0.243 0.262 ;
H2 HA 009 0.251 0.266 k
C3 CTl1 -007 -0.290 -0.162 ! 10
C7 CTl1 -003 -0.131 -0.077 o 6
C5 CT2 -018 -0.368 -0.462 2
H5 HA 009 0214 0.240 e T
H6 HA 009 0.209 0.238 Special parameters:
C6 CT2 -018 -0.353 -0.454
H7 HA 009 0.222 0.248
H8 HA 009 0221 0.245 (a) angle C3-C2-C1:
C4 CT1 -009 -0280 20.249 k = 40 keal mof rad>
HA  HA 009 0211 0.254 O = 118
c8 CT3 -027 -0530 20.660 (b) angle Cl-C4-c5:
H9 HA 009 0.207 0.232 Z:_Sff; keal mot™ rad”
H10 HA 0.09 0.204 0.234 °
H11 HA  0.09 0.199 0.232 (© impropertorsion1C2—C;1—C3—O:
C9 CT3 -027 -0523 -0.652 Z:_4§Ok°a' mol” rad”
H12 HA 0.09 0.204 0.229 °
H13 HA 009 0.197 0.231
H14 HA 009 0.200 0.231
C10 CT3 -027 -0.530 -0.653
H15 HA 009 0.208 0.237
H16 HA 009 0215 0.244
H17 HA 009 0.192 0.226

production run (NVE).

4. QM/MM (AM1/CHARMM) MD in water sphere, 25 ps equilibration (NVT), 100 ps pro-
duction run (NVE); AM1 for camphor, force field for surrounding water.

5. MM (CHARMM) MD of the entire Cpd | system (enzyme, substrate, solvent), 200 ps equi-
libration dynamics (see section 3.2).



The analysis of the resulting geometrical data (see table B.2) shows that the force field parameters
yield structures in very good agreement with the theoretical reference data. The improper torsion
term C2-C1-C3-0 is apparantly slightly biased towards positive values in the case of the MD run
in a water sphere (run 3, table B.2) however there is no such behavior in the simulation of the full
system (run 5, table B.2).

Table B.2: Validation runs: angles (degree) and improper torsion angle (degree) in camphor.

Angle? Rurf Values MD results
fluctuation minimum maximum

C3-C2-C1 1 106.5 - - -

2 1076 - - -

3 1069 2.8 99.4 114.6
4 106.1 2.3 101.1 112.1
5 106.9 2.7 99.1 114.8

C1-C4-C5 1 1056 - - -

2 105.8 - - -

3 105.8 2.8 100.5 113.0
4 1054 3.6 93.1 116.3
5 1059 3.0 99.3 113.9

C2-C1-C3-O0 1 2.3 - - -

2 04 - - -
3 55 3.7 -3.0 13.6
4  -03 35 -8.9 8.6

5 .04 51 -17.6 115

@ See table B.1% See text Optimized values for runs 1-2, MD average values for runs 3-5.
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