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Chapter 1

Introduction

In 1884, Thudichum already stated: “Phospholipids are the centre, life, and chemical soul

of all bioplasm whatsoever, that of plants as well as animals” [1]. If the fluid lipid bilayer,

representing the core of the membrane, is now well established as the fundamental structure

of most biomembranes, it took however a long time to really appreciate the role of lipids in

membrane structure and function and to realize the importance of solute-lipid interactions in

membranes for cell functioning.

This introductory chapter presents first the main features of biomembranes, underlines

then properties of phospholipids relevant to biomembranes, and focuses finally on transport

processes across biomembranes and, more precisely, on drug absorption.

1.1 Biomembranes

1.1.1 Organization, structure, and functions

1.1.1.1 Organization

Each biological cell is enclosed by its outer plasma membrane which provides a barrier

between intracellular and extracellular domains and controls interactions between the cell

and its surroundings. This description applies both to the relatively small prokaryotic cells,

which have no cell nucleus, and to the much larger eukaryotic cells, which do have such

a nucleus. Bacteria have prokaryotic cells, while animals, plants, as well as single-celled

microorganisms such as yeasts have eukaryotic cells.

9



10 CHAPTER 1. INTRODUCTION

Prokaryotic cells Prokaryotes exhibit the most simple organization of cell membranes,

containing no nucleus and no organelles. The plasma membrane determines the boundary of

the cytoplasm and forms a semipermeable barrier between the intracellular and extracellular

environments. Some prokaryotes possess an extracellular matrix. The plasma membrane is

then surrounded by a cell wall, which is not a membrane and represents a relatively rigid

structure held together essentially by covalent forces. Outside the cell wall of bacteria is

the outer membrane of the cell. Its structure is not as rigid as that of the cell wall, but its

composition differs from that of the plasma membrane.

Eukaryotic cells The organization of nucleated cells is more complex. In addition to the

plasma membrane, eukaryotic cells contain an impressive array of cytoplasmic organelles,

each surrounded by its own membrane. These intracellular compartments ensure various cel-

lular activities and allow more diverse and specialized functions than are possible in prokary-

otic cells. To the internal organelles belongs the nucleus, the endoplasmic reticulum (ER),

Golgi complexes, mitochondria, lysosomes, and chloroplasts. Their functional specializa-

tion arises from distinctive characteristics of their membranes: each of these organelle mem-

branes exhibits a unique lipid and protein composition, which is directly related to a typical

function. In the case of plant cells, the plasma membrane may in addition be surrounded by

a cell wall.

1.1.1.2 Structure

On the molecular level, biological membranes are quite complex: they are composed of spe-

cific mixtures of lipids and proteins, which account for their diverse functions. Despite their

complex composition, all biomembranes exhibit a universal construction principle. They

essentially consist of a two-dimensional matrix made up of a lipid bilayer, interrupted and

coated by proteins. The hydrocarbon chains of the lipids confer a hydrophobic character on

the membrane interior, whereas the polar headgroups found in the interfacial region have hy-

drophilic properties. This structural pattern results directly from the so-called hydrophobic

effect (see Section 1.2.1, page 28, for more details), whereby the apolar lipid chains and the

hydrophobic side-chains of amino acid residues in proteins tend to minimize contacts with

the aqueous phase. Figure 1.1 provides a simplified but informative picture of membrane

structure.
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The components of the bilayer matrix are held together largely by non-covalent forces.

Thus, biomembranes are not rigid structures, but are rather deformable. The hydropho-

bic effect accounts for most of the interaction energy that stabilizes the bilayer organization.

Hydrogen bonding and electrostatic interactions, however, contribute significantly to the con-

solidation of this assembly in the interfacial region, while dispersive forces between the lipid

hydrocarbon chains stabilize the core of the membrane.

Figure 1.1: Schematic representation of a typical biomembrane.

1.1.1.3 Functions

Even though each membrane exhibits functions unique to that membrane, general functions,

common to all membranes, can be distinguished.

The first basic function of biomembranes is to provide different spatial compartments in

living organisms. Compartmentalization, i.e. the physical separation of one compartment

from another, supplies morphological identity to the cell and its organelles.

Biomembranes act as selective barriers for the exchange of molecules between the differ-

ent compartments, and ultimately, protect the internal microenvironments from the variabil-

ity and fluctuations of their surroundings. They sustain concentration gradients of chemical

species from one side to the other and the cell makes use of the membrane to create, maintain,

or utilize the energy stored in these concentration gradients.



12 CHAPTER 1. INTRODUCTION

The bilayer matrix provides a two-dimensional network in which various functional

molecules such as enzymes are specifically distributed and oriented. Lipids act not only

as solvent but also as anchors, activators, and conformational stabilizers for proteins which

carry out specific catalytic and translocation functions.

Another important aspect is the transduction of molecular information across and along

membranes. For instance, receptors located on the cell surface receive extracellular signals

that are conveyed to the cell interior which alters its behavior in response.

The plasma membrane defines the cell boundary and delineates intracellular from extra-

cellular domains. This outer membrane plays an important regulatory role in the metabolism

of the cell, controlling the entrance and exit of solutes. Due to these protective functions,

the plasma membrane constitutes a fundamental ingredient for life: cell components could

not probably survive without the enclosure by a membrane. The plasma membrane together

with the cytoskeleton is responsible for the unique combination of flexibility and mechanical

stability of cells. In the plasma membrane are also embedded various proteins which fulfill

a great number of vital functions such as energy-driven transport of ions and metabolites,

receptor-mediated events, synthesis of membrane components, secretion, ATP synthesis...

Another function of the plasma membrane is to control cell-cell interactions. During their

development, cells differentiate and organize into tissues. In this process, cells have to rec-

ognize the right matrix and aggregate together according to the pattern dictated by their

genome. Cell-cell and cell-matrix recognition processes are mediated by the plasma mem-

brane through receptors [2].

The intracellular membranes found in eukaryotic cells not only enclose the different or-

ganelles but are also involved in a series of cellular processes such as biosynthesis, transport,

recycling, energy metabolism, and degradation.

1.1.2 Composition

The major components of membranes are lipids and proteins. Depending on the type of

membrane, their relative amounts vary significantly, ranging from about 20% protein (dry

weight) in myelin to 80% protein in mitochondria.
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1.1.2.1 Membrane lipids

The most striking feature of membrane lipids is their very large diversity. Considering the

possible number of structural and conformational lipid isomers, a hundred of components is

involved in eukaryotic cells. In spite of this diversity, only a few classes of lipids predominate

in membranes of a given type of organisms. In this section, the main classes of lipids are

described with regard to their molecular characteristics.

Glycerophospholipids The glycerophospholipids are the predominant phospholipids

found in biological membranes. They are derivatives of glycerol phosphate and contain an

asymmetric carbon atom. Two glycerol hydroxyls are linked to hydrophobic hydrocarbon

chains. A stereospecific numbering (sn) of the glycerol carbon atoms is commonly used in

the nomenclature of glycerophospholipids, as indicated in Figure 1.2. In this nomenclature,

the two hydrocarbon chains can be differentiated as sn-1 and sn-2 chains, the phosphate

group being usually at the sn-3 position of the glycerol. In biological membranes, most of the

glycerophospholipids are derivatives of sn-glycero-3-phosphatidic acid, the R-stereoisomer.

The various glycerophospholipid types depend on the organic base, amino acid, or alcohol

(the X-group in Figure 1.3) to which the phosphate is esterified and on the hydrocarbon

chains which can be attached to the glycerol moiety through ester or ether linkages and vary

widely in terms of length, branching, or degree of unsaturation.

Figure 1.2: General structure of glycerophospholipids with the glycerol backbone
drawn in a Fischer projection. The stereospecific numbering (sn) of the
glycerol carbon atoms, with the distinction between the sn-1 and sn-2
chains, is indicated.
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Figure 1.3: Generic structure of phospholipids. The phosphate can be esterified to the
various X-groups listed to form the different classes of phospholipids.

� 1,2-Diacylglycerophospholipids or phospholipids These fatty acid esters of glycerol

are the predominant lipids in most biomembranes. The phosphate is usually linked

to one of the several groups listed in Figure 1.3, including choline, ethanolamine, the

S-amino acid serine, and polyalcohols such as glycerol or inositol. The correspond-

ing phospholipids are called phosphatidylcholines (commonly abbreviated PC), phos-

phatidylethanolamines (PE), phosphatidylserines (PS), phosphatidylglycerols (PG),

and phosphatidylinositols (PI). PC and PE constitute the major components of bi-

ological membranes. The chemical structure of these polar headgroups determines

what charge the phospholipid as a whole may carry. At physiological pH values, PC

and PE carry a full negative charge on the phosphate and a full positive charge on

the quaternary ammonium: they are thus zwitterionic but electrically neutral. PS con-

tain, in addition to the negatively charged phosphate and the positively charged amino

group, a negatively charged carboxyl group. At neutral pH, PS exhibit an overall neg-

ative charge. PG and PI carry a net negative charge, since the alcoholic moiety does

not carry any positive charge to counterbalance the negative charge on the phosphate.

The headgroup charges are held at the interface between the aqueous and hydropho-
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bic phases by the organization of the membrane bilayer. Phospholipids play therefore

an important role in the determination of the surface charge of the membrane. The

division of phospholipids into classes according to the structure of their headgroup

represents only one level of complexity. On a second level, each phospholipid class

exhibits various fatty acid chain compositions. The acyl chain lengths vary usually

between 12 and 26 carbon atoms and may be saturated or unsaturated. The number of

carbon-carbon double bonds can reach as many as six per chain. The most abundant

saturated chains contain 16 or 18 carbon atoms and the major unsaturated species are

C18:1, C18:2, and C20:4. In this notation, the first figure refers to the chain length,

while the second one indicates the number of double bonds. Nearly all naturally oc-

curring double bonds are cis rather than trans. A cis double bond introduces a kink or

bend in the molecule, so that cis isomers disrupt the ordered packing of the lipid chains,

perturbing the membrane structure. Some branched fatty acids such as isomyristate or

isopalmitate may also occur in the lipid chain composition. Another variation is for

instance the inclusion of a cyclopropane ring in the fatty acid chain.� Diphosphatidylglycerols or cardiolipins These are essentially dimeric phospholipids,

containing two diester phosphates linked by a glycerol molecule. Their structure is

depicted in Figure 1.4. They are significant components of mitochondrial and chloro-

plast membranes; they also occur in some bacterial membranes, but are rather rare in

other membranes.

Figure 1.4: Structure of cardiolipins.

� Plasmalogens Their structure is analogous to that of the phospholipids, with a varia-

tion occurring at position 2 of the glycerol: the sn-2 hydrocarbon chain is attached via

a vinyl ether linkage. Ethanolamine plasmalogens constitute an important class of po-

lar lipids in the brain (myelin) and heart (cardiac sarcoplasmic reticulum) membranes
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of some species. Choline headgroups may also be found in plasmalogens (see Figure

1.5).

Figure 1.5: Generic structure of plasmalogens. R = H in ethanolamine plasmalogens
and R = CH3 in choline plasmalogens.

� Phosphonolipids They are found as major components in molluscs and protozoa, and

in trace amounts in certain tissues (brain, heart) in humans. As shown in Figure 1.6,

they contain a phosphorus-carbon bond which may influence the headgroup hydration

at the bilayer interface. Phosphonolipids, like plasmalogens, contain an ether linkage

at the sn-2 position.

Figure 1.6: Example for a phosphonolipid. The bonding between the phosphate and
ethanolamine found in PE is now replaced by a direct phosphorus-carbon
bond.

Phosphosphingolipids Phosphosphingolipids contain the same kind of polar substituents

(e.g. phosphorylcholine) as do the glycerophospholipids, but the glycerol part is now sphin-

gosine (see Figure 1.7). The most common form of sphingosine contains 18 carbon atoms;

some variation in the chain length is however possible. Sphingomyelin (SPHM) is widely

found in animal cell plasma membranes. In the human erythrocyte membrane, it appears in

approximately equal frequency to phosphatidylcholine. In sphingomyelin, the amino group

of sphingosine is esterified to a fatty acid whose length varies between 16 and 25 carbon

atoms in most cases.

Glycosphingolipids Glycosphingolipids have a glycosidic linkage to the terminal hy-

droxyl of ceramide. They are classified with respect to the carbohydrate moiety which can
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Figure 1.7: Structures of sphingosine, ceramide, and sphingomyelin.

range from a single sugar to very complex polymers. Glycosphingolipids are usually found

as minor components on the outer surface of animal cell plasma membranes but constitute,

occasionally, an important component of the membrane lipids. In the erythrocyte membrane,

for instance, they carry blood group antigens.

� Cerebrosides Monoglycosyl ceramides are generally known as cerebrosides. The most

frequent sugar moieties found in cerebrosides are glucose and galactose.� Gangliosides Gangliosides are anionic derivatives of the ceramides with multiple addi-

tion of sugars ending with N-acetylneuraminic acid (sialic acid), a sugar acid carrying

a negative charge.

Glycoglycerolipids In glycoglycerolipids, the sn-3 position of glycerol forms a glycosidic

link to a carbohydrate such as galactose. These lipids are more closely related to the phospho-

lipid structure than the sphingolipid one, a sugar replacing the phosphate moiety. Through

alterations in the structure of the headgroups or the fatty acid chains, a large number of

derivatives can be obtained. Glycoglycerolipids are predominant in the chloroplast mem-

brane and are also found in substantial quantity in bacterial membranes.

Sterols Sterols are found in many plant, animal, and microbial membranes. Cholesterol is,

by far, the most commonly found sterol in mammalian plasma membranes and constitutes

about 30% of the lipid mass of these membranes. This molecule is a rigid and compact

hydrophobic entity – consisting of a fused-ring nucleus and a hydrocarbon tail – with a polar
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hydroxyl group. Cholesterol is thus quite different in structure from the other membrane

lipids that have been described before. If cholesterol is the major sterol component in animal

cells, other sterols, notably sitosterol and stigmasterol, are found in plants. The structure of

these three sterol is given in Figure 1.8.

Figure 1.8: Structures of three sterols. Cholesterol occurs predominantly in animal
cells, while sitosterol and stigmasterol are found in plants.

Lipid composition of a few membranes An overview of the lipid composition of mam-

malian plasma and intracellular organelle membranes, stemming from the work of Jamieson

and Robinson, is given in Table 1.1 [3]. Although these various membranes exhibit character-

istic differences in their composition, some common features emerge. With a few exceptions,

PC, PE, and cholesterol appear to be the main components. Mammalian plasma membranes

contain also an important quantity of sphingomyelin. Each of these four constituents rep-

resents roughly 20% by mass of the overall lipid amount. The cholesterol content is much

lower in the internal organelles than in the plasma membrane, excepted in lysosomes. Myelin

membranes, like plasma membranes, exhibit a high cholesterol content (28 weight%). The

lipid composition of mitochondrial membranes is significantly different from that of the other

organelles and is characterized by a large amount of cardiolipin. This difference may result

from the partial genetic and biosynthetic independence of this organelles.

The distribution of the most abundant fatty acids found in the phospholipids of human

erythrocytes is summarized in Table 1.2 [3]. The most common chain lengths and degrees

of unsaturation can be deduced. More interesting is the distribution of fatty acids peculiar to

each type of lipids. PC are mainly composed of short chains and dipalmitoylphosphatidyl-

choline (DPPC), with saturated chains of 16 carbon atoms, is one of the principal component

of this class of phospholipids. The principal unsaturated chains found in PC are 18:1 and

18:2. Sphingomyelin, in contrast, contains a great amount of long chains with 24 C-atoms

with one double bond at the most. In PE, a relatively high proportion of polyunsaturated

chains are found, especially 20:4 chains.
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Table 1.1: Lipid composition of various cellular organelles of mammalian liver cells
and mammalian plasma membranes. Values are given in percentages by
mass of total lipids.

Plasma membrane ER Golgi Lysosome
Human erythrocyte Rat liver

PC 20 18 48 25 23
PE 18 12 19 9 13
PS 7 7 4 3
PI 3 3 8 5 6

SPHM 18 12 5 7 23
Cardiolipins – – – – � 5
Glycolipids 3 8 traces 0
Cholesterol 20 19 6 8 14

Othersa 11 21 10 43 16

Nuclear membrane Mitochondria Nerve cells
Neurons Myelin

PC 44 38 48 11
PE 17 29 21 17
PS 4 0 5 9
PI 6 3 7 1

SPHM 3 0 4 8
Cardiolipins 1 14 – –
Glycolipids traces traces 3 20
Cholesterol 10 3 11 28

Othersa 15 13 1 6
aInclude free fatty acids, cholesterol esters, and triglycerides.



20 CHAPTER 1. INTRODUCTION

Table 1.2: Distribution in mole% of most abundant fatty acids among phospholipids
of human erythrocytes. Amounts smaller than 1 mole% are indicated by
dashes. Chains with a total relative abundance inferior to 1 mole% are left
out. Therefore, the numbers do not add up to 100%.

C16:0 C18:0 C18:1 C18:2 C20:3 C20:4
PC 31 12 19 22 2 7
PE 13 12 18 7 2 24

PS + PI 3 37 8 – 3 24
SPHM 24 6 – 3 – 1.4
Total 20 17 13 9 1.5 13

C22:0 C22:4 C22:5 C22:6 C24:0 C24:1
PC – – 2 – –
PE 2 8 4 8 – –

PS + PI 3 4 3.5 10 – –
SPHM 9.5 – – – 23 24
Total 2 3 2 4 5 4

Concluding remarks The lipids found as membrane components are very diverse but have

the same fundamental property in common: they are all amphipathic molecules, presenting

separate polar and apolar regions and, for this reason, have a natural propensity to form

bilayer structures in an aqueous environment. They can be differentiated by two main fea-

tures: the size and electrical property of the headgroups which may be charged, zwitterionic,

or neutral, and the structure of the hydrocarbon chains which may have various lengths and

different degrees of unsaturation. It should be emphasized that lipids having the same po-

lar headgroup but different hydrocarbon chains, or vice versa, exhibit different physical and

metabolic properties.

The various membranes present in different organisms show characteristic patterns of

lipid composition. To a first approximation, the specific functions exhibited by these mem-

branes may arise from qualitative and quantitative differences in their composition. Many of

these functions, however, might be appreciated in terms of the properties of the membrane in

specific environments and not on the basis of the structure or the reactivity of its components

per se [4].
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1.1.2.2 Membrane proteins

Membranes contain between 20 and 80 weight% protein. Just as each membrane can be char-

acterized by its lipid composition, each membrane can be also characterized by its protein

content. Thousands of different proteins are found as constituents of biological membranes.

Whereas the primary role of membrane lipids is to provide the structural framework of the

membrane in the form of a stable bilayer, proteins provide the diversity of enzymes, trans-

porters, receptors, and pores, i.e. the principal active components of the membrane.

The covalent structure of membrane proteins is similar to that of soluble proteins. Mem-

brane proteins can be distinguished from non-membranous proteins by the nature of their

association with the lipid bilayer. This association may be loose or tight. The proteins may

be incorporated into the bilayer structure or simply associated to a lipid or protein com-

ponent on the surface of the membrane. Membrane proteins are generally bound to the

membrane through non-covalent forces, such as the hydrophobic force or electrostatic in-

teractions. They may fold so as to present both a non-polar hydrophobic surface which can

interact with the apolar regions of the lipid bilayer, and polar or charged regions which can

interact with the polar lipid headgroups at the interface of the membrane. There is also a

certain number of membrane proteins which are covalently bound to the membrane via lipid

anchors.

Operationally, membrane proteins have been divided into two major classes: peripheral

(or extrinsic) proteins and integral (or intrinsic) proteins. This classification is based on the

nature of their association with the lipid bilayer. The distinction between peripheral and

integral proteins does not clearly define the mode of attachment to the bilayer, but rather the

relative strength of the attachment, or the harshness of the treatment required to release the

protein from the membrane.

� Peripheral membrane proteins Peripheral membrane proteins generally interact with

the surface of the membrane only and are not integrated into the hydrophobic core

of the lipid bilayer. They are thought to be weakly bound to the membrane surface

by electrostatic interactions, either with the lipid headgroups or with other proteins.

Such an association is rather loose and peripheral membrane proteins can be readily

removed by washing the membrane, changing the ionic strength or the pH.� Integral membrane proteins Integral membrane proteins extend deeply into or com-

pletely through the lipid bilayer and are thus integrated into the bilayer structure.



22 CHAPTER 1. INTRODUCTION

Generally, they can be removed from the membrane only with detergents or stronger

agents that disrupt the membrane structure. The portion of the protein integrated into

the membrane is thus thermodynamically compatible with the hydrophobic core of

the bilayer: one expects a preponderance of hydrophobic amino acid residues in the

intramembranous portion of the protein. Integral membrane proteins can be further di-

vided into two subclasses. Transmembrane proteins constitute one of these subclasses

and, as their name implies, span the lipid bilayer of the membrane. The other subclass

refers to anchored proteins. A portion of these proteins is embedded in the hydropho-

bic interior of the bilayer, without passing completely through the membrane. In most

cases, the lipids provide a hydrophobic anchor by which the protein is attached to the

membrane.

1.1.3 Asymmetry

All biomembranes present a transverse asymmetry and some of them may also exhibit a

lateral asymmetry.

Transverse asymmetry, implying transversal composition differences, can be easily ra-

tionalized by the fact that membranes consist of two leaflets which are exposed to different

environments, e.g. cytoplasmic and extracytoplasmic. Membrane protein asymmetry clearly

results from the way proteins have been inserted into the membrane. Once membrane pro-

teins are in place within the bilayer, they do not flip their orientation anymore with regard

to the two bilayer leaflets and remain kinetically trapped in the bilayer in their original ori-

entation for the rest of their life time. Membrane lipids are also asymmetrically distributed

throughout the bilayer. The origin and the maintenance of this lipid asymmetry is not en-

tirely clear. However, in contrast to membrane proteins, membrane lipids exhibit relatively

rapid transbilayer motions, called “flip-flop”, which may explain, at least in part, the differ-

ences in lipid composition between the two halves of the bilayer observed in a number of

biomembranes. An important asymmetry has been found in the plasma membrane of eu-

karyotic cells: PS, PE and phosphoinositides are principally located in the inner leaflet of the

membrane, whereas PC, sphingomyelin, and glycolipids are rather distributed in the outer

leaflet [5]. Specific enzymes, phospholipid translocases or “flipases”, seem to play a major

role in maintaining this asymmetry. A well-studied membrane is the mammalian erythrocyte

membrane. The asymmetric lipid distribution has clearly been demonstrated in human red

blood cells for instance: the outside leaflet of the plasma membrane consists primarily of PC
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and sphingomyelin, while the inside leaflet is enriched in PE and PS [6]. The aminophospho-

lipid translocase has first been discovered in these cells and is responsible for the selective

transport of aminophospholipids from the outer to the inner leaflet of the membrane through

interactions between the phospholipid headgroup and the enzyme [7, 8]. An important ob-

servation was that the rapid transbilayer movement of aminophospholipids such as PE or

PS is significantly slowed down in ATP-depleted cells. It was then speculated that enzymes

catalyze this ATP-dependent process.

In addition to transverse asymmetry, biomembranes may also exhibit lateral inhomo-

geneities. Distinct macroscopic domains are often observed at the cell surface and may be

maintained by specific protein-protein or lipid-protein interactions, by protein aggregation,

or by specific interactions between the membrane components and the cytoskeletal elements.

Compositional asymmetry gives rise to morphological and functional asymmetry. Trans-

verse and lateral asymmetry also imply a real communication between both sides of the

membrane and within the membrane plane, respectively.

1.1.4 Roles of lipids

Membrane lipids form a two-dimensional matrix in which proteins are embedded. On a

morphological level, the primary roles of this matrix are to define a permeability barrier and

to provide a lattice for diffusion of various substrates and vectorial organization of functional

molecules. On a molecular level, lipids are important regulatory agents and are involved in

many biosynthetic pathways. Lipids also modulate the structure and functions of proteins.

This last statement has largely been demonstrated by numerous experiences, in which the

removal or degradation of membrane lipids by appropriate phospholipases leads to the loss

of most of the protein functions.

In the first class of lipid-protein interactions, protein functions can be affected by the

bulk properties of the membrane lipids which provide a specific microenvironment to the

proteins. In a membrane containing proteins, a population of lipids is temporally confined

at the interface between the protein and the lipid bilayer. The number of lipid molecules in

direct contact with the protein is well defined at any instant of time. From the activation of

a delipidated protein, it is possible to calculate the number of lipid molecules required to

activate or functionally reconstitute the protein. This corresponds to the number of lipids

necessary to form a monomolecular ring around the periphery of the protein embedded in

the bilayer [4]. A conformational change of a protein embedded in a membrane requires a
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transient adjustment of the lipid molecules surrounding the protein or, in other words, a pro-

tein conformational change is related to a modification of the volume occupied by the protein

within the bilayer. Depending on the packing properties of the lipids, more or less free vol-

ume elements can be recruited from the lipid assembly, allowing or preventing the protein

conformational change. The effects of some lipid environments on membrane proteins have

successfully been explained in the context of “free volume” [2]. For instance, an increase

in the membrane cholesterol content may give rise to an inhibition of membrane proteins,

which would be directly related to the condensing effect of cholesterol. The presence of un-

saturated lipids around a membrane protein, however, proved to favor the activated state of

the protein: unsaturation, indeed, increases free volume in the bilayer by introducing kinks

and packing defects into the bilayer [9].

The second class of lipid-protein interactions involves lipids that bind tightly and specifi-

cally to sites on the protein surface. In such interactions, the lipid headgroups commonly pro-

vide the ligands for binding to the protein and affect the protein functions through allosteric

mechanisms. A few examples of regulation of membrane protein functions by bound lipids

can be mentioned. Phosphatidylcholine is required for proper activity of α-hydroxybutyrate

dehydrogenase, the choline moiety binding to the enzyme [10]. Cardiolipin supports the ac-

tivity of the mitochondrial ADP-ATP exchange protein. Six cardiolipin molecules are tightly

bound to the protein, stabilizing the active form [11]. Phosphatidylinositol plays also a func-

tional role in human erythrocyte glycophorin, three or four PI molecules being bound to the

protein [12].

1.1.5 Membrane models

This section gives a brief historical overview of the main stages that have contributed to the

actual conception of membrane model.

At the turn of the nineteenth century, Overton speculated on the lipid nature of biomem-

branes by observing a correlation between the rates at which various small molecules pene-

trate plant cells and their partition coefficients in an oil/water system [13].

In 1925, Gorter and Grendel introduced for the first time the concept of lipid bilayer as

structural basis of biomembranes [14]. They postulated that lipids in the human erythrocyte

membrane are organized in the form of a bimolecular leaflet or lipid bilayer.
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In 1935, Davson and Danielli made a major contribution to the development of mem-

brane models [15]. They found that a membrane such as the erythrocyte contains, besides

lipids, a significant amount of proteins and included, therefore, proteins in their model. They

suggested that proteins coat the surface of the lipid bilayer. This description was motivated

by the new (at that time) knowledge of the β-sheet structure. In this model, the protein was

thus not allowed to penetrate into the lipid bilayer.

In the 1960’s and 1970’s, new molecular insights into biological membranes were gained

by the emergence of more sophisticated experimental techniques. Freeze-fracture electron

microscopy revealed the existence of globular particles embedded within the lipid bilayer.

Spectroscopic methods indicated that membrane proteins had an appreciable amount of α-

helixes and that they were likely globular. The characterization of hydrophobic domains in

membrane proteins also stimulated the integration of proteins into the membrane interior. At

the same time, nuclear magnetic resonance measurements pointed out the fluid character of

the lipid bilayer.

In 1966, Green and co-workers attempted to integrate the protein structure into the mem-

brane in a model built around lipid-protein complexes as the fundamental structural pat-

tern [16]. Although this model did not give prominence to the lipid bilayer as the basic

structure of the membrane, it did incorporate proteins inside the membrane structure, intro-

ducing the concept of integral membrane proteins.

In 1970, Frye and Edidin performed a series of experiments on cell membrane fusion and

suggested that membrane components can move laterally in the plane of the membrane [17].

In 1972, Singer and Nicolson amalgamated all these experimental observations and con-

ceived a new model for the membrane structure, the so-called fluid mosaic model [18]. This

model described the biological membrane as a two-dimensional fluid or liquid crystal in

which lipid as well as protein components are constrained within the plane of the membrane,

but are free to diffuse laterally. The notions of integral and peripheral membrane proteins

were asserted and it was also suggested that some proteins may pass completely through the

membrane.

The fluid mosaic model has constituted the most important step in the development of our

current understanding of biomembranes. Although the model contains little structural detail,

it summarizes the essential features of biological membranes. This model has undergone

modifications and refinements are still expected in the future. In particular, it is now clear that

membrane proteins do not all diffuse freely in the plane of the bilayer: their mobility varies
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in morphologically distinct membranes from highly mobile arrangements to rigid structures

whose molecular motion is more or less constrained. The existence of differentiated lateral

domains within the membrane is also now known. Some regions of biological membranes

are not arranged in the traditional bilayer; hexagonal or cubic phases, for instance, may also

occur. Nevertheless, the fluid mosaic model still provides the conceptual backdrop for all

current models which just represent refined versions.

1.1.6 Model membranes

Various model membrane systems have been developed for studying biomembrane proper-

ties. The simplest model systems are provided by pure lipids or lipid mixtures forming a

bilayer. Since these systems do not contain membrane proteins and usually exhibit a simple

lipid composition, they are not able to reproduce all the properties found in real membranes,

but the main biophysical and biochemical features are nevertheless preserved. More complex

systems reconstitute lipid-protein mixtures and provide insight into lipid-protein interactions.

Liposomes Liposomes are probably the most commonly used model membrane systems.

The term “liposome” refers to any lipid bilayer structure which encloses a volume. The pri-

mary uses of liposomes are to encapsulate solutes for transport studies and to provide model

membranes in which proteins can be incorporated. Multilamellar vesicles (MLV) were the

first liposomes to be characterized and consist of multiple bilayers forming a series of con-

centric shells with a diameter ranging from 5 to 50 µm. MLV are easy to prepare, can be

made in large quantities and high concentrations, and exhibit reproducible properties. They

are thus suitable for a wide variety of biophysical studies. Drawbacks of MLV include the

inhomogeneity in size and number of layers, the limited aqueous space for trapping solutes,

and the close apposition of bilayers which may affect membrane properties. The hetero-

geneity problem has been overcome by the introduction of small unilamellar vesicles (SUV),

usually prepared by sonification of aqueous phospholipid dispersions. These vesicles have

diameters from 10 to 50 nm and consist of a hollow sphere whose surface is a single lipid

bilayer. SUV are rather unsuitable for transport studies because of the too small size of the

internal aqueous space. The radius of curvature of these vesicles is also much smaller than

that usually observed in cell membranes, resulting in packing constraints in the bilayer. The

vesicle size was thus increased and large unilamellar vesicles (LUV), with diameters rang-

ing from 50 to 500 nm, were produced. These vesicles are large enough to trap a significant
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amount of solute, necessary for transport experiments, and provide interesting drug delivery

systems.

Planar bilayer membranes Planar bilayer membranes are traditionally created by paint-

ing a concentrated solution of phospholipid in a solvent like hexane or decane over a small

hole (about 1 mm diameter) immersed in an aqueous solution. Under appropriate conditions,

the lipids spontaneously form a bilayer across the hole. Because of their optical properties

(lack of light reflectance), they are called black lipid membranes (BLM). The major ad-

vantages of planar membranes over vesicle preparations are their suitability for electrical

measurements and for the study of membrane proteins. These systems are particularly ap-

propriate for studying pores, channels, or carriers that catalyze the transfer of charges across

the bilayer. The unknown amount of residual solvent they contain as well as their relative

instability may, however, generate some problems.

Monolayers Lipids can be spread in a monolayer at an air/water interface: the polar head-

groups are in contact with the aqueous phase, while the hydrocarbon chains extend in the

gas phase. From the aqueous phase, the monolayer surface is similar to that of an entire

membrane and surface properties can be investigated under variation of the surface density

and the lateral surface pressure. Monolayers are especially useful for examining the behavior

of molecules like lipases, known as being active at the membrane surface. The main disad-

vantages of monolayers as membrane models are twofold: some of the monolayer properties

might differ from those of a bilayer; a second difficulty resides in the choice of the lateral

surface pressure to apply to mimic the properties of a real membrane.

Membrane computer models Membrane computer models have a short history compared

to experimental models. In the last decade, computer simulations such as Monte Carlo (MC)

or molecular dynamics (MD) simulations emerged as a powerful tool to gain detailed insights

into the molecular structure and dynamics of biomembranes. Various lipid bilayer systems

have been simulated, incorporating or not membrane proteins. The two major limitations of

such membrane simulations involve the system size and the accessible time scale. However,

computer simulations constitute an irreplaceable technique to probe membrane properties at

the atomic level. Strong and weak points of the MD approach will be extensively discussed

in the next chapters.
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Each of the membrane model systems described above presents advantages and disadvan-

tages, the one providing insight into membrane regions to which the other does not have

access. Information from each kind of systems turns out to be very useful for the better un-

derstanding of specific membrane properties and can be combined to refine the fluid mosaic

model.

1.2 Phospholipid properties relevant to biomembranes

In spite of their complexity and their specific differences in composition, all biomembranes

have the same universal structure: the basic structural element is provided by a lipid bilayer.

Among membrane lipids, phospholipids constitute an important class (see Section 1.1.2.1,

page 13) with regard to their occurrence in cell membranes and their ability to form bilayer

vesicles spontaneously when dispersed in water. The understanding of their physical and

chemical behavior is essential in order to appreciate many of the properties of biological

membranes.

1.2.1 The hydrophobic effect

The hydrophobic effect is one of the most important concepts necessary for the understand-

ing of membrane structure. The major driving force stabilizing hydrated phospholipid aggre-

gates is the hydrophobic force, which is not an attractive force but rather a force representing

the relative inability of water to accommodate non-polar species. The three other stabiliz-

ing factors are hydrogen bonding and electrostatic interactions between polar headgroups

and between headgroups and water, and van der Waals dispersion forces between adjacent

hydrocarbon chains, which are short-range and weak attractive forces resulting from inter-

actions between induced dipoles. Compared to the hydrophobic force, however, they are

relatively minor stabilizing factors.

The hydrophobic force is the thermodynamic drive for the system to adopt a confor-

mation in which contact between the non-polar portions of the lipids and water is mini-

mized [19]. This so-called “force” is entropic in origin. Hydrophobic molecules aggregate

in water so as to maximize orientational and configurational entropy. The larger the surface

area of the hydrophobic molecule, the larger the water cage that must be built around that
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molecule, and the larger the unfavorable entropy contribution to the transfer of that molecule

into the water phase [2].

The hydrophobic effect drives phospholipids to aggregate into the fundamental structural

element of biological membranes, the phospholipid bilayer.

1.2.2 Phase structures

Phospholipid molecules aggregate in an aqueous solution to form a variety of assemblies,

which correspond to structurally distinct phases. Which phase predominates in a given sys-

tem depends on environmental factors such as temperature, pressure, pH, and ionic strength,

on the composition and water content of the system, and on the structure and conformation of

the individual phospholipid components. The various morphologies of phospholipid assem-

blies are reviewed below (see also reference [20]). Each morphology is stabilized by a bal-

ance between favorable and unfavorable interactions, resulting directly from an optimization

of the hydrophobic effect, with a variety of intramolecular and intermolecular interactions.

1.2.2.1 Crystalline phases

At low temperatures and/or hydration levels, most phospholipids form crystalline lamellar

phases, denoted Lc. These phases are true crystals, exhibiting both long-range and short-

range order in the three dimensions. They may be anhydrous, or may contain a certain

number of water molecules of co-crystallization. The phospholipid hydrocarbon chains are

in an all-trans conformation.

1.2.2.2 Gel phases

Gel phases are ordered lamellar phases in which phospholipid molecules undergo hindered

long-axis rotation on a time scale of 100 ns and in which the hydrocarbon chains adopt

essentially an all-trans conformation. Such gel phases are formed at low temperatures in the

presence of water, although the water content is often relatively low.

In the Lβ gel phase, the hydrocarbon chains are arranged parallel to the bilayer normal.

In the Lβ � phase, the chains are tilted with respect to the bilayer normal. The tilting occurs

when the cross-sectional area required by the headgroup exceeds about twice that required

by the acyl chains. The chain tilt increases the cross-sectional area of the acyl chains, and
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allows thus the packing mismatch to be accommodated. When the tilting becomes too great,

the (untilted) interdigitated LβI phase may occur.

An intermediate phase Pβ � between the gel phase Lβ and the liquid crystalline phase Lα

(see next section) is found in the gel phase of a few phospholipids. This is a rippled phase in

which the lamellae are deformed by a periodic modulation, with the chains being essentially

in a tilted conformation.

The different gel phases are depicted in Figure 1.9.

Figure 1.9: Gel phases of phospholipids: (a): Lβ untilted phase; (b): Lβ � tilted phase;
(c): LβI interdigitated phase; (d): Pβ � rippled phase.

1.2.2.3 Fluid phases

Lamellar liquid crystalline phase Lα Upon heating a gel phase, the phospholipid chains

melt to a liquid-like conformation, transforming usually to the lamellar Lα phase. The rate

of lateral diffusion of the lipids increases by at least two orders of magnitude and the hy-

drocarbon chains exhibit a high tendency to isomerize, alternating conformations about the

carbon-carbon bonds. In this disordered fluid state, phospholipid movements are still in-

hibited by some organizational constraints: for instance, the phospholipid molecules cannot

translate extensively in the direction normal to the bilayer surface but remain rather confined

within the bilayer, in accordance with the hydrophobic effect. The phospholipids are there-

fore neither in a true liquid state, in which their movement would be isotropic, nor in a solid
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state, but in a so-called liquid crystalline state. A liquid crystal retains at least one dimension

of order relative to the solid state. Under usual physiological conditions, the lipid bilayer of

biological membranes most closely resembles the lamellar liquid crystalline phase.

Hexagonal and cubic phases For some phospholipid systems, the gel phase melts directly

to a fluid non-lamellar phase with a hexagonal or cubic symmetry. In the hexagonal I phase

HI, the phospholipids are organized in the form of cylinders with the polar headgroups fac-

ing out and the hydrocarbon chains facing the interior. The cylinders are packed onto a

hexagonal lattice and the volume between the cylinders is filled with a continuous water

phase. These long tubes can be thought of as many micelles fused together. This phase

structure is only formed under specific conditions and is not particularly relevant to biologi-

cal membranes. In the inverse hexagonal II phase HII, the phospholipids also aggregate into

cylinders, but with the headgroups facing the inside and the hydrocarbon chains the outside.

The polar groups contact water and surround an aqueous channel located at the center of the

cylinder. These tubes also form a hexagonal array in cross section. The HII phase is very

common in phospholipids such as PE having small weakly hydrated headgroups and attrac-

tive headgroup-headgroup interactions [21]. Phospholipids can also exhibit cubic phases,

which almost behave as isotropic phases. The cubic phase structure consists of short tubes

connected in a hexagonal array. In this structure, the phospholipid molecules experience all

possible orientations, which accounts for its isotropic character. Cubic-like phases are ob-

served in mitochondrial and ER membranes [22,23]. The reasons why biological membranes

incorporate into their structure lipids that destabilize the bilayer organization can be found

in many physiological processes. For instance, such lipids facilitate membrane fusion and

stabilize regions of high curvature.

The fluid phases described above are schematically represented in Figure 1.10.

In biological membranes, lipid assemblies essentially form a bilayer structure, corresponding

to the lamellar liquid crystalline phase Lα. The bilayer pattern is essential to the structure and

proper function of biomembranes. The membrane matrix can be however interrupted by non-

lamellar phases within the overall constraints of the bilayer organization. Such non-lamellar

phases are for instance observed as intermediate phases in common biological processes such

as cell-cell adhesion and fusion.
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Figure 1.10: Fluid phases of phospholipids. (a): Lα lamellar liquid crystalline phase.
(b): HI hexagonal I phase. (c): HII inverted hexagonal II phase. (d):
Example for a cubic phase.



1.2. PHOSPHOLIPID PROPERTIES RELEVANT TO BIOMEMBRANES 33

1.2.3 Phase transitions

A phase transition is an abrupt change in the macroscopic properties of a system, involving

a modification of the symmetry and/or topology of the system. Phase transitions are driven

predominantly by two system variables which are temperature and water content. There

is thus a “natural” sequence in which the various possible phases occur. At low tempera-

tures and hydration degrees, phospholipids tend to adopt an ordered conformation leading

to crystalline or gel phases, while, at higher temperatures and hydration levels, fluid phases

rather occur. At a given temperature and water content, transitions can be also induced by

changes in the lipid composition or by additives. A study of the factors affecting or inducing

a phase transition and of the changes taking place at the phase transition provides a very

valuable method of characterizing the properties of the fluid state, which is the more relevant

to biological membranes (see also reference [20]).

Effect of phospholipid hydration The effect of water on the thermotropic behavior of

phospholipid assemblies is complex. A certain amount of water molecules is bound to the

polar headgroups and behaves differently from bulk water. Bound water appears to represent

about 20% of the phospholipid-water system. Usually, the addition of water causes a general

loosening of the lipid packing density, leading to a decrease of the transition temperature.

The decrease in temperature can reach as much as 50
�
C. This can be explained by a growing

mobility of all phospholipid molecules with increasing hydration, due to a diminishing inter-

molecular steric hindrance. More precisely, increasing hydration gives rise to a softening of

the interfacial region, which enhances headgroup mobility; the enhanced headgroup mobility

leads in turn to an increased mobility of the hydrocarbon chains.

Effect of phospholipid chemical structure Within a particular class of phospholipids, the

length of the hydrocarbon chains has a direct influence on the transition temperature, e.g.

from the gel state Lβ to the liquid crystalline state Lα. Increasing the chain length has the

effect of increasing the chain-chain interactions, stabilizing the phospholipid bilayer in the

gel state and thus increasing the chain-melting temperature. The Lα-HII transition tempera-

ture falls also steeply with increasing the chain length. The hydrophobicity of longer chains

is indeed more pronounced, which tends to favor the formation of inversed non-lamellar

phases. The presence of double bonds in the phospholipid hydrocarbon chains has a more

powerful effect on the transition temperature than the chain length. Chain unsaturation dras-
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tically lowers the gel-fluid transition temperature (typically by approximately 60
�
C for a

cis-unsaturated bond) as well as any transitions to inverse non-lamellar phases. A cis-double

bond generates the formation of a permanent kink in the hydrocarbon chains, which inhibits

a tight packing of the chains. Unsaturation destabilizes the bilayer structure, especially in the

gel state, and the phase transition occurs therefore at a lower temperature. The effect on the

phospholipid phase behavior depends strongly upon the position of the double bond along

the chain, the maximal effect occurring when the double bond is located close to the middle

of the chain [24]. Monounsaturated fatty acids commonly found in phospholipids from cell

membranes exhibit a double bond between carbons 9 and 10: the double bond is thus located

precisely where the maximal effect on the phase behavior can be achieved. For diacylphos-

pholipids, increasing asymmetry between the lengths of the two chains also tends to lower

the chain-melting temperature [25]. The chemical structure of the phospholipid headgroups

plays also a major role in determining the phase transition behavior. The effective polarity of

the headgroups, defined by their intrinsic hydrophilicity but also depending on their accessi-

bility to water or their possibility for hydrogen bonding, constitutes a crucial factor. Minor

modifications, such as the replacement of a single proton by a methyl group, can profoundly

alter the phase behavior. Striking differences are for instance observed between the poly-

morphism of PE and PC. The transition temperature from the gel to liquid crystalline states

is about 20
�
C higher in PE than in PC. For the former phospholipid species, intermolecular

hydrogen bonds between the amino group of one headgroup and the phosphate moiety of the

neighboring headgroup are possible. Such hydrogen bonds intensify headgroup interactions

but weaken the interactions between headgroups and water. Hydrogen bonding and poor

hydration of the PE headgroups result in a stabilization of the gel state relative to the liquid

crystalline state. For PC, the possibility of direct hydrogen bonds between the headgroups is

missing, so that the PC headgroups interact much more strongly with water. This increases

the hydration of the bilayer, modifies its structure, and lowers the gel-fluid transition.

Effect of phospholipid mixtures Mixing phospholipids together alters the phase behavior

of each phospholipid component in a complex way. The study of lipid mixtures is of great

interest since biological membranes contain a variety of lipid species. The fact that biomem-

branes are generally in a lamellar liquid crystalline phase under physiological temperatures

shows that a well-defined balance in the lipid composition is necessary to maintain such a

fluid morphology.
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Effect of cholesterol Cholesterol tends to fluidize the gel phase Lβ and to order the lamel-

lar liquid crystalline phase Lα, thereby broadening or even eliminating the transition between

the two phases. Cholesterol can induce a liquid crystalline state in phospholipids that would

otherwise adopt a gel state, enhancing thus the stability of fluid bilayers. However, main-

taining a fluid state in biological membranes is likely not the major role of cholesterol in cell

biology. Most plasma membranes would be indeed in a fluid state at 37
�
C without choles-

terol. The introduction of a double bond in the hydrocarbon chains of membrane phospho-

lipids, for example, would be sufficient to keep the bilayer in a liquid crystalline state [2].

Cholesterol is, nonetheless, essential for the normal growth and functioning of cells (e.g.

by modulating the function of membrane proteins through direct binding to sterol-specific

sites on membrane proteins). The ordering effect of cholesterol observed in fluid bilayers

can be explained by the rigid structure of cholesterol. The portion of the phospholipid hy-

drocarbon chains encountering the rigid steroid nucleus is indeed hindered in its motion and

trans-gauche isomerization about the carbon-carbon bonds is diminished. The effects of

cholesterol on the phospholipid phase behavior are however much more complex than de-

scribed above and are strongly dependent on the cholesterol concentration. Cholesterol can

induce domain formation in membranes in the liquid crystalline state and tends to promote

the transition towards inverse phases such as HII [26].

Effect of solutes The incorporation of solutes into a phospholipid assembly can modify

the phase equilibria in a great number of ways. Polar solutes generally cause an osmotic

dehydration of phospholipid systems, since they are in competition with the phospholipid

headgroups to interact with water [27]. The dehydration effect is enhanced if the solute di-

rectly binds to the phospholipid headgroup, replacing bound water molecules. The introduc-

tion of polar solutes tends to favor the formation of ordered phases and inverse non-lamellar

phases. Amphiphilic solutes preferentially adsorb with their polar moiety near the phospho-

lipid headgroups and their hydrophobic part embedded within the phospholipid hydrocarbon

region. Their effects are closely related to their chemical structure and cannot be generalized.

Non-polar solutes tend to reduce chain packing constraints by partitioning into the interstices

within the hydrocarbon regions of the phospholipid phase. They facilitate thereby the for-

mation of inverse phases such as HII, where there is a significant degree of chain stress due

to the necessity to fill the hydrophobic region at a uniform density [20].
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1.2.4 Motional properties and membrane fluidity

The dynamic properties of a phospholipid membrane in the biologically relevant liquid crys-

talline state arise from the conformational flexibility of its components. Conformational

flexibility implying motion, the determination of the rate and extent of phospholipid motions

is essential for understanding dynamic properties of membranes. The major motivation for

studying membrane dynamics is its relevance to biological functions. At first, it is impor-

tant to make a distinction between motional order and motional rates. The two concepts

are independent, even if changes in motional rates often parallel changes in motional or-

der. Motional order on one hand, and motional rates on the other hand, provide different

insights into the membrane dynamics which can be combined to obtain an overall vision of

the complex dynamic properties. Both concepts will be clarified in the next sections. The

notion of membrane fluidity will be then redefined and emphasis will be laid on its biological

relevance.

1.2.4.1 Motional order

The motional or orientational order of a phospholipid molecule or a portion of the molecule

refers to the number of degrees of freedom expressed by the motion experienced by the

molecule or a part from it [2]. The order of motion is usually described by an order parameter.

Depending on the method of measurement, different order parameters can be defined and

calculated (see Chapter 4, Section 4.3.4.3, page 118, for more details). Generally, small

values of the order parameters correspond to a high degree of freedom, i.e. a disordered

state.

In a phospholipid bilayer, the region between the carbonyl groups and the middle of

the hydrocarbon chains is usually characterized by relatively high order parameters, which

are roughly constant independently on the position considered. Beyond the middle of the

chains, the order parameters drop significantly towards the chain termini. The motions of the

phospholipid molecules are thus restricted in the region of the hydrocarbon chains near the

glycerol backbone, while the molecules exhibit more motional freedom towards the chain

extremities. The motional order profile across the bilayer is characteristic of the physical

state of the membrane.
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1.2.4.2 Motional rates

Phospholipid motions occur on different time scales. The rates of motion are characterized

by correlation times – the motion being described by an exponential correlation function –

and are not directly related to the motional order.

Phospholipids exhibit various motional modes, which all account for the dynamic prop-

erties of the membrane. The different types of motion are illustrated in Figure 1.11. In-

tramolecular reorientational motions comprise torsional oscillations around single bonds and

free or slightly hindered rotations of certain groups or segments (such as methyl groups or

fragments of the headgroup). The rotational motion of the phospholipids constitutes an im-

portant contribution to the membrane dynamics. The overall rotational motion can be char-

acterized by a spinning motion, which is a rotation around the long molecular axis parallel

to the bilayer normal, and by a so-called wobbling motion, in which the long axis changes

its orientation – the molecule describing thereby a cone of finite dimensions. “Wobble” is a

restricted motion, since all possible orientations of the long axis are not allowed within the

bilayer structure and large deviations from the bilayer normal are unlikely. Brownian trans-

lational diffusion or jump diffusion of the phospholipid molecules within the plane of the

membrane is called lateral diffusion: the in-plane motion of the whole phospholipids consists

of a local diffusion within their solvent cage and of long-range diffusional jumps between

adjacent sites [28]. Transbilayer “flip-flop” processes, in which phospholipid molecules are

translocated from one side of the bilayer to the other, are also of importance, although they

occur more rarely. At last, patches of phospholipid molecules exhibit collective motions,

leading to undulations of the bilayer surface and resulting in relatively slow fluctuations.

The anisotropic nature of the phospholipid bilayer implies strong anisotropic constraints

upon the orientation, conformation, and motion of the phospholipid molecules. The re-

orientational motions about different molecular axes occur thus on vastly different time

scales [29]. For instance, rotation is much more facilitated around the long axis of the

phospholipid molecule than around other axes. Another important point to mention is the

different motional behavior of the headgroup compared with the hydrocarbon chains. A cer-

tain independence of motion is observed and some particular motions may occur on different

time scales.

The most rapid of the motions described above is rotation about single bonds, character-

ized by correlation times inferior to 100 ps. Rotation about single bonds is usually slower

in the headgroup region than in the hydrocarbon chains. Trans-gauche isomerizations in
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Figure 1.11: Schematic representation of the various motional modes observed in a
phospholipid bilayer in the liquid crystalline state.

the fatty acid chains are very rapid, with correlation times τJ from 1 to 10 ps in the liquid

crystalline state. The values of τJ are relatively long near the glycerol backbone but become

shorter towards the chain termini. The rotation of the terminal methyl groups in the chains

is about one order of magnitude shorter than τJ. In the headgroups, the dynamics of the

dihedrals is slower, with correlation times up to a few hundred of picoseconds. This can be

explained by the strong interactions within and between the headgroups. The time scales

become significantly longer when the whole phospholipid molecule is considered. Rotation

of the molecule around its long axis involves a correlation time τ ��� of a few nanoseconds.

The wobbling motion, however, happens on a larger time scale and is characterized by a

correlation time τ � of the order of tens of nanoseconds or more. The wobbling motions in a

cone are indeed only possible within a restricted angular range determined by the neighbor-

ing molecules. Translational motion of the phospholipid molecules in the plane occurs with

a lateral diffusion coefficient of the order of 10 � 7 cm2/s [28]. The transmembrane move-

ment of phospholipids or “flip-flop” is very slow and takes place on a typical time scale of

minutes to hours or even days [29]. The dynamic properties of a phospholipid membrane are
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therefore characterized by a very wide range of motional modes, which makes their study

particularly challenging.

1.2.4.3 Membrane fluidity

Now that the motional properties of the phospholipid components in a membrane have been

examined, the concept of “fluidity” in membrane biology can be redefined and its involve-

ment in many biological functions can be better understood.

The term “fluidity” is imprecise and elusive in its physical meaning, especially when

applied in the context of membrane structure. For an isotropic liquid such as water, flu-

idity represents the inverse of viscosity, which is a well-defined and easily measured bulk

thermodynamic property. Viscosity is essentially a measure of the frictional resistance en-

countered when adjacent layers of fluid are moving with different velocities [19]. However,

biological membranes as well as pure phospholipid bilayers are highly anisotropic and the

above definition of fluidity cannot be applied directly. The membrane components are prin-

cipally confined to two dimensions, i.e. the surface of the membrane, with only a limited

third dimension available, being the bilayer normal. The phospholipid behavior is not only

anisotropic but also strongly dependent on the location considered along the bilayer normal.

If the hydrophobic membrane interior, characterized by highly disordered chains experienc-

ing considerable freedom, can be modeled by any isotropic hydrocarbon phase, the glycerol

region is much more ordered and static, and the interfacial region, composed of the head-

groups facing the water phase, exhibits specific order and dynamic properties. As applied

to membrane, the term “fluidity” has to be considered both as a dynamic property related to

the motion of the individual components and as a static feature related to the arrangement

or order of the molecules in the membrane. Generally, fluidity is measured by observing the

motion of fluorescent probes incorporated into the membrane. Since fluorescence depolar-

ization is sensitive to molecular motion, information concerning the environment in which

the probe resides can be collected. Fluidity represents then the ability of a foreign molecule

to move in the membrane and to experience internal conformational flexibility. However,

such measurements are sensitive to both the rate of motion and any constraints to that mo-

tion, so that information about dynamics and molecular order gets intermixed [19]. Fluidity

can be also quantified by the rotational correlation time of spin probes, by the order parame-

ter, also derived from spin or fluorescent probes, or by the partition coefficient describing the

distribution of certain probes between the membrane and the aqueous medium. Membrane
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fluidity cannot be characterized by a single parameter: multiple parameters are needed to

describe the physical state of the bilayer.

The fluidity of biomembranes is essential to many biological functions. Biomembranes

apparently adjust their lipid composition in such a way that they remain in a fluid state irre-

spective of the ambient temperature or other external conditions. The rate of lateral diffusion

of membrane components plays a pertinent role, for instance, in enzyme reactions involving

multiple membrane-bound components: some enzymatic functions require the membrane-

bound components to be freely diffusing within the plane of the bilayer, whereas other pro-

cesses clearly rely on constraints imposed on the mobility of membrane components. The

rate with which lipids adjacent to proteins exchange with bulk lipid is also essential to pro-

tein properties and functions. The most dramatic evidence that membrane fluidity is critical

to physiological functions comes probably from studies showing adaption of various organ-

isms to environmental stress [30]. This is most often observed in microorganisms, plants,

or hibernating animals, which are able to sustain low temperatures. In response to thermal

stress, they alter their membrane lipid composition, usually by increasing the degree of lipid

unsaturation or by decreasing the average lipid chain length, to maintain optimal membrane

fluidity.

1.3 Biomembrane transport

1.3.1 Transport pathways and mechanisms

One of the most important roles of biomembranes is to moderate the passage of substances

between compartments of organisms. Epithelia and endothelia represent the main physiolog-

ical barriers to be crossed by solutes like nutrients or drugs. Epithelia cover the surface of the

body and line all internal organs. In spite of their chemical and structural differences, they

all act as highly selective permeability barriers, separating internal and external fluids. En-

dothelia line blood capillaries and regulate the distribution of compounds between the blood

and the interstitial fluids. The transport processes that have evolved to overcome these bar-

riers are at least as important as the barrier functions of biomembranes. Solute transport can

occur via a transcellular pathway (across the cell) or via a paracellular pathway (between the

cells). The lipid matrix, structural framework of all biological membranes, constitutes the

main permeation barrier to transcellular transport. The adhesion of adjacent cells is ensured
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by junctions, whose structure influences paracellular transport. Epithelial cells are linked by

tight junctions, whereas endothelial cells have rather loose junctions. In the latter case, the

paracellular pathway is thus favored. The lipoidal surface of a membrane is however much

greater than the aqueous one – in the small intestine for instance, tight junctions represent

only 0.1% of the whole membrane surface [31] – so that the transcellular pathway accounts

for most transport processes in the body. Paracellular diffusion is, by definition, solely pas-

sive, while transcellular transport involves various mechanisms. These mechanisms can be

divided in two main classes. In the first class, the solute moves from a region of relatively

high chemical potential to a region of lower chemical potential by passive or facilitated dif-

fusion. For this type of transport, no cellular energy, such as that in the form of ATP, is

required. The second form of transport involves active processes, which do require an in-

put of energy and generally occur against a concentration gradient. These processes are all

protein-mediated. In each class of transport, a wide variety of mechanisms elucidates how

solute flux across membranes is achieved. The principal transport mechanisms are briefly

described in this section.

Passive diffusion across the lipid matrix Passive diffusion across the lipid matrix repre-

sents the simplest form of transport and refers to the movement of a molecule by random

processes through the lipid bilayer portion of a membrane without an expenditure of energy.

A net flux of the transported species across the membrane is only achieved when a differ-

ence in chemical potential of the species is observed between both sides of the membrane.

This chemical potential difference usually results from a difference in concentration (or ac-

tivity) of the species on one side versus the other. The solute diffuses down the concentration

gradient, i.e. from a region of relatively high concentration to a region of relatively low con-

centration. Energy is obtained from the downhill flow; the amount of energy, also known as

the free energy change ∆G, is directly proportional to the concentration difference. In the

case of charged species, i.e. ions, an additional factor has to be taken into consideration.

Indeed, many biological membranes are electrically positive on one side and negative on the

other side, exhibiting a potential difference or voltage gradient across them. This arises from

differences in the distribution of positive and negative ions on the two sides of the mem-

branes. The diffusion of a charged species is considerably influenced by this transmembrane

electrical potential. The inside of many cells is electrically negative compared with the out-

side: inward fluxes of positive ions and outward fluxes of negative ions are thus favored. For

the transport of charged solutes, a concentration gradient as well as an electrical gradient
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have to be taken into account: both notions can be combined with the electrochemical gra-

dient. The rate of diffusion of an uncharged species across a membrane is well described by

Fick’s law:

J 	 P 
 A 
 ∆C (1.1)

This states that the flux J, or amount of solute passing through the membrane per unit time,

is directly proportional to the solute concentration gradient ∆C, to the area A of membrane

absorptive surface, and depends on the permeability coefficient P of the solute in the mem-

brane. The permeability coefficient is both characteristic of the solute and the membrane,

and is defined as follows:

P 	 K 
 D
h

(1.2)

K is the partition coefficient of the diffusing species between the membrane and the aqueous

phase and describes the relative solubility of the species in both media. D is the diffusion

coefficient of the solute in the membrane and represents the speed with which the solute can

move through the membrane. D depends on the size and shape of the solute but also on the

viscosity and density of the membrane. h is the thickness of the membrane. The partition

coefficient is the most important determinant of the permeation rate (see Section 1.3.2.2,

page 46). Hydrophobic substances are viewed as being able to permeate the lipid bilayer of

a membrane more easily than hydrophilic ones, owing in part to their ability to dissolve in

and subsequently diffuse through the hydrophobic core of the bilayer. The generally high

hydration degree of a polar species also constitutes a barrier to its transport across the lipid

bilayer. Usually, this hydration shell must be stripped away before the solute can enter the

membrane bilayer, which is often accompanied by a high energy of dehydration. Smaller

solutes diffuse more rapidly than larger ones, so that better correlations between permeability

and hydrophobicity are obtained when applying a correction for the size of the solute. The

structural properties of the membrane as well as its dynamic state are also an important

component of diffusion processes. Anything enhancing the occurrence of defects in the

bilayer, for instance an increase in unsaturation in the lipid chains or packing defects at lipid-

protein interfaces due to transient mismatches between the rough protein surface and the lipid

bilayer, will enhance passive diffusion. Transit of the hydrophobic interior of the lipid bilayer

is not the only barrier to passive diffusion through a membrane. Before encountering the

membrane interior, a solute must get through the interfacial region which exhibits properties

very different from those of the bulk solution. Study of the passive diffusion of a solute
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across the lipoidal matrix implies therefore a good knowledge of both solute and membrane

properties.

Passive diffusion through pores and channels One of the great barriers to passage of

polar and/or ionic substances across a membrane is their incompatibility with the hydropho-

bic core of the lipid bilayer. Pores and channels, formed by proteins, provide a water-filled

pathway through the membrane and are capable of supporting great fluxes of polar and ionic

solutes. This form of transport implies passive diffusion of the solute in an aqueous medium

and is also driven by an electrochemical gradient between the two sides of the membrane.

The terms of pore and channel are generally used interchangeably, but pore is used most

frequently to describe structures that discriminate between solutes primarily on the basis of

size, allowing the passage of molecules that are sufficiently small to fit. The term channel is

mostly reserved to describe ion channels [19]. Pore and channel proteins do not require any

conformational alteration in order for the solute entering from one side of the membrane to

exit on the other side. They may undergo conformational changes, but these regulate whether

they are open or closed to solute traffic and play no role in the mechanism of translocation

per se. Two major groups of channels distinguish “voltage-gated” from “ligand-gated” chan-

nels. Channels are said to be voltage-gated if they open or close in response to a change in the

transmembrane potential. The open or closed state of ligand-gated channels is related to the

binding of specific signal molecules. The channel formed by gramicidin A is a well-known

example of channel. In a hydrophobic environment, gramicidin A forms a helical structure,

leaving a pore of about 4 Å in diameter in the center of the helix. All the side chains of the

amino acid residues of gramicidin A are hydrophobic. In the helical conformation, these hy-

drophobic side chains are oriented towards the outside of the helix, which makes the helical

gramicidin structure compatible with the hydrophobic interior of the membrane. The selec-

tivity of ions transported by a gramicidin channel is determined by both size and dehydration

energies: to enter the channel, the ion cannot be too large and must be stripped of its bound

water molecules. Aquaporins are a specialized class of proteins that promote the diffusion of

water across membranes. Although water has a rather high permeability across lipid bilayers

and can also pass through ion channels, aquaporins are found in most membranes involved

in homeostasis, salt (electrolyte) metabolism, and water retention and secretion (kidney and

lung epithelia for example).
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Facilitated diffusion Facilitated diffusion designates the carrier-mediated diffusion of so-

lutes through the membrane. A carrier is a species that binds specific solutes and translocates

them across the membrane. The role of carriers is usually to ensure the transport of polar

or ionic substances that could not occur by simple diffusion across the lipid membrane. A

carrier often presents a polar interior as binding site for the solute and exhibits a hydropho-

bic exterior compatible with the hydrocarbon region of the membrane. The carrier masks

the hydrophilic nature of the polar solute and the complex thus formed can passively dif-

fuse through the membrane. Like traditional passive diffusion processes, carrier-mediated

transport can be driven either by a concentration or an electrochemical gradient of the trans-

ported species across the membrane. In all cases, the transport is down the gradient and thus

does not require an energy input. This process is however saturable, since it is limited by

the number of carriers, and usually exhibits specificity for solute structure. In some cases,

it can also be inhibited by structural analogs to the transported solutes. Antibiotics provide

examples of carrier-mediated transport. Valinomycin, for instance, is a ionophore that en-

sures the transport of cations, especially potassium ions, across membranes. This carrier is

a cyclic dodecamer: all the polar carbonyls of the amide and ester functions face the inside

of the cyclic structure, while the hydrophobic side chains dominate the outside. The cation,

usually K � , binds to the interior of valinomycin and generates a conformational change in

the ionophore: the ring closes in and arranges itself such that the side chains point towards

the outside. This conformation allows the translocation of the complex across the membrane

by passive diffusion. A dissociation of the complex finally occurs on the other side of the

membrane.

Active transport Cells also have transport proteins that transfer solutes across the mem-

brane against their electrochemical gradient. This process is called active transport because

an input of energy is needed to bring it about. It is a saturable process and can be affected

by competitive inhibitors. The energy to drive active transport may come from a number

of sources. The most common source is the hydrolysis of ATP. Others include light energy

or the energy stored in ion gradients. Primary active transport processes, which use a direct

source of energy, can be distinguished from secondary active transport processes, which are

generally coupled with ion gradients (that have been generated by a primary active transport)

to achieve for instance the transport of metabolites. Most of the chemical energy in the body

is used up to reestablish ion gradients, gradients that keep metabolic processes going, in-

cluding signaling mechanisms. Primary active transporters are mostly ion pumps, where ion
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translocation is mechanistically coupled to an energy-yielding chemical or photochemical

reaction. Na � /K � -ATPase, also called sodium pump, is one of the most important enzymes

in the plasma membranes of animal cells. This enzyme pumps sodium ions out of the cell and

potassium ions into the cell, both against their respective concentration gradients, catalyzing

the hydrolysis of ATP and making use of the released energy. Primary active transporters

are used to generate voltage and ion gradients across the membrane and secondary active

transporters utilize such gradients to drive solute transport. One example is found in the

co-transport of glucose and sodium in the intestinal brush border membrane. In this system,

glucose transport is coupled with the sodium gradient established by Na � /K � -ATPase. The

transport system allows sodium to flow down its concentration gradient, which in turn allows

the flux of glucose against its concentration gradient.

1.3.2 Drug transport

1.3.2.1 Drug absorption

The preferred route of drug administration is peroral: about 90% of marketed drugs are ad-

ministrated orally. To reach their target organ, drugs must enter the systemic circulation.

Therefore, they have first to be absorbed from the gastrointestinal tract, which requires the

passage through barrier membranes. Drug bioavailability is largely determined by the ex-

tent of absorption and is also influenced by presystemic metabolism. The ability of a drug

to cross membranes will thus affect all aspects of its disposition in the body. The rate of

absorption depends both on the physicochemical properties of the drug and on the proper-

ties of the membrane. Drugs are predominantly absorbed by passive diffusion across the

gastrointestinal membranes. Diffusion can occur transcellularly or paracellularly. However,

the paracellular route is negligible for compounds having a molecular weight greater than

200 g/mol, which includes the vast majority of drugs. In the search of new drug candidates,

the optimization of delivery processes is essential. The number of newly discovered active

compounds does not cease increasing with the continuous advances in rational drug design,

combinatorial chemistry, and high-throughput screening techniques, often making delivery

problems the rate-limiting step in drug research. A good knowledge of the molecular and

physicochemical properties of the drug candidates and a full understanding of the nature of

the barriers they may encounter are required to overcome these problems.
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1.3.2.2 Physicochemical determinants in drug absorption

In order to predict and evaluate passive drug absorption, it is essential to understand the fac-

tors that may limit or enhance absorption. Drug candidates can be characterized by a series

of physicochemical properties that is strongly related to their ability to pass through biologi-

cal membranes and thus to their rate of absorption. The main physicochemical determinants

are reviewed in this section.

Lipophilicity Lipophilicity is widely used as a predictor of membrane permeability, since

drug partitioning into the lipid bilayer is generally the rate-limiting step for passive diffusion.

The most common expression of lipophilicity is the logarithm of the n-octanol/water partition

coefficient (logPoct � wat). Octanol, with its long alkyl chain and its polar hydroxyl group,

presents certain analogies with the amphiphilic lipid components of biological membranes.

More or less linear relationships between the logarithm of the permeability coefficients of

various solutes in different model membranes and their logPoct � wat values have been found.

Nevertheless, the octanol/water system fails into mimicking the highly hydrophobic region

of membranes and better correlations are often found using solvents like hexadecane or olive

oil. The mentioned solvent systems are however largely isotropic and cannot adequately

reproduce the anisotropic features of biomembranes. Anisotropic systems formed from nat-

ural or artificial phospholipids have been developed for lipophilicity determination. Drug-

liposome partitioning for instance revealed to be a valuable tool to predict drug absorption

in the human intestinal tract [32]. Such liposomal systems are generally less discriminating

than octanol, and compounds with low logPoct � wat values may show higher partitioning in

these systems. Whatever the system selected, the ionization state of the compound has also

to be considered. Many drugs are indeed organic acids or bases, which might be ionized

depending on the ambient pH. Most commonly utilized approaches calculate logP values

(partition coefficients) for the neutral form of the compound. The estimation of logD values

(distribution coefficients), with explicit consideration of the ionization state of the compound

at physiological pH, is often more pertinent for QSAR studies. The general rule stating that

only non-ionized (i.e. lipid soluble) drugs permeate membranes [33] is questioned by experi-

mental investigations underlining ion partitioning and showing that the behavior of ionizable

drugs in the body is controlled by the interactions of both the neutral and ionic forms with

the membranes [34, 35].
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Hydrogen-bonding capacity A correlation between the hydrogen-bonding properties of

a drug and its permeation rate across a membrane is usually observed. In oder to enter the

hydrophobic core of a membrane, a drug containing polar functional groups has first to break

the hydrogen bonds that it may have formed with the water molecules and/or the polar lipid

headgroups located at the interfacial region. Depending on the amount of energy required to

break these hydrogen bonds, this step might be rate-limiting in the permeation process of the

drug molecule through the membrane. The introduction of a descriptor characterizing the

H-bond ability of a compound facilitates the prediction of its permeability properties. Nu-

merous studies have shown that the difference between two different logP scales, generally

octanol/water minus alkane/water (∆logPoct � alk), is a measure of the hydrogen-bonding

capacity [36]. Raevsky and co-workers [37, 38] introduced a new descriptor called “Cad”,

corresponding to the sum of absolute values of free energy H-bond factors, and obtained

a sigmoidal correlation between the logarithm of the permeability coefficients and the Cad

values for a series of structural heterogeneous compounds.

Molecular size Permeability coefficients across biomembranes have been shown to be

highly dependent on the molecular size of the permeants [39, 40]. The larger the perme-

ating compound, the lower the permeability coefficient. When the molecular size of the

permeant is used to adjust the value of the permeability coefficient, a better correlation is

usually found between the logarithmic values of permeability and partition coefficients.

Aqueous solubility Aqueous solubility is another important parameter related to drug ab-

sorption and determines the amount of drug in solution available for gastrointestinal absorp-

tion. Poorly soluble compounds may suffer from dissolution-rate-limited absorption, which

might ultimately lead to incomplete absorption. A relationship between poor solubility and

poor absorption can be thus expected and is often verified. Compounds showing a balance

between lipophilicity and aqueous solubility represent the best drug candidates for oral ab-

sorption.

Conformational variability and molecular surface properties The physicochemical

properties of a compound described previously may vary among the possible conformations

adopted by the compound. Its molecular flexibility and potential conformational variability

have thus to be taken into account when evaluating its ability to permeate biological mem-

branes: the conformational space should be systematically explored to evaluate the contri-
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bution of the different conformers to permeation [36]. For instance, conformations favoring

internal hydrogen bonds increase the lipophilicity of the solute by reducing its hydrogen-

bonding donor capacity and, as a result, enhance its permeation through the hydrocarbon

region of the membrane. It is often interesting to determine the solvent-accessible surface

area (SASA), which is related to the three-dimensional geometry of the compound and fluc-

tuates with its conformational changes. Hence, the notion of lipophilicity should not be

viewed as a static property: the variation of lipophilicity within the conformational space of

a molecule is often more pertinent in terms of drug absorption and permeation.

The absorption of compounds by passive diffusion can be reasonably well predicted on the

basis of their physicochemical properties. The presence of polar and charged functional

groups, low octanol/water partitioning, a substantial number of hydrogen-bonding sites, high

molecular weight, and large polar surface area are generally associated with poor membrane

permeability. In many cases, however, the consideration of drug properties alone proves to

be not sufficient for a proper evaluation of permeation data: permeability coefficients may

be overestimated or, on the contrary, underestimated. Another important factor to take into

account is, indeed, the nature and the permeability of the membranes that have to be crossed

by the drug.

1.3.2.3 Membrane permeability

Depending on the route selected for drug administration, the different physiological barriers

encountered by drug molecules have to be identified and their structural, biochemical, and

dynamic properties investigated. In the case of oral administration, for instance, the principal

physiological barrier that drugs have to pass through is the intestinal mucosa; in the case of

transdermal drug delivery, the barrier is the skin. The various membranes found in the body

exhibit specific compositions and organizations which have to be known before permeation

studies are undertaken.

Independently on the type of membranes, membrane fluidity is generally correlated with

membrane permeability and the degree of fluidity influences largely the ability of a solute to

pass through the membrane. All factors increasing membrane fluidity (see Section 1.2.4.3,

page 39) may also enhance membrane permeability. The formation of structural discontinu-

ities in the bilayer, even only transiently, increases membrane permeability, especially in the

case of small permeants which can jump from one discontinuity to another. Such disconti-
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nuities are for instance observed in the presence of unsaturated lipid chains which generate

packing defects in the bilayer interior. Phase separation phenomena within the membrane

can also increase permeation processes. Under certain conditions, indeed, the bilayer orga-

nization can be interrupted by non-bilayer phases as well as by bilayer phases of different

compositions. The regions of mismatch between these coexisting phases can be viewed as

fractures within the membrane. Such topological discontinuities may promote solute perme-

ation through the membrane. Drug bioavailability can be improved by absorption-enhancing

formulations that increase membrane permeability. The mechanisms by which permeation

enhancers increase membrane permeability are various: some enhancers seem to affect mem-

branes by solubilizing membrane components, others induce a dilatation of the cellular tight

junctions. Membrane permeability is also particularly sensitive to cholesterol content. A

high cholesterol concentration reduces membrane permeability by decreasing the ability of

hydrocarbon chains to undergo trans-gauche isomerizations and thus increasing ordering of

the membrane lipids.

During the diffusion process, drug molecules may exhibit a well-defined orientation with

respect to the bilayer normal and adopt specific conformations, different from those gener-

ally found in an aqueous medium. This can be related to the highly structured environment of

the bilayer and to its difference in polarity compared with water. Because of the anisotropic

properties of membranes, their complex structural organization and chemical composition,

and their asymmetry, drug transport cannot be correctly described by single parameters such

as octanol/water partition coefficients. A detailed knowledge of membrane characteristics

is fundamental for a proper estimation of permeation rates. This is especially true for am-

phiphilic drugs, having a hydrophobic and a hydrophilic gravity center: their orientation

within the membrane may be strongly affected by the structural organization of the bilayer

as well as by the possible electrostatic and van der Waals interactions with the membrane

components.



50 CHAPTER 1. INTRODUCTION



Chapter 2

Scope of the thesis

Prediction of human intestinal absorption is a major goal in the design, optimization, and

selection of candidates for development as oral drugs. Characteristics of the transport of

drugs across biological membranes are of crucial importance for the ability of drugs to reach

their target and action sites, but are still not well understood at a molecular level.

The description of transport processes first requires a good knowledge of the nature of the

permeation barriers. Biological membranes contain a large number of lipid species as well

as integral and peripheral proteins. The fluid lipid bilayer represents the core of the mem-

brane and acts as permeation barrier. In spite of their complex and heterogeneous character,

biological membranes can be modeled by simple phospholipid bilayers which reproduce the

main membrane properties.

Most drugs permeate passively across the lipid part of membranes and their permeation

rates depend on their own chemical and physical properties as well as on the macroscopic

properties of the considered membrane. Since all macroscopic properties of membranes

are determined by the microscopic behavior of the lipid components, a detailed knowledge

of the membrane features at a molecular level forms the necessary basis for understanding

permeation mechanisms.

The aim of this thesis was to investigate the permeation of small drug-like molecules

through a phospholipid membrane at a molecular level using the molecular dynamics simu-

lation technique. This technique is of particular relevance for such a study since all properties

of interest can be computed with full atomic detail. As a first step, a realistic model for a

phospholipid membrane had to be developed and validated by comparison with available

experimental data. The simulation of lipid bilayers is not a straightforward procedure and
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requires a systematic search of the optimal simulation conditions. As a second step, inter-

actions of different solute molecules with the phospholipid membrane had to be thoroughly

followed to gain insight both into the solute partitioning into the membrane and into the per-

meation process across the membrane. However, as permeation processes are too slow on

the time scale accessible to the molecular dynamics technique, innovative methods had to be

introduced.



Chapter 3

Molecular dynamics simulations of lipid
bilayers

The simulation of lipid bilayers is not an easy task: a long series of parameters needs to be

taken into consideration to ensure the reliability and the stability of the simulations. Method-

ological aspects are of crucial importance and have to be handled with care. The aim of this

chapter is to introduce the main features of the molecular dynamics technique applied to

the simulation of membranes. First, the molecular dynamics technique is briefly compared

to other computational methods to give an overview of the different possibilities as well

as their associated advantages and inconveniences. Second, emphasis is laid on molecular

dynamics of lipid bilayers, with the principal strategic issues.

3.1 Computer simulations of lipid bilayers

In recent years, powerful experimental tools such as X-ray crystallography, electron mi-

croscopy, infrared and Raman spectroscopy, nuclear magnetic resonance and especially

magic angle spinning (MAS) NMR techniques have been developed to characterize mem-

brane properties and have produced detailed pictures of the structure of fluid phase lipid

bilayers [41–43]. Despite this progress, some structural and dynamical aspects are still ob-

scure. The high variability of the physiologically relevant fluid crystalline phase makes in-

deed experimental determinations particularly difficult and available experimental data are

not always interpretable in terms of positions, conformations, and motions of constituent

molecular groups. Currently, the only complementary theoretical approach which can com-
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pete with the degree of resolution reached by modern experimental techniques is computer

simulations. The increased computational power and the introduction of efficient algorithms

in the last decade have opened new ways to study lipid bilayers. The motivation underlying

computer simulations is the amount of information which can be gained at the atomic level

and which greatly exceeds the information that may be obtained from the necessarily more

coarse experiments. Various computer simulation techniques have been developed in order

to assess specific properties of the system studied. A distinction can be made between static

equilibrium properties, such as average structural parameters or the average potential energy

of the system, and dynamic or non-equilibrium properties, such as viscosity or diffusion co-

efficients. The choice of the technique used depends on the question asked, on the degree of

precision sought, and on the capacity of the method to yield reliable results. The main com-

putational techniques and molecular representations employed for the study of lipid bilayers

are presented in this section. Emphasis is laid on the molecular dynamics technique which

was selected for the investigations described later on in this thesis.

3.1.1 Mean field versus atomistic simulations

A system can be simulated using two types of representation: a mean field representation or

an atomistic one. The choice of the one or the other approach defines the degree of accuracy

with which the lipid bilayer is modeled.

In mean field simulations, the lipid bilayer is generally represented by a simple hydropho-

bic slab, oriented in the x,y-plane and separating two hydrophilic phases. In this bilayer

model, lipid and water molecules are not explicitly included. An empirical potential energy

function describes the partitioning of hydrophilic and hydrophobic parts of a given molecule

into the lipid bilayer. This function consists of bonded and non-bonded terms to which a

hydrophobic interaction term is added [44]. This mean field representation has been further

refined by introducing a dipole potential that accounts for the decrease in dielectricity across

the water/lipid interfacial region from the water phase to the hydrocarbon interior [45].

Atomistic simulations treat lipid and water molecules explicitly, providing a more de-

tailed insight into the lipid bilayer at the atomic level. The level of detail may vary depending

on the type of the atomic representation used. In an all-atom representation, all hydrogens are

included explicitly; in a united-atom representation, non-polar hydrogens (e.g. hydrogens of

methylene and methyl groups) are merged into the central carbon atoms, polar hydrogens

only are treated explicitly. All-atom representations give in principle better results for stud-
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ies on diffusion and relaxation phenomena, but are computationally expensive and become

unsuitable for large systems. The reduced number of non-bonded interactions in a united-

atom model makes this representation very attractive, since the calculations are considerably

speeded up.

3.1.2 Monte Carlo simulations

Monte Carlo (MC) simulations are based on statistical thermodynamics: samples are drawn

from a probability distribution, often the classical Boltzmann distribution, to obtain ther-

modynamic properties, minimum-energy structures, or just to sample conformers as part of

a global conformer search algorithm. According to this theory, a system can be fully de-

scribed by a weighted sum of all possible configurations. As it is impossible to sample the

whole configurational space, approximations which converge to the exact solution after a

finite number of sampling steps are needed. Such an approximation has been developed by

Metropolis and co-workers [46]. The initial configuration of the system is described by a set

of atomic coordinates defining the starting point. The energy of the system is then computed,

based on the underlying force field. A random perturbation, called MC move, is applied to

the system. After comparison of the energy before and after the perturbation, the move may

be accepted or rejected. The move is accepted if the energy after perturbation is lower. In

the case of no energy change, the probability of acceptance is calculated according to the

Boltzmann distribution. In systems with mean field approximation of the surrounding envi-

ronment, MC calculations are particularly effective to sample the configurational space since

non-physical moves, such as translation or rotation of whole lipids within the bilayer, are al-

lowed. In systems with an atomistic description of the environment, non-physical moves

would lead to high energies due to unfavorable steric interactions occurring in the dense

particle ensemble [44].

MC points belonging to the same distribution are in principle independent and can come

from very different regions of configurational space. In contrast to a molecular dynamics

(MD) simulation (see next section), there is no equation of motion, i.e. no physical time

connecting the sampled configurations. In MC simulations, average static properties of the

system are thus obtained by ensemble averaging (i.e. by averaging the properties of interest

over the sampled configurations) and not by time averaging as it is the case in MD simula-

tions.
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3.1.3 Molecular dynamics simulations

The basic principle of molecular dynamics is to reproduce the motional behavior of a system

in time. More precisely, the time evolution of a set of interacting atoms is followed by

integrating their equations of motion. MD follows the laws of classical mechanics and most

notably Newton’s law. For a system consisting of N interacting atoms, atomic trajectories

are calculated from Newton’s equations of motion:

Fi 
 t ��	 mi ai 
 t ��	 mi
d2ri 
 t �

dt2 (3.1)

ri are the position vectors of the atom i, ai 	 d2
ri � t �

dt2 its acceleration, and Fi the force acting

upon it due to its interaction with the other atoms of the system. The required force is

obtained by derivating the interaction potential V between the atoms:

Fi 	�� ∂V 
 ri �
∂ri

(3.2)

Given a set of initial coordinates of the atoms in the system at time t 	 t0, the position of

an atom at time t 	 t0 � ∆t is obtained by solving Equation 3.1 for all atoms – ∆t being the

integration time step. The atom coordinates as a function of time constitute a trajectory of the

system. The form of the potential function and the type of algorithm used for integration then

dictates the time step. This one must be small enough to avoid integration errors which can

lead to an unacceptable drift in the energy. Owing to the fast vibrational motion of the atoms,

a time step of 1 fs is usually used. Integration of Equation 3.1 cannot be done analytically for

a multibody system, so that numerical integration methods have to be employed. The Verlet-

Leap-Frog algorithm is generally adopted to update the time step with ∆t and requires that the

velocities at t 	 t0 � ∆t
2 are known. If the corresponding velocities are not available, they are

typically obtained from a Maxwell-Boltzmann distribution and are scaled (or rerandomized)

until kinetic and potential energies are in equipartition and the target temperature is reached.

Hence, a starting configuration of the system has first to be chosen, the system is then

heated until the desired temperature is reached and simulated for a while to allow relaxation.

After the system has reached an equilibrium state, the “productive” trajectory starts, over

which macroscopic properties of the system can be averaged.

All the information necessary to describe the system simulated is contained in the inter-

action potential V , which is a function of the underlying force field. A force field can be
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defined as a set of equations (potential functions) on the one hand, and parameters on the

other hand, characterizing the strength of the various interactions within the system. Both

components – potential functions and parameters used in these functions – are however inter-

dependent and are combined to form a consistent set. The potential functions can be divided

into a non-bonded term, describing interactions between any pair of non-bonded atoms, and

a bonded term, describing interactions between atoms connected by chemical bonds. Non-

bonded interactions are subdivided into electrostatic and van der Waals interactions. Bonded

interactions consist of bond, angle, and dihedral terms. In the MD simulations performed

in this thesis, the non-bonded potential Vnb between atoms i and j contains repulsion and

dispersion terms combined in the Lennard-Jones (LJ) 12-6 potential VLJ (the repulsive part

falls off as 1 � r12 and the attractive part as 1 � r6), and an electrostatic term described by the

Coulomb potential VC:

Vnb � ri j � 	 VLJ � ri j ��� VC � ri j �
	 C � 12 �

i j

r12
i j

� C � 6 �i j

r6
i j
� f

qiq j

εrri j
(3.3)

ri j is the distance separating atoms i and j, C � 12 �
i j and C � 6 �i j are the LJ parameters, qi and q j are

the partial charges carried by atoms i and j, f is equal to 1 � 4πε0, where ε0 is the vacuum per-

mittivity, and εr is the relative dielectric constant. Concerning the bonded interactions, bonds

and angles are described as harmonic oscillators and dihedral angles by a cosine expansion.

The bonded potential Vbd used is of the form:

Vbd 	 Vb � ri j � � Va � θi jk � � Vd � φi jkl �	 1
2

kb
i j � ri j � b0

i j � 2 � 1
2

kθ
i jk � θi jk � θ0

i jk � 2 � kφ
i jkl � 1 � cos � nφi jkl � φ0

i jkl ��� (3.4)

Vb describes bond stretching, Va bond angle vibration, and Vd dihedral angle potential. kb,

kθ, and kφ are force constants for bonds, angles, and dihedrals; n is the dihedral multiplicity;

b0, θ0, and φ0 are equilibrium values for bond lengths, angles, and dihedral angles.

3.1.4 Hybrid simulations

Hybrid simulation procedures, mixing MC and MD techniques, may be used to accelerate

the equilibration phase of the simulated system. Chiu et al. reported an equilibration pro-
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cedure consisting of alternating MD trajectory calculations (in a constant surface tension

and temperature ensemble) with configurational bias MC moves to different regions of the

configurational space of a hydrated lipid bilayer (in a constant volume and temperature en-

semble) [47]. Applying this procedure, equilibration was reached three times as fast in CPU

time as with a pure MD simulation. The configurational bias Monte Carlo approach (CBMC)

was originally developed by Siepmann and Frenkel [48, 49]. CBMC moves across energy

barriers more readily and efficiently than MD or conventional MC. Efficiency is achieved

via reduced degrees of freedom, focusing on important transitions in configurational space.

MD, on the other hand, replicating the continuous motions of the system, explores local re-

gions of the configurational space more thoroughly than CBMC. When these procedures are

alternated, the CBMC technique allows the system to experience substantial conformational

changes (provided these changes are energetically favorable), while the subsequent MD cal-

culation explores the region of conformational space which was perturbed by the CBMC

move.

3.1.5 Coarse grain models

The study of collective molecular behaviors found in lipid membranes is currently of great

interest. Indeed, many key biological processes occur at the membrane level and include,

for instance, membrane fusion, membrane-protein interactions, formation of micron size

domains in membranes (called “rafts”)... A broader understanding of lipid interactions at a

mesoscopic level is therefore desired. Atomistic simulation techniques provide accurate lipid

membrane models, but current algorithms and computer power limit such studies to domain

sizes of 5-10 nm and time scales of about 10 ns, making the investigation of collective phe-

nomena difficult or even impossible. Simplified models of the coarse grain (CG) type have

been introduced with the ambition to bridge the gap between full atomistic detail and the

mesoscopic regime. In coarse grain models, solute and solvent sites are usually represented

as a group of atoms that interact in an effective way, reducing in this way the computa-

tional time needed for the calculations. Coarse grain models can be adjusted to mimic a

specific system instead of a general phenomena [50]. Lopez et al. constructed a dimyris-

toylphosphatidylcholine (DMPC) lipid membrane using simplified representations for water,

hydrocarbon chains, and phospholipid headgroups [51]. Each type of molecules was mod-

eled so as to reproduce some key physical or structural features known from experiment or

atomistic simulations. Single spherically symmetric sites were used to represent the choline,
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phosphate, glycerol, and ester groups. In the lipid tails, triplets of methylene groups (CH2)3

were also fused to single spheres and linked together to form chains using stretching and

bending potentials. Simulation of the DMPC bilayer using this coarse grain model revealed

to be about four orders of magnitude less time demanding than an all-atom simulation.

3.1.6 Applications of computer simulations

In the biomolecular area, three types of applications of computer simulations may be dis-

tinguished. Firstly, simulations can be simply used to sample the configurational space of a

system and to explore which conformations of a molecule are thermally accessible. Struc-

tural data obtained from experiments, for instance crystal data from X-ray diffraction, can

be thus refined by a simulation protocol. Secondly, simulations enable one to determine

equilibrium averages, which can include structural as well as thermodynamic characteristics

of the system. Sufficient sampling of the configurational space is a necessary condition for

obtaining reliable averages from a simulation. Thirdly, the natural dynamics of a system

can be studied by simulations and motional properties can be assessed. Depending on the

approach employed, insights into various time scales of the thermodynamic behavior of the

considered system may be collected.

Concerning the two first application areas, MD as well as MC simulations are appropri-

ate. The MD technique only is however relevant to follow the motions of a molecule and

their time development. Indeed, in contrast to the MC method, MD is a deterministic tech-

nique: given an initial set of positions and velocities, the subsequent time evolution is in

principle completely determined. Thus, if both simulation methods can be theoretically used

to generate a representative equilibrium ensemble, the MD technique only is adapted for the

analysis of dynamic events. Furthermore, although MC simulations are more simple than

MD ones – they do not require the computation of forces – they generally do not give better

statistics than MD in a given amount of computational time. The MD technique is for these

reasons often preferred to MC. If the starting configuration is far from equilibrium, hybrid

procedures (see Section 3.1.4, page 57) combining both techniques can be helpful to achieve

a complete relaxation of the system.

In the current work, the MD technique, in association with a united-atom representation

of the system, has been selected in order to investigate the properties of a lipid bilayer.

This choice can be justified by the importance of the dynamic aspect in the study and the

modeling of lipid membranes (see Chapter 1, Section 1.2.4, page 36). If the use of coarse
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grain models enables one to describe collective phenomena occurring at mesoscopic scales,

such phenomena are unfortunately out of reach for atomistic models. The latter models

offer, however, more detailed information on the structure of the system and more closely

reproduce the properties of real lipid bilayers, whereas much of the molecular complexity of

the lipid bilayer environment is ignored in the CG models which only give a simplified view.

Moreover, coarse grain models cannot be truly predictive in the absence of sufficient data for

careful parameterization.

3.2 Molecular dynamics studies of lipid bilayers

3.2.1 Review

MD simulations provide a powerful tool to analyze biomolecular systems from an atomic

perspective with a level of detail missing in any other approach. This technique has been

widely used in studies of proteins and nucleic acids, but has been less applied to the anal-

ysis of biological membranes for several reasons. Biomembranes are indeed very complex

in terms of both structural and dynamic properties. Unlike proteins or nucleic acids which

have well-defined three-dimensional structures, membrane components derive a large ma-

jority of their properties and functions from their fluid nature. The fluid character of the

physiologically relevant fluid crystalline phase makes experimental studies particularly diffi-

cult and only limited atomic-level data from X-ray or neutron diffraction have been for long

accessible, compared with the amount of data available on proteins and nucleic acids. As

structures from X-ray crystallography are usually taken as starting configurations for MD

calculations, the difficulty in obtaining such data for lipid bilayers may have slowed down

the development of the MD technique in the biomembrane field. Another reason may be

the difficulty in developing force fields able to reproduce the dynamic properties of lipid

molecules. Since the fluidity of lipid bilayers determines to a great extent their structural

and functional properties, reliable computer models have to include the flexible nature of the

lipid molecules, static models being unrealistic. The occurrence of complex hydrophilic and

hydrophobic interactions within membranes also poses formidable modeling challenges. For

all these reasons, simulations of lipid membranes have attracted in the past far less attention

than the molecular modeling of small molecules and proteins. More recently, however, with

the increasing computational capacities and the awareness of the biological importance of

membranes, the modeling of lipid bilayers has emerged as a growing research field [44].
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In order to begin to understand membrane properties, simple model systems have first

been investigated. The earliest studies of lipid systems appeared in the literature in the

1980’s. Monolayer [52] and bilayer [53] membrane simulations were performed on sim-

plified models, in which the lipid headgroups and/or hydrocarbon tails were stylized and the

solvent disregarded. The application of MD simulations to lipid bilayers with explicit sol-

vent was pioneered by Egberts and Berendsen in 1988 [54]. They proceeded to an all-atom

simulation of a system consisting of a mixture of water, soap (sodium decanoate), and al-

cohol (decanol). Such ternary systems form stable multilamellar phases and provide good

models for the study of the general behavior of lipid membranes, although they often exhibit

a denser packing and a higher ordering degree than phospholipid membranes. Egberts pub-

lished in a PhD-thesis in 1988 [55] and in an article in 1994 [56] the first simulation of a

phospholipid-water bilayer system in full atomic detail. In 1992 and 1993, several research

groups reported simulation studies of single component membranes consisting, for instance,

of dipalmitoylphosphatidylcholine (DPPC), dilauroylphosphatidylethanolamine (DLPE), or

palmitoyloleoylphosphatidylcholine (POPC) molecules, demonstrating that the MD tech-

nique applied to patches of a few phospholipids in water has enormous potential and can

give detailed insights into lipid motions and interactions.

During the past ten years, computer hardware has become faster and cheaper, software

problems have found innovative solutions, so that impressive improvements in the size and

complexity of the simulated systems as well as in calculation time have been achieved. These

improvements enable one nowadays to simulate mixed lipid systems (mixing for instance

two type of phospholipids [57] or introducing a certain amount of cholesterol [58–64]), to

include small molecules like drugs into the bilayer [65–73], or to insert peptides or even

membrane proteins to study their interactions with the lipid components [61, 74–85]. These

new applications have been performed with more or less success and the simulation of lipid-

protein systems in particular still remains a very challenging area, which can only benefit in

the next years from the increase in simulation time scale and system size.

3.2.2 Strategic issues

The numerous MD simulations of lipid bilayers which have been reported vary in different

aspects. At first sight, they may be distinguished by different microscopic interaction pa-

rameters (i.e. force fields) and by different macroscopic boundary conditions (i.e. different

ensembles). In addition, more technical issues like the choice of the method used for the
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computation of van der Waals and electrostatic interactions or the length of the time step

may differ. This introduces the problem of combining the right conditions and parameters in

order to obtain a correct bilayer model system, such simulation conditions being indeed an

integral part of the model.

3.2.2.1 Force fields

The choice of interatomic force fields and related parameters is of crucial importance for the

simulation of a biomolecular system. The ability of a model membrane to reproduce realistic

static and dynamic features depends strongly on the balance between attractive and repulsive

forces, which directly results from the force field employed. A force field is indeed required

to compute the potential energy of the system as a function of the instantaneous atomic

coordinates. Various force fields have been developed to simulate proteins and nucleic acids;

no special force fields have however been designed for the modeling of lipid bilayers [44].

With the exception of charges, which are often derived from ab initio quantum chemical

calculations on lipid fragments, the parameters in the potential functions are thus usually

taken from pre-existing force fields for proteins or nucleic acids. The most popular force

fields used in membrane simulation studies are the AMBER [86], the CHARMM [87], and

the GROMOS [88] force fields. One of these force fields is often applied in combination

with the OPLS (Optimized Potentials for Liquid Simulations) parameter set [89] for the

computation of the non-bonded interactions.

Over the last decade, effort has been spent to adapt charges and/or force field parame-

ters in order to obtain results consistent with experimental data. In 1996, Schlenkrich et al.

developed, within the CHARMM force field, a set of potential functions for saturated phos-

pholipids that better reproduced experimental results [90]. Feller et al. extended this set in

1997 [91] to include unsaturated hydrocarbon chains and refined it in 2000 [92]. Berger and

co-workers modified in 1997 the Lennard-Jones parameters of the methylene and methyl

groups in the lipid chains and, together with the GROMOS force field for the calculation

of the bonded interactions and the OPLS force field for the computation of the non-bonded

interactions, could reproduce the experimental density of a DPPC bilayer within a few per-

cents [93]. In 1999, Smondyrev and Berkowitz redefined the torsional parameters imple-

mented in the AMBER force field for the DPPC molecule to fit geometry and energy profiles

with ab initio calculations of phospholipid fragments [94]. The resulting force field led to

excellent agreement with experimental data.
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Even if the force fields used in membrane simulations have not been originally derived

specially for lipids, the refinements that have recently been undertaken yield lipid bilayer

models whose properties are rather in good agreement with available experimental data [44].

It should be however noted that details in simulation protocols may influence the force field

parameters, so that an adjustment of the parameters may be necessary when simulation con-

ditions or algorithms are changed.

3.2.2.2 System size and boundary conditions

According to the size scale of a MD simulation, a real lipid membrane is of infinite size. Only

patches of a few lipid molecules can be generally simulated. This corresponds to a truncation

of the system and can introduce possible artifacts. Indeed, a lipid membrane in the fluid

state behaves like a smectic liquid crystal, exhibiting a continuous spectrum of normal mode

frequencies and wavelengths for thermally induced fluctuations in thickness and curvature. A

truncation of the system eliminates all wavelengths longer than the simulation box. Another

problem induced by truncation is that the simulation system is surrounded by a vacuum,

leading to so-called “edge effects”: the behavior of the molecules located at the boundaries

deviates from that of the molecules in the center. In the case of a very large system, the

number of boundary molecules would be small enough to be neglected. The simulation

of such large systems is unfortunately not feasible presently, so that membrane models are

usually restricted to relatively small samples consisting of a few hundreds of lipid molecules.

In this case, about 40% of the lipids belong to the border region.

The commonly used method to eliminate edge effects is the implementation of periodic

boundary conditions (PBC), which ensure that the system does not have an abrupt border

with vacuum. It is assumed that the simulated system is surrounded on all sides by an exact

replica of itself to form an infinite lattice. Thus, when a molecule leaves one side of the

system, an identical molecule enters through the opposite side at the same time and at the

corresponding position. Interactions of a molecule with its surroundings is calculated from

both the original box and the neighboring cells. PBC are generally employed in liquid state

simulations for systems presenting a homogeneous character in terms of chemical or struc-

tural composition. PBC have been widely used in membrane simulations, as they naturally

emulate the effectively infinite extent of the membrane. PBC present nonetheless a few dis-

advantages. The use of PBC inhibits the occurrence of long wavelength fluctuations in the

simulated membrane: for a box side L, the periodicity will suppress any fluctuations with
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a wavelength greater than L [95]. The membrane simulated with PBC is indeed precluded

from exhibiting bending or splay modes, because such modes would prevent the matching

of the membrane with its image at the lateral boundaries of the central unit cell [96]. It was

also shown that PBC can induce some artifacts, such as the occurrence of spurious collective

motions or orientations, e.g. an excessive collective tilt of the hydrocarbon chains [97] or

the introduction of anisotropies into the membrane structure. Such effects can be alleviated

by enlarging the simulation box: if the box is large enough, the boundaries have little effect

on the interior of the box. This is of course at the cost of computational speed. It should

be mentioned that, after the equilibration phase of the simulation has been reached, doing a

sampling run on a large membrane patch is almost as economical as on a small one. A larger

system gives indeed more information per picosecond of simulation time than a smaller one,

since it provides data sampling not only temporally but also spatially. After equilibration of

the system, a membrane consisting of 100 lipid molecules will provide as much data in a

100 ps simulation as a membrane of 50 lipids in 200 ps; the data collected with the larger

membrane will be furthermore less affected by boundary artifacts.

The competing method to face edge effects is to enclose the system in a sphere, with

restraints and often stochastic forces acting at the boundary to mimic an extended system.

One possibility consists in surrounding the system with repulsive walls. Another possibility

consists in constraining the outermost atoms to their initial position by a harmonic force [44].

Stochastic boundary conditions fail, however, into generating an effectively infinite bilayer

system and the restraints applied to the molecules located at the boundaries may influence

the behavior of the rest of the system.

Although computationally more expensive, PBC are generally preferred to stochastic

boundary conditions for the simulation of bilayer systems. It should be however pointed

out that a small system infinitely replicated cannot be completely compared with the macro-

scopic system that it is supposed to represent.

3.2.2.3 Macroscopic ensembles

The sensitivity of lipid bilayers to the macroscopic boundary conditions applied in a sim-

ulation has been shown in several studies [98, 99]. Several macroscopic ensembles can be

distinguished and the choice of a specific ensemble may influence the results obtained from

the simulation. While the temperature T and the number N of atoms are generally kept

constant, the volume V of the simulation box, the external pressure P, or the applied sur-
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face tension γ may be kept constant or not. The most commonly ensembles applied to lipid

bilayer simulations are described and commented below.

NVT ensemble A certain number of membrane simulations have been performed with the

so-called canonical ensemble NV T , in which the volume of the unit cell is kept constant

[100, 101]. Assumptions about the total molecular density of the simulated system have to

be made in order to be able to fix the volume of the unit cell. Experimental values for the

area per lipid and the bilayer lamellar spacing (i.e. bilayer repeat distance) are usually used

to determine the box size. Depending on the accuracy of the available experimental data, the

model system will restore with more or less success the features of membrane structure and

properties. The density of the system is directly related to the physical state of the membrane

and has to be finely adjusted so as to reproduce a liquid crystalline state. If the density is

too high, the chain packing becomes too tight, the global ordering increases, and a gel-like

state may be simulated. If the density is too low, a gap might be observed between the two

monolayers. If the estimation of the density is correct, the main membrane properties will

be well replicated. The principal danger of the NV T ensemble is that the results might look

promising even if there are underlying flaws in the calculation procedure or in the force field.

As long as the system density is right, the simulation will produce a rather good looking

fluid phase membrane irrespective of the quality of the force field or other computational

parameters, since the constraints applied on the box volume prevent the system from going

to an incorrect density. Furthermore, accurate experimental data about structural membrane

parameters are often limited to a few single lipid component bilayers and, in the case of

membranes made up of mixture of lipids, experiments provide only indirect guidance for

assigning the appropriate simulation cell dimensions, making membrane simulations using

constant volume algorithms difficult.

NPT ensemble The constant pressure and temperature or isobaric-isothermal ensemble

NPT is most often applied to the simulation of membranes. After specification of the pres-

sure tensor P, the size and shape of the simulation box adjust to maintain the pressure along

each box dimension. Or, in other words, the computed pressure is fed back as a control on

the size of the system. If the instantaneous pressure is higher (lower) than the set point, the

system is expanded (contracted) slowly as the simulation proceeds. Thus, using this method,

the initial dimensions of the system do not need to be approximated, since the system finds its

size by itself, based on the force field employed. This ensemble opens up the possibility for
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validating simulations by checking their ability to reproduce important structural parameters

like the area per lipid or the bilayer thickness when they are known and for predicting these

parameters when they have not been determined experimentally. Generally, an isotropic

pressure tensor (Pxx 	 Pyy 	 Pzz � is applied, with both lateral and perpendicular components

usually equal to 1 bar (it should be noted that, within the numerical accuracy of pressure

algorithms, a pressure of 1 bar is equivalent to a pressure of zero). An isotropic pressure

implies that there is no surface tension in the bilayer. The greatest advantage of the NPT

ensemble is that it provides a stringent test of the potential energy parameters implemented

in the force field: the system adjusts its density according to the force field i.e., if the latter

is appropriate, the right density will be naturally reached during the simulation.

NγT ensemble The constant surface tension and temperature ensemble is a variant of the

NPT ensemble and corresponds to a constant anisotropic pressure tensor. Anisotropic pres-

sures along and perpendicular to the membrane plane give rise to a surface tension in the

plane of the bilayer. The surface tension γ is defined by the relation δW 	 γ dA, where δW

represents the work required to change the surface area by dA. This also means that the sur-

face tension is equal to the derivative of the free energy with respect to the area at constant

temperature and volume: γ 	 � ∂F
∂A � T �V . Unstressed lipid bilayers are free to adjust their sur-

face area to attain an equilibrium with the surroundings. In terms of energy, the bilayer tends

to adjust its surface area so as to minimize its free energy. Owing to the hydrophobic effect,

an increase of the area leads to an increase in free energy. If this were the only parameter to

consider, a membrane would minimize its area, going into an ordered gel phase whatever the

temperature. The entropic contribution to the free energy has also to be considered: the en-

tropy of the system grows upon increasing the area, which reduces the free energy. A small

surface area forces the chains into a more ordered state, reducing the entropy of the system

and thus increasing the free energy. To reach its thermodynamic equilibrium, the membrane

has thus to find a balance between the enthalpic and entropic terms. When the minimum

in free energy is attained, the surface tension is then, per definition, equal to zero [102]. In

1995, Chiu et al. introduced a surface tension into the simulation of a DPPC membrane, ar-

guing that the surface tension of a bilayer is twice that of the corresponding monolayer [97].

This assumption was however doubtful since the main contribution to the surface tension in

an air-monolayer-water system comes from the interface between the air and the hydrocar-

bon chains and not between the headgroups and water. The explicit inclusion of a surface

tension was also adopted by Feller and Pastor in a series of DPPC bilayer simulations [99].



3.2. MOLECULAR DYNAMICS STUDIES OF LIPID BILAYERS 67

They recognized that the surface tension of a bilayer patch is surely zero on a large length

scale (microns), but put forward that a bilayer on the typical length scale of a MD simulation

(nanometers) may exhibit a finite surface tension at the surface area that minimizes its free

energy. They claimed that the application of a nonzero surface tension may be appropriate

to compensate for the absence of long wavelength undulations in the small systems used in

simulations, the applied surface tension being then considered as a correction for a finite-size

effect. As the suppression of undulations is even reinforced by the confining effect of PBC,

a nonzero surface tension would be only the expression of the suppressed undulations. Or,

in other words, a tension would be required to remove the undulations which are normally

present in real membranes, but absent in simulated ones. Marrink and Mark however showed

in an extensive series of glycerolmonoolein (GMO) bilayer simulations that, at stress free

conditions, the equilibrium area per lipid does not strongly depend on the system size and

concluded that the application of an external surface tension to compensate for suppressed

fluctuations is not necessary [103].

Discussions are still ongoing to answer the question: “what are the appropriate ensembles

for simulating hydrated lipid membranes?”. While the NV T ensemble is the standard con-

dition to simulate a protein in a crystal lattice, simulating a lipid bilayer at constant volume

is rather not recommended, because the dimensions of the simulation unit cell are then de-

termined by the area per lipid and the bilayer repeat spacing which are experimentally often

not well known. Furthermore, even if the system density is correct, the NV T ensemble may

dissimulate shortcomings in the force field. Performing simulations with the NPT ensemble

has the advantage to let the implemented interaction potential determine the optimal sys-

tem dimensions and then to assess the quality of the simulation by comparing the properties

that one is interested in with available experimental data. Employing an isotropic pressure

tensor is equivalent to imposing a condition of zero surface tension on the lipid interface.

In the case of an unstressed bilayer, the surface tension is equal to zero at the free energy

minimum. In the bilayer patches simulated, it has been argued that it is necessary to apply

a finite surface tension to compensate the fact that longwave undulations are suppressed in

smaller systems, especially under PBC. There is unfortunately little guide from experiment

on the precise value to adopt for the surface tension. Lindahl and Edholm attempted to split

up the surface stresses in a DPPC bilayer into several components and to determine each

of them using local virial calculations [104]. They showed that the tension in the bilayer is

the sum of two large opposing tensions: an attractive energy in the headgroup region and
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a repulsive one in the hydrocarbon region. For the overall surface tension to vanish, these

two contributions must exactly balance. This is effectively what they found despite a large

uncertainty. Such calculations are indeed very sensitive to the force field employed, the treat-

ment of long-range electrostatics, and other technical parameters of the simulation protocol.

Consequently, it is still not clear whether a surface tension has to be applied or not in lipid

membrane simulations. But, insofar as it is very difficult to assign a concrete value to the

surface tension and it is quite possible that the required tension is equal to zero, the majority

of lipid simulations are performed using the NPT ensemble which seems to provide reliable

macroscopic conditions.

3.2.2.4 Starting structures and equilibration procedures

Developing suitable initial conditions for the MD simulation of a lipid bilayer in the liquid

crystalline phase is not straightforward. The major problem is reaching equilibrium in fi-

nite computational time scales. Several approaches have been reported in the literature to

construct starting structures.

One basic approach is to start with ordered lipid conformations based on the few available

X-ray structures of phospholipids in the crystalline state. Crystal structure data are then used

to build a membrane lattice. While this procedure is standard for the simulation of less

heterogeneous systems such as proteins, it can require very long equilibration times in the

case of lipid systems, unless special techniques are applied. Crystal structure configurations

of proteins for instance are indeed similar to configurations found in natural environments

and rapidly evolve to an equilibrated state. Lipid crystal structures are highly ordered with

all-trans conformations of the alkyl chains and are therefore far from equilibrium relative to

the fluid-like physiological state. Starting from a lipid crystal structure, simulated annealing

techniques are often employed in order to save equilibration time. The system is heated

up to such a temperature that energy barriers are easily overcome and lipid conformations

with disordered hydrocarbon tails are generated. The system is then cooled down, often

using a multistep procedure. The use of high-temperature MD to achieve disordering of the

system suffers, however, from the inability of MD to rapidly evolve the disorder towards

an equilibrium configuration, so that the generated disordered structure may be far from an

equilibrium state [47].

Another approach consists in assembling the bilayer with conformationally averaged

lipids designed to be representative of a fluid phase. The various conformations are taken
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from a library of structures obtained, for instance, by sampling from a mean field. The lipids

are then put on a grid to build up the bilayer system, using programs for the placement of

adjacent molecules at energetically feasible positions and orientations. Starting from these

randomized configurations, a MD simulation is subsequently performed to drive the system

to equilibrium. This method was introduced by Venable and Pastor and appears to speed up

equilibration times [105]. The main difficulty is the selection of the initial configurations:

considering the large number of degrees of freedom, a rational choice of configurations rep-

resenting equilibrium states is delicate. Since MD trajectories sample a very small configu-

rational space in subnanosecond time scales, the equilibration phase will be really speeded

up provided that the initial random configurations are fortuitously near equilibrium.

An alternative method based on hybrid MC/MD simulations, developed by Siepmann and

Frenkel, was already described in Section 3.1.4, page 57 [48,49]. This approach, called con-

figurational bias Monte Carlo (CBMC), proves to be particularly efficient for the sampling

of flexible-chain torsion space. The ability of CBMC to sample “allowed” configurational

space rapidly leads, in conjunction with MD, to a quick equilibration of bilayer systems

consisting of either ordered or random configurations.

Equilibration times required for MD lipid bilayer simulations are often long, of the or-

der of a few nanoseconds or more, depending on the starting structure and the simulation

conditions. The construction of a suitable initial configuration for the membrane system

is therefore critical to the success of simulations covering less than several nanoseconds:

although the precise distribution of tail dihedrals equilibrates reasonably fast, a strong cor-

relation of the orientation of entire lipids with the starting structure persists in short simula-

tions [106]. In principle, simulation times should be extended until the system variables no

longer change. The most commonly used factors to judge the status of a membrane simula-

tion include the potential energy or the temperature of the system as well as the area per lipid.

Ideally, the converged structure of the lipid membrane should be completely independent of

the initial conditions, i.e. should not be trapped in a local energy minimum. In other words,

MD simulations starting from different initial conditions should present the same statistically

averaged quantities [107].

3.2.2.5 Simulation time steps

Owing to the long equilibration times needed and to the presence of a very wide range

of time scales in the dynamics of lipid membranes, the simulation of such systems is a
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rather computationally intensive undertaking. To be able to extend the simulation time, a

time step as long as possible has to be used to integrate the equations of motion. Usually,

the motions of principal interest, associated with typical biological processes, occur at a

relatively long time scale. The limiting factors that govern the size of the time step are

the fastest vibrations, like bond stretching and angle bending. These fast motions are not

interesting per se, but need to be properly sampled to generate an accurate trajectory and

keep the large-scale dynamics correct. The time step has thus to be small enough so that

these fast degrees of freedom are evolved reasonably, thereby ensuring numerical stability.

To deal with this problem, several types of time-saving schemes have been proposed.

An attractive solution is to remove the fast vibrations in bonds and/or angles by per-

forming constraint dynamics. Constraint algorithms are applied to keep bond lengths and/or

angles equal to their constant equilibrium values. A longer time step can be thus used: errors

when integrating bond and angle oscillations are avoided, and slow and large scale dynamics

is not affected much. The most popular algorithm is SHAKE: for each bond or angle, the

force necessary to restore it to its equilibrium value is computed [108]. Since bonds/angles

in molecules are coupled, the procedure has to be iterated until convergence is reached. For

time steps above 2–3 fs and when displacements are too large, convergence is not always

achieved. The iterative nature of SHAKE makes moreover its parallelization difficult. A

non-iterative method based on matrices, called LINCS (LINear Constraint Solver), has been

developed by Hess and co-workers [109]. LINCS is a more stable and efficient constraint

algorithm which allows time steps of at least 3–4 fs. LINCS can be easily parallelized and is

three or four times faster than SHAKE at the same accuracy.

Another alternative to relieve the limitation related to the sampling of the fast degrees of

freedom is the implementation of multiple time step (MTS) integrators [110]. The various

forces present in the system are separated into several components according to their char-

acteristic time scales. The equations of motion involving the fast components are integrated

with a small time step, whereas a longer time step is used to handle slow motions. This

results in a significant decrease of CPU time in the simulation.

3.2.2.6 Treatment of long-range interactions

The membrane system is a very large and flexible system in which all components are tightly

packed together and the bilayer structure is maintained only by the non-bonded interactions.

The treatment of these non-bonded interactions in a simulation requires thus special care.
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While van der Waals interactions rapidly decrease with increasing distance (fast decline of

the Lennard-Jones potential), Coulomb interactions are quite long-ranged. The correct han-

dling of long-range electrostatic interactions in phospholipid bilayers is of particular con-

cern since the headgroups of many phospholipids are highly charged or contain strongly

polar groups. The most straightforward way of calculating electrostatic interactions would

be to simply evaluate the Coulomb interactions between each pair of charged atoms in the

system. In the simulation of large systems like membranes, the computation of electrostat-

ics constitutes one of the most expensive tasks and the computational cost to include all

atom pair interactions is prohibitive. To reduce computational effort, approximations have

to be introduced into the calculation of the long-range electrostatic contribution. Since these

approximations often belong to the most drastic ones in a simulation procedure, they are

expected to have a significant influence on the system structure and dynamics and, for this

reason, need to be applied with care. The most common techniques used for the treatment

of electrostatics are briefly surveyed below. Advantages and drawbacks of each technique

when applied to the simulation of lipid bilayers will be examined in detail in Appendix B.

Truncation techniques One of the most frequently used techniques applied in biomolec-

ular simulations to speed up the computations is truncation of the long-range electrostatic

forces. These so-called cutoff methods are also widely used in membrane simulations. In-

teractions beyond a predefined maximum, the cutoff distance RC, are neglected to reduce

the amount of time spent computing the large number of pairwise electrostatic interactions

present in the simulated system. Such spherical cutoffs can be implemented in different

ways, depending on whether the distance is calculated between the interacting atoms (atom-

based) or between groups of atoms (group-based). In the case of atom-based truncation,

electrostatic interactions are computed for each atom pair within the cutoff sphere. Substan-

tial distortions can however occur when the cutoff distance from an atom A includes one

atom of a dipole B–C (i.e. B or C), but not the other. This gives rise to an exaggerated

attraction between A and B–C and an artificial charge-dipole orientation of B–C relative to

A. To eliminate such effects, the use of group-based cutoffs is recommended. Neighbor-

ing atoms are clustered into bonded charge groups, usually with no net charge. For any

atom pair within the cutoff distance, all pair interactions between the corresponding charge

groups are included in the electrostatic computation. This group-based method enables one

to avoid the artificial creation of charges cutting through dipoles. When periodic boundary

conditions are used, the minimum-image convention is generally applied to prevent double
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counting of the interactions between the atoms in the central simulation cell and those in the

images: only one image of each particle (the nearest one) is considered for a pair interac-

tion. To avoid that an atom interacts with its own image, the cutoff radius used to truncate

the non-bonded interactions must not exceed half the box size (considering the shortest box

vector in the case of non-cubic simulation boxes). To circumvent the abrupt truncation of the

electrostatic interactions by a straight cutoff, “shift” or “switch” functions can be applied to

smooth the interaction energy or force to zero, either within the whole cutoff range or over

a limited region. The truncated forces are thus replaced by continuous forces which have

continuous derivatives at the cutoff radius. A shift function increases the magnitude of the

force or potential before it is smoothed to zero (i.e. adds a function to the force or potential),

while a switch function multiplies the force or potential by a function. There is actually no

fundamental difference between both functions and the switch function can be considered

as a special case of the shift function. Truncation of the long-range electrostatic interactions

may introduce serious artifacts into computer simulations. The artifacts caused by the use of

cutoffs have generally been attributed to a net ordering in the vicinity of the cutoff radius.

Ewald summation techniques One way to eliminate truncation effects is to include all

the electrostatic interactions in the infinite array of periodic replicas of the central simu-

lation cell by using Ewald summation techniques. Applying such techniques, electrostatic

interactions are in principle considered with an infinite cutoff. The Ewald summation has

originally been developed to handle long-range electrostatic interactions in simulations car-

ried out with periodic boundary conditions and has traditionally been used to compute elec-

trostatics in crystals. This method can be however applied to other systems, provided the

charges in the system are distributed over a fine grid. The Ewald summation technique is

nonetheless very costly from a computational point of view and has rarely been used for sys-

tems as large as lipid bilayers. Improved algorithms based on simplifications of the Ewald

sum, like the Particle-Particle Particle-Mesh (P3M) method [111] or the Particle-Mesh Ewald

(PME) method [112, 113], have been developed for a more rapid and efficient convergence

of the Ewald equations, and have been applied with success in numerous membrane simula-

tions. The current trend to take long-range electrostatic interactions explicitly into account

via Ewald techniques is certainly done in an exact but periodical manner, so that artificial

periodicity may be enhanced. While periodic boundary conditions already introduce a facti-

tious periodicity into the system, Ewald summation techniques include this periodicity at all
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times in the long-range electrostatic interactions. Whether or not such effects are significant

is obviously dependent on the system size and the properties of interest (see Appendix B).

Reaction field approach An alternative method that incorporates the full electrostatic in-

teractions is the reaction field (RF) approach, in which the Coulomb potential is corrected

for the effect of the polarizable surroundings beyond the cutoff radius [114]. This method

has been developed for homogeneous systems, for instance for liquid simulations, or for a

small solute immersed in a solvent. Within the cutoff sphere, solute and solvent are simu-

lated in atomic detail, whereas the solvent outside the sphere is treated as a dielectric con-

tinuum. Tang et al. used this approach for the simulation of the gramicidin A channel in

a fully hydrated DMPC bilayer and concluded that the inclusion of a reaction field has a

significant improvement on the correction of the long-range calculation of the electrostatic

interactions [78].

The selection of methodologies for the simulation of lipid bilayer membranes is particularly

complex: many choices must be made concerning force fields, boundary conditions, treat-

ment of long-range interactions, and other technical parameters. The fact that so many simu-

lations carried out under different conditions lead to similar results is certainly a consequence

of favorable combinations of parameters, one shortcoming compensating for another one. No

choice is in any case perfect and every decision involves trade-offs. Compromises have to

be made between accuracy and efficiency or more exactly, owing to the enormous computa-

tional intensiveness of membrane simulations, between accuracy and feasibility [96].

3.2.3 Simulations and experiments

The major drawback of simulations with regard to experiments is that simulations are based

on theoretical models and are thus not as “real”. The question to ask is then: “what can

be learned from simulations that cannot be learned from experiments?”. One striking result

from simulations is the ability to make pictures of fluid membranes on an atomic scale of res-

olution, at a level of detail far beyond that achievable experimentally. In a sense, simulations

provide a “computational microscope” that transcends the limitations of other visualization

techniques [115] and can address relevant details which are experimentally inaccessible.

Beyond the visualization aspect, MD simulations have a certain predictive power: the pre-

diction of a simulation is represented by a set of atomic coordinates and velocities, namely
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a trajectory, deriving from interaction potentials. From the predicted coordinates and ve-

locities, averaged over many simulation steps, a plenitude of microscopic and macroscopic

properties can be obtained, some of which are not available experimentally.

Of particular interest is the interplay between simulations and experiments. The wealth

of predicted information gained by simulations can be used to guide experimental investiga-

tions, to complement and assist in the interpretation of experimental results, and to refine the

experimentally derived microscopic picture of the structure and dynamics of model mem-

branes. The refined experimental data will in turn help to tune the force field parameters

used in the simulations. If simulations give a much more detailed view than any experiments

on lipid bilayers, they are not better than the models that are simulated, and sometimes worse

given the uncertainties in the force fields, the restriction to the nanosecond time scale, and

the limitation to small systems [42]. Models need therefore to be tested against available ex-

perimental data whenever possible to validate the simulation results. When simulations yield

good agreement with experiments, one can have some degree of confidence in the model and

further trust the simulation results which are not available experimentally. Thus, a narrow

interconnection exists between simulations and experiments, and the continuous progress in

the comparison of simulation results with experiments, both to validate the simulation algo-

rithms and to guide the interpretation and the design of new experiments, is very promising

for the development of the two research areas.

3.2.4 Limitations of the MD technique

Although a powerful technique in many aspects, molecular dynamics presents a number of

important limitations which must be kept in mind when using this technique and analyzing

the results.

One obvious limitation is the length of the simulated time scale. Most trajectories to date

are confined to the 10 ns regime, which does not allow the investigation of many biologically

relevant processes. Another limitation is the size of the simulated system: the largest system

that can be currently handled contains about tens of thousands of atoms, which corresponds

to system sizes of the order of 5–10 nm. Such systems are still very small and do not en-

able one to study phenomena only present over longer distances. To circumvent this size

problem, periodic boundary conditions are used to extend the system in a periodical manner.

This approximation can however introduce some artifacts into the molecular behavior of the

lipids, especially when the simulation box is not large enough. Both limitations have their
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origins in the available computer power. With the continuous increase in computer speed and

the improvement of the actual computational algorithms, time scales and system sizes will

be enhanced by at least one order of magnitude in the near future and one can expect that

MD simulations of lipid bilayers will reach microsecond capabilities in the next five years.

The accuracy of a MD simulation is also limited by the accuracy of the underlying force

field. The potential function used to describe the interactions in the simulated system is a

simplified approximation of the “real” function and involves uncertain parameters like par-

tial charges, Lennard-Jones constants, equilibrium values for bonds, angles and dihedrals,

and force constants. In the commonly used force fields, atomic polarizability is furthermore

omitted: average effects of polarizability are retained in the force field parameters, but de-

tailed effects are not properly represented [116]. Another crude approximation done in MD

simulations is to compute only forces between pairs of atoms: three or four particle inter-

actions are indeed neglected. To speed up calculations, long-range electrostatic interactions

are often truncated beyond a given cutoff distance, which may have significant effects on

the final results. Other methods have been implemented to include the long-range contribu-

tion, like Ewald summation or reaction field approaches. Each method has, however, some

drawbacks which have to be taken into account.

An extension of present computational algorithms and methodologies as well as a refine-

ment of current force fields represent thus an important challenge in the MD field to gain

both in efficiency and accuracy. Nevertheless, molecular dynamics still constitutes a very re-

liable technique to study structural and motional properties of biomolecular systems, as long

as the limitations and approximations described above are not ignored and their influence on

the results carefully is considered.
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Chapter 4

A phospholipid bilayer model

4.1 Introduction

In order to simulate the permeation of drug molecules across a lipid membrane and to study

their interactions with the lipid environment, a realistic model for the membrane itself is

required. The first task consists thus in the choice and setup of a membrane system re-

producing the principal physicochemical properties of real membranes. Pure phospholipid

bilayers in the liquid crystalline phase represent simple but very informative models. While

phospholipids are responsible for the extreme flexibility of the membrane, they also provide,

paradoxically, its basic barrier functionality, so that phospholipid bilayers have often been

adopted to model biomembranes.

This chapter reports the elaboration of a dipalmitoylphosphatidylcholine (DPPC) bilayer

model. DPPC has been chosen in reason of its prevalence in mammalian plasma membranes

(see Chapter 1, Section 1.1.2.1, page 13) and of the large amount of experimental data avail-

able on DPPC and related phospholipids. Details of the simulation protocol are described,

followed by a thorough analysis of the membrane characteristics. Emphasis is laid on prop-

erties that are thought to play a decisive role in permeation processes. Note that the choice

of the various simulation conditions reported in this chapter derives from a series of test

simulations described in Appendix B.
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4.2 Method of simulation

4.2.1 Membrane system

The membrane system consists of 128 DPPC molecules – each monolayer containing 64

lipid molecules – surrounded by 3726 water molecules. The total number of atoms amounts

to 17578 with a united-atom representation of the methylene and methyl groups in DPPC.

The system size is large enough to allow, in a next step (see Chapter 5), the addition of

drug molecules into the membrane. The water to DPPC ratio is of 29.1 (42% water by

weight), which corresponds to a fully hydrated state of the bilayer. X-ray experiments on

the structure of DPPC bilayers have shown that the main physical characteristics remain

conserved between a hydration degree of 15.3 and 29.1 waters per lipid [117].

The chemical structure of DPPC is depicted in Figure 4.1. The lecithin headgroup

is a zwitterion, overall neutral, with a positive charge distributed over the choline group

and a negative charge on the phosphate group. The biologically relevant enantiomer is R-

configurated, the carbon atom GC2 of the glycerol moiety being the chiral center.

Figure 4.1: Chemical structure of DPPC. The stereospecific numbering of the glycerol
moiety is indicated. The chiral center is denoted by an asterisk.

4.2.2 Structural parameters

Lipid bilayer membranes can be characterized by a series of structural parameters. The pre-

cise value of these parameters is determined by the interactions between the lipid constituents

and their measurement provides a practical way to acquire information on the intermolecular

interactions. Before going into the details of the simulation procedure, it is first important to

define the main structural parameters.

The biologically relevant liquid crystalline state of lipid membranes is characterized by

an inherent disorder, precluding the possibility of an atomic-level structural determination, as
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is routinely obtained for proteins from X-ray diffraction. The resolution of X-ray diffraction

is indeed limited by the lack of long-range order in liquid crystals compared to real ones.

Diffraction (X-ray or neutron) measurements can be however performed on multilamellar

dispersions consisting in regular arrangements of stacked bilayers to achieve a periodicity

similar to that of crystals. Such experiments essentially give information on atomic positions

along the bilayer normal. Information on the structure in the lateral direction (i.e. in the

plane of the bilayer) is generally determined through a combination of experimental data

(diffraction, NMR) and model interpretation [118].

The key structural quantity is the average interfacial area A per lipid molecule, which

describes the bilayer microstructure with regard to molecular packing and which is modu-

lated by the lateral interactions within the bilayer. The optimal value of the area per lipid is

determined by a balance between the hydrophobic effect and any attractive interactions (e.g.

hydrogen bonding in the headgroup region, dispersion forces in the hydrophobic core), tend-

ing to minimize the area, and repulsive chain and headgroup interactions, tending to expand

it. The type of headgroup has the greatest influence on the equilibrium area, while different

acyl chains provide for a fine tuning, generating a rich spectrum of values. The interfacial

area per lipid cannot be directly obtained from experiments. Nevertheless, it can be indi-

rectly derived from gravimetric X-ray methods or from approaches based on either electron

density profiles, or NMR order parameters, or MAS measurements [42]. The volume VL

occupied by each individual lipid characterizes the density of the bilayer. Unlike the area

per lipid, the volume per lipid can be accurately determined using a variety of experimen-

tal techniques, all based on specific volume measurements (e.g. neutral flotation combined

with dilatometry measurements) [42]. Various distances within the membrane can also be

accurately determined via diffraction methods. The most direct result from diffraction mea-

surements performed on multilamellar stacks of bilayers is the distance D from the center

of one bilayer to the next in the stack, namely the lamellar repeat spacing. This distance D

increases with the amount of water added, until it becomes constant when water is added

in excess. Determining the amount of water at the point where D becomes constant yields

the number of water molecules nW per lipid for the fully hydrated system. Another inter-

esting distance, particularly relevant to the hydrophobic matching of membrane proteins, is

the thickness 2DC of the hydrophobic core. The hydrophobic thickness includes all hydro-

carbon chain carbons with the exception of the carbonyl carbon which exhibits a substantial

hydrophilic character.
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All these structural parameters can be straightforward determined from MD simulations.

Figure 4.2 schematically represents a lipid bilayer packed into a simulation box and enables

one to visualize the different quantities described above. The interfacial area per lipid cor-

responds to the average area occupied by a lipid molecule projected onto the plane of the

bilayer (i.e. the x,y-plane). If Lx, Ly, and Lz denote the simulation cell lengths in the x, y, and

z directions, respectively, the area per lipid can be calculated by simply dividing LxLy by the

number N of lipids per leaflet:

A 	 LxLy

N
(4.1)

Since the simulation box contains a single bilayer surrounded by the experimentally deter-

mined amount of water for a full hydration of the lipid headgroups, Lz can be assimilated to

the lamellar repeat spacing D. The volume per lipid VL can be calculated from the following

relation:

Vbox 	 LxLyLz 	 NLVL � NWVW (4.2)

where Vbox is the volume of the simulation box, NL and NW the total number of lipid and

water molecules, and VW the volume per water molecule. Vbox, NL, and NW are known, while

VW can be determined from separate simulations of pure water under appropriate conditions.

Figure 4.2: Definition of a few structural parameters. A is the area per lipid, VL the
volume per lipid, D the lamellar repeat spacing, and 2DC the hydrophobic
thickness. Lx, Ly, and Lz represent the simulation box dimensions.
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Owing to large improvements achieved in the last few years in both methodologies and

force fields, membrane simulations are now reasonably accurate in reproducing many ex-

perimental structural parameters. They often fail, however, into reproducing all parameters

simultaneously. For instance, the average interfacial area per lipid has usually been quite

problematic to reproduce. Variations of the area strongly affect the orientational order as

well as the dynamics of the lipid molecules within the bilayer, so that discrepancies larger

than 5% with respect to the experimental value cannot be tolerated.

4.2.3 Setup of the bilayer membrane

The initial conformation chosen for the DPPC unit stems from a crystal structure of DMPC.

The only difference in chemical composition between both phospholipids is the chain length,

DPPC having two more methylene groups in each chain than DMPC. The crystal structure

of DMPC was primarily determined by Pearson and Pascher [119], and then energy min-

imized by Vanderkooi [120]. Minimization removed the acyl chain disorder present in the

initial crystal structure, so that the carbon planes of the acyl chains became mutually parallel.

The asymmetric unit cell of the DMPC crystal contains two non-identical DMPC molecules

(DMPC A and B) and four water molecules which are hydrogen-bonded to DMPC and form

bridges between neighboring molecules [119]. The overall conformations of the A and B

molecules are rather similar. The main difference lies in the orientation of the polar groups

with respect to the hydrophobic parts and essentially arises from different torsion angles

about the GC1-GC2 bond of the glycerol moiety. To build up the DPPC membrane, the min-

imized structure of DMPC B was used. The most salient features of this crystal structure can

be deduced from Figure 4.3. The area per lipid is about 0.39 nm2. The phosphodiester group

has a double-gauche conformation that gives rise to a 90
�

kink at the phosphate group. As

a result, the phosphatidylcholine headgroup is oriented approximately parallel to the bilayer

surface, the P–N dipole making an angle of about 27
�

with respect to the x,y-plane. The

glycerol group is essentially oriented normal to the plane of the bilayer. The two fatty acid

chains are not equivalent. The sn-1 chain extends directly into the bilayer, continuing the

line of the glycerol backbone. The sn-2 chain extends parallel to the plane of the bilayer

for the first two carbons and then makes a bend at the C2-atom to become aligned parallel

to the sn-1 chain, thus achieving closer packing than would be the case if the chains ex-

tended from their original conformations with respect to the headgroup. This conformation

displaces the methyl end of the sn-2 chain by three methylene groups. Apart from the bend
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Figure 4.3: Energy-minimized conformation B of DMPC in the crystalline state. The
nitrogen atom is blue; the phosphorus atom is orange; oxygen and (united)
carbon atoms are red and grey, respectively. (a): Front view. (b): Side view
(tilt of the hydrocarbon chains).

in the sn-2 chain, both chains are in an all-trans configuration. The chains are tilted about

12 � away from the bilayer normal. The chain tilt is rationalized as being due to a simple

packing problem: the chain tilt allows for stabilizing interactions between the acyl chains of

adjacent molecules, while maintaining the large molecular area due to the bulky headgroup.

A “crystal-like” structure of DPPC was generated from the crystal structure of DMPC by

simply expanding both chains by two methylene groups. The resulting structure was slightly

rotated to achieve an orientation of the acyl chains approximately parallel to the z-axis or bi-

layer normal. Indeed, NMR measurements [121] as well as previous simulation studies [107]

suggested the absence of a collective tilt in lipid bilayers in the liquid crystalline phase. A

monolayer of 8 � 8 DPPC molecules was first generated by applying lattice translations of the

crystal and then duplicated to form a bilayer. The bilayer was packed into a parallelepipedic

simulation box – the x,y-plane defining the bilayer surface and the z-axis the bilayer normal

– and energy minimized to relax the structure from non-physical contacts between the lipid

components. Two slabs of water molecules were finally added and an energy minimization

was again performed, this time to allow water molecules to adapt themselves to the lipid

environment. The “pseudo-crystalline” DPPC bilayer can be seen in Figure 4.4.
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In order to break the crystalline arrangement – introducing some disorder into the head-

groups and hydrocarbon tails – and to obtain an area per lipid consistent with experimental

determinations, two MD simulations were carried out at 323 K, above the main transition

temperature of 315 K from gel to liquid crystalline states for DPPC. In the first simulation,

a surface tension of 14.5 mN/m per lipid/water interface and a pressure of 1 bar along the

bilayer normal were applied. After 450 ps, the dimensions of the resulting simulation box

were 6.38 � 6.38 � 6.66 nm3: this corresponds to an area per lipid of 0.636 nm2 that lies within

the experimental range 0.63–0.64 nm2 [41, 42]. The system was then simulated at constant

volume for 1 ns to ensure its stability. In both simulations, a time step of 1 fs was used.

The bilayer finally obtained, represented in Figure 4.5, is taken as starting structure for the

simulation study of the DPPC membrane.

Figure 4.4: “Pseudo-crystalline” DPPC bilayer. Water molecules are light blue.
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Figure 4.5: Starting structure for the MD simulation of the DPPC bilayer membrane.

4.2.4 Force field parameters and partial atomic charges

Bonded parameters The set of bonded parameters used for DPPC is based on the AMBER

force field [86], refined for phosphatidylcholine lipids by Smondyrev and Berkowitz [94].

They essentially focused their efforts on developing an accurate set of torsional parame-

ters for the polar groups of DPPC. Torsional parameters were fitted to reproduce geometry

and energy profiles obtained from ab initio calculations of model compounds. To optimize

the torsional parameters of the PC headgroup, three model compounds were considered:

ethyltrimethylammonium, choline, and dimethylphosphate. Torsional parameters for the two

ester groups were obtained by modeling methylacetate, ethylacetate, and methylpropionate.

The robustness of the resulting force field parameters was confirmed by a MD simulation on

a DPPC/water system showing a good agreement with experimental data. Dihedrals in the

hydrocarbon chains are modeled by the Ryckaert-Bellemans potential which has proved to

be more realistic for liquid alkanes, giving better statistics on trans-gauche behavior:

VRB � φi jkl � 	 5

∑
n  0

Cn 
 cos 
 ϕ �!� n (4.3)
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where ϕ 	 φ � 180
�
, C0 	 9 " 28 kJ � mol, C1 	 12 " 16 kJ � mol, C2 	#� 13 " 2 kJ � mol, C3 	� 3 " 06 kJ � mol, C4 	 26 " 24 kJ � mol, and C5 	$� 31 " 5 kJ � mol [122]. The use of this potential

implies the exclusion of Lennard-Jones interactions between the first and last atom of the

dihedral; the corresponding “1,4 interactions” are thus removed.

Non-bonded parameters The Lennard-Jones (LJ) parameters for the DPPC headgroup

are taken from the OPLS force field [89] and the tail parameters are those determined by

Berger et al. [93]. When using standard LJ parameters from united-atom force fields for

the description of tail interactions, the density of the membrane tends to be much too high:

deviations of the volume per lipid from the experimental value by more than 10% have been

observed in many simulations. In order to obtain correct densities for lipid systems, Berger

and co-workers adjusted the hydrocarbon LJ parameters of the OPLS force field to reproduce

the density and heat of vaporization of pentadecane. Their optimized LJ parameters led to a

density matching within 1% the experimental value found for DPPC. As recommended for

the OPLS parameter set, all 1,4 LJ interactions are scaled by a factor of 8 to avoid possible

distortions of the molecule.

Partial atomic charges The choice of partial atomic charges for the strongly polar phos-

phatidylcholine headgroup of DPPC is crucial for a correct description of electrostatic inter-

actions within the interfacial region. In an earlier simulation of Egberts et al., for instance,

the simulated DPPC bilayer behaved as if it was in a gel state, with a much smaller area per

lipid and higher chain order parameters than experimentally determined, although the system

was simulated at a temperature of 335 K, well above the phase transition temperature (315

K) [56]. The initial atomic charges on DPPC, taken from the GROMOS force field [88],

had to be reduced by a factor of two to lower the headgroup-headgroup attraction, allowing

thereby a lateral expansion of the membrane and destabilizing the gel phase. However, such

a scaling down of the charges is obviously not the most elegant solution to achieve the ex-

pected liquid crystalline state. In the present DPPC simulation, charges are those determined

by Chiu et al. [97]. The charges were calculated by ab initio electronic structure compu-

tations with the GAUSSIAN program at Hartree-Fock self-consistent field (SCF) level with

the 6-31G % basis set. When simulating neutral lipids like DPPC, it is recommended for the

submolecular charge groups to be neutral or, at least, to exhibit charges as small as possible.

This can be generally done with minor adjustments of the computed partial charges, well

within their inherent range of uncertainty. Figure 4.6 shows the partial atomic charges used
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in the simulation as well as the distribution of the charge groups. 1,4 electrostatic interactions

are scaled by a factor of two.

Figure 4.6: (a): Charge distribution used in the simulation for DPPC: the numbers next
to each atom are the partial charges in units of an electronic charge (e).
(b): Charge group definition in the DPPC headgroup: charge groups are
outlined by solid lines; the net charge per group is indicated in parentheses;
in the hydrocarbon chains, each methylene or methyl group constitutes a
charge group.

Water model A large number of hypothetical models have emerged for water. Gener-

ally, each model is developed to fit well with one particular physical parameter (e.g. the

density, the potential energy, the oxygen radial distribution function, the self-diffusion con-

stant...), so that each model has strong and weak points and no model is able to reproduce

the complex properties of real water. The most popular water models used in simulations

of lipid/water interfaces are the simple point charge (SPC) [123], the extended simple point

charge (SPC/E) [124], and the three point (TIP3P) and four point (TIP4P) transferable inter-

molecular potentials [125]. The corresponding potential functions all involve a rigid water

monomer that is represented by three or four interaction sites. SPC, SPC/E, and TIP3P are

three-site models, with positive charges qH on the hydrogen atoms and a negative charge qO

on the oxygen atom (qO 	&� 2qH). TIP4P is a four-site model: in this case, the negative

charge is moved off the oxygen and towards the hydrogens at a point on the bisector of the

H–O–H angle. The four models principally differ by their geometry, the charges adopted for
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qH and qO, and the LJ parameters employed. In simulations performed with the GROMACS

molecular dynamics package [126], which has been used for the present study, SPC and

SPC/E models have traditionally been preferred. Several authors pointed out the superiority

of the SPC model with regard to the extended model for simulations at interfaces [98, 127].

SPC/E includes a self-energy term due to polarization and has better bulk properties than

SPC, which makes it a logical choice in MD simulations of bulk water. However, the ther-

modynamic potential of SPC/E water is only correct if the proper polarization self-energy

correction is applied. In the case of interfacial systems, where water is in equilibrium with

different environments, such corrections cannot be applied and the uncorrected value for the

chemical potential is too high, resulting in a too low solubility of SPC/E compared to SPC

water at interfaces. Since the chemical potential of the original SPC model is closer to the

experimental value, this model is expected to better reproduce equilibrium distributions at

the lipid/water interface and is therefore adopted for the current DPPC/water simulation. The

geometric and electrostatic characteristics of the SPC water model are given in Figure 4.7.

In MD simulations with a large number of water molecules, as it is the case here, holonomic

constraints are usually employed to keep the bond lengths of water at their equilibrium val-

ues. The analytical SETTLE algorithm is used for resetting the positions and velocities to

satisfy the holonomic constraints on the SPC water molecules [128]. This algorithm has been

developed to constrain rigid water molecules in a quick and effective way. Indeed, reducing

the computational time spent on the satisfaction of bond constraints significantly speeds up

the simulations. In the case of the rigid SPC water model, SETTLE constrains three bonds:

two real O–H bonds of equal length and one fictitious H–H bond.

Figure 4.7: SPC water model.

4.2.5 Macroscopic boundary conditions

The simulation is carried out under constant pressure and temperature conditions with the

NPT ensemble, in which the size and the shape of the simulation box are free to adjust
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(see Chapter 3, Section 3.2.2.3, page 64). The correct ensemble for the bilayer system

would be actually NγPNT , in which the surface tension γ and the pressure PN in the di-

rection normal to the bilayer are explicitly specified [129]. The surface tension is defined

by γ 	('*) ∞+ ∞ 
 PN 
 z �,� PL 
 z �-� dz, with PN and PL the normal and lateral pressures, respectively.

In the present simulation, the applied pressure is controlled anisotropically, i.e. the three

unit cell dimensions fluctuate independently from each other, while the total pressure re-

mains constant. This corresponds to an NPxPyPzT ensemble, which is not rigorously defined

and only stable when at least two of the pressure components are equal. The three pressure

components are kept constant at 1 bar on average in the simulation, which corresponds to

an average surface tension equal to zero. At constant box lengths, specifying a lateral and

normal pressure of 1 bar is the same as specifying zero surface tension and a normal pressure

of 1 bar. The effect of the fluctuating box lengths was ignored and it was assumed that the

NPxPyPzT ensemble, with Px 	 Py 	 Pz 	 1 bar, is equivalent to the NγPNT ensemble, with

γ 	 0 mN/m and PN 	 1 bar.

4.2.6 Treatment of electrostatics

Serious artifacts can be introduced into MD simulations if all the electrostatic interactions

are not taken into account. A correct treatment of long-range electrostatics is of crucial

importance for the reliability of the results and this statement is especially verified in lipid

bilayer simulations.

When using periodic boundary conditions, the total electrostatic energy of a system of N

particles in a simulation cell and their periodic images is given by the following equation:

VCoulomb 	 f
2 ∑

nx
∑
ny

∑
nz %

N

∑
i

N

∑
j

qiq j

ri j � n (4.4)

The cell-coordinate vector is n 	 
 nx . ny . nz � . The original cell is located at n 	 
 0 . 0 . 0 �
where terms with i 	 j are omitted, as indicated by the asterisk. The distance ri j � n represents

the real distance between the charges qi and q j and not the minimum-image (see Chapter

3, Section 3.2.2.6, page 70). f is equal to 1 � 4πε0, where ε0 is the vacuum permittivity.

Unfortunately, the above sum converges very slowly, so that its use in MD simulations for

the computation of electrostatics is far too much time consuming.
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The Ewald summation was introduced in 1921 to calculate long-range interactions be-

tween particles and their infinite images in an efficient way [130]. The method was originally

used in crystals. In this approach, the single slowly converging series (Equation 4.4) is con-

verted into the sum of two rapidly converging series plus a constant term:

VEwald 	 Vdir � Vrec � V0 (4.5)

The total Coulomb energy is divided into a short-ranged “direct” part (Vdir), a long-ranged

“reciprocal” part (Vrec), and a correction term (V0), also called “self-term”, that cancels out

the interaction of each particle with itself:

Vdir 	 f
2

N

∑
i � j ∑nx

∑
ny

∑
nz % qiq j

erfc � βri j � n �
ri j � n (4.6)

Vrec 	 f
2πV

N

∑
i � j qiq j ∑

mx
∑
my

∑
mz %

exp � � 
 πm � β � 2 � 2πim 
 � ri � r j � �
m2 (4.7)

V0 	 � f β/
π

N

∑
i

q2
i (4.8)

β is the Ewald convergence parameter, which determines the relative rate of convergence

between the direct and reciprocal sums (i.e. the relative weight between both sums). V is the

volume of the simulation cell. m 	 
 mx . my . mz � is the reciprocal-space vector. The compli-

mentary error function erfc is defined by erfc 
 x ��	 1 � erfc 
 x ��	 1 � 20
π ' x

0
exp � � u2 � du, and

decreases monotonically as x increases. The Ewald method permits, in principle, the exact

evaluation of electrostatic interactions in systems with infinite periodic boundary conditions.

However, the computational cost of the reciprocal sum increases as N2, which makes the use

of the Ewald summation unrealistic for large systems.

The performance of the Ewald reciprocal sum has significantly been improved by the

introduction of Fast Fourier Transform (FFT) techniques. In the present DPPC simulation,

the Particle-Mesh Ewald (PME) algorithm [112, 113] is used, which scales as N log 
 N � and

performs significantly faster than the standard Ewald summation. Instead of computing the

traditional reciprocal sum over reciprocal vectors, the charges are first assigned to a 3D-grid

that fills the simulation space. The grid is then Fourier transformed using a 3D-FFT algo-

rithm and the reciprocal energy term is evaluated by a single sum over the grid. The potential

energy at the grid points is finally calculated by applying the inverse Fourier Transform, and
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Figure 4.8: A 2D schematic description of the PME method. (a): A system of N par-
ticles. (b): Projection of the charges onto a grid using cardinal B-spline
interpolation. (c): Computation of the potential energies and forces at grid
points using FFT. (d): Interpolation of the forces from the grid to particle
locations (using the same function as the one in step (b)), and update of the
coordinates.

forces are obtained by an analytical differentiation of the energies. Figure 4.8, inspired by

the review article of Toukmaji and Board [131], summarizes the different steps for the com-

putation of the long-range potential. In the direct sum, the choice of a large value for the

Ewald parameter β allows the use of a short cutoff radius beyond which the interactions can

be neglected, which reduces the complexity of the direct sum from ϑ � N2 � to ϑ 
 N � . In the

reciprocal sum, the number of reciprocal vectors is increased to compensate for the trunca-

tion made in the direct sum. In the MD simulation of the DPPC system, a cutoff of 1 nm

is applied in the direct space sum for short-range interactions. For the calculation of long-

range interactions in the reciprocal space, the charges are projected onto a grid using cardinal

B-spline interpolation [100]. The grid is then Fourier transformed with a 3D-FFT algorithm

using a maximum spacing of 1.2 Å for the FFT grid. This method, even with a moderate grid

size, should give an accuracy of about 5 � 10 � 3 for the calculated electrostatic interactions.
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4.2.7 Simulation conditions

Software and hardware The simulation is carried out with the GROMACS molecular

dynamics package [126], version 2.1, on a dual processor Pentium PIII 1 GHz node achieving

a rate of about 20 CPU hours per nanosecond of simulation.

Time step and simulation time All bond lengths in the DPPC molecule are kept con-

stant using the LINCS routine [109] (see Chapter 3, Section 3.2.2.5, page 69) and the water

geometry is maintained with the SETTLE algorithm [128]. The efficiency and stability of

both algorithms allow a time step of 5 fs [132]. Owing to this relatively large time step, the

simulation could be extended up to 150 ns to cover a broad spectrum of modes of motion.

Pressure and temperature The bilayer system is simulated at a constant pressure of 1

bar, corresponding to the atmospheric pressure, and at a constant temperature of 323 K. The

choice of this temperature can be justified by two reasons: first, it is a few degrees above

the main transition temperature of 315 K, so that the system should be in the expected fluid

crystalline state; second, it enables one a direct comparison of the simulation results with

experimental data which have mostly been determined at 323 K. In a simulation, the tem-

perature is given by the total kinetic energy of the system, while the pressure is calculated

from the difference between the kinetic energy and the virial tensor. For several reasons

(numerical inaccuracy due to force truncation or integration errors, heating caused by exter-

nal or frictional forces, etc...), the pressure and temperature in the system tend to drift away

from their initial values. To avoid such drift phenomena, it is necessary to control both the

pressure and the temperature. To this end, the so-called “weak coupling” scheme developed

by Berendsen is used, in which the membrane is coupled to a “bath” of constant pressure

and temperature via some suitable coupling parameters [133]. DPPC and water are coupled

independently to the heat bath and the coupling times for pressure and temperature are set at

1 and 0.1 ps, respectively.

Boundary conditions As it is common in liquid state simulations, periodic boundary con-

ditions are applied in all three dimensions, so that actually a multilamellar system is sim-

ulated. In addition to eliminating edge effects in the membrane patch simulated, PBC are

natural since most of the model membranes studied experimentally are in the form of mul-
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tilamellar arrays with a regular spacing (e.g. multilamellar vesicles: see Chapter 1, Section

1.1.6, page 26).

4.3 Results

4.3.1 Equilibration time and equilibrium structural parameters

To ensure that the bilayer system is at equilibrium and behaves properly throughout the

simulation, one has to take great care that conserved quantities fluctuate around a constant

value, without any noticeable drift during the simulation.

Energy and temperature As seen in Figure 4.9 (a), the equilibration of the total energy of

the system requires about 25 ns. After this equilibration time, the energy is conserved, does

not drift. Furthermore, the temperature, proportional to the average kinetic energy, remains

constant at about 323 K (see Figure 4.9 (b)). The trajectory is thus stable throughout the

entire simulation.
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Figure 4.9: (a): Total energy of the system: the yellow line is a linear regression from
25 to 150 ns. (b): Temperature of the system. The red curves represents
running averages.

Area per lipid The interfacial area A per DPPC is calculated using Equation 4.1, page 80,

with N 	 64. Figure 4.10 displays its time evolution throughout the simulation. The area

decreases during the first 13 ns, after which it fluctuates around an average value of 0.635
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nm2 with a standard deviation of 0.010 nm2 (i.e. 1.6% of the average value). The average

area obtained is in very good agreement with the most recently reported experimental values

of 0.633 [41] and 0.640 nm2 [42]. Even after equilibration, care must be taken of the large

fluctuations of the area caused by the small lateral modulus of elasticity. These fluctuations

may exhibit long periods since they result from collective motions of the lipid molecules. In

order to discuss physical properties of the lipid bilayer and determine equilibrium structural

parameters, average quantities must be calculated over a time that is much larger than these

fluctuation periods. Although the exact values of the fluctuation periods are unknown, they

can be evaluated from the simulation. A Discrete Fourier Transform (DFT) analysis per-

formed on the time evolution of the area between 25 and 150 ns indicates three main periods

of 9, 18, and 31 ns, as shown in Figure 4.11. Thus, a MD simulation of close to 100 ns may

be desirable to investigate the structure and dynamics of the DPPC membrane at thermal

equilibrium.
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Figure 4.10: Time evolution of the area per DPPC: the red curve represents a running
average, while the yellow line is a linear regression from 13 to 150 ns.
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Figure 4.11: DFT analysis performed on the time evolution of the area per DPPC be-
tween 25 and 150 ns: three main peaks, corresponding to fluctuation peri-
ods of 9, 18, and 31 ns, are indicated by arrows.

Volume per lipid The volume per DPPC is calculated from Equation 4.2, page 80. The

volume per water molecule VW has first been determined from a separate simulation of pure

water: a system consisting of 7161 SPC water molecules has been simulated for 500 ps under

the appropriate conditions (i.e. T 1 323 K, P 1 1 bar, use of the PME algorithm for elec-

trostatics) and a value of 0.0316 nm3 has been found for VW . As it can been observed from

Figure 4.12, the volume per lipid VL converges faster than the area does – within about 6 ns

– and fluctuates around an average value of 1.219 nm3 with small amplitudes, the standard

deviation being of only 0.005 nm3 (i.e. 0.4% of the average value). The calculated volume

per DPPC is close to the experimental value of 1.232 nm3 [134]. The smaller amplitudes reg-

istered in the volume fluctuations compared to those in the area fluctuations can be explained

as follows. The stability of the membrane results from a balance between the hydrophobic

effect on the exposure of lipid chains to water which favors a small area and intermolecular

interactions inside the bilayer which favor a larger area. This balance leads to a free energy

which varies only weakly with the area. Thus, it is one to two orders of magnitude easier

to change the area of a bilayer at constant volume with an accompanying change in bilayer

thickness than to change the volume of the bilayer [104].
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Figure 4.12: Time evolution of the volume per DPPC: the red curve represents a run-
ning average, while the yellow line is a linear regression from 6 to 150
ns.
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Figure 4.13: Time evolution of the bilayer repeat spacing: the red curve represents a
running average, while the yellow line is a linear regression from 13 to
150 ns.
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Bilayer repeat spacing The time evolution of the bilayer repeat spacing Lz is depicted in

Figure 4.13. As for the area, an equilibration time of 13 ns is required for Lz. An average

repeat spacing of 6.74 nm is obtained with a standard deviation of 0.10 nm (i.e. 1.5% of the

average value). This spacing matches the experiment value of 6.72 nm, determined at the

same hydration degree (nW 	 29 " 1) [117]. Lz, like the area, exhibits large fluctuations. Both

fluctuations are anti-correlated since the volume remains approximately constant.

Given the slow convergence of the energy of the system, data were analyzed starting at 25 ns

in the following sections.

4.3.2 Overall bilayer organization

The overall organization of the bilayer can be compared to that of a two-dimensional liquid.

This is, however, a special liquid with an anisotropic and inhomogeneous character. A snap-

shot of the DPPC membrane after 150 ns simulation time is presented in Figure 4.14. This

picture gives the distribution of the various parts of the lipid and water molecules at a specific

time. The bilayer is a very stratified composite consisting of a layer of perturbed water, a

heterogeneous layer mixing hydrophilic and hydrophobic components, including bound wa-

ter, lipid headgroups, and upper end parts of the lipid acyl chains, and a layer of hydrocarbon

segments. The interface between the water and lipid components of the membrane seems to

be quite diffuse, and the lipid tails exhibit different packing, depending on the position along

the membrane normal.

These assumptions on the transverse structure of the membrane, deduced from the atom

distribution at a particular time, are confirmed by the time-averaged (from 25 to 150 ns) den-

sity distribution profiles of DPPC and water along the bilayer normal (i.e. the z-axis), shown

in Figure 4.15. Since the position of all atoms is known at any time during the simulation, it

is straightforward to extract density profiles for different atoms, molecules, or molecular sub-

groups from the MD trajectory. The simulation box is divided into slices of 0.1 Å thickness

perpendicular to the bilayer normal and the time-averaged density is computed in each slice

for a given component. From the large overlap between the DPPC and water density profiles

observed in Figure 4.15, the existence of a diffuse interface becomes obvious. Water pene-

trates very deeply into the membrane, leaving a region of only 2 nm devoid of water, and the

DPPC headgroups protrude into the middle of the water. Defining the interface as the region

where the water density drops from 90% to 10% of its maximum value [135], an interfacial
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Figure 4.14: Snapshot of the DPPC membrane after 150 ns simulation time. The ni-
trogen (blue) and phosphorus (orange) atoms of DPPC are emphasized
(space-filling format).
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Figure 4.15: Trans-bilayer density profiles of DPPC and water. The center of the bi-
layer is locate at z 2 0 nm. The two horizontal dotted lines correspond to
water densities equal to 90% and 10% of the maximal water density. Both
interfaces are delimited by vertical dashed lines.
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width of 1.24 nm is found. A similar value can be calculated from diffraction studies [134].

Taking twice this value to include both interfaces, this means that approximately 40% of the

whole membrane belong to the interfacial region. The DPPC density reaches its maximum

in the headgroup region and decreases in the middle of the bilayer by a factor of about two,

in agreement with experimental results.

4.3.3 Headgroup region

4.3.3.1 Interfacial atom distributions

The time-averaged density distributions (along the bilayer normal) of a few interfacial DPPC

subgroups (choline N(CH3)3 and phosphate PO4 moieties, ester oxygens, and carbonyl

groups) are plotted in Figure 4.16. The curves show a broad distribution of the headgroup

atoms, which can be interpreted in term of lipid perpendicular motion. Although a bit noisy,

the distribution curves can be reasonably well approximated by Gaussian distributions with

a specific half-width. A half-width of about 10 Å is found for the distribution curve of the

choline groups, and the distribution curves of the phosphate and ester groups are character-

ized by a half-width of about 6 Å. These values underline the high degree of perpendicular

motion of individual lipids, with a strong tendency for single lipid molecules to protrude

from the surface of the bilayer. Note that the choline groups exhibit the highest mobility.

The roughness of the membrane surface is also reflected in the distribution of the water

molecules (see Figure 4.16): rather than forming a sharp boundary, the water density drops

continuously. The deepest penetration of the water molecules coincides with the position of

the carbonyl groups.

Distances between particular atoms or groups along the bilayer normal can also be de-

duced from density distribution profiles. The average distance between the phosphate groups

on both sides of the bilayer, for instance, is a characteristic structural feature and corresponds

to the distance separating the density maxima found in both layers. For clarity, the density

distribution of the phosphate groups along the bilayer normal is plotted again in Figure 4.17.

A PO4–PO4 distance of 3.87 3 0.10 nm between the two membrane faces is measured and

is in good agreement with the experimental value of 3.7 3 0.1 nm determined by analysis

of continuous X-ray scattering data from DPPC vesicles at 317 K [136]. Mean distances

between specific pairs of carbon atoms of the DPPC headgroup on both sides of the bilayer

have been determined in the same way and are listed in Table 4.1. A close agreement is
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found with neutron diffraction experiments done at 323 K on selectively deuterated DPPC

lipids [137]. It should be however noted that the diffraction experiments were performed at a

lower hydration level (nW 	 13 " 6). The half-widths of the distribution curves are also given

in Table 4.1. The atoms are spread out over quite large regions: the methyl carbon atoms of

the choline moiety are even more smeared out; the transversal mobility of the carbon atoms

seems however to decline towards the glycerol backbone, as shown in the decrease registered

of the half-widths.
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Figure 4.16: Time-averaged trans-bilayer density distribution profiles of water and in-
terfacial DPPC subgroups.
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Figure 4.17: Time-averaged trans-bilayer density distribution profile of the phosphate
groups.
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Table 4.1: Trans-bilayer distances (in nm) between specific carbon atoms of the DPPC
headgroup.

Carbon atoma Simulation [half-widthb] Experiment
Cγ

c 4.24 3 0.10 [1.0] 4.36 3 0.12
Cβ 3.99 3 0.10 [0.8] 4.24 3 0.20
Cα 3.93 3 0.10 [0.7] 4.20 3 0.20

GC3 3.57 3 0.10 [0.6] 3.48 3 0.30
aSee Figure 4.18 for the labeling of the carbon atoms. bThe density distribution curves are approximated
by Gaussian curves whose half-widths are given in square brackets (in nm). cAverage over the three methyl
groups.

Figure 4.18: Labeling of the carbon atoms of the DPPC headgroup.
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4.3.3.2 Headgroup hydration and water ordering

The hydration degree of the DPPC lipids can be estimated from radial distribution functions

(RDFs) of water molecules around the headgroups or parts of them. In an inhomogeneous

system, the pair radial distribution function gAB 
 r � between particles of type A and B is

computed from:

gAB 
 r �4	 5 ρB 
 r �765 ρB 6 local	 15 ρB 6 local

 1
NA


 NA

∑
i  1

NB

∑
j  1

δ � ri j � r �
4πr2 (4.9)

NA and NB correspond to the number of atoms of type A and B. 5 ρB 
 r �!6 represents the particle

density of type B at a distance r around particles A, and 5 ρB 6 local the particle density of type

B averaged over all spheres around particles A with a maximal radius rmax equal to half the

box length. In practice, the system is divided into spherical slices of radius r and of thickness

dr, and the δ-function is replaced by a histogram. Figure 4.19 shows the RDF of the water

oxygen atoms OW around the choline nitrogen atom N. The high peak corresponds to the

first layer of water molecules hydrating the nitrogen atom. The first hydration shell is defined

as the number of water molecules found inside the radius corresponding to the first minimum

after the main peak in the RDF. The number of water molecules in the first hydration shell is

thus obtained by integrating the RDF to the first minimum. On average, 18.8 water molecules

are found in the first hydration shell of the nitrogen atom by integrating the RDF gN � OW

to the first minimum located at 0.63 nm. Table 4.2 includes the hydration numbers and

the locations of the first minimum for a few headgroup atoms. The choline nitrogen atom

exhibits the largest hydration shell since it has the greatest tendency to protrude into the

water layer. The phosphate phosphorus atom P is buried somewhat deeper in the membrane

and is hydrated by only 5 water molecules. The number of waters bound to a phosphate free

oxygen Op is 1.7 on average. A slightly lower number is found for the carbonyl oxygen Oc

(1.5 waters). Interesting to compare is the hydration degree of the carbonyl oxygen Oc2,

belonging to the chain sn-2, and of the carbonyl oxygen Oc1, belonging to the chain sn-1.

A higher hydration degree is found for Oc2, indicating that both carbonyl oxygens are not

fully equivalent. This lack of equivalence can be explained by the relative position of both

oxygens, Oc1 being located deeper within the non-polar region of the membrane and thus

less exposed to water than Oc2. The non-equivalence may also result, to a lesser extent,
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from the different partial charges carried by both oxygens, Oc1 being less negative (carrying

a partial charge of -0.6) than Oc2 (-0.7). Another interesting feature is the ordering effect

on water exerted by the phosphate free oxygens (Op’s) and the carbonyl oxygens (Oc’s)

compared to that exerted by the ester phosphate oxygens (Ope’s) and the glycerol oxygens

(Og’s). The corresponding RDFs are shown in Figure 4.21: a large ordering of water is

observed around Op and Oc oxygens, whereas Ope and Og oxygens have practically no

ordering effect on water. The largest ordering of water is found around Op’s.
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Figure 4.19: Radial distribution function of the water oxygen atoms around the choline
nitrogen atom.

Table 4.2: Hydration of the choline nitrogen atom N, the phosphate phosphorus atom P,
the phosphate free oxygen atom Op, the ester phosphate oxygen atom Ope,
the glycerol oxygen atom Og, and the carbonyl oxygen atom Oc. Oc1 and
Oc2 designate the carbonyl oxygens belonging to the chains sn-1 and sn-
2, respectively (see Figure 4.20 for clarity). The given hydration number
corresponds to the number of water molecules in the first hydration shell.
The location of the first minimum in the RDF is also indicated. In all cases,
a clear first minimum is observed.

Atom Hydration number First minimum (nm)
N 18.8 0.63
P 5.0 0.45

Op 1.7 0.32
Ope 0.6 0.32
Og 0.4 0.34
Oc 1.5 0.35

Oc1 0.8 0.34
Oc2 2.2 0.36
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Figure 4.20: Labeling of the oxygen atoms of the DPPC headgroup.
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Figure 4.21: Radial distribution functions of the water oxygen atoms around (a): the
phosphate free oxygen (Op) and the ester phosphate oxygen (Ope); (b):
the carbonyl (Oc) and glycerol (Og) oxygens.
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The stability of a phospholipid bilayer strongly depends on its hydration. A definite num-

ber of water molecules adhere tightly to the different residues of the lipid headgroups (6–9

waters in the case of DPPC [42,117]) and are oriented by them, while a larger number of wa-

ter molecules adhere more loosely, preserving their freedom of rotation but still contributing

to the thermodynamic properties of the membrane. The structuring of the interfacial water

can be clarified in terms of RDFs between headgroup atoms and water (previous paragraph)

but also between water-water pairs. For comparison (see Figure 4.22), RDFs of water oxy-

gen pairs have been calculated in the interfacial region (where the water density drops from

90% to 10% of its maximal value) and in the “actual” water layer (where the water density

exceeds 90% of its maximum). In the water layer, the average number of nearest neighbor-

ing water molecules is 5, which is close to bulk SPC water (5.5 neighbors). In the interfacial

region, this number drops to 3.4. In bulk water, because of the large number of neighboring

water molecules, the water molecules do not need to orient themselves in a special manner

to optimize the possibilities to form hydrogen bonds with surrounding water molecules. At

the interface, the number of neighboring water molecules available for hydrogen bonding is

smaller due to the competition with the lipid headgroups, so that the water molecules have to

adopt a specific orientation to take optimal advantage of the hydrogen bonding possibilities.

For instance, they are able to form hydrogen bonds to each other by creating a “clathrate-

like” structure around the headgroups, which is illustrated in Figure 4.23.
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Figure 4.22: Radial distribution functions of water oxygen pairs in the water layer and
in the interfacial region.
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Figure 4.23: “Clathrate-like” structure of water around the DPPC headgroups. Only
a patch of a few DPPC lipids is displayed for clarity. The dotted lines
represent hydrogen bonds between the water molecules.

4.3.3.3 Headgroup orientation

Since the DPPC headgroup is a zwitterion, the properties of the membrane are strongly

influenced by the orientation of the P–N dipole with respect to the bilayer surface. From

the distribution curves plotted in Figure 4.16, page 99, it can be seen that the choline and

phosphate groups lie at almost the same depth in the membrane, with the choline groups

protruding, however, slightly further into the water layer. This means that the headgroups

are oriented more parallel to the membrane plane than normal to it. The parallel orientation

of the P–N dipoles is indeed favored in terms of free energy of electrostatic interactions. This

preference for a parallel orientation is nevertheless thwarted by steric requirements and by

the large degree of motional freedom in the water layer, which leads to a wide distribution of

tilt angles. The average angle of tilt can be however characterized by the cosine of the angle

θ between the P–N vector, pointing from the location of the phosphorus atom towards the

location of the nitrogen atom, and the unit vector along the positive z-axis (see Figure 4.24):

cosθ 	 zN � zP8 �:9PN
8 (4.10)
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where zN and zP are the z-coordinates of the nitrogen N and phosphorus P atoms, and
8 �:9PN

8
represents the norm of the vector �;9PN. The average depth difference zN � zP (0.14 nm) can be

deduced from the density distribution profiles of the N and P atoms along the z-axis, while

the average intramolecular distance between N and P (0.41 nm) can be estimated from the

intramolecular RDF between N and P and corresponds to the location of the first peak in the

RDF. An average angle θ of about 70
�

is calculated this way. The P–N vector is thus inclined

by about 20
�

on average from the membrane surface, pointing towards the water layer. This

value agrees well with the experimentally determined one: an angle of 18
�

was indeed found

at 332 K from 2H-NMR combined with laser Raman studies [138].

Figure 4.24: Definition of the angle θ characterizing the orientation of the vector <>=PN
with respect to the bilayer normal.

4.3.3.4 Hydrogen bonding

The interfacial region is stabilized by networks of hydrogen bonds (H-bonds) between the

DPPC headgroups and water. The DPPC molecule does not contain any donor but eight

acceptors (i.e. eight oxygen atoms). The number of H-bonds formed between DPPC and

water has been determined separately for each DPPC oxygen. The following geometric

criteria for the H-bonds have been adopted (see also Figure 4.25): the distance r between

the water oxygen OW (donor) and the DPPC oxygen (acceptor) has to be shorter than or

equal to 0.35 nm (which corresponds to the position of the first minimum in the RDF of SPC

water), and the angle α between the vector linking the water and DPPC oxygens and one of

the OW–H bonds of the water (i.e. the hydrogen-donor-acceptor angle) has to be less than

or equal to 60
�
. A relative large angle value is used since the deviation from linearity in

H-bonding may be greater in the dense packing of the membrane than that in an unrestricted

environment. The number of H-bonds made by a DPPC oxygen is obtained by determining

the number of water molecules that satisfy these geometric criteria and by averaging over the
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simulation time (125 ns) and over all the DPPC molecules present in the system (128). Each

DPPC molecule makes 7.1 H-bonds with water: 4.2 H-bonds involve the phosphate group

(i.e. 60% of the total number of H-bonds) and 2.9 the two ester groups (i.e. 40%). H-bonds

on the phosphate free oxygens (Op’s) account for 47% and on the carbonyl oxygens (Oc’s)

for 33% of the total number of H-bonds on DPPC. These together are responsible for 80% of

the H-bonds formed between DPPC and water. The difference in the H-bonding capability

of Op and Oc oxygens – the LJ parameters for the two oxygen types being the same –

arise principally from the accessibility of water to the oxygen (i.e. from its location in the

membrane) and, to a lesser extent, from the difference in partial charges on both types of

atoms. The Op’s are well hydrated, whereas the Oc’s are located in a water-deficient region,

and the partial charges on the Op’s are a bit higher than on the Oc’s. Thus, the number

of accepted bonds may be greater for the Op’s than those for the Oc’s, and the H-bonding

stronger. If both Op’s are equivalent, it is not the case for the the Oc’s. The carbonyl oxygen

on the chain sn-2 (Oc2) exhibits a much higher level of H-bonding than the oxygen on the

chain sn-1 (Oc1). This observation agrees with IR measurements on the water binding sites

in diacylphospholipids like DPPE, DMPC, or DPPC, which indicated the lower capacity of

Oc1 for hydrogen bonding than that of Oc2 [139]. The ester phosphate oxygens (Ope’s)

and glycerol oxygens (Og’s) involve only 13% and 7% of the total number of H-bonds,

respectively. The difference in H-bonding capability of Ope’s and Og’s can be explained by

the same reasons as those mentioned above for Op’s and Oc’s. The numbers and percentages

of H-bonds between DPPC and water molecules are listed in Table 4.3.

Figure 4.25: Geometric criteria for hydrogen bonding (H: hydrogen atom; D: donor
atom; A: acceptor atom).
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Table 4.3: Number and percentage of hydrogen bonds formed between water and each
type of DPPC oxygen atom (see Figures 4.20 and 4.26 for the labeling of the
oxygen atoms). Values are averaged over the 128 DPPC molecules and over
125 ns simulation time.

Atom or group Number of H-bonds %
DPPC 7.1 100%
PO4 4.2 60%

2 � CO2 2 � 1 " 45 	 2 " 9 2 � 20% 	 40%
Opa 1.6 23%
Opb 1.7 24%

2 � Op 2 � 1 " 65 	 3 " 3 2 � 23 " 5% 	 47%
Opea 0.5 7%
Opeb 0.4 6%

2 � Ope 2 � 0 " 45 	 0 " 9 2 � 6 " 5% 	 13%
Og1 0.1 1%
Og2 0.4 6%

2 � Og 2 � 0 " 25 	 0 " 5 2 � 3 " 5% 	 7%
Oc1 0.7 10%
Oc2 1.7 23%

2 � Oc 2 � 1 " 2 	 2 " 4 2 � 16 " 5% 	 33%

Figure 4.26: Labeling of the oxygen atoms of the DPPC headgroup.
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4.3.3.5 Headgroup-headgroup interactions

Two major classes of short-distance interactions occur between the DPPC headgroups. The

first class involves charge associations (charge pairs) formed when oppositely charged groups

are located within 4 Å from one another, in analogy to salt bridges in proteins. To the

second class of interactions belongs the formation of water cross-bridges between negatively

charged groups in which two DPPC headgroups are bridged by one or two water molecules

via hydrogen bonds.

Charge pairs In the interfacial region, the DPPC headgroups essentially interact via in-

termolecular charge pairs formed between positively charged choline methyl groups and

negatively charged phosphate or carbonyl oxygen atoms. The radial distribution function of

the phosphorus atoms relative to the nitrogen atom, gN � P, depicted in Figure 4.27 (a) (in-

tramolecular distances are not included), has a distinct maximum at 0.50 nm. The presence

of this maximum indicates that the choline and phosphate groups stay in a close, preferred

distance from one another in the membrane. For comparison, the RDFs of the phosphorus

atom pairs and nitrogen atom pairs are also represented in Figure 4.27 (b) and (c), respec-

tively. These functions exhibit broader peaks at longer distances (0.62 and 0.82 nm for gP � P

and gN � N , respectively). The RDF of the phosphate free oxygen atoms (Op’s) relative to a

methyl group (Me) of the choline residue, gMe � Op (Figure 4.28 (a)), presents three maxima

located at 0.34, 0.55, and 0.75 nm, which reflects the presence of three methyl groups in a

residue. The first minimum is located at 0.45 nm. The RDF of the carbonyl oxygen atoms

(Oc’s) relative to a choline methyl group, gMe � Oc (Figure 4.28 (b)), is similar to gMe � Op,

with a first maximum located at 0.33 nm and a first minimum at 0.45 nm. Since the sum

of the van der Waals radii of a phosphate or carbonyl oxygen and a choline methyl group is

equal to 0.34 nm, the Op-Me and Oc-Me pairs that contribute to the peak at 0.33-0.34 nm

in the RDFs must be strongly interacting with each other, forming thus very stable charge

pairs. Figure 4.28 (c) compares the RDFs of the carbonyl oxygen atoms Oc1 and Oc2 rel-

ative to a choline methyl group. The two first peaks in gMe � Oc2 are more pronounced than

those in gMe � Oc1: charge pair interactions between the choline methyl groups and Oc2 occur

thus with a higher probability and tend to be stronger than Me-Oc1 pair interactions. The

RDFs of the phosphate and carbonyl oxygen atoms relative to a choline methyl group are

very similar to that of the water oxygen atoms (OW’s) relative to Me (see Figure 4.28 (d)),

especially in the position of the first peak and the first minimum. The fact that the interaction
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spheres around Me coincide for Op’s/Oc’s and OW’s means there is a permanent competition

between headgroup-headgroup and headgroup-water charge pair associations. Examples of

Me-Op and Me-Oc charge pairs are given in Figure 4.29. The number of DPPC molecules

linked via charge pairs represents about 90% of all molecules in the membrane.
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Figure 4.27: (a): RDF of the phosphorus atoms around the nitrogen atom. (b): RDF of
the phosphorus atom pairs. (c): RDF of the nitrogen atom pairs.
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Figure 4.28: RDFs around a choline methyl group (Me) of : (a): the phosphate free
oxygens (Op’s); (b): the carbonyl oxygens (Oc’s); (c): the carbonyl oxy-
gens Oc1 and Oc2; (d): the water oxygens (OW’s).
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Figure 4.29: Representations of charge pairs between the DPPC headgroups. (a): Me-
Op triple pair. (b): Me-Oc double pair.

Water bridges Approximately 70% of all DPPC molecules are cross-linked by either sin-

gle or multiple water bridges. These bridges do not form networks as extended as in crystal

structures, but give rise to local clusters of two to seven molecules. Representative conforma-

tions of single and double water bridges between the DPPC headgroups are shown in Figure

4.30.

Headgroup-headgroup interactions in the DPPC bilayer, both via Coulombic attraction

(charge pairs) and via water bridges, reduce the headgroup mobility and largely contribute

to the stability of the membrane in the liquid crystalline state. These interactions link about

98% of all DPPC molecules in the membrane.
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Figure 4.30: Representations of water bridges between the DPPC headgroups. (a):
Op-Oc bridge via one water molecule. (b): Op-Ope bridge via one wa-
ter molecule. (c): Ope-Oc bridge via two water molecules. (d): Op-Op
bridge via two water molecules. (e): Oc1-Op and Oc2-Op bridges, both
via one water molecule. (f): Two Oc-Op bridges, the first one via one
water molecule, the second one via two water molecules.
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4.3.4 Hydrocarbon region

4.3.4.1 Atom distributions

The time-averaged density distributions along the bilayer normal of the methylene and

methyl groups of the DPPC hydrocarbon chains are plotted in Figure 4.31. The density

distribution of water is also plotted as reference. The pronounced dip in the CH2 distribution

at the center of the bilayer shows that there is little overlap or interdigitation of the tails of

the two monolayers. Another interesting feature is the broad width of the distribution of the

CH3 groups: the lipid tails are indeed able to fold back on themselves to give a noticeable

CH3 density over a range of about 2 nm in the middle of the bilayer. Figure 4.31 also gives

the density distribution of the carbon atoms C2 located at the beginning of the chains, after

the carbonyl groups (see also Figure 4.32). The distance between the two maxima in the

C2 density profile defines the thickness of the hydrocarbon region or hydrophobic thickness

2DC, which is equal to 2.83 3 0.20 nm. X-ray experiments on DPPC vesicles at 317 K give a

value of 2.6 3 0.1 nm [136], and 2H-NMR measurements on DPPC multilamellar dispersions

at 323 K, a value of 2.84 nm [41].
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Figure 4.31: Time-averaged trans-bilayer density distribution profiles of the methylene
and methyl groups as well as the carbon atoms C2 of the DPPC hydrocar-
bon chains. The density distribution of water is also plotted as reference.
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Table 4.4 includes the mean distances between pairs of carbon atoms belonging to the

lipid chains on both sides of the bilayer. These distances stem from density distribution

profiles and can be compared with those obtained from neutron diffraction experiments per-

formed at 323 K on DPPC multilayers at a hydration level of 13.6 waters per lipid [140]. The

simulation results agree within 1.6 Å with the experimental data. The distances determined

experimentally present, however, some uncertainties, since the distance between C4 and C5

and that between C14 and C15 exceed the carbon-carbon bond length ( ? 1.5 Å) by 0.2 Å.

Table 4.4: Trans-bilayer distances (in nm) between specific carbon atoms of the DPPC
hydrocarbon chains (distances are averaged over both chains).

Carbon atoma Simulation Experiment
C4 2.44 3 0.20 2.44 3 0.30
C5 2.26 3 0.20 2.10 3 0.30
C9 1.50 3 0.20 1.62 3 0.20

C14 0.73 3 0.20 0.72 3 0.20
C15 0.43 3 0.30 0.38 3 0.20

aSee Figure 4.32 for the labeling of the carbon atoms.

Figure 4.32: Labeling of the carbon atoms of the DPPC hydrocarbon chains.
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4.3.4.2 Trans-gauche isomerization

The origin of the dynamic properties of lipid bilayers stems, for the most part, from rotations

about the C–C single bonds in the lipid chains. The dihedral (or torsion) angles of hydro-

carbon chains exhibit three minima: “trans” at 180
�
, “gauche plus” at approximately -60

�
,

and “gauche minus” at approximately +60
�
. The creation of gauche isomers is energetically

unfavorable on enthalpic grounds, since the gauche conformers lie 2.1 kJ/mol per methylene

group higher in energy than the trans conformers, but is favored on entropic grounds as a

result of the increase in rotational disorder. Transitions between the trans and gauche states

are among the fastest molecular motions in lipid bilayers. This rotational isomerism provides

the basis for the membrane fluidity, being translated into rotational and translational mobility

of the lipid molecules.

In a hexadecyl chain, about 4–6 gauche conformers are predicted at room temperature.

In a lipid bilayer in the liquid crystalline state, however, the steric hindrance to rotations

about C–C bonds varies throughout the length of the acyl chain. The number of bonds about

which rotations can take place increases as one proceeds down the chain: near the interfacial

region, indeed, the chains are quite efficiently packed, whereas the bilayer interior may be

as disorganized as liquid hydrocarbons. Single gauche conformations induce large angular

deviations of the chain axis, which can lead to energetically unfavorable interactions between

the chains in a close-packed lattice. Hence, in the upper dense part of the hydrocarbon

chains, only cooperative tilting and combinations of gauche conformations that minimize

lateral displacements and preserve the lateral packing of the chains are allowed. towards the

methyl end of the chains, lateral displacements caused by single gauche conformations are

much smaller and are, therefore, allowed. Bond rotations generate, furthermore, a shortening

of the chains that tends, on average, to create more free volume towards the center of the

bilayer: this allows a greater amplitude of oscillation away from the trans conformation and

gives rise to an increased rotational isomerism in the center of the bilayer.

Experimentally, vibrational spectroscopies (infrared and Raman) can be used to probe

the physical state of the lipid bilayer and determine the occurrence of gauche dihedrals in

the acyl chains. Changes in lipid chain conformations can be monitored by the frequency

shifts of the CH2 absorption bands, which can in turn be interpreted in terms of changes

in the number of gauche isomers in the chains. Quantitatively, 3 to 5 gauche rotamers per

acyl chain are found on average for DPPC in the liquid crystalline phase [141–146]. This

is equivalent to a fraction of trans dihedrals (or “trans-fraction”) ranging from 60 to 77%.
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From the DPPC simulation, a trans-fraction of 76.6 3 1.1% is calculated, which corresponds

to the upper limit of the experimental range. Figure 4.33 gives the probabilities of gauche

defects as a function of the dihedral position, separately for the chains sn-1 and sn-2. The

probability of gauche defects along the chain sn-2 is almost constant, with a continuous

increase towards the methyl end, whereas large fluctuations are observed in the chain sn-

1, especially in the upper part where low probability values alternate with high values for

consecutive dihedrals. A different behavior of the chains sn-1 and sn-2 was also observed

by Smondyrev and Berkowitz [147]. They attributed this difference to a different orientation

of the ester groups at the beginning of the chains. The plane of the ester group of the chain

sn-2 has a tendency to orient parallel to the surface of the bilayer, while that of the chain sn-1

orients parallel to the bilayer normal. The different positioning of the ester groups relative

to the surface of the membrane in sn-1 and sn-2 would have an influence on the rotational

behavior of each chain. A greater conformational freedom, reflected by a higher probability

of gauche defects, is for instance registered at the beginning of sn-2 compared to sn-1.
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Figure 4.33: Probability of gauche defects as a function of the dihedral position for the
chains sn-1 and sn-2 of DPPC.

Rotational isomerism occurring in the hydrocarbon chains plays a decisive role in deter-

mining the properties of the DPPC bilayer in the liquid crystalline phase. The cooperative
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interaction of these chain rotations gives rise to the characteristic dynamic properties of the

fluid bilayer, while the equilibrium population of gauche rotamers conditions its structural

and thermodynamic properties.

4.3.4.3 Hydrocarbon chain order parameters

The average orientation of the lipid hydrocarbon chains with respect to the bilayer normal

can be characterized by order parameters. Experimentally, 2H-NMR yields, by far, the most

detailed picture of the conformational state of the chains. Deuterium is substituted for hy-

drogen at specific positions along the acyl chains: the substitution of hydrogen by deuterium

atoms is considered non-perturbing and causes no change in the structure. The correspond-

ing deuterium quadrupole splitting ∆νQ (i.e. the distance between the resonant absorption

peaks) provides information on the orientation of the C–D bond with regard to the magnetic

field of the NMR spectrometer. The quadrupole splitting is indeed related to the so-called

deuterium order parameter SCD by the following equation:

∆νQ 	 3
4

 e2qQ

h

 SCD (4.11)

where e2qQ � h represents the quadrupole coupling constant of the C–D bond and is equal to

approximately 170 kHz in the case of aliphatic chains. The deuterium order parameter gives

a measure of the motional anisotropy of the particular C–D bond investigated:

SCD 	 1
2 @ 3cos2 θ � 1 A (4.12)

θ is the instantaneous angle between the C–D bond and the direction of the bilayer normal,

i.e. the z-axis (see Figure 4.34 for clarity), and the brackets denote an averaging over time and

over all the lipid molecules. Only the absolute value of SCD can be determined from Equation

4.11. It is however assumed that SCD is negative, since the average orientation of the C–D

bond is essentially perpendicular to the bilayer normal. Extreme cases of the order parameter

are � SCD 	 0 " 5 if the chains are fixed in an all-trans conformation and are aligned along the

bilayer normal, exhibiting rotation only around the long molecular axis (ordered state), and� SCD 	 0 if the chains do not show any preferred orientation and undergo isotropic rotation

(complete disorder).
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Figure 4.34: Definition of the angle θ between the molecular vector <B=CD and the bilayer
normal <= z .

The formal definition of the order parameter tensor S is given by:

Si j 	 1
2 @ 3cosθiθ j � δi j A (4.13)

where θi (with i CED x . y . z F ) is the angle between the ith molecular axis and the bilayer normal,

and δi j is the Kronecker delta (δi j 	 0 if i G	 j and δi j 	 1 if i 	 j). For the carbon atom Cn

of a methylene group, the molecular axes are defined as follows: x is along the H–H vector,

y along the bisector of the H–Cn–H angle, and z along the vector from Cn-1 to Cn+1. In a

simulation, the “deuterium” order parameter for the carbon Cn can be calculated from the

diagonal elements of the tensor S using the equation:

Sn
CD 	 2

3
Sn

xx � 1
3

Sn
yy (4.14)

When an all-atom force field is employed, Sn
CD can be evaluated directly and compared to the

experimental deuterium order parameter derived from the quadrupole splitting. In the present

simulation, non-polar hydrogens are not explicitly treated, so that their positions have to be

reconstructed from the coordinates of the carbons along the acyl chains, assuming an ideal

geometry of the C–H bond.
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The order parameters SCD provide a quantitative measure of the degree of order along

the lipid hydrocarbon chains. They are related to the tilt angle of the chain and to the trans-

gauche distribution of the dihedrals along the chains, but the relation is not direct. They

are readily available from simulations and can be compared with the experimental order pa-

rameters, which are among the most accurately determined experimental properties. The

deuterium order parameters along the DPPC hydrocarbon chains have been computed from

the simulation and compared with experimental data [41,146,148]. Figure 4.35 (a) gives the

order parameters averaged over both chains, Figure 4.35 (b) those for the chain sn-2. The

overall form of the order parameter profiles is reproduced extremely well. The order param-

eters for the methylene segments C3-C8 decrease only slowly with chain position: this is

conventionally referred to as the order parameter plateau. The plateau region is followed by

a significant decrease in magnitude of the order parameter values towards the chain termi-

nal methyl groups. The order gradient reflects a progressive loss of the regularity in chain

packing from the interface towards the bilayer center. The plateau in the order profile is as-

sociated with the tethering of the acyl chains to the interface: the intermolecular restrictions

on chain packing in this region leads to relatively high order parameter values ( � SCD � 0 " 2).

Beyond the plateau region, the methylene segments are substantially more disordered to fill

in the free volume that would otherwise be present due to the chain terminations: the methy-

lene segments exhibit an almost isotropic behavior towards the chain extremities with order

parameters approaching 0. The SCD profiles determined separately for the chains sn-1 and

sn-2 are plotted in Figure 4.36. The two tails exhibit slightly different behavior: in the upper

part of the chain, sn-1 is more ordered than sn-2, while the situation is reversed from the

carbon C8 to the chain end. A similar behavior has been observed in a simulation of a DPPC

bilayer performed by Smondyrev and Berkowitz [147].

The deuterium order parameters reflect thus the average orientation of the lipid hydro-

carbon tails with respect to the bilayer normal and measure the ordering degree along the

tails. They are characteristic of the physical state of the membrane and are very sensitive to

physicochemical conditions such as temperature or hydration level. They say however little

about the dynamics of the system or the range of motion. Disorder is indeed a static property

and implies nothing about motion (one can have, for instance, a highly disordered structure,

like window-glass, which displays little motion). The order parameters obtained from 2H-

NMR underline the increasing disorder of the lipid chains from the interface towards the

bilayer interior. NMR relaxation data, for example, show that molecular motions are also

maximized at the bilayer center.
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Figure 4.35: Deuterium order parameters for the hydrocarbon chains of DPPC as a
function of the carbon atom number. (a): Comparison of the SCD values
averaged over both chains from the simulation with the experimental data
of Seelig et al. [148] and of Petrache et al. [41]. (b): Comparison of the
SCD values for the chain sn-2 from the simulation with the experimental
data of Douliez et al. [146] and of Petrache et al. [41].
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Figure 4.36: Deuterium order parameters obtained from the simulation for the chains
sn-1 and sn-2 of DPPC.

4.3.5 Electron density distribution

The distribution of the electron density along the bilayer normal can be easily computed from

the MD trajectory: since all atomic positions are known, the time-averaged z-distribution

of electrons in the system can be evaluated with good accuracy. Experimentally, electron

density profiles are usually obtained by Fourier reconstruction from bilayer form factors

extracted from X-ray scattering data. Figure 4.37 shows the overall shape of the electron

density profile: the profile computed from the simulation is in good agreement with the

experimental profile of Nagle et al. determined by X-ray diffraction for multilamellar DPPC

vesicles at 50
�
C [117]. The computed profile is symmetric, as it should be for a stable

bilayer at equilibrium. It exhibits two maxima, essentially associated with the electron dense

phosphate groups, and a minimum located in the middle of the bilayer, corresponding to the

low density of the terminal methyl groups. The distance between the two peaks, also called

“head-head spacing” XHH , provides a good measure for the location of the phosphate groups.

This distance corresponds to 3.62 nm in the computed profile, which is slightly lower than

the distance between the phosphate groups previously determined from the atom density

distribution (3.87 nm) and may be explained by the fact that the electron density maxima

also include the electron density of the ester groups. The experimentally determined peak-
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to-peak distance in the electron density profile ranges from 3.64 to 3.96 nm, depending on

how the density was calculated.
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Figure 4.37: Electron density profile across the bilayer in absolute units of electrons per
nm3. Simulation results (solid line) are compared with the experimental
data (dashed line) of Nagle et al. [117].

4.3.6 Membrane dipole potential

The membrane potential is known to have a profound influence on the structure and function

of the membrane: it is thought to play an important role in regulating not only the perme-

ation of small molecules and ions, but even more complex processes such as the insertion of

proteins or peptides and the adsorption of various membrane binding proteins. Three major

sources contribute to the existence of the membrane potential: the transmembrane potential

(or membrane voltage), the membrane surface potential, and the membrane dipole potential.

The transmembrane potential is best understood with respect to its origin and magnitude. It

is generated by ion gradients across the membrane and, hence, represents the potential dif-

ference between the aqueous phases partitioned by the membrane. It usually ranges from 10

to 100 mV with the inside aqueous compartment negative relative to the outside. The sur-

face potential arises from the presence of charged groups (e.g. lipid headgroups) anchored
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at the membrane surface but still exposed to the aqueous medium. These fixed charges at-

tract counterions from the bulk aqueous phase to the membrane surface, which leads to a

concentrating effect and to the creation of a diffusional flux of counterions away from the

membrane surface. When these fluxes are equal in magnitude, the excess concentration of

counterions and, hence, the electrical potential, decay to the bulk value over a distance of

several nanometers. This surface potential is usually much smaller than the transmembrane

potential, on the order of a few tens of millivolts [149]. Membranes also possess an internal

potential, commonly referred to as the dipole potential. This potential is much larger than

either the transmembrane or surface potentials, typically on the order of several hundred mil-

livolts [150–152]. Its origin is more subtle and less understood, and is generally attributed

to the non-random orientation of the electric dipoles in the lipid headgroups, the fatty acid

carbonyl groups, and water. Experimentally, the membrane dipole potential is rather diffi-

cult to measure. Its existence was revealed by earlier experiments which showed that the

passive permeability of lipid bilayers is orders of magnitude greater for organic anions than

for organic cations. This observation led to the conclusion that a membrane dipole potential

is responsible for the large disparity in membrane permeability of ionic species of opposite

charges. More precisely, it was supposed that the internal membrane dipole potential in the

hydrocarbon core of the bilayer must be positive relative to the water layer to explain the

discrimination against cationic species.

The dipole potential across the DPPC bilayer was determined from the simulation as

follows. The simulation box was divided into slices of 0.1 Å thickness perpendicular to

the bilayer normal and the time-averaged charge density was computed in each slice. The

dipole potential profile along the bilayer normal was estimated by integrating this charge

distribution twice using Poisson’s equation:

ψ 
 z �,� ψ 
 0 ��	$� 1
ε0 H

z

0

dz I H
z �

0

ρ � z I�I � 
 dz I�I (4.15)

where ψ 
 z � and ρ 
 z � are the time-averaged dipole potential and charge density as a function

of z, respectively, and ε0 is the vacuum permittivity. The origin of the z-axis was fixed in the

middle of the water layer, where the potential was chosen to be zero. The resulting mem-

brane dipole potential is plotted in Figure 4.38 (a). The magnitude and overall shape of the

potential profile are similar to those reported in previous simulations [94, 153]. A positive

potential of about 640 3 100 mV with respect to the water layer is found in the bilayer inte-

rior. The phosphatidylcholine headgroups have a large dipole moment. They tend to orient
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their dipoles parallel to the bilayer surface for energetic reasons, but a completely parallel

orientation is prevented for steric reasons: the free energy compromise results in a distribu-

tion of orientations averaging around a 20
�

tilt with respect to the bilayer surface (see Section

4.3.3.3, page 105). The average resulting z-component of the dipole generates a substantial

dipole potential through the interfacial region which tends to make the inside of the bilayer

negative. This dipole potential leads, in turn, to an ordering of adjacent water molecules.

The observed water ordering is also caused by the steric constraints imposed by the opti-

mization of hydrogen bonding between the water molecules intercalated between the lipid

headgroups (see Section 4.3.3.2, page 101). In the interfacial region, the water molecules

orient their dipoles preferentially towards the hydrocarbon region, in the direction opposite

to that of the headgroup dipole, which tends to make the membrane interior positive relative

to the water layer. In order to assess the contribution of the DPPC and water molecules to the

total dipole potential, this one was split into components caused by both types of molecules

(see Figure 4.38 (b)). The membrane dipole potential is due to a relatively small difference

between two much larger and oppositely directed potentials, one produced by the orienta-

tion of the water dipoles and the other by the orientation of the headgroup dipoles. The net

potential is positive because the net water polarization is larger in magnitude than the net

phospholipid polarization. The overbalancing contribution of water to the dipole potential

can be explained by the slowness of the motion of the phospholipid headgroups compared to

the motion of the water molecules. The electrostatic potential of the headgroups fluctuates on

the time scale of several nanoseconds. In response to these fluctuations, the water molecules

reorient themselves and compensate for the fluctuating field. Since the reorientation of the

water molecules happens on a much faster time scale, the contribution of the headgroups to

the potential is overall overcompensated by that of water.

In addition to the net dipole potential, in which the hydrocarbon region is positive relative

to the water phase, there is a positive potential peak in the interfacial region, at the position

of the ester groups. The presence of this peak may play a role in the mechanism for the

positive-inside rule of membrane protein folding [154]. This rule refers to the fact that pos-

itively charged amino-acids are disproportionately found in intracellular loops of membrane

proteins, suggesting that it is particularly difficult for positive residues to cross the interface

between the cytoplasm and the membrane interior.
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Figure 4.38: Dipole potential across the DPPC bilayer. The position z J 0 nm corre-
sponds to the middle of the water layer and is taken as the zero of the
potential. (a): Total potential. (b): Separate contributions due to DPPC
and water.

4.3.7 Lipid mobility and lateral diffusion

The details of the dynamics of the lipid molecules are particularly important for determining

the passive transport of small molecules across the membrane. Dynamic properties include

trans-gauche isomerizations, dynamical fluctuations within the lipid moiety (rotation, reori-

entation, and relaxation), and lateral diffusion within the plane of the membrane.

To better understand the dynamics of the DPPC lipids, the motion of a single DPPC

molecule within the bilayer was followed on different time scales (see Figure 4.39). On the

250 ps time scale, the only significant motions are rotation of the choline moiety and trans-

gauche isomerizations in the lower part of the acyl chains. The glycerol backbone remains

very stiff and the upper part of the acyl chains does not change its orientation. On the 1 ns

time scale, the DPPC molecule exhibits a slight increase in the amplitude of motion, with a

loosening of the glycerol backbone and additional rotations about the C–C bonds in the lipid

tails. However, the headgroup has not moved very much and is still oriented in roughly the

same direction. On the 10 ns time scale, the DPPC molecule starts to diffuse laterally and

the headgroup undergoes significant rotation. The lipid tails show now a large amplitude of

motion. On the 100 ns time scale, the DPPC molecule as a whole experiences additional

rotational and translational motion. On this time scale only, the diffusional behavior of the

lipids within the plane of the membrane can be really investigated. This is the main reason

why the simulation was extended up to 150 ns.
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Figure 4.39: Four sets of ten evenly spaced configurations of a single DPPC molecule
taken from the MD simulation of the DPPC membrane, spanning 250 ps
(a), 1 ns (b), 10 ns (c), and 100 ns (d).
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Although diffusion in lipid membranes has been studied for at least 40 years, the mecha-

nism for lateral diffusion is still neither well characterized nor completely understood. Diffu-

sion probably occurs by a combination of liquid-like 2D-diffusion and cage hopping between

locally confined regions in the liquid crystalline lattice of the membrane, according to which

a lipid “rattles” in a cage formed by its neighbors until a defect appears and it can jump

to the next cage [155]. The lateral diffusion coefficient Dlat of the DPPC molecules within

the membrane plane can be obtained from the slope of the lateral mean square displacement

(MSD) versus time:

Dlat 	 lim
t K ∞

1
4

d
dt L*M r 
 t � t0 �N� r 
 t0 �PO 2 Q

t0
(4.16)

where r represents the center-of-mass (COM) positions. The MDSs were calculated for the

COM of each DPPC molecule and averaged over time and over all the lipid molecules. r

represents the COM positions. To improve statistics, the time origin t0 was shifted every 25

ps. Before calculating MSDs, two corrections were introduced into the lipid coordinates.

Although the COM of the whole system is reset after each step, both lipid layers can acquire

some drift velocity and develop an opposite COM motion while the total COM motion for

the system is still zero. The random relative motions of the two layers [156] give rise to

an apparent supradiffusivity which is purely artificial and needs to be removed. For this

reason, the DPPC coordinates were corrected by subtracting these monolayer COM motions.

Because of the large box fluctuations observed in the x,y-plane with the anisotropic pressure

coupling, the lipid coordinates were first calculated as fraction of the box dimensions and

the MSD values were finally corrected for the average box dimensions. It turned out that

this second correction did not introduce significant changes into the calculated diffusion

coefficients, proving that the box anisotropy is not alarming. The lateral MSDs have been

calculated over 62.5 ns, using data between 25 and 150 ns (see Figure 4.40 (a)). A linear

regression of the MSD curve between 2.5 and 62.5 ns gives a lateral diffusion coefficient of

9 � 10 � 8 cm2/s, which is in good agreement with the coefficient of 12 � 10 � 8 cm2/s reported

by Lindahl and Edholm from a 100 ns DPPC simulation [156]. Experimentally, Sheats and

McConnell, using a spin-label technique, measured a lateral diffusion coefficient ranging

from 9 " 9 to 12 � 10 � 8 cm2/s in planar DPPC multilayers at about 48
�
C [157]. Kuo and Wade

determined the lateral diffusion coefficient of DPPC in multilayers by pulsed NMR at various

temperatures and hydration levels. Interpolation of their data at 323 K for 40 wt % water

results in a coefficient of about 9 " 5 � 10 � 8 cm2/s [158]. Orädd and co-workers, also using

pulsed NMR, found a lateral diffusion coefficient of about 28 � 10 � 8 cm2/s for DMPC at 323
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K using an Arrhenius temperature dependence with an activation energy of 49 kJ/mol [159].

Pace and Chan predicted a coefficient of about 15 � 10 � 8 cm2/s from a jump-diffusion model

for two- chains lipids at 323 K for a probability of jump success of 50% [160]. The type of

diffusion regime reached in the simulation has also been investigated. Three regimes can be

distinguished (see Figure 4.41). In a truly diffusive regime (Einstein diffusion), the lateral

MSD is proportional to the time t (MSD ? t), so that the slope Sl of ln 
 MSD � versus ln 
 t �
is equal to 1. This is a prerequisite to obtain a time-independent diffusion coefficient. In

a subdiffusive regime, the MSD is proportional to t1 � n (MSD ? t1 � n with n R 1), so that Sl

is equal to 1 � n and thus inferior to 1. For instance, if the lipid molecules are completely

trapped, Sl is close to 0. For lipids diffusing around obstacles (i.e. neighboring lipids), Sl

lies between 0 and 1. In a supradiffusive regime, the MSD is proportional to tn (MSD ? tn),

so that Sl is equal to n and superior to 1. For instance, over very short times, on the order of

picoseconds, the displacement itself is linear with time and MSD ? t2, which corresponds

to Sl 	 2. A supradiffusive motion can also be found if the whole monolayer acquires a net

velocity in a certain direction (the correction described previously on the DPPC coordinates

was applied to avoid such phenomena). The time-dependent slope Sl of the curve ln 
 MSD �
vs ln 
 t � has been estimated using a centered different quotient approximation and is plotted

in Figure 4.40 (b). Only after about 10 ns, the slope fluctuates around 1, which means that

the truly diffusive regime is finally reached.
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Figure 4.40: (a): Center-of-mass mean square displacement of the DPPC molecules
versus time (black curve) and linear regression from 2.5 to 62.5 ns (red
line). (b): Time-dependent slope of the curve ln S MSD T vs ln S t T . The red
curve represents a running average.
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Figure 4.41: Types of diffusion regime. (a): Truly diffusive regime. (b): Subdiffusive
regime. (c): Supradiffusive regime.

4.3.8 Summary

The main quantitative results obtained from the simulation of the DPPC membrane are listed

in Table 4.5: the area per lipid (A), the volume per lipid (VL), the density of the DPPC/water

system (ρ), the bilayer repeat spacing (D), the hydrophobic thickness (2DC), the distance

between the phosphate groups on both sides of the bilayer (PO4–PO4), the average hydrocar-

bon chain order parameter found in the plateau region from the carbons C3 to C8 (S plateau
CD :

average value over both chains), the fraction of trans dihedrals in the hydrocarbon chains

(trans-fraction), and the lateral diffusion coefficient of the DPPC molecules (Dlat). A satis-

fying agreement with experimental data is found for all these parameters.

Table 4.5: Comparison of the results from the simulation of the DPPC membrane with
experimental data.

323 K Simulation Experiment
A (nm2) 0.635 0.633a / 0.640b

VL (nm3) 1.219 1.232c

ρ (g/cm3) 0.977 0.991d

D (nm) 6.74 6.72e

2DC (nm) 2.83 2.84a

PO4–PO4 (nm) 3.87 3.6–3.8 f

Splateau
CD (C3–C8) 0.218 0.198a / 0.202g

trans-fraction (%) 76.6 60–77h

Dlat (10 � 8 cm2/s) 9 ? 10i

aSee reference [41]. bSee reference [42]. cSee reference [134]. dSee reference [161]. eSee reference [117].
f See reference [136]. gSee reference [148]. hSee references [141–146]. iSee references [157–160].
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4.4 Discussion

The most important result from the simulation of the DPPC membrane is that a phospholipid

membrane is a very stratified and heterogeneous structure. Structural and dynamic studies

of lipid bilayers which consider the membrane as a whole and only focus on “global” mem-

brane properties fail into giving a realistic picture of the complex lipid/water system. The

simulated DPPC/water bilayer differs indeed considerably from a two-phase alkane/water

system. Instead of sharp interfaces, very diffuse interfaces between the PC headgroups and

water are observed. The interfacial region (including both interfaces) represents about 40%

of the whole membrane, so that the term of interphase would be actually more appropriate

than interface to designate this broad region. The interphase is a polar, multicomponent re-

gion where specific headgroup-headgroup and headgroup-water interactions take place. The

hydrocarbon interior of the membrane also shows an inhomogeneous and anisotropic char-

acter and cannot be compared to a bulk liquid alkane phase. The density and disorder degree

vary significantly along the DPPC acyl chains: the density decreases towards the middle

of the bilayer, while the chain disorder increases towards the terminal methyl groups. The

bilayer is indeed a highly cooperative system. An acyl chain cannot change its direction

without any compensating changes in the neighboring chains. Hence, groups of adjacent

chain segments must move in a cooperative manner. Deviations in chain segment direction

from the bilayer normal accumulate as one proceeds from the bilayer surface to the interior,

so that the disorder is maximal at the center of the bilayer.

A robust framework to discuss the overall structure of the simulated DPPC bilayer is the

model proposed by Marrink and Berendsen [135]. This model takes into account the stratifi-

cation and the heterogeneous character of the lipid/water system and splits up the membrane

into four distinct regions, each of them having its own characteristics. The location and ex-

tent of the four regions can be visualized in Figure 4.42, from the density distribution profile

of the DPPC/water system along the bilayer normal, or in Figure 4.43, from a transversal

section of the DPPC membrane. In this model, the exact location of the boundaries is not

so important and may vary between different phospholipid membranes, but the characteriza-

tion of four regions with specific features is essential to understand the complex properties

of lipid membranes as well as their barrier functions. The characteristics of each region are

described below. Note that the present definition of the regions 1 and 2 slightly differs from

that reported by Marrink and Berendsen.
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Region 1: perturbed water phase The first region starts at the point where the water

molecules begin to be perturbed by the vicinity of the lipid headgroups, and goes to the point

where the water density decreases to 90% of its maximal value. This region can be quite

extensive, since the water molecules can feel the presence of the lipids over large distances.

In the model of Marrink and Berendsen, region 1 ends where the water and DPPC densities

are comparable and thus includes a part of the water/DPPC interface. In the present DPPC

model, region 1 is 0.88 nm broad. The DPPC headgroups protrude into this region and sub-

stantially affect the water properties: the water molecules show an increasing orientational

profile and a slowdown of their movement from the bulk water phase towards the interface.

The protruding headgroups (especially the choline moieties) are particularly mobile in this

region and exhibit large hydration shells.

This region is important for the understanding of membrane-membrane interactions. The

strong repulsive hydration force between membranes [42], for instance, originates from the

water ordering in this part of the membrane. This region is also involved in the initial step of

membrane fusion processes and in membrane-protein binding.

Region 2: interphase Within this region, the water density drops from 90% to 10% of

its maximal value over a distance of about 1.24 nm, whereas the DPPC headgroup density

reaches it maximum. In this region, which constitutes the most polar part of the membrane,

DPPC headgroups and water molecules are strongly organized. This organization is not only

found along the bilayer normal, where the water molecules are polarized to counteract the

effect of the headgroup dipoles, but also in the plane of the membrane, where the headgroups

form a network of interacting moieties to optimize the electrostatic interactions via charge

pairs. In this network, water molecules strongly interact with the headgroups and even form

bridges among them. Bulk-like water is no longer present in this part of the membrane.

This region has the highest density of the membrane and is extremely complex owing to its

strong heterogeneity: it is populated by water, choline, phosphate, ester groups, and a part

of the upper tail methylene groups. Wiener and White have called it “a region of tumultuous

chemical heterogeneity” [162].

This region plays an important role in the polymorphic behavior of the lipids. The

headgroup-headgroup and headgroup-water interactions strongly influence the surface ten-

sion and surface curvature of the membrane, which condition the phase transitions and phase

separations. A solute entering this region will find tight quarters, slow diffusion rates, polar

interactions, and many opportunities to form hydrogen bonds. The large, bulky headgroups
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limit the volume available to solute molecules and, hence, present an entropic barrier to

permeation.

Region 3: soft polymer phase The third region ( ? 0 " 86 nm broad) starts just after the

DPPC carbonyl groups (which is the limit for the penetration of water into the bilayer) and

ends at the point where the density of the DPPC hydrocarbon chains has dropped to that of

liquid hexadecane ( ? 0 " 75 g/cm3 at 323 K [163]). The density and properties of this region

are similar to those of a soft polymer. The density is still high: the hydrocarbon chains

are relatively well ordered and closely packed, leaving little free volume. The chain order

parameters are here at their plateau values.

Due to its high density and its hydrophobic character, this region constitutes the main

barrier to the permeation of solutes through the membrane, especially in the case of polar

solutes. The solute will experience some constriction due to the order and packing of the

hydrocarbon chains.

Region 4: liquid alkane phase The middle and remaining part of the bilayer constitutes

the fourth region ( ? 0 " 84 nm broad). This region has the lowest density of the membrane

and hence, exhibits the highest fraction of free volume. At the center of the bilayer, the tail

density is comparable to that of liquid pentane. The tails are very disordered, with order

parameters close to zero, and exhibit an almost isotropic behavior.

The hydrophobic environment and the presence of large free volume pockets in this re-

gion allow for the accommodation of relatively large apolar molecules. Closer to the bilayer

center, owing to the increased free volume, a solute will experience a wider range of orien-

tations. The increased rate of movement of the hydrocarbon chains will break up and move

the voids, allowing more frequent jumps by small solutes.

According to the above description, lipid bilayers have thus a structure very different from

that of bulk organic fluids. Lipid bilayers might be considered as a continuous interface in

that their properties vary continuously from the bulk water through the ordered water layer,

the headgroup region, the upper hydrocarbon chains, and the bilayer center. Understanding

this makes it easier to rationalize the problems related to the prediction of permeation rates

across membranes.
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Figure 4.42: Trans-bilayer density distribution profiles of the whole system, DPPC, and
water. The vertical dashed lines delimit the different regions of the mem-
brane.
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Figure 4.43: Transversal section of the simulated DPPC membrane. The nitrogen
(blue), phosphorus (orange), and carbonyl oxygen (red) atoms of DPPC
are emphasized (space-filling format). The vertical solid lines delimit the
different regions of the membrane.
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4.5 Conclusion

The results obtained in the present MD study suggest that the simulated DPPC membrane

patch is well equilibrated, stable over a long period of time, and shows good agreement with

experimental observations in many respects. This close agreement with experiments justi-

fies the use of the obtained membrane model as starting structure for extended simulations

incorporating solute molecules into the membrane and investigating their interactions with

the lipid environment as well as their permeation through the membrane (see Chapter 5).

In particular, the MD simulation of the DPPC/water system yields a very insightful pic-

ture of the static arrangement and the dynamic properties of a phospholipid membrane on

the atomic level. It must be underlined that membrane structure is different in many as-

pects from protein structure. In a protein, the position of a particular atom may fluctuate

no more than tenths of an angstrom to a couple of angstroms during the entire lifetime of

the molecule. In a fluid membrane, however, individual atoms commonly migrate very long

distances. Hence, by contrast to protein structure, a fluid membrane structure is a set of sta-

tistical distributions for how different atom types and molecular groups dispose themselves

relative to each other, averaged over time [115]. Contrary to common belief, phospholipid

bilayers are highly structured fluids, both transversely and laterally. They can be divided into

four distinct regions, each having its own specificities [135]. This type of organization is of

particular importance for membrane function. A good understanding and appreciation of the

subtleties of membrane structure are essential for the study of various membrane processes

such as permeation processes.



Chapter 5

Solute permeation across a phospholipid
bilayer

5.1 Introduction

Although the transport of many nutrients, waste products, and ions is facilitated by special-

ized molecules in the membrane, the most fundamental mechanism for translocating small

molecules across membranes is unassisted transport (i.e. passive diffusion). Water, oxy-

gen, carbon dioxide, most drugs, and some toxins are among the species transported via

this mechanism. The absorption of orally administrated drugs is largely determined by their

ability to cross the mucosa of the gastrointestinal tract: unless they are analogs of physiolog-

ical molecules, they are absorbed across the gastrointestinal mucosa by a passive diffusion

mechanism. In drug research, around one third of development candidates is lost due to

inappropriate pharmacokinetic properties. To increase the quality of potential drug com-

pounds, methods are required in early drug discovery to dissect key factors influencing drug

absorption. Despite extensive experimental research, the process, energetics, and kinetics of

drug permeation is still not well understood, and the prediction of permeation rates, a quan-

tity intensively desired by the pharmaceutical community, remains a very challenging area.

A number of molecular properties influencing passive absorption of drugs has been identi-

fied and includes octanol/water or alkane/water partition and distribution coefficients (logP

and logD coefficients), ionization state (pKa), hydrogen-bonding capability, and molecular

size. Although these parameters prove to be useful to predict passive absorption, their im-

pact in early drug discovery is limited due to the amount of material, manpower, and time

137



138 CHAPTER 5. SOLUTE PERMEATION ACROSS A PHOSPHOLIPID BILAYER

needed to collect these data. Furthermore, semi-empirical relations linking octanol/water

or alkane/water logP/D values to absorption rates, although successful in many cases, of-

ten collapse when non-congeneric structures are analyzed. The anisotropic structure of lipid

membranes, in contrast to bulk phase solvents with invariant properties throughout, has in-

deed very different physical and chemical characteristics as a function of the position along

the bilayer normal axis that affect drug-lipid interactions. Drug molecules exploit these local

differences within the membrane to achieve an energetically favorable location, orientation,

and conformation.

The MD technique can apprehend the subtle balance of solute-lipid interactions when the

solute molecule is transferred from the aqueous environment to the hydrophobic core of the

membrane and reveal the detailed motions of the solute within the membrane. Solute per-

meation across a lipid bilayer is thus an interesting topic for study with MD. Experimentally,

the permeability coefficients measured for small penetrants in phospholipid bilayers vary by

several orders of magnitude, ranging roughly from 101 cm/s for penetrants like hexanoic

acid [164], toluic or naphthoic acid [40], to 10 � 10–10 � 11 cm/s for fructose or glucose [165].

These permeation rates are too slow on the time scale available to the MD technique, which

limits simulations to several tens of nanoseconds at most. This means that, within the time

scale of MD simulations, the permeation of solute molecules through a lipid bilayer cannot

be observed directly, so that special techniques have to be used to simulate the permeation

process and estimate the permeation rate. Standard procedures consist either in dragging the

penetrant into the membrane or in immobilizing it at various depths within the membrane by

applying some constraints.

In this chapter, permeation studies through the DPPC bilayer model developed in Chapter

4 are presented. The permeation process of a sugar molecule (methylglucose), a polyalco-

hol (mannitol) as well as a drug-like molecule (salicylic acid) has been investigated. As a

first step, equilibrium MD simulations have been performed to examine the partitioning of

these solutes into the membrane in a qualitative way. As a second step, series of exten-

sive non-equilibrium MD simulations have been undertaken to quantify the energy barrier to

be overcome by the solutes for their translocation from the water phase into the membrane

interior (transfer free energy) as well as the rate by which they diffuse through the mem-

brane (diffusion coefficient). Both quantities – transfer free energy and diffusion coefficient

– should enable one to determine the permeability coefficient of the solute in the membrane

and to compare it with available experimental data.
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5.2 Theory

5.2.1 Permeation models

Two alternative models are commonly used to describe the molecular mechanisms of solute

permeation through lipid membranes. One is referred as the solubility-diffusion model, in

which the solute has to partition into and diffuse through the membrane. The other model,

the defect model, involves the occurrence of transient pore-like defects such as water pores

in the lipid bilayer which allow ions and small polar molecules to bypass the partitioning

energy barrier.

5.2.1.1 Homogeneous solubility-diffusion model

The most generally accepted model to describe the permeation of small neutral permeants

across lipid bilayer membranes is the homogeneous solubility-diffusion model [166–168],

which was originally applied by Overton [13] to permeation across cell membranes. This

model depicts the bilayer membrane as a thin static slab of bulk organic solvent, representing

the permeation barrier and separating two aqueous phases. The bilayer is considered to be

isotropic and homogeneous, and the water/membrane interface is treated as a sharp boundary

between the two phases. The permeation process is described in three steps: the permeating

molecule has first to partition into the membrane, then to diffuse through the membrane in-

terior, and finally to dissolve again into the second aqueous phase. In this model, permeation

through the membrane is assumed to be the rate-limiting step in the transport process and

interfacial barriers for membrane entry or exit are neglected.

Thus, the permeation resistance R, which is equivalent to the inverse of the permeability

coefficient P, can be expressed as follows:

R 	 1
P
	 db

Kb � w 
 Db
(5.1)

The permeation resistance is proportional to the bilayer thickness of the barrier db (which

does not include the two interfaces and is assumed to be constant), and inversely propor-

tional to the partition and diffusion coefficients of the permeant in the barrier, Kb � w and Db,

respectively. In practice, Kb � w is associated to the partition coefficient of the permeant be-

tween water and a bulk organic solvent resembling the membrane interior, such as octanol,
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olive oil, or a liquid hydrocarbon like decane or hexadecane, and Db is approximated by the

diffusion coefficient of the permeant in a bulk hydrocarbon solvent.

The solubility-diffusion theory as typically employed (i.e. Equation 5.1) suffers from

several weaknesses. It is quite obvious, both from experiment and simulation, that the mem-

brane exhibits a structure that would not be expected at an interface between an organic

solvent and water. The rough features of a lipid bilayer are clear: the polar headgroups of the

lipids interface with water and the hydrocarbon interior. However, as shown in Chapter 4,

the structure of a bilayer has a much finer detail than this: a bilayer is a very heterogeneous

construct, with distinct regions that may have very different affinities for a solute. Experi-

mental and theoretical analyses clearly show that solute partitioning into bilayers differs in

many respects from that into bulk solvents. Specifically, the solute partition coefficients into

bilayers exhibit a strong dependence on the local lipid microstructure, a feature that cannot

be accounted for based on partition coefficients in bulk fluids. Neglecting in the perme-

ation process the role of the water/membrane interfaces, which represent about 40% of the

total membrane phase, is a particularly crude approximation that often leads to erroneous

estimations of permeation rates. Alkane/water partitioning systems, for instance, can only

model the hydrophobic contribution of solute-membrane interactions, whereas the interac-

tions between the solute and the polar lipid headgroups are not taken into account. Finally,

the diffusion process within the membrane is not homogeneous. The lipid chains are more

ordered near the water/lipid interface and become progressively less ordered as the bilayer

center is approached. However, even in the center, the order parameters do not suggest the

complete disorder expected in fluid hydrocarbons.

To conclude, the oversimplifications made in this homogeneous model fail to take into

account the diverse and complex properties of real membranes, so that the permeation mech-

anism cannot be properly described by this approach.

5.2.1.2 Inhomogeneous solubility-diffusion model

Considering the limitations of the homogeneous solubility-diffusion model to predict the

permeation rates of solutes in lipid membranes, Marrink and Berendsen derived an inhomo-

geneous solubility-diffusion model [135]. In this model, the diffuse interfaces between the

lipid headgroups and water are included in the description of the permeation process, and

the anisotropic and inhomogeneous character of the membrane interior is now taken into

consideration.
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For a structurally heterogeneous membrane, both the partition and diffusion coefficients

of the solute and, hence, its permeability coefficient exhibit spatial variations within the

membrane. Equation 5.1 can be thus generalized to express the overall membrane resistance

R as the integral over the local resistances across the membrane and to relate it to spatially-

dependent solute partition and diffusion coefficients:

R 	 1
P
	 H

d

0

R 
 z �,
 dz 	 H
d

0

dz
Kz � w 
 z �N
 D 
 z � (5.2)

Kz � w and Dz are the depth-dependent partition coefficient of the solute between water and

the membrane and the solute diffusion coefficient within the membrane, respectively, at a

position z along the bilayer normal. d is now the entire membrane thickness, including the

water/membrane interfaces. The critical parameter in Equation 5.2 is the partition coefficient

Kz � w which does not only reflect the solute distribution between the aqueous phase and the

membrane, but also all possible molecular interactions between the solute and both environ-

ments. Kz � w can be calculated from the Gibbs free energy ∆G required to transfer the solute

from the aqueous to the hydrophobic phase as follows:

Kz � w 
 z ��	 exp 
 � ∆G 
 z �U� RcT � (5.3)

where Rc is the ideal gas constant and T , the temperature. In essence, water/membrane

partitioning cannot be predicted reliably and accurately without the ability to determine the

associated free energy changes. Thus, the permeation resistance can be also expressed in

terms of free energy:

R 	 1
P
	 H

d

0

exp 
 ∆G 
 z �U� RcT �
D 
 z � 
 dz (5.4)

Permeability is therefore a rate process that contains contributions from both an equi-

librium (partitioning) and a non-equilibrium (transverse diffusion) step. Partitioning into the

membrane can be well described by the free energy profile across the membrane, i.e. the free

energy barrier to be overcome by the solute to permeate through the membrane. The chal-

lenge is thus to determine the free energy barrier as well as the local diffusion coefficient of

the solute in the membrane. The permeability coefficient can be then obtained by numerical

integration of Equation 5.4.
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5.2.1.3 Defect model

The formation of transient aqueous pores produced by thermal fluctuation within the mem-

brane has been shown to contribute to the permeability of the bilayer to ions, water, and

small neutral molecules [169, 170]. As is known, the bilayer membrane represents a two-

dimensional liquid crystal with a rather high lateral mobility of the lipid components; the

large fluctuations in the bilayer structure may give rise to transient defects. Two types of

through-going pores, namely, with hydrophilic or hydrophobic lateral surface (see Figure

5.1), can be distinguished [171]. During the formation of a transient hydrophobic defect, the

lipid molecules are moved apart by thermal fluctuations, so that the membrane hydrophobic

core is penetrated by the aqueous bulk phase, resulting in the formation of a pore. There

are two possibilities for the development of such a pore. One of them is the collapse of the

pore, with the simultaneous return of the lipid molecules to their original positions. The

other possibility involves the reorientation of the lipid molecules resulting in the covering of

the inner surface of the pore by the polar lipid headgroups, i.e. an inverted pore is formed.

In both hydrophobic and hydrophilic defects, pore formation results from dynamic prop-

erties of the lipid bilayer, and the equilibrium pore distribution is relatively constant over

time [172]. By passing through such hydrated defects, the permeating molecule can avoid

the high-energy barrier associated with partitioning into the hydrophobic membrane interior.

Transport through transient pores seems to be the dominant mechanism for the permeation

of ions through lipid bilayers [173]. In the case of small polar molecules, it is plausible that

both mechanisms, the partitioning and pore mechanisms, operate in parallel [170].

Water wires extending across a lipid bilayer are thermodynamically unstable, so that they

form infrequently and their lifetime is limited. Owing to their transient character, they are

particularly hard to detect experimentally, which makes their existence doubtful. However,

it should be noted that the hydrophobic core of the membrane is not impenetrable to water

and, just as organic liquids, has a measurable miscibility with water. Water is thought to

exist at a millimolar concentration within the hydrocarbon core [174]. Subczynski and co-

workers determined the hydrophobicity profile across PC bilayer membranes using an ESR

spin-labeling method and showed that the water penetration into the membrane is extensive

up to the depth of the carbon atom C8 [175]. Membrane permeability to hydrophilic solutes

could be therefore facilitated by penetration of water into the hydrophobic region of the

membrane.
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Figure 5.1: (a): Hydrophobic pore. (b): Hydrophilic pore.

5.2.2 Simulation of permeation processes

As already mentioned in the introduction, the time required for a penetrating molecule to per-

meate through the membrane is much longer than can be simulated. To get some statistical

information on permeation processes, simulations on the order of microseconds are indeed

necessary. Equilibrium MD simulations can still be performed to follow the trajectory of the

penetrant in time within the membrane. But, in order to get a full description of the perme-

ation process across the whole membrane, non-equilibrium MD simulations using indirect

methods have to be carried out. In the present study, the umbrella sampling method as well

as the average force method on constrained particle have been employed and are described

below.

5.2.2.1 Equilibrium MD simulations

“Conventional” equilibrium MD simulations, starting with solute molecules located at var-

ious depths within the membrane (e.g. hydrophobic core, interface, water layer), directly

provide the average distribution of the solute in the membrane. They also allow the direct

analysis of a variety of properties, such as hydrogen bonding between the solutes and the wa-

ter or lipid molecules, specific orientations or conformations of the solutes within the bilayer.

Equilibrium MD simulations give thus information on the preferred location of the solutes

within the membrane and enable one to get some idea of the shape of the free energy profile

across the membrane. These issues are not only relevant to the transverse diffusion of drugs

across membranes, but can also have a direct influence on the activity of drugs binding to re-

ceptors via the membrane bilayer. Indeed, the passive partitioning of drugs into membranes

and their subsequent location and movement within membranes is thought to be important



144 CHAPTER 5. SOLUTE PERMEATION ACROSS A PHOSPHOLIPID BILAYER

for their interactions with membrane-bound receptors [176]. Some lipophilic drugs diffuse to

hydrophobic, intramembranous receptor sites by first penetrating the membrane to a certain

location and then laterally diffusing to the receptor, so that their preferred location in mem-

branes is of particular importance. A drug that does not penetrate to the proper depth within

the bilayer will be not as active as a drug which, at the proper depth within the bilayer, can

diffuse to the receptor site and participate in a successful interaction. In addition, the confor-

mations adopted by the drug in the membrane may influence its binding to the receptor site.

The lipid bilayer may constrain flexible portions of the drug molecule, thus setting up differ-

ent overall drug conformations that are dependent on the bilayer structure and composition.

A “membrane bilayer pathway” has for instance been reported for the binding of lipophilic

1,4-dihydropyridine calcium channel blockers to voltage-dependent calcium channels in car-

diac and smooth muscle sarcolemma [177].

The perturbations of the bilayer structure generated by the presence of solute molecules

inside the membrane can also be observed from equilibrium MD simulations by comparison

with the properties of the pure bilayer system simulated under the same conditions. This

topic is also of pharmaceutical importance. For instance, general anesthetics are thought to

produce anesthesia by a common mechanism involving perturbation of the structure of mem-

branes in the neuronal tissue [178]. An other example is the perturbing effect of permeation

enhancers on the membrane structure (see Chapter 1, Section 1.3.2.3, page 48).

Hence, equilibrium MD simulations of membranes including solute molecules can pro-

vide a wealth of information. However, the simulation time scale is simply not long enough

to allow the solute molecules to explore the entire range of membrane environments. In the

case of a hydrophilic solute molecule, not enough statistical data are collected in the hydro-

carbon core of the bilayer, whereas the sampling is poor in the polar headgroup region for a

hydrophobic solute. These regions where the probability to find the solute is low determine,

however, the rate of permeation and, thus, need to be thoroughly sampled.

5.2.2.2 Non-equilibrium MD simulations

Umbrella sampling method Umbrella sampling is a special biased sampling technique

which has been developed by Torrie and Valleau [179, 180]. In this approach, the system of

interest is simulated in the presence of an artificial biasing potential (also called “umbrella”

or “window” potential), introduced to enhance the sampling in the vicinity of a chosen re-

gion of configurational space and thus to confine the system around this region. A complete
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calculation requires a number of separate simulations (or “windows”), each biasing the con-

figurational sampling around a selected region. Ultimately, the information from the various

windows must be unbiased and recombined together to obtain the final result.

Applied to the permeation process of a solute molecule across a lipid bilayer, the um-

brella sampling method enables one to compute the free energy profile along the bilayer

normal (taken as the z-direction). In a series of independent simulations, the solute molecule

is restrained at various depths in the bilayer by means of a biasing potential, helping to

achieve a more efficient sampling. The biasing umbrella potential (Vumb) is usually a har-

monic potential of this form:

Vumb 
 z �V	 1
2

 k 
 
 z � z0 � 2 (5.5)

where k is a force constant, z the z-coordinate of the center-of-mass (COM) of the solute,

and z0 the center of the umbrella potential. k defines the width of the umbrella potential:

high values of k correspond to narrow potentials, i.e. to very restraining potentials. Note

that only the z-coordinate of the solute COM is restrained, which means that the solute is

free to rotate in all three directions around its COM and also free to diffuse in the plane

perpendicular to the bilayer normal. For a given window, the free energy ∆G can be derived

from the probability distribution ρumb of the solute in the membrane in the presence of the

umbrella potential according to the relation:

∆G 
 z ��	$� RcT lnρumb 
 z � � C � Vumb 
 z � (5.6)

where C is an integration constant.

The procedure to obtain ∆G is illustrated in Figures 5.2 and 5.3. Figure 5.2 shows the

qualitative free energy profile across a lipid bilayer for a polar solute. The large energy bar-

rier present in the hydrocarbon core of the membrane would prevent an effective exploration

of this region within the available computer time with “straight” MD simulations. This prob-

lem can be addressed by applying an umbrella potential which confines the solute within a

narrow region in the bilayer and for which a correction is made subsequently (unbiasing) to

obtain the “true” free energy. Figures 5.3 (a) and (b) summarize the different steps for the

computation of ∆G in the case of a polar solute located in the bilayer at z0 	 0 and z0 	$� 1

nm, respectively.
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Figure 5.2: Qualitative free energy profile across a lipid bilayer for a polar solute (z J 0
corresponds to the center of the bilayer). By applying an umbrella po-
tential Vumb (in magenta), the solute samples a local minimum (in blue:
∆Gumb S z T J < RcT lnρumb S z T ). The “true” free energy ∆G (in red) can be
deduced from ∆Gumb by subtracting the contribution of the umbrella poten-
tial.
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Figure 5.3: (a): For a polar solute located at the center of the bilayer (z0 J 0 nm), the
probabilities to reach the one or the other interface are equal, so that the
resulting probability distribution profile (ρumb) is symmetric with respect
to the center of the umbrella potential z0. After conversion of ρumb into an
energy (∆Gumb) and subtraction of the umbrella potential Vumb, a flat free
energy profile ∆G is obtained. (b): For a polar solute located at z0 J < 1
nm, the probability distribution profile ρumb is slightly shifted towards the
nearer interface and the corresponding free energy profile, after correction
of the umbrella potential, exhibits a decreasing gradient towards the nearer
interface.

Average force method on constrained particle An alternative method to compute the free

energy profile across the membrane is the average force method on constrained particle. In

this approach, the solute molecule is constrained at a given depth in the membrane and the

force needed to keep the constraint is calculated. The norm of this force corresponds to the

derivative (or slope) of the free energy at a given depth in the membrane (see Figure 5.4 for

clarity). Repeating this constraining procedure at different depths in the membrane enables

one to construct the free energy profile across the membrane. This method can be viewed as

a limiting case of the umbrella sampling method, i.e. with an infinitely narrow restraining

potential.

The free energy profile, also called potential of mean force, is obtained upon integration

of the constraining force across the membrane:

∆G 
 z �V	 H
z

0 5 Fz 
 z �-6N
 dz (5.7)

where 5 Fz 
 z �-6 is the mean force on the constraint (or, more precisely, the z-component of

the force imposed on the solute, averaged over the constraint ensemble). This force can be
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monitored during a constrained simulation as follows: the constraint is imposed by resetting

the z-coordinate of the COM of the solute molecule each step to its initial, constrained value

z0, and the force needed to keep the constraint on the solute is directly proportional to the

distance over which the z-coordinate is reset. This procedure is schematically described in

Figure 5.5. As in the umbrella sampling method, the solute molecule is free to rotate around

its COM and free to diffuse in the plane of the membrane.

Figure 5.4: Qualitative free energy profile across a lipid bilayer for a polar solute. The
force <=F constraint to maintain the constraint on the solute at z J z0 corre-
sponds to the force opposite to the thermodynamic force <=F thermo acting on
the solute. <=F thermo is the derivative or slope of the free energy at z J z0.

Figure 5.5: Constraining procedure. In step 1, the thermodynamic force <=F thermo is
computed, which results, in step 2, in a displacement ∆z of the solute
molecule. In step 3, a constraining force <=Fz constraint is imposed on the z-
coordinate of the solute COM to put it back to its initial constrained position
z J z0 (step 4).
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Figure 5.6: Computation of the local diffusion coefficient D S z T of the solute at a depth
z in the membrane. Step 1: Computation of the instantaneous force Fz S z W t T
imposed on the constrained solute. Note that this force fluctuates heavily,
but long simulations should provide an accurate average. Step 2: Com-
putation of ∆Fz S z W t T (deviation of the instantaneous force Fz S z W t T from its
average X Fz S z W t TZY ). Step 3: Computation of the local time-dependent fric-
tion coefficient ξ S z W t T using Equation 5.10. Step 4: Determination of the
local diffusion coefficient applying Einstein’s relation (Equation 5.11). The
plateau value corresponds to D S z T .



150 CHAPTER 5. SOLUTE PERMEATION ACROSS A PHOSPHOLIPID BILAYER

The advantage of the average force method over the umbrella sampling approach is that

the local diffusion coefficient of the solute in the bilayer can be computed simultaneously by

applying the force autocorrelation method. This method, generally used to study diffusion

over free energy barriers [181], is based on the fluctuation-dissipation theorem [182]. This

theorem relates a time-dependent friction function ξ 
 t � to the autocorrelation function of a

Gaussian random force f 
 t � with zero average:

ξ 
 t ��	[5 f 
 t �,
 f 
 0 �76
RcT

(5.8)

The random force f 
 t � can be identified with ∆Fz 
 z . t � , the deviation of the instantaneous

force from the average force acting on the constrained solute at a position z along the bilayer

normal:

∆Fz 
 z . t �*	 Fz 
 z . t �\� 5 Fz 
 z . t �Z6 (5.9)

This approximation enables one to extract the local time-dependent friction coefficient ξ 
 z . t �
from the constrained MD trajectory:

ξ 
 z . t �*	[5 ∆Fz 
 z . t �\
 ∆Fz 
 z . 0 �!6
RcT

(5.10)

Time integration of this equation gives the local static friction coefficient ξs 
 z � . Assuming

that, during the decay time of the local time-dependent friction coefficient ξ 
 z . t � , the solute

remains in a region of constant free energy (i.e. in the limit of overdamped Markovian

diffusion), the local diffusion coefficient D 
 z � of the solute in the membrane can be related

to ξs 
 z � via Einstein’s relation:

D 
 z ��	 RcT
ξs 
 z � 	 
 RcT � 2' ∞

0 5 ∆Fz 
 z . t �\
 ∆Fz 
 z . 0 �-6]
 dt
(5.11)

The computation of the diffusion coefficient is summarized in four steps in Figure 5.6 (only

qualitative curves are represented).

5.3 Review

The aim of this section is to highlight the main MD studies of membrane-solute interactions

reported in the last decade to show the rapidly increasing possibilities in this field.
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Owing to the large amount of computer time needed to describe the full permeation

process of a solute across a membrane, most MD studies focused their efforts on the dif-

fusion process only and/or on the effects of penetrants on the bilayer structure and lipid

behavior. Stouch and co-workers reported in 1993 the first simulation of diffusion across

a realistic membrane, in which they studied the diffusion process of benzene through a

DMPC bilayer [183]. In a subsequent paper, they investigated the effect of temperature

on the diffusion rate and mechanism of benzene [184]. They studied then the orientation

and diffusion of a drug analog, nifedipine, in the same membrane [65]. Finally, they car-

ried out comparative simulations with methane and adamantane molecules to observe the

size dependence on the diffusion rates of non-polar molecules [185]. Jin and Hopfinger de-

termined the diffusion rates of two moderately polar molecules, methanol and propanol, in

a DPPC membrane [186]. López Cascales et al. reported the rotational and translational

diffusion coefficients of a dye molecule (1,6-diphenyl-1,3,5-hexatriene) in a DPPC mem-

brane and also evaluated the structural changes in the membrane as a consequence of the

presence of the dye molecule [67]. The introduction of fluorescent probes into a membrane

is indeed a widely used experimental technique for studying dynamic and stationary prop-

erties of supra-molecular assemblies like lipid bilayers. However, little is known about the

effect of the presence of these probes on the microenvironment in which they reside. Aiello

et al. studied the interaction of two calcium channel antagonists, lacidipine and nifedip-

ine, with a DMPC bilayer, as well as the local perturbations induced in the membrane in the

vicinity of the dihydropyridine molecules [68]. More recently, Söderhäll and Loaksonen per-

formed a series of multinanosecond MD simulations of a DPPC membrane with ubiquinone

molecules freely moving inside the bilayer [72]. The focus was on the mobility and the

preferential positions of the quinone molecule in the membrane. Ubiquinone, or co-enzyme

Q, plays a role in photosynthetic processes in plasma membranes, so that the position and

dynamics of membrane embedded quinones are of biological importance. Finally, a series

of studies [66, 69–71] have examined the interactions of anesthetics such as trichloroethy-

lene, halothane, or hexafluoroethane with phospholipid bilayers to probe the hypothesis of a

lipid-mediated mechanism of general anesthetic action on a molecular level.

In all the studies mentioned above, equilibrium MD simulations were performed to qual-

itatively determine the distribution or orientation of a given penetrant in the membrane, to

observe its effects on the lipid behavior, and/or to calculate its transverse or lateral diffusion

coefficient from its mean square displacement. Few studies focusing on the computation of

free energy profiles or permeation rates have been reported so far. In 1994, Paci and Marchi
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investigated the passing of dimethylsulfoxide (DMSO) through a model bilayer composed

of glycerolmonooctadecanoate by non-equilibrium MD [187]. The DMSO molecule was

pulled by constraints through the bilayer, allowing equilibration at different depths. They in-

terestingly observed that DMSO, upon entering the membrane, tries to drag a water molecule

inside. However, the too short simulation time (300 ps) did not allow for the calculation of

the mean force acting on DMSO, due to convergence problems, so that no free energy profile

could be obtained from the constrained simulation. Pohorille and co-workers [188,189] have

calculated free energies of anesthetic analogs at water-glycerolmonooleate and water-hexane

interfaces, either using equilibrium MD or the particle insertion method [190,191]. Recently,

Xiang and Anderson, combining thermodynamic integration and perturbation methods, have

evaluated the contribution of various functional groups in p-toluic acid to the transfer free

energy of the acid from water into the ordered-chain interior of a DPPC bilayer [192]. Gross-

field and Woolf have performed umbrella sampling simulations to construct the free energy

profiles of two tryptophan analogs (indole and N-methylindole) across a POPC bilayer [73].

This year, MacCallum et al. have published a series of equilibrium and non-equilibrium MD

simulations focusing on the distribution of various molecules within phospholipid bilayers of

different types [193]. Using an umbrella sampling procedure, free energy profiles of hexane,

halothane, and pentachlorophenol (PCP, a biopollutant) have been calculated. The orienta-

tion and dynamics of PCP and methylindole within the bilayer have also been investigated.

One of the first, but still the most detailed and systematic study of the permeation process

of small molecules across a DPPC bilayer, was reported by Marrink and Berendsen [135,

194]. This study differs from those mentioned above in that both the solubility (free energy)

and diffusion contributions were determined in order to calculate overall permeation rates

across the membrane. The permeability coefficients of water, oxygen, and ammonia were

calculated: free energy profiles were computed either by the particle insertion method or

by the average force method on constrained particle, while local diffusion coefficients were

determined by the force autocorrelation method. The obtained permeability coefficients were

in good agreement with experimental data.

Processes of solute permeation across lipid membranes are thus difficult to simulate and,

despite their considerable biological and pharmaceutical relevance, have attracted little in-

terest so far. This can be explained by the problems encountered in performing simulations

of events that need considerable time and are out of reach with standard MD methods.
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5.4 Method of simulation

5.4.1 Choice of penetrants

3-O-Methyl-α-D-glucose and D-mannitol The passive transport through a DPPC bilayer

membrane of a sugar, 3-O-methyl-α-D-glucose, and an acyclic sugar alcohol, D-mannitol,

has been investigated. Their chemical 2D and 3D-structures are depicted in Figure 5.7.

The 3D-structure of 3-O-methyl-α-D-glucose was derived from the crystal structure of α-D-

glucose reported by Mostad [195]: a methoxy group was substituted for the hydroxyl group

on carbon 3 in glucose. The 3D-structure of D-mannitol corresponds to the crystal structure

reported by Kaminsky [196]. Both structures were energy minimized using a steepest de-

scent procedure prior to MD simulations. These two molecules present different hydrophilic

properties, mannitol being more hydrophilic than methylglucose. The octanol/water partition

coefficients of methylglucose and mannitol are around -2.5 and -3.1, respectively [197–199].

Both molecules are furthermore relatively small and do not present too much complexity

from a conformational viewpoint, so that their parameterization should pose no problem

for MD simulations. In addition, some experimental permeation data of sugars in differ-

ent lipid membranes are available from the literature [165, 199, 200]. Glucose, galactose,

and 3-O-methylglucose are thought to share a common intestinal carrier-mediated transport

mechanism [201]. However, as facilitated transport is a saturable process, the contribution of

passive permeation becomes an important consideration at high concentrations. Mannitol is

commonly used as an intestinal permeability probe. Indeed, to assess intestinal permeability

in clinical study, poorly absorbed probes which are not metabolized in the body are given

orally, and their penetration of the intestinal barrier is calculated from their appearance in

the urine in the following hours. The passage of a monosaccharide is frequently decreased

in patients with mucosal pathology of the small intestine [202]. Although the paracellular

route appears to be the largest component of the passive transport of mannitol [203,204], the

transcellular lipoidal pathway is not negligible [205].

Salicylic acid The third investigated penetrant is salicylic acid, the metabolite of acetyl-

salicylic acid (aspirin). The 2D and 3D-structures of the acid can be seen in Figure 5.7.

The crystal structure reported by Bacon and Jude [206] has been adopted and energy mini-

mized. Salicylic acid has amphiphilic properties, with its hydrophilic carboxyl and hydroxyl

functions on the one hand, and its hydrophobic benzene ring on the other. For comparison



154 CHAPTER 5. SOLUTE PERMEATION ACROSS A PHOSPHOLIPID BILAYER

Figure 5.7: 2D and 3D-structures of 3-O-methyl-α-D-glucose, D-mannitol, and sali-
cylic acid.

with the two more polar compounds, its octanol/water partition coefficient is of 2.2 [198].

During and following its absorption from the gastrointestinal tract, acetylsalicylic acid is

rapidly hydrolyzed to form salicylic acid. After oral administration, salicylic acid is quickly

absorbed from the small intestine, which indicates a rapid diffusion across the enterocytes.

Since the acid (with a pKa equal to 3) is ionized almost completely in the intestinal tract,

the pH-partition theory [33], according to which a dissociable substance permeates through

a cell membrane in the unionized form, cannot explain its extensive absorption. Tagaki and

co-workers examined the transport of salicylic acid across a liposomal membrane with an

inward proton gradient and proposed a new interpretation of the permeation mechanism of

the acid [207]. Protonated salicylic acid (SAH) in the extraliposomal solution of pH 5.8 (at

this pH, 0.14% of salicylic acid is expected to be protonated) was taken up rapidly by the

liposomes: the permeability of the acid SAH is indeed 7 orders of magnitude higher than

that of the salicylate anion SA � [208]. Permeation of SAH was followed by a redissociation

to the anion SA � according to the intraliposomal pH of 7.5. As illustrated in Figure 5.8, the

most important point in this mechanism is that the uptake rate of SAH must be faster than the

inward diffusion of protons into the liposome. In such a situation, protons are supplied into
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the liposome mainly by the dissociation of SAH, and the uptake of SAH can last until the pH

gradient is eliminated. In vivo, the vicinity of the luminal surface of enterocytes is kept acidic

(pH=5.5–6), so that the initial conditions in the liposomal uptake experiment described above

give almost the same pH gradient as that under normal conditions in the intestine. Moreover,

it is thought that, in vivo, the absorption of salicylic acid is facilitated by the proton gradient

across the apical membrane of enterocytes generated by the proton/sodium antiporter [207].

Figure 5.8: Possible mechanism of the pH-dependent uptake of salicylic acid by lipo-
somes in the presence of an inward proton gradient. SAH and SA ^ corre-
spond to the protonated and ionized forms of salicylic acid, respectively.

5.4.2 Force field parameters and partial atomic charges

Methylglucose The force field parameters and partial atomic charges for methylglucose

are described in the article of Damm et al. [209]. In this article, they extended the OPLS

all-atom force field [210] to treat carbohydrates. In contrast to the development of other

carbohydrate force fields based on model compounds, the parameters were obtained from

fitting ab initio results for complete hexopyranoses. Note that the OPLS all-atom parameters

for bond stretching and angle bending were largely taken from the AMBER all-atom force

field [211].

Mannitol and salicylic acid The force field parameters and partial atomic charges for

mannitol and salicylic acid are taken from the OPLS all-atom force field [210, 212–215].

Parameters and charges for both standard alcohols and polyols are used for mannitol, while

parameters and charges for benzene, phenol, and benzoic acid are adopted for salicylic acid.
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DPPC The force field parameters and partial atomic charges for DPPC are those described

in Chapter 4, Section 4.2.4, page 84.

1,4 LJ and electrostatic interactions are scaled by a factor of 2 for the three permeants,

whereas they are scaled by factors of 8 and 2, respectively, for DPPC.

5.4.3 Equilibrium MD simulations

Equilibrium MD simulations are first performed to determine the preferred locations of the

solute molecules in the DPPC membrane.

Twelve solute molecules are homogeneously incorporated into the DPPC bilayer model

developed in Chapter 3. Starting structures contain four solute molecules in the membrane

interior, four in the interfacial regions, and four in the water layers (see Figure 5.9, page 160,

for clarity). To avoid repulsive contacts between the solute and lipid molecules, the intro-

duction of the solute molecules is achieved using a free energy perturbation or “growing”

method in a 100 ps simulation. At the beginning of the simulation, the solute molecules are

treated as point masses with zero LJ parameters and charges, so that they do not interact with

the lipid environment. Step by step, the LJ parameters and charges are rescaled, so that the

solute molecules fully interact with the lipids at the end of the simulation. LJ and electro-

static interactions from the initial state (state A) to the final state (state B) are computed in

the following way (see Chapter 3, Section 3.1.3, page 56, for the notations):

Vnb � ri j � 	 VLJ � ri j � � VC � ri j �
	 
 1 � λ � CA � 12 �

i j � λCB � 12 �
i j

r12
i j

� 
 1 � λ � CA � 6 �
i j � λCB � 6 �

i j

r6
i j� f

εrri j _ � 
 1 � λ � qA
i � λqB

i � 
 � 
 1 � λ � qA
j � λqB

j ��` (5.12)

where λ 	 0 corresponds to the initial state (i.e. no interaction between the solute and the

membrane) and λ 	 1, to the final state (i.e. full interaction). The parameter λ is incre-

mented each time step, so that the solute molecules are progressively “grown” in size. This

procedure allows one to incorporate the solute molecules without having first to create free

volume, which would induce large perturbations in the bilayer structure. Note that the solute

coordinates are “frozen” during the whole procedure to maintain the initial solute distribution

throughout the bilayer.



5.4. METHOD OF SIMULATION 157

Three equilibrium MD simulations of 30 ns are carried out with each type of solute in the

DPPC membrane. Simulation conditions are the same as those for the pure DPPC system

(see Chapter 4, Section 4.2, page 78), i.e. NPT ensemble with T 	 323 K and Pxx 	 Pyy 	
Pzz 	 1 bar, choice of PME for the computation of electrostatics, and periodic boundary

conditions. All bond lengths in the solute molecules are kept constant using the LINCS

algorithm [109]. The time step is decreased from 5 to 2 fs, however, to ensure a more

accurate description of solute dynamics. An equilibration time of 2 ns was required for the

simulations with methylglucose and mannitol, and 5 ns with salicylic acid, so that trajectories

are analyzed over 28 and 25 ns simulation time, respectively.

5.4.4 Umbrella sampling MD simulations

To construct the free energy profile along the membrane normal (z-direction) corresponding

to the transfer of the solute from the water layer into the membrane hydrocarbon core, a series

of biased simulations is carried out, where an umbrella potential is added to the system to

maintain the solute molecules at different positions in the DPPC membrane.

In order to follow the complete permeation pathway across the membrane, initial configu-

rations for the umbrella sampling windows are generated by introducing the solute molecules

at different depths into the membrane, applying the growing procedure described in the previ-

ous section. 67 positions along the bilayer normal, 1 Å apart, are investigated from z0 	(� 3 " 3
to z0 	 3 " 3 nm (the position of the solute COM is defined relative to the position of the DPPC

bilayer COM, taken as reference). The solute COM is restrained in the z-direction by a har-

monic umbrella potential with a force constant k of 3000 kJ/mol.nm2 (see Equation 5.5),

which allows sufficient overlap between adjacent windows. To limit the computational cost,

four solute molecules (two per leaflet) are incorporated into the membrane in each starting

structure, which reduces the number of simulations from 67 to 17.

Simulation conditions are identic to those for the equilibrium MD simulations, with the

exception of the type of pressure coupling. Indeed, constant surface area (in the x,y-plane)

is maintained in each simulation to avoid having to sample over slow fluctuations in the area

per lipid, which would give rise to convergence problems. Each window is equilibrated for

2.5 ns, after which a production trajectory of 12.5 ns is generated for the umbrella sampling

calculations. Each simulation of 15 ns requiring about 45 days of CPU time on a single

Pentium III 1 GHz processor, the total computer time amounts to approximately 6 years for

the umbrella sampling study of the three solutes.
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5.4.5 Constrained MD simulations

Constrained simulations allow for the computation of free energy profiles and local diffusion

coefficients at the same time, so that permeability coefficients of the solutes in the membrane

should be obtained.

Concerning the generation of starting structure, the same procedure as described in the

previous sections is applied. However, as the constrained method is more time consuming

than the umbrella sampling method, only 43 positions in the membrane from z0 	&� 3 to

z0 	 3 nm are investigated (the points are spaced out by about 2 Å in the hydrocarbon part of

the membrane and in the water layers, and by 1 Å in the interfacial regions). A tolerance of

constraint equal to 1 � 10 � 6 nm is used, which corresponds to very small displacements ∆z

(see Figure 5.5, page 148) from one step to the other. To monitor these small displacements,

the double precision of GROMACS, which calculates atom coordinates with 12 digits instead

of 6, is needed. Unfortunately, double precision slows down the simulations by a factor of

about 2.

Simulation conditions and times are the same as for the umbrella sampling procedure.

15 ns production run requires about 100 days of CPU time with double precision and on the

same type of processor as described before. This method was only applied to methylglucose

and mannitol (see Section 5.5.3, page 180, for explanations) and required around 6 years of

computer time for both solutes.

5.5 Results

5.5.1 Equilibrium MD simulations

5.5.1.1 Time course of solute position

Figure 5.9 shows the distribution of the twelve solute molecules in the DPPC membrane

at the start (uniform distribution) and after 30 ns MD simulation for each type of solute.

In the final ensemble, the polar methylglucose and mannitol molecules are not found in

the hydrophobic membrane core anymore and are essentially located in the water layers

and at the water/membrane interfaces. At first sight, however, mannitol seems to penetrate

somewhat deeper into the membrane than methylglucose does. The salicylic acid molecules

leave the aqueous phase and the membrane interior to adsorb, owing to their amphiphilic
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character, at the water/membrane interface, with the polar carboxyl and hydroxyl groups

of the molecule interacting with the DPPC headgroups and the hydrophobic benzene ring

protruding into the bilayer core.

In order to follow the trajectory of the solute molecules over the course of the simulation

from their initial position, the perpendicular motions of the solute COM (z-coordinate) have

been monitored as a function of time and are depicted in Figures 5.10, 5.11, and 5.12. The

four methylglucose molecules initially located in the hydrocarbon part of the membrane

essentially sample the interfacial region (region 2 and limit between regions 2 and 3). One

of the four molecules reaches the water phase after about 15 ns MD. The methylglucose

molecules initially located in the water layer or at the interface are principally found in

the water phase (region 1) during the simulation. Some of them, however, occasionally

migrate to the interfacial region (region 2). A similar behavior is registered for mannitol.

Nonetheless, the mannitol molecules seem to sample more frequently the region 2 as well

as the beginning of the region 3 than the methylglucose molecules (see the trajectories of

two mannitol molecules from the interface in Figure 5.11). The salicylic acid molecules,

independing on their initial position, all sample the frontier zone between regions 2 and 3.

The water phase (region 1) is only rarely sampled.

Interesting is to compare, for each type of solute, how long the four molecules remain

in the hydrophobic core of the membrane. The solute trajectories from the hydrocarbon part

of the membrane are displayed over the first 1.5 ns of simulation in Figure 5.13. Accord-

ing to their increasing hydrophobicity, the residence times of mannitol, methylglucose, and

salicylic acid in region 4 are about 150 ps, 300 ps, and 1 ns, respectively.
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(a)

(b)

(c)

Figure 5.9: Solute distribution in the DPPC membrane at the start (left) and after 30
ns MD simulation (right) for (a): methylglucose (space fill, orange), (b):
mannitol (space fill, magenta), and (c): salicylic acid (space fill, violet).
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Figure 5.10: z-coordinate of the COM of the twelve methylglucose molecules as a func-
tion of time (z a 0 is the membrane center). “Hydrocarbon part”, “inter-
face”, and “water layer” refer to the initial environment of the methylglu-
cose molecules. The four regions within the membrane are delimited by
dashed lines.
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Figure 5.11: z-coordinate of the COM of the twelve mannitol molecules as a function
of time.
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Figure 5.12: z-coordinate of the COM of the twelve salicylic acid molecules as a func-
tion of time.
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Figure 5.13: Time course of the z-COM of each type of solute from the hydrocarbon
part of the membrane during the first 1.5 ns of the simulation.
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5.5.1.2 Solute distribution

The density distribution profiles along the bilayer normal of the three solute types at the start

and during the simulation can be compared in Figure 5.14. The DPPC and water density

profiles are also plotted as reference. From these profiles, it can be observed that the density

distribution of methylglucose and mannitol exhibits two maxima: one is located in the water

phase (region 1), the other one at the interface, at the limit between regions 2 and 3. The

density distribution of salicylic acid exhibits only one maximum, also located at the limit

between regions 2 and 3. Methylglucose and mannitol penetrate into the membrane as long

as water is present. Due to its partial hydrophobicity, the penetration of salicylic acid into

the hydrocarbon region of the bilayer is somewhat deeper than that of water.

The solute density distribution profiles are plotted again in Figure 5.15 and compared to

those of the choline, phosphate, and carboxyl moieties of the DPPC headgroups. For the

three solutes, the origin of the density maximum located at the border of regions 2 and 3 is

a strong interaction between the polar moieties of the solute molecules and the phosphate

and carboxyl groups of DPPC. In the case of salicylic acid, the maximum is slightly shifted

towards the carboxyl groups, which reflects a stronger interaction of salicylic acid with the

carboxyl than the phosphate groups of DPPC. Figure 5.16 shows the preferred location and

orientation of salicylic acid in the membrane. The carboxyl and hydroxyl groups of the acid

are hydrogen bonded to the DPPC headgroups, essentially to the DPPC carbonyl oxygens

(see next section), while the benzene ring is roughly aligned with the nearby DPPC hydro-

carbon chains to optimize van der Waals interactions.

Figure 5.17 is a close-up shot of the solute density distribution profiles which allows for

a better comparison of the three profiles. Qualitatively, the probability to find methylglu-

cose in the water layer is greater than that to find mannitol and mannitol seems to interact

stronger than methylglucose with the DPPC headgroups in the interfacial region. It can be

also noticed from Figure 5.17 that the obtained distribution profiles are not completely sym-

metric with respect to the bilayer center, despite the relative long simulation time (30 ns).

A thorough investigation of solute distribution in the membrane requires intensive statistical

sampling, which involves simulation times beyond the reach of equilibrium MD.
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Figure 5.14: Density distribution profiles along the bilayer normal of the solute (MGL:
methylglucose; MNTL: mannitol; SALI: salicylic acid), DPPC, and water
molecules at the start and during the simulation.



5.5. RESULTS 167

-3 -2 -1 0 1 2 3
Z (nm)

0

0.1

0.2

0.3

0.4

0.5

D
en

si
ty

 (g
/c

m
3 )

MGL
water
choline
phosphate
carboxyl

-3 -2 -1 0 1 2 3
Z (nm)

0.0

0.1

0.2

0.3

0.4

0.5

D
en

si
ty

 (g
/c

m
3 )

MNTL
water
choline
phosphate
carboxyl

-3 -2 -1 0 1 2 3
Z (nm)

0.0

0.1

0.2

0.3

0.4

0.5

D
en

si
ty

 (g
/c

m
3 )

SALI
water
choline
phosphate
carboxyl

Figure 5.15: Density distribution profiles along the bilayer normal of the solute
molecules as well as water and the choline, phosphate, and carboxyl
groups of DPPC during the simulation.
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Figure 5.16: Snapshot of the DPPC membrane including twelve salicylic acid
molecules. For clarity, the DPPC molecules are undisplayed. Only the
phosphorus (orange) and carbonyl oxygens (red) atoms of DPPC are rep-
resented in space-filling format.
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Figure 5.17: Density distribution profiles along the bilayer normal of methylglucose,
mannitol, and salicylic acid during the simulation.
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5.5.1.3 Hydrogen bonding

In order to better understand the location of the preferred sites for solute-membrane interac-

tions, hydrogen bonding between the solute molecules and the water and lipid components

of the membrane are investigated. Table 5.1 reports the percentages of hydrogen bonds (H-

bonds) formed with DPPC and water. For DPPC, the contribution of the different headgroup

parts is also given. The large majority of H-bonds formed between the polar molecules and

the membrane involves water (84 and 89% of the total number of H-bonds for mannitol and

methylglucose, respectively). Mannitol forms 5% more H-bonds with DPPC than methyl-

glucose does (16% vs 11%): mannitol contains indeed two more hydroxyl groups (H-donors)

than methylglucose. This can explain why mannitol interacts stronger with the DPPC head-

groups at the interface than methylglucose. Concerning the H-bonds formed with DPPC,

about 40% of them involve the phosphate groups and 60% the carboxyl groups, for both

polar molecules. It should be noted that the carbonyl oxygen is the principal acceptor atom

in the DPPC carboxyl group and accounts for 86-88% of the H-bonds between the solute

and the carboxyl group. Salicylic acid forms a number of H-bonds equal in percentage with

DPPC and water. The DPPC carboxyl group accounts now for 72% of the H-bonds between

the acid and DPPC, reflecting the deeper penetration of the acid into the bilayer compared to

that of the polar molecules.

Table 5.1: Percentages of hydrogen bonds formed between the solute molecules and
the water/DPPC system, averaged over the simulation time.

Methylglucose Mannitol Salicylic acid
Water 89% 84% 49%
DPPC 11% 16% 51%

PO4 42% 43% 28%
CO2 58% 57% 72%
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From this series of equilibrium MD simulations, a qualitative idea of the solute distribution

inside the DPPC membrane could be gained. However, the absence of sampling in the hy-

drophobic membrane interior precludes the estimation of the free energy barrier associated

to the transfer of the solute from the water phase into the center of the bilayer. Furthermore,

even in the headgroup region, massive sampling would be required to yield uniform unbiased

distribution probabilities and, hence, reach convergence of the free energy.

5.5.2 Umbrella sampling MD simulations

5.5.2.1 Free energy profiles

The series of biased simulations, where an umbrella potential is added to the system to

restrain the solute molecule at different positions from the water layer through the interface

to the membrane center, allows for the computation of the free energy ∆G 
 z � to bring the

solute molecule from the aqueous phase to a depth z in the membrane. The free energy

profile along the bilayer normal is calculated from the equilibrium probability distributions

ρumb 
 z � obtained from the biased simulations. The probability distributions ρumb 
 z � from

the 67 windows are unbiased and recombined using the weighted histogram analysis method

(WHAM) [216, 217]. The WHAM procedure consists in constructing an optimal estimate

of the unbiased probability distribution ρ 
 z � , using all the available data extracted from the

umbrella sampling windows.

The resulting free energy profiles, symmetrized over both membrane leaflets, are depicted

in Figure 5.18 for all three solutes. Note that only relative energy values are calculated: the

center of the bilayer (z 	 0) is chosen as reference, where the energy is arbitrarily set to

zero. The profiles of methylglucose and mannitol are very similar, as expected from the

equilibrium MD simulations, and exhibit a minimum in the water layer (region 1). In the

case of methylglucose, the energy remains roughly constant at the interface (region 2), while

a slight energy increase by about 7 kJ/mol is observed through region 2 for mannitol. For

both polar molecules, the energy goes up with a steep slope through regions 3 and 4 to reach

its maximum in the middle of the bilayer. A free energy barrier of � 42 3 1 kJ/mol from

the water phase to the bilayer center is obtained for methylglucose, and of � 49 3 2 kJ/mol

for mannitol. A higher energy barrier for mannitol makes sense, since mannitol is more

hydrophilic than methylglucose. The free energy profile of salicylic acid exhibits a local

minimum at the border between regions 2 and 3, in agreement with the results obtained from

the equilibrium MD simulations. The energy increases then through regions 3 and 4 towards



5.5. RESULTS 171

-3 -2 -1 0 1 2 3
Z (nm)

-60

-50

-40

-30

-20

-10

0

∆G
 (k

J/
m

ol
)

1 2 3 4 3 2 1

MGL
MNTL
SALI

+18

-14.5
+49

+42

Figure 5.18: Free energy profiles along the bilayer normal and related free energy bar-
riers for the three solutes. The center of the bilayer is taken as reference
(∆G b z 2 0 nm cN2 0 kJ/mol).

the bilayer center with the same slope as that observed for the polar molecules. For salicylic

acid, a free energy barrier of d 18 e 3 kJ/mol is computed from the water phase to the bilayer

center, and an energy decrease of f 14 g 5 e 2 kJ/mol is found between the water phase and

the interfacial energy minimum.

From the density distribution profiles obtained from the equilibrium MD simulations,

free energy profiles can be calculated, at least in the water and interfacial regions, using the

relation ∆G h z ij1kf RcT lnρ h z i , where ρ h z i represents the density distribution of the solute

in the water/DPPC system. These profiles are compared to those obtained from the umbrella

sampling simulations in Figure 5.19. A good agreement is generally found between both

methods. In particular, a similar energy gradient is registered towards the bilayer interior.

Validation of the calculated free energy barriers is difficult, since few experimental data

about solute partitioning at water/membrane interfaces are available from the literature. Re-

cently, water/dodecane partition coefficients have been determined by Bas et al. [218], us-

ing the shake flask method, for a series of drug and drug-like molecules, including α-D-

glucose. This method requires, however, that the aqueous concentrations measured before

and after partition are significantly different and, hence, fails for very polar solutes like glu-
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cose. To estimate the logP value of glucose at the water/dodecane interface, they postulated

that partition coefficients between dodecane and water (logPdod � wat) are necessarily re-

lated to those between octanol and water (logPoct � wat). The partition coefficients in these

two environments were thus measured for a series of prototypical compounds and differ-

ences between both types of partition coefficients (i.e. logPdod � wat – logPoct � wat) were

correlated with structural molecular descriptors. From an extrapolation of the behavior of

logPdod � wat – logPoct � wat, they deduced logPdod � wat values from their experimentally

measured logPoct � wat values. For glucose, the logPdod � wat value was inferred between� 11 " 1 and � 7 " 6, which corresponds to a transfer free energy barrier from water to dodecane

between 47 and 68 kJ/mol at 50
�
C. Although the water/DPPC and water/dodecane inter-

faces cannot be directly compared, water/alkane partition coefficients give relatively good

estimates of solute partitioning between water and the membrane hydrocarbon interior. The

hydrophilicity of glucose is intermediate between that of methylglucose and mannitol, so that

the experimental range found for the free energy barrier of glucose at the water/dodecane in-

terface (47–68 kJ/mol) can give a rough estimate of the free energy barrier of the polar

molecules at the water/DPPC interface. The free energy barriers of 42 and 49 kJ/mol ob-

tained from the umbrella sampling procedure for methylglucose and mannitol, respectively,

lie close to the experimental estimates, although rather at the lower limit. For salicylic acid,

only experimental partition coefficients at the water/hexadecane and water/octanol interfaces

have been reported and are equal to 6 " 1 � 10 � 2 [164] and 1 " 7 � 102 [198], respectively, which

corresponds to transfer free energies of � 7 " 5 and � 14 kJ/mol at 50
�
C. The calculated energy

barrier of � 18 kJ/mol between water and the DPPC bilayer interior is significantly higher

than � 7 " 5 kJ/mol. This difference may be attributed to weaknesses in the OPLS force field

parameters used for salicylic acid, which tend to underestimate the solubility of aromatic

compounds in the membrane interior. The computed free energy difference of � 14 " 5 kJ/mol

between water and the interfacial local minimum can be compared to the experimental trans-

fer free energy of � 14 kJ/mol from water to octanol. Indeed, the energy minimum is located

at the border between regions 2 and 3, in an environment containing the polar carbonyl

groups of DPPC and the beginning of the lipid hydrocarbon chains which presents a degree

of polarity similar to that of octanol.
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Figure 5.19: Comparison of the free energy profiles obtained from the equilibrium and
umbrella sampling MD simulations in the aqueous and interfacial regions
of the DPPC membrane.
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5.5.2.2 Hydrogen bonding

The biased simulations can be further used to characterize the propensity of a solute molecule

to form hydrogen bonds either with its environment or intramolecularly, as a function of its

location in the membrane. Figure 5.20 shows the average number of H-bonds present. The

striking feature is the occurrence of occasional H-bonds between the solute and water in the

bilayer center, which indicates that the membrane hydrocarbon core is not entirely hydropho-

bic (see next section). Another interesting point is the net increase in solute intramolecular

H-bonds towards the bilayer center, which makes the solute less hydrophilic and thus facili-

tates its permeation through the hydrophobic core of the membrane.

5.5.2.3 Water penetration

A rather surprising observation is the penetration of water molecules into the hydrophobic

core of the membrane in simulations where methylglucose or mannitol is restrained in the

bilayer interior. Figures 5.21 (a) and (b) show the massive water penetration from the lower

bilayer leaflet in the case of a methylglucose and mannitol molecule restrained at respectively

1 and 2 Å from the bilayer center. In each case, the bilayer interior is devoid of water

at the beginning of the simulation and, in the course of the simulation, water molecules

progressively enter the hydrocarbon region of the membrane from one side to hydrate the

polar molecule. To point out the water penetration into the membrane, density distribution

profiles of water along the bilayer normal are computed in both simulation windows and are

compared with the water density profile in the pure DPPC membrane (see Figure 5.21). In

a few windows, the formation of transient water wires extending through the bilayer is even

observed, as shown in Figure 5.22.

5.5.2.4 Solute orientation

Inside the membrane, the solute molecules are able to rotate and explore a wide range of

orientations with respect to the bilayer normal. Their motions are, however, not as free as

in the water phase and, depending on the region of the membrane they sample, they may

exhibit preferred orientations. The numerous possibilities of hydrogen bonds with the DPPC

headgroups in the interfacial region (region 2) and the high lipid chain density in region 3

tend to slow down their motions, while the lower density and higher degree of chain disorder

in region 4 tend to promote the rotation of the whole solute molecules.
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The mannitol molecule has rather the tendency to align its end-to-end molecular axis

roughly parallel to the bilayer normal in the hydrocarbon core of the membrane, likely to

orient parallel to the neighboring lipid chains and, this way, optimize van der Waals contacts.

At the interface, in contrast, mannitol tends to orient its long molecular axis more or less

parallel to the plane of the membrane to increase the number of possible H-bonds with the

DPPC headgroups and avoid to protrude into the hydrophobic core of the membrane. These

orientations are depicted in Figure 5.23.

Salicylic acid tends to orient the plane of its benzene ring roughly parallel to the bi-

layer normal in most cases, as already shown in Figure 5.16. Methylglucose experiences no

favored orientation.

The series of umbrella sampling simulations allowed thus for the construction of free energy

profiles across the DPPC membrane and for the determination of a variety of solute properties

that are dependent on the location of the solute in the membrane (such as hydrogen-bonding

capability or orientation) and that could be extracted from the different windows. It should be

however kept in mind that these free energy calculations do not fully address the permeation

process since they do not yield the solute diffusion coefficients.



176 CHAPTER 5. SOLUTE PERMEATION ACROSS A PHOSPHOLIPID BILAYER

-3 -2 -1 0 1 2 3
Z (nm)

0

2

4

6

8

10

12

N
um

be
r

DPPC
water
intramolecular

METHYLGLUCOSE

-3 -2 -1 0 1 2 3
Z (nm)

0

2

4

6

8

10

12

N
um

be
r

DPPC
water
intramolecular

MANNITOL

-3 -2 -1 0 1 2 3
Z (nm)

0

2

4

6

8

10

12

N
um

be
r

DPPC
water
intramolecular

SALICYLIC ACID

Figure 5.20: Average number of hydrogen bonds made by the solute molecules as a
function of their depth in the DPPC membrane. H-bonds between the
solute and DPPC or water are depicted, as well as intramolecular H-bonds
within the solute molecule.
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Figure 5.21: Water penetration into the hydrocarbon region of the membrane. (a): Sim-
ulation window with a methylglucose molecule restrained at z Jml 0 n 1 nm
from the bilayer center. (b): Simulation window with a mannitol molecule
restrained at z J(l 0 n 2 nm from the bilayer center. The corresponding
trans-bilayer water density profiles are depicted and compared with that
of water in a pure DPPC membrane.
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Figure 5.22: Formation of a transient water pore observed in a simulation window with
a mannitol molecule restrained at z J 0 nm.



5.5. RESULTS 179

(a)

(b)

Figure 5.23: (a): Parallel orientation of mannitol with respect to the bilayer normal
in the hydrocarbon region of the membrane. (b): Parallel orientation of
mannitol with respect to the bilayer plane in the interfacial region of the
membrane. For each orientation, a close-up shot is juxtaposed.
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5.5.3 Constrained MD simulations

Constrained MD simulations, aimed at calculating the solute permeability coefficients, are

performed. The average force acting on the constrained solute is computed for methylglucose

and mannitol, and is displayed in Figure 5.24 as a function of the position z of the solute

along the bilayer normal. From the free energy profiles of methylglucose and mannitol

obtained by the umbrella sampling technique, the thermodynamic force acting on the solute

can be derived using a centered difference procedure (to obtain the slope) and be compared

to the force issued from the constrained method. Both force profiles exhibit a similar shape

(see Figure 5.24). The force profile obtained from the constrained simulations is however

less accurate owing to the reduced number of points compared with the umbrella sampling

procedure. Integration of the force profile yields the potential of mean force (PMF), which

can also be compared to the free energy profile from the umbrella sampling (see Figure 5.25).

The PMF profiles obtained for methylglucose and mannitol from the constrained procedure

are compared in Figure 5.26. An energy barrier of about � 36 kJ/mol is found for both

solutes. This method yields thus a lower transfer free energy than the umbrella sampling

method and does not enable one to distinguish both solutes.

The force autocorrelation method is applied to deduce the local diffusion coefficients

along the bilayer normal. The corresponding diffusion curves are very noisy, so that the

determination of the plateau value (see Figure 5.6, page 149) is particularly difficult. The

local diffusion coefficients have been nonetheless roughly estimated and range between 1 �
10 � 7 and 10 � 10 � 7 cm2/s. Equation 5.4, page 141, has finally been applied to determine

the permeability coefficients (taking the values issued from the umbrella sampling for the

energy). P � 3 � 10 � 6 cm/s and P � 4 � 10 � 8 cm/s have been calculated for methylglucose

and mannitol, respectively, at 50
�
C. Experimentally, permeability coefficients of 0 " 3 � 10 � 10

and 1 " 1 � 10 � 10 cm/s have been measured by Brunner et al. for glucose in vesicular (at

25
�
C) and planar (at 26

�
C) egg lecithin bilayers, respectively [165]. In stratum corneum

lipid liposomes, permeability coefficients of 5 " 8 � 10 � 11 and 5 " 8 � 10 � 12 cm/s have been

determined by Yoneto et al. for methylglucose and mannitol, respectively, at 37
�
C [199].

The computed permeability coefficients are thus much too high, by at least two or three

orders of magnitude (taking into account a correction for the temperature), compared with

the experimental coefficients.

Since the constrained method does not seem to be valid for penetrants of the size of the

studied molecules (see next section), this method was not further applied to salicylic acid.
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Figure 5.24: Comparison of the force profiles along the bilayer normal obtained from
the umbrella sampling and constrained simulations for methylglucose and
mannitol.
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Figure 5.25: Comparison of the free energy profiles along the bilayer normal obtained
from the umbrella sampling and constrained simulations for methylglu-
cose and mannitol.
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Figure 5.26: Free energy profiles (or PMF) of methylglucose (MGL) and mannitol
(MNTL) obtained from the constrained method.
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5.6 Discussion

The simulations performed show that the permeation process of polar solutes through a phos-

pholipid membrane is essentially determined by the free energy barrier that results from the

breakage of H-bonds between the solutes and water and between the solutes and the polar

lipid headgroups and from the loss of electrostatic interactions. In the DPPC membrane,

the carbonyl groups of the glycerol-ester linkages seem to play an important role in the per-

meation process: they have the polar and hydrogen-bonding function closest to the bilayer

center and attract water as well as polar solutes close to the hydrophobic hydrocarbon region

of the bilayer. They also play a determinant role in the adsorption of amphiphilic solutes, as

shown in the simulations with salicylic acid.

The umbrella sampling calculations yield an estimation of the free energy barrier associ-

ated to the solute permeation through the DPPC membrane. The energy barriers obtained for

methylglucose and mannitol are in relatively good agreement with experimental partition co-

efficients of glucose at a water/dodecane interface, although a slightly higher solubility of the

polar molecules inside the membrane seems to be found in the simulations. A direct compar-

ison with the experimental results is, however, difficult, since the water/DPPC system cannot

be completely identified with the water/dodecane interface and glucose is more hydrophilic

than methylglucose but less hydrophilic than mannitol. Nonetheless, the higher solubility of

the polar molecules observed in the DPPC membrane is likely due to their stabilization by

water molecules. Indeed, an extensive penetration of water into the hydrocarbon core of the

membrane as well as the formation of transient water wires are observed in simulation win-

dows where the polar molecule is restrained in the bilayer interior. These observations lend

credit to the pore pathway model according to which small polar molecules may permeate

across membranes through transient water pores. At least, it could mean that polar solutes

do not necessarily get rid of their hydration shell, which would require a great amount of

energy, before entering the membrane. In the case of salicylic acid, the energy barrier cal-

culated between the water layer and the bilayer center seems to be too high compared to the

partition coefficient of the acid in a water/hexadecane system, which means that a lower sol-

ubility of the acid in the hydrocarbon core of the membrane is predicted by the simulations.

However, the umbrella sampling method must not necessarily be called into question. The

discrepancy can probably be attributed to the parameters adopted for salicylic acid, issued

from the standard OPLS force field, which may be not optimal in the context of free energy

calculations to properly describe the interactions between the aromatic ring of the acid and
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the hydrocarbon chains of DPPC. But, again, comparison with experiments is not without

ambiguity, since the water/hexadecane interface exhibits properties very different from those

of a water/DPPC interface. The energy difference computed between the water layer and the

interfacial local minimum is, however, very well described by the partition coefficient of the

acid between water and octanol. This may also show that octanol/water partition coefficients

cannot always be identified with the whole energy barrier through the membrane and, in

some cases, depending on the chemical nature of the penetrant and/or the membrane, may

only describe one part of the permeation process. Despite some possible uncertainties related

to the choice of the force field parameters or to the sampling time, the free energy profiles

obtained from the umbrella sampling procedure provide more insight on solute partitioning

into lipid bilayers and detailed information about solute-membrane interactions.

The full description of permeation processes requires not only the knowledge of the un-

derlying free energy behavior, but also of the local diffusion coefficient, both quantities con-

tributing to the global permeation rate. Unfortunately, the simulations based on the average

force method on constrained particle, aimed at calculating permeability coefficients, were

not successful. The theoretical derivation of the permeability coefficient described in Section

5.2.2.2, page 144, rests on the assumption that the thermodynamic gradient can be consid-

ered constant over the correlation distance of the particle. In the strict sense, this method is

only valid for permeants of relative small size and for energy barriers which do not exhibit

too steep slopes [135, 194]. The molecules, on which the method was experimented, are

probably too big for this method, and their permeation cannot be treated as an equilibrium

process. A permeant of the size of the molecules studied does not get to the top of the energy

barrier slowly and in constant equilibrium, but is driven over it quickly by its momentum,

inertia effects becoming important in the case of a large permeant. The transport of a sugar

through membranes will be thus an activated and essentially non-equilibrium process, for

which the activation energy will be probably higher than the transfer energy calculated in the

presence of water molecules in the membrane.

5.7 Conclusion

Hence, MD simulations can test theoretical notions and complement experimental tech-

niques to further the conceptual understanding of the solute distribution and dynamics in

lipid membranes. The free energy computations described in this chapter offer more than a
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simple estimation of the height of the energy barrier associated to the permeation process.

By constructing the complete free energy profile across the membrane, details of the solute-

membrane interactions are brought in light and help to rationalize the mechanisms of trans-

port. The computational effort that warrants accurate, converged free energies is, however,

prohibitive and remains, in large measure, incompatible with the investigation of large sets of

compounds. In the present study, a compromise had to be found between the computational

cost and the need for adequate sampling. The constrained method tested for the description

of the full permeation process, including both the partitioning and diffusion contributions,

was not successful. Nonetheless, the realization of the limits of the method, i.e. the difficulty

to extract a permeability coefficient from the data, proved to be very informative, helping to

better understand the permeation process.



Chapter 6

Summary

The aim of this thesis was to investigate the permeation of small drug-like molecules through

a membrane computer model at a molecular level by means of molecular dynamics (MD)

simulations.

As a first step, a realistic model for a typical biological membrane was developed. As

phospholipid bilayers provide simple but very informative model systems, a pure phos-

pholipid bilayer system, containing a single type of phospholipid (dipalmitoylphosphatidyl-

choline or DPPC), was simulated in the biologically relevant liquid crystalline state. DPPC

was chosen in reason of its prevalence in mammalian plasma membranes and of the large

amount of experimental data available on phosphatidylcholine membranes. The simu-

lated DPPC membrane patch consists of 128 lipids (64 per leaflet) and about 4000 water

molecules. A series of extensive MD simulations of the DPPC bilayer was first performed,

in which the methodology of simulation was systematically varied. Methodological issues

in MD simulations, such as the treatment of long-range electrostatic interactions, the type

of pressure coupling, or the size of the integration time step, have, indeed, major conse-

quences for the equilibrium properties observed. Benefits and artifacts of various methods

were pointed out and optimal simulation conditions for phosphatidylcholine bilayer systems

were inferred. A well equilibrated system, stable over a long period of time, was finally

generated, and structural as well as dynamic properties were determined and compared to

experiments for validation of the model. Emphasis was laid on properties that are thought to

play an important role in permeation processes, such as membrane density, ordering degree

of the lipid acyl chains, or lipid mobility. A close agreement with experimental observations

was found in many respects.
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As a second step, the permeation process of a sugar (methylglucose), a polyalcohol (man-

nitol), and a drug-like molecule (salicylic acid) through the DPPC membrane model was

studied. As permeation processes are too slow on the time scale accessible to the MD tech-

nique, they cannot be directly followed. Equilibrium MD simulations were first carried out

to gain insight into the solute partitioning behavior within the membrane. Non-equilibrium

simulations, based on the umbrella sampling approach, were then undertaken to quantify the

free energy barrier to be overcome by the permeants for their translocation from the water

phase into the membrane interior.
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Appendix A

List of abbreviations

COM Center-of-mass

DFT Discrete Fourier Transform

DLPE Dilauroylphosphatidylethanolamine

DMPC Dimyristoylphosphatidylcholine

DPPC Dipalmitoylphosphatidylcholine

DPPE Dipalmitoylphosphatidylethanolamine

ESR Electron Spin Resonance

FFT Fast Fourier Transform

GMO Glycerolmonoolein

GROMACS Groningen Machine for Chemical Simulations

GROMOS Groningen Molecular Simulations

LINCS Linear Constraint Solver

LJ Lennard-Jones

MAS Magic Angle Spinning

MC Monte Carlo

MD Molecular Dynamics
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MSD Mean Square Displacement

NMR Nuclear Magnetic Resonance

OPLS Optimized Potentials for Liquid Simulations

PBC Periodic Boundary Conditions

PC Phosphatidylcholine

PE Phosphatidylethanolamine

PME Particle-Mesh Ewald

POPC Palmitoyloleoylphosphatidylcholine

QSAR Quantitative Structure-Activity Relationships

SPC Simple Point Charge



Appendix B

Methodological issues in lipid bilayer
simulations

The results described in this appendix have already been reported in [219].

B.1 Introduction

On the one hand, MD simulations are primarily limited by the system size, the accessible

time scale, and the accuracy of the force field that describes the interactions in the system.

Currently, simulations typically involve a few hundreds of lipids and are confined to a few

nanoseconds [101, 220–222]. Recently, Lindahl and Edholm reported the first 100 ns sim-

ulation of a bilayer consisting of 64 DPPC molecules, and a larger system containing 1024

lipids, with a linear size of 20 nm, was simulated for 10 ns [156, 223]. Marrink and Mark

carried out a series of glycerolmonoolein (GMO) bilayer simulations, reaching system sizes

up to 20 nm and time scales up to 40 ns [103]. This order of time scale is required to ad-

equately follow lateral diffusion of individual lipids, whereas simulation of large patches

allows one to discern collective phenomena like undulation motions. On the other hand,

methodological issues in MD simulations, such as the treatment of the long-range electro-

static interactions, the type of pressure coupling, or the size of the integration time step, have

important consequences for the equilibrium properties observed.

Truncation of the long-range electrostatic interactions is a common practice in biomolec-

ular simulations to speed up the calculations. These so-called cutoff methods are also widely

used in membrane simulations, including some of the studies mentioned above. The abrupt

201
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truncation of the electrostatic forces can, however, have a significant influence on the sys-

tem properties. To avoid the drastic effects of straight cutoffs, some kind of smoothing

schemes (like “shift” or “switch” functions) can be applied, either within the whole cutoff

range or over a limited region. Two widespread alternative methods that include the effect

of long-range electrostatic interactions are Particle-Mesh Ewald (PME) [112,113] and mov-

ing boundary reaction field (RF) [114]. In PME, the central simulation cell is replicated

by the periodic boundary conditions and all the electrostatic interactions in this periodically

replicated system are summed. PME is a well-established method for a rigorous treatment

of long-range electrostatics in periodic systems [224, 225]. In the RF approach, the elec-

trostatic interactions are corrected for the effect of the polarizable surroundings beyond the

cutoff radius.

A number of studies compare the methods of treating long-range electrostatics. In

bulk water, for instance, several studies show an artificial ordering of water when using a

Coulomb cutoff method, resulting in a higher viscosity [225–228]. The artifacts induced by

the Coulomb cutoff are particularly clear in the analysis of the water dipole correlations: the

water dipoles are anti-correlated slightly below the cutoff and correlated slightly above the

cutoff. A significant decrease of the long-range dipole correlation is observed with the RF

approach and especially with PME. However, short- and intermediate-range correlation is

still stronger with RF than with PME. The use of electrostatic cutoffs has similar effects on

the water structure in interfacial systems, including the water/lipid interface [226,229]. Fur-

thermore, cutoff induced ordering strongly affects the structure of ionic solutions [114,230].

The Ewald technique may induce artificial effects due to the infinite periodicity implied

by this technique. Ewald-enhanced stability of peptides, for instance, has been observed in a

number of simulations [231–233]. Periodicity artifacts were found to be particularly impor-

tant in systems involving a solvent of low dielectric permittivity, a small size of the unit cell,

or a solute with a net charge or a large dipole. Venable and co-workers carried out a series

of MD simulations of a DPPC bilayer in the gel state, applying the Ewald summation and

spherical cutoff methods [234]. Better agreement with experiment was found for the lamel-

lar spacing and the chain tilt in simulations using the Ewald summation, while the molecular

area was better reproduced by spherical cutoff methods. Simulation times were between 0.2

and 2.5 ns, which might not be sufficient to be conclusive about these methods. Instead of

3D Ewald summation methods one can also use 2D versions which contain correction terms

for slab geometries [235,236]. These methods are shown to be faster and more accurate than

previous versions of 2D Ewald, yet not as fast as 3D methods. A pseudo 2D system can
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be generated by including a large vacuum layer separating the slab from its periodic image.

Recent simulations of a water channel inside a lipid bilayer show that the ordering of water

inside the channel is strongly enhanced when using 3D Ewald compared to the pseudo 2D

method [237]. Erroneous results using 3D Ewald for interfacial systems were also reported

by Yeh and Berkowitz [235]. Tieleman et al. simulated alamethicin channels embedded in a

lipid bilayer, comparing the effects of twin-range cutoff, PME, and RF methods on the wa-

ter orientation inside the channels [238]. The ordering degree of water within the pore was

found to be significantly lower in PME and RF simulations than in cutoff ones. The water

orientation was, however, better reproduced with PME than with the RF approach, making

Ewald treatment the method of choice for this system and thus suggesting that the periodicity

artifacts are minor.

A priori, none of the electrostatic methods mentioned above seem to be very well suited

for membrane simulations. The cutoff method induces artificial ordering, the PME method

enhances periodicity, and the RF method ignores the heterogeneous nature of the membrane.

The effect of the way of handling the long-range electrostatic interactions on membrane

properties has never been systematically investigated in long-time simulations. In this ap-

pendix, an extensive series of simulations of a DPPC bilayer, in the biologically relevant

liquid crystalline state, is reported, in which the methodology of simulation is systematically

varied. Four methods for the treatment of electrostatics are compared: a standard group-

based truncation method, the PME summation method, the RF method, and the use of shift

functions. The size of cutoff radii is tested in the truncation and shift function methods.

Different groupings of the partial charges in the phospholipids are also experimented.

The choice of macroscopic boundary conditions [98, 99] and pressure coupling algo-

rithms can significantly influence the system characteristics as well. Therefore, different

pressure coupling types and algorithms are also tested. Finally, the effect of an increased

integration time step is evaluated.

An accurate comparison of simulation procedures requires long simulation times to be

able to unambiguously distinguish differences in equilibrium quantities – too short sampling

times often leading to erroneous conclusions. Simulation time was thus extended up to 150

ns in some cases to cover a broad spectrum of modes of motion. Special attention was de-

voted to the response of the membrane area to the simulation conditions. This structural

quantity not only describes the molecular packing of the bilayer but also provides informa-
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tion on the degree of membrane fluidity. The area per lipid is very sensitive to simulation

details and generally considered a reliable criterion to compare and validate calculations.

B.2 Method of simulation

B.2.1 Simulated systems

The membrane system is the same as that described in Chapter 4 and consists of 128 DPPC

molecules surrounded by 3726 water molecules, corresponding to 29 waters per lipid and to

a fully hydrated state of the bilayer. Two additional simulations (H and I) are carried out at

a lower degree of hydration at a water to lipid ratio of 6, reducing the total number of water

molecules to 776.

B.2.2 Force field

Force field parameters and partial atomic charges used for DPPC have already been described

in Chapter 4, Section 4.2.4, page 84. A different set of bonded parameters, based on the

standard GROMOS-87 force field [88], is experimented in two simulations (C and F). In

simulation B2b, a long-range dispersion correction is applied.

B.2.3 Electrostatics

The sensitivity of results to the treatment of electrostatics treatments is investigated, using

different methods for computing long-range interactions.

A twin-range cutoff scheme is employed in simulations A, B1-3, and C1,2. Short-

range electrostatic interactions are calculated every time step within a sphere of 1 nm ra-

dius, whereas long-range electrostatic interactions are calculated within the long-range cutoff

sphere only every 20 fs and then kept constant until the next update. The standard long-range

electrostatic cutoff, RC, is 1.8 nm (A, B1, and C1,2). Two additional values for RC are tested

– a smaller one of 1.4 nm (B2a) and a larger one of 2.4 nm (B3) – to observe any influence on

the membrane behavior. The spherical truncation technique selected here is based on charge

groups (see Chapter 3, Section 3.2.2.6, page 70). Ideally, charge groups should be both small

and electrically neutral. In the case of the DPPC headgroup this is not possible. To test the

influence of the definition of the charge groups, two different charge group distributions are
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Figure B.1: Charge group definition in the DPPC headgroup part, with net charge per
group indicated in parentheses. (a): Six charge groups. (b): Four charge
groups.

experimented. One consists of six small groups possessing net charges as small as possi-

ble (see Figure B.1 (a)), whereas the other defines four big groups with integer charges (see

Figure B.1 (b)). The latter is tested in simulations A and F, all other simulations use the

distribution with six small groups.

The PME method is tested in simulations D, E1-3, F, and I. A cutoff of 1 nm is ap-

plied in the direct space sum for short-range interactions. For the calculation of long-range

interactions in the reciprocal space, the charges are projected onto a grid using cardinal B-

spline interpolation. This grid is then Fourier transformed with a 3D-FFT algorithm, using a

maximum spacing of 1.2 Å for the FFT grid.

Moving boundary reaction field conditions are tested in simulation G. A relative dielec-

tric constant of 1 is applied within the spherical cutoff region (with RC 	 1 " 8 nm), while the

region beyond the cutoff is assumed to have a dielectric constant of 80, corresponding to the

experimental value for water. Tironi et al. [114] simulated their system consisting of sodium

and chloride ions immersed in SPC water molecules with a dielectric constant of 80, while

Hünenberger and van Gunsteren [227], in pure SPC water simulations, set the dielectric con-

stant to 54, corresponding to the self-consistent value reported for SPC water. Both values

were tested (simulations not shown) and no effect on the membrane properties was observed.

Finally, the effect of a shift function [239] is tested (J1,2). Coulomb interactions are

modified so that both energy and force vanish at the cutoff distance RC, using a smooth shift
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function Φ from 0 nm to RC:

Φ 
 r ��	 1
r
� 5

3RC
� 5r3

3R4
C
� r4

R5
C

(B.1)

RC is varied between 1.8 nm (J1) and 2.4 nm (J2).

B.2.4 Macroscopic boundary conditions and pressure coupling

All simulations are done under constant pressure conditions, so that the size and the shape

of the simulation box are free to adjust, allowing membrane area and thickness to fluctu-

ate. This offers the possibility to compare and validate the simulations by examining their

ability to reproduce the projected area per lipid, the most important structural quantity. In

the simulations, the pressure is controlled either anisotropically or semi-isotropically (E3).

In the former case, the three unit cell dimensions fluctuate independently from each other,

while the total pressure remains constant. This corresponds to an NPxPyPzT ensemble. The

semi-isotropic case corresponds to NPNPLT , with PN and PL the normal and lateral pressures,

respectively. In both cases, the pressure components are kept at 1 bar on average. The only

difference is that the simulation box fluctuates independently in the x- and y-directions in the

anisotropic case, whereas the interface maintains a square in the semi-isotropic case.

A weak pressure coupling scheme [133] is adopted in most of the simulations. Because

the Berendsen algorithm does not produce a perfect NPT ensemble, the Parrinello-Rahman

barostat [240] is also tested in simulation E2. This algorithm better reproduces pressure

fluctuations and may also affect equilibrium properties such as the membrane area.

B.2.5 Simulation conditions

Simulation conditions are the same as those described in Chapter 4, Section 4.2.7, page 91,

i.e. PBC, P 	 1 bar, T 	 323 K, and a time step of 5 fs with the use of LINCS to maintain the

bond lengths constant in DPPC. One system (C1) was simulated for 50 additional nanosec-

onds with a time step of 2 fs (simulation C2), without any change in equilibrium properties,

demonstrating that a time step of 5 fs provides enough accuracy.

Table B.1 gives a summary of the calculations performed.
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Table B.1: Overview of the MD simulations.

Label Electrostaticsa Charge Pressure coupling nW
b Simulation Time Speedc

groups Algorithm Type time (ns) step (fs) (h/ns)

A cutoff (1.8 nm) 4 Berendsen anisotropic 29 150 5 20
B1 cutoff (1.8 nm) 6 Berendsen anisotropic 29 150 5 20
B2a cutoff (1.4 nm) 6 Berendsen anisotropic 29 150 5 15

B2bd cutoff (1.4 nm) 6 Berendsen anisotropic 29 100 5 15
B3 cutoff (2.4 nm) 6 Berendsen anisotropic 29 150 5 35
C1e cutoff (1.8 nm) 6 Berendsen anisotropic 29 150 5 30

C2e o g cutoff (1.8 nm) 6 Berendsen anisotropic 29 50 2 20
D PME 4 Berendsen anisotropic 29 150 5 20
E1 PME 6 Berendsen anisotropic 29 150 5 20
E2 PME 6 Parrinello anisotropic 29 150 5 20
E3 PME 6 Berendsen semiisotropic 29 150 5 20
Fe PME 6 Berendsen anisotropic 29 150 5 20
G RF (1.8 nm) 6 Berendsen anisotropic 29 150 5 20
H cutoff (1.8 nm) 6 Berendsen anisotropic 6 150 5 10
I PME 6 Berendsen anisotropic 6 150 5 10

J1 shift (1.8 nm) 6 Berendsen anisotropic 29 50 5 20
J2 shift (2.4 nm) 6 Berendsen anisotropic 29 50 5 35

aThe long-range Coulomb cutoff is given in parentheses. bnW corresponds to the number of water molecules
per DPPC molecule. cThe simulation rate is that reached with the GROMACS package, versions 2.1 and 3.0,
on a dual processor Pentium PIII 1 GHz node. dA long-range dispersion correction is applied in simulation
B2b. eSimulations C1,2 and F are carried out with bonded parameters based on the standard GROMOS-87
force field for DPPC. gSimulation C2 is a prolongation of simulation C1, with a time step of 2 instead of 5 fs.
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B.3 Results

B.3.1 Equilibration and fluctuations of structural properties

Depending on the simulation, the instantaneous projected area per lipid shows rather slow

convergence. Figure B.2 displays the time evolution of the area per DPPC for three se-

lected simulations. In simulation D, the equilibration of the area requires only a couple of

nanoseconds, but in simulation A the area continues to decrease until 25 ns of simulation

time. Simulation E2 represents an intermediate case, where convergence is reached after 10

ns. The time needed for equilibration does not appear to depend strongly on the method

used, however, but rather on the difference between the initial and final area per lipid. This is

not always true – sometimes equilibration is reached after a few nanoseconds, although the

difference between the initial and final area per lipid is considerable. Because of this slow re-

laxation, data are analyzed starting at 25 ns. In the shorter simulations B2b and J1,2, analysis

is started at 10 ns. Large thermal fluctuations of the lipid area around its average value are

observed after equilibrium has been reached. Table B.2 gives the average area A per DPPC

obtained for each simulation, with standard error (SE) and correlation time (τA). An estimate

of the error in the calculated area per lipid is obtained using a block average procedure. Data

are divided into n blocks, over which subaverages are calculated. The block averages are

considered independent of the number of blocks when the block length is much longer than

the correlation time. By dividing the standard deviation of these block averages by
/

n, a

standard error estimate can be calculated. The function of the standard error estimate as a

function of block size is then fitted to a single exponential function. The best estimate of the

standard error of the data is then given by the limit to large block size of the fitted curve. The

correlation time is also obtained from this fit [225]. Correlation times from 1 to 10 ns are

found. However, even slower motions exist. A DFT analysis indicates two main periods in

the range of 15–20 ns and 30–40 ns. Visual inspection of Figure B.2 also shows the presence

of such modes, independent of simulation conditions. Even 100 ns simulation times are not

sufficient to statistically sample these modes. The volume VL per lipid converges faster than

the area per lipid, within about 5 ns, after which it fluctuates around 1.2 nm3 with small

amplitudes. The bilayer repeat spacing Lz, like the area, exhibits large fluctuations. Both

fluctuations are anti-correlated since the volume remains approximately constant. Average

values for the volume and the bilayer repeat spacing are also listed in Table B.2.
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Figure B.2: Time evolution of the area per lipid in simulations D, A, and E2. The
horizontal bars (in red) represent subaverages calculated over blocks of 10
ns each.
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Table B.2: Equilibrium properties.

Label VL 3 SE Lz 3 SE A 3 SE σA τA KA 3 SE
(nm3) (nm) (nm2) (nm2) (ns) (mN/m)

A 1 n 2225 p 0 n 0005 7 n 28 p 0 n 03 0 n 585 p 0 n 002 0 n 009 3 500 p 100
B1 1 n 2204 p 0 n 0005 7 n 14 p 0 n 03 0 n 597 p 0 n 003 0 n 011 5 350 p 100
B2a 1 n 2225 p 0 n 0006 6 n 87 p 0 n 02 0 n 621 p 0 n 002 0 n 010 2 450 p 100
B2b 1 n 1717 p 0 n 0004 6 n 79 p 0 n 02 0 n 610 p 0 n 002 0 n 011 1 n 5 350 p 100
B3 1 n 2199 p 0 n 0010 7 n 31 p 0 n 06 0 n 583 p 0 n 005 0 n 014 10 200 p 50
C1 1 n 2254 p 0 n 0004 7 n 15 p 0 n 02 0 n 597 p 0 n 002 0 n 010 2 400 p 100
C2 1 n 2245 p 0 n 0005 7 n 12 p 0 n 03 0 n 599 p 0 n 003 0 n 009 2 n 5 500 p 100
D 1 n 2208 p 0 n 0005 6 n 63 p 0 n 02 0 n 646 p 0 n 002 0 n 011 1 400 p 100
E1 1 n 2190 p 0 n 0005 6 n 74 p 0 n 02 0 n 635 p 0 n 002 0 n 010 1 n 5 450 p 100
E2 1 n 2200 p 0 n 0006 6 n 69 p 0 n 02 0 n 640 p 0 n 002 0 n 013 1 n 5 250 p 50
E3 1 n 2200 p 0 n 0005 6 n 71 p 0 n 01 0 n 638 p 0 n 001 0 n 010 1 450 p 100
F 1 n 2226 p 0 n 0005 6 n 80 p 0 n 02 0 n 631 p 0 n 002 0 n 010 1 n 5 450 p 100
G 1 n 2180 p 0 n 0004 6 n 62 p 0 n 02 0 n 647 p 0 n 002 0 n 011 3 400 p 100
H 1 n 2200 p 0 n 0006 4 n 85 p 0 n 03 0 n 582 p 0 n 003 0 n 010 7 400 p 100
I 1 n 2221 p 0 n 0004 4 n 72 p 0 n 01 0 n 599 p 0 n 001 0 n 007 2 850 p 200

J1 1 n 2185 p 0 n 0004 7 n 09 p 0 n 01 0 n 600 p 0 n 001 0 n 007 1 850 p 200
J2 1 n 2235 p 0 n 0004 7 n 08 p 0 n 01 0 n 602 p 0 n 001 0 n 007 1 850 p 200

Experimentsa 1 n 232 6 n 7 0 n 633b / 0 n 64 231 p 20

aSee reference [42]. bSee reference [41].
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B.3.2 Area per lipid

Of all different simulation conditions tested, the treatment of electrostatics has the largest im-

pact on the area. Differences are especially found when applying the Particle-Mesh Ewald

summation instead of a simple cutoff (runs D, E1, and F versus A, B1, and C1). Lipid areas

obtained with PME are significantly higher than those obtained with abrupt truncation of the

electrostatic interactions. Taking the best standard error estimates as the standard error of

an infinitely large sample, a difference in reported areas of 0.006 nm2 (or 1%) is considered

significant. In a two-tailed student’s t-test such a difference corresponds to a significance

level of 0.05 when taking the standard errors in both area means as 0.002 nm2. Two ad-

ditional simulations (H and I) were performed at reduced water content, corresponding to 6

water molecules per DPPC, to investigate if this increase in the area depends on the hydration

level. At low hydration, the area increases by 3% from cutoff to PME, demonstrating that the

response of the area to PME is not related to the amount of water, but rather governed by a

different balance of forces in the lipid assembly itself. The difference between the truncation

method and PME becomes larger as the cutoff radius increases. Three values of 1.4, 1.8, and

2.4 nm for the Coulomb cutoff were applied (B1-3). The smallest cutoff leads to the largest

average area. The area drops by about 4% from RC 	 1 " 4 (B2a) to RC 	 1 " 8 nm (B1) and by

about 2.5% from RC 	 1 " 8 (B1) to RC 	 2 " 4 nm (B3), which demonstrates the sensitivity of

the area to the choice of the truncation radius. The evolution of the area per lipid is shown

for the different cutoff radii in Figure B.3.

0 25 50 75 100 125 150
Time (ns)

0.52

0.56

0.60

0.64

0.68

A
 (n

m
2 )

B2a (1.4 nm)
B1 (1.8 nm)
B3 (2.4 nm)

Figure B.3: Time evolution of the area per lipid in simulations using different cutoff
radii.
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Figure B.4: Time evolution of the area per lipid in simulations with either a Coulomb
cutoff, PME, or a reaction field.

Figure B.4 shows a comparison between straight cutoff (B1), PME (E1), and reaction

field (G) approaches. The order of the area per lipid as a function of electrostatic treatment

is straight cutoff < PME < RF. The difference in the area is less between PME and RF than

between PME and cutoff. Applying the reaction field correction with the same cutoff as that

in run B1 (RC q 1 r 8 nm) leads to an increase by about 8% of the area per lipid (G vs B1).

Apparently, the removal of the artificial favorable interactions just inside the cutoff sphere by

the reaction field method results in a significant loosening of the system. In this context, the

results of using a shift function (J1,2), which also avoids unrealistic favorable interactions

just inside the cutoff sphere, but does not contain an energy term which stabilizes the dipole

inside the cutoff sphere, are interesting. The use of a shift function does not have as dramatic

an influence on the area per lipid as does the use of the reaction field method. The area per

lipid is slightly superior to the one obtained with the middle Coulomb cutoff (B1). Increasing

the cutoff radius from 1.8 nm to 2.4 nm with the shift function appears to (slightly) increase

the area per lipid, an effect opposite to that observed with the straight cutoff approach.

The size of the charge groups has a significant effect on the area. The change from larger

to smaller charge groups results in an increase of the area per lipid by 2% with a Coulomb

cutoff (A vs B1) and in a decrease by 2% with PME (D vs E1). The effect seen with PME can

be attributed to the effect of changing the effective cutoff for the Lennard-Jones interactions,

since the electrostatic cutoff in PME serves only as a numerical device to separate direct and

reciprocal space sums.
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The introduction of a correction term into the Lennard-Jones potential to account for

the long-range dispersion forces (B2b vs B2a) leads to a global compression of the bilayer

system: a decrease of 2% in the area per lipid is observed and a decrease of 4% of the volume

per lipid is registered.

The effect of pressure coupling on the area per lipid is deduced from a comparison of

simulations E1-3. The anisotropic pressure coupling tends to generate a net deformation of

the unit cell in the membrane plane. This anisotropy tends to be more pronounced in the

PME than in the cutoff or RF runs. A simulation with semi-isotropic pressure coupling (E3)

was added to avoid this large anisotropy in box sizes and to make sure that it does not alter

structural membrane properties. Simulations E1 and E3, differing by the type of pressure

coupling, lead to statistically indistinguishable average lipid areas. Furthermore, the type

of barostat used (Berendsen or Parrinello-Rahman) did not affect the equilibrium properties

significantly (compare runs E1 and E2).

The choice of the bonded parameters does not have any significant influence on the area

per lipid. Simulations B1 and C1 on the one hand, or simulations E1 and F on the other hand,

which only differ by the set of bonded parameters, lead, respectively, to the same average

lipid area or to very close values.

Figure B.5 shows the time evolution of the area per lipid between 0 and 150 ns with a

time step of 5 fs (C1) and between 150 and 200 ns with a time step of 2 fs (C2). The decrease

in the size of the time step has no noticeable effect on the area per lipid, which proves that a

relative large time step of 5 fs can be safely used.
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Figure B.5: Time evolution of the area per lipid in simulations C1 (with a time step of
5 fs) and C2 (with a time step of 2 fs).
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B.3.3 Area compressibility

Elastic properties of lipid bilayers not only determine the response to external mechanical

stress but are also important indicators of the internal state of the membrane, which can be

directly associated to the dynamic molecular properties of the constituent lipids. The area

compressibility modulus KA describes an elastic property of the membrane and can be related

to the variance of the lipid area σ2
A:

KA 	 kBTA
Nσ2

A
(B.2)

where A denotes the average area per lipid, N the number of lipid molecules in one layer, T

the temperature, and kB the Boltzmann’s constant. Area compressibility moduli have been

calculated for all the simulations and are listed in Table B.2, together with the standard

deviations (σA) in the lipid area. At full hydration of the membrane, they range between 200

and 850 mN/m and are rather above the experimental value of 231 3 20 mN/m [42]. This is

due to suppression of undulatory modes in a system of limited size [103]. There appears to

be no direct relation between the average areas and the calculated compressibility moduli. A

looser membrane packing, characterized by a larger area per lipid, does not systematically

lead to a lower compressibility modulus, as would be expected due to the greater flexibility

of membranes with a larger surface area. However, given the large standard errors, the

differences observed are not highly significant. In particular, the compressibility moduli

calculated for simulations E1 (450 3 100 mN/m) and E2 (250 3 50 mN/m) with, respectively,

the Parrinello-Rahman and Berendsen barostats are not statistically different. The two-tailed

student’s t-test p-value for a difference of 200 mN/m is indeed 0.08.

B.3.4 Hydrocarbon chain order parameters

Deuterium order parameters of the DPPC hydrocarbon chains (see Chapter 4, Section

4.3.4.3, page 118) have been computed for all simulations. For clarity, order parameters

obtained for only three selected simulations (B1, E1, and G) are displayed in Figure B.6.

Order parameters are very sensitive to changes in the area: an increase in the area per lipid

leads to an enhanced disordering of the acyl chains and, thus, to a decrease of the order

parameters SCD. From B1 to E1, the increase by about 6% in the area per lipid results in a

decrease by about 14% in the order parameters. Even an increase by less than 2% in the area

per lipid (e.g. from E1 to G) is perceptible in the order parameter profile.
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Figure B.6: Deuterium order parameters of DPPC, averaged over both chains, obtained
in simulations B1 (cutoff 1.8 nm), E1 (PME), and G (RF).

B.3.5 Dipole potential and dipole moments

The dipole potential profile along the bilayer normal was estimated for the different simula-

tions by integrating the charge distribution twice using Poisson’s equation (see Equation 4.15

in Chapter 4, Section 4.3.6, page 124). A positive potential of several hundred millivolts with

respect to the water region is found in the bilayer interior. A potential difference of 620 3 20

mV is generated with PME (average value over runs D, E1-3, and F), 740 3 100 mV with a

cutoff of 1.8 nm (average value over runs A, B1, and C1), and 830 3 50 mV with RF (run

G). The potential curves obtained for simulations B1, E1, and G are plotted in Figure B.7.

The most striking difference between the three types of simulation is the shape of the poten-

tial in the aqueous phase. The potential is flat with PME and RF, whereas a potential drop

within the water layer can be observed when a cutoff is applied. This can be explained by

a significant long-range ordering of the water dipoles, a known artifact of truncation meth-

ods. Despite the long simulation time, the potential in the two halves of the bilayer is not

completely symmetrical. This asymmetry is particularly pronounced in simulations using a

cutoff, which might be another artifact of this technique.

The average overall dipole moments in the lateral (x . y) and perpendicular (z) directions

in the box and their fluctuations are shown in Figure B.8 for straight cutoff (1.4 nm) (B2a),

RF (G), and PME (E1). As the area per lipid in these three runs is comparable, the differences

in dipole moments should be indicative of the effects of the electrostatics methods. The most
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striking feature observed in Figure B.8 is the difference in lateral dipole moment between

straight cutoff and RF or PME. Both the average lateral dipole moment and its fluctuations

are much smaller in the straight cutoff method. The difference between RF and PME is

not very large. The average values of and fluctuations in the dipole moments appear to be

somewhat larger in the PME approach.

B.3.6 Radial distribution functions

The radial distribution functions (RDFs) of the phosphorus atom pairs (gP � P), the nitrogen

atom pairs (gN � N), and the phosphorus-nitrogen atom pairs (gN � P, intermolecular) have been

determined. The RDFs of P–P pairs are compared in Figure B.9 for a series of simulations.

The application of PME and RF (E1 and G) yields a RDF which has a narrow peak around 0.6

nm and essentially no structure beyond 1 nm. Such a behavior is expected in a membrane

in the liquid crystalline state, since no translational order should be present in the bilayer

plane at long distances. The RDFs from simulations using a straight cutoff are dramatically

different. An oscillating long-range component is observed and exhibits a local maximum

exactly at the cutoff distance. Moreover, the oscillations seem to persist at distances beyond

RC. The use of a shift function with the same value for RC allows one to avoid this structural

artifact. Although the details are slightly different for N–N and N–P pairs (RDFs not shown),

similar conclusions on artificial ordering can be drawn. Hence, truncation of the electrostatic

interactions by a straight cutoff gives rise to artificial order in the membrane plane, which

implies that the membrane is no longer in a truly fluid-like state.
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Figure B.9: Radial distribution functions of phosphorus atom pairs computed in simu-
lations: E1 and G (PME and RF); B2a, B1, and B3 (cutoffs of 1.4, 1.8, and
2.4 nm); J1 and B1 (shift function and straight cutoff with RC J 1 n 8 nm);
J2 and B3 (shift function and straight cutoff with RC J 2 n 4 nm).

B.3.7 Diffusion coefficients

To determine whether the dynamic properties of the bilayer are sensitive to the different

simulation conditions, the lateral diffusion coefficient Dlat of the DPPC molecules within

the membrane plane has been determined for various simulations (see Chapter 4, Section

4.3.7, page 126, for the details of the calculations). The uncorrected and corrected lateral

diffusion coefficients were calculated over 62.5 ns, using data between 25 and 150 ns, and

are given in Table B.3. A correlation between the area per lipid and the lateral diffusion

coefficient is intuitively expected, as larger areas would lead to an increased mobility of the

lipid molecules and thus to higher diffusion coefficients. Although the diffusion coefficients

obtained with PME or RF tend to be slightly above those obtained with a Coulomb cutoff
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(D vs A, E1 vs B1, F vs B1, or G vs B1), the differences observed are rather small and

statistically not significant.

Table B.3: Lateral diffusion coefficients.

Label Dlat 3 SE (10 � 8 cm2/s)
uncorrected corrected

A 350 p 150 3 n 4 p 0 n 4
B1 150 p 50 8 n 4 p 1 n 3
C1 70 p 15 9 n 9 p 0 n 6
D 30 p 3 12 n 0 p 0 n 4
E1 40 p 15 8 n 8 p 0 n 5
E2 35 p 5 8 n 2 p 0 n 6
E3 15 p 5 6 n 7 p 0 n 7
F 25 p 5 14 n 2 p 1 n 8
G 150 p 50 9 n 9 p 0 n 7

B.4 Discussion

A number of important conclusions can be drawn based on the simulations reported in this

appendix. Although the simulations only consider one type of lipid and one force field with

two similar sets of bonded parameters, the effects observed are expected to be more generally

valid.

Equilibration times of the order of 10–20 ns are required for phospholipid simulations
Clearly, long simulations are required to accurately calculate basic equilibrium properties

such as the area per lipid. In the present simulations of the DPPC bilayer, the equilibration

of the area per lipid requires on average 5 to 10 ns and even up to 25 ns in some cases.

The slow convergence observed demonstrates that the generation of sufficient equilibrium

sampling cannot definitely be obtained in simulations covering only a couple of nanoseconds.

As was previously found by Lindahl and Edholm [223] and Marrink and Mark [103], large

fluctuations of the membrane area with long correlation times (up to 10 ns) occur. These large

area fluctuations can be attributed to the contribution from a hierarchy of motions, including

isomerization, rotation, and diffusion of individual lipids, as well as collective motions of

the bilayer itself, like the appearance of undulations. Owing to this slow process of area
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fluctuations, simulations of multiple tens of nanoseconds are needed to trust the calculated

average areas.

Area: poor judge of methodology or force field Reproducing experimental values for

the lipid area with care is particularly important because a large number of both structural

and dynamic quantities is strongly connected to the area. Naturally, larger areas allow more

disorder in the lipid tails, leading to enhanced gauche population and decreased order param-

eters. The only exception seems to be the area compressibility, for which a clear correlation

with the area was not observed.

Comparing the areas per lipid obtained for the DPPC system using different methodolog-

ical approaches (see Table B.2), it appears that almost any area per lipid can be reproduced.

Areas as small as 0.58 nm2 or as large as 0.65 nm2 can be obtained with the same force field.

In contrast to the area, the volume per lipid does not appear very sensitive to methodological

changes. For the area, the exact balance of forces between the headgroups and between the

tails is crucial. The important question now is: is it possible, based on the areas obtained, to

judge the quality of the different algorithms and parameters? Clearly, the simulations corre-

sponding to the extreme values for the area are wrong in the sense that they do not properly

model a DPPC membrane, but DPPC bilayers with an area per lipid in the range 0.62–0.65

nm2, within a few percents of the experimental value of 0.63–0.64 nm2, are very similar in

their properties. Interestingly, areas per lipid in this range can be obtained using significantly

different methods. Whether using cutoffs, reaction field, or PME, a reasonable area can be

obtained. Therefore, the area per lipid is not a good judge of the quality of force field nor

of methodology – the right combination of force field and methodology can always repro-

duce the proper area. As stated above, once the area is correct most other properties appear

reasonable, and this is why the large number of DPPC simulations available in the literature,

using very different force fields and simulation methodologies, results in bilayers with very

similar properties.

Effect of long-range interactions In the series of simulations performed, the area proved

to be very sensitive to the details of the simulation and especially to the treatment of long-

range electrostatic interactions. The effects observed can be explained by examining the

properties of the electrostatics methods in conjunction with a simple model of a phospho-

lipid bilayer. In a simple picture, the phospholipid bilayer system may be viewed as two

constrained dipole layers, with the zwitterionic headgroups as the basic dipoles constituting
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the layers. The lipid dipoles in a layer will generally be aligned roughly parallel to each other

and the bilayer normal because of the shape of the lipid molecule and headgroup hydration,

thereby having a direct repulsive Coulomb interaction with each other. The dipole-dipole

repulsion can be relieved by the tilting of the dipoles with respect to each other. Dipoles ide-

ally adopt head-tail arrangements or align anti-parallel to each other. In a bilayer, tilting of

the lipid headgroups towards parallel to the membrane plane is possible to a limited extent.

Once tilted into the lateral directions, the headgroups have more freedom to adopt favorable

orientations. The energetic costs for this tilting are various. First, tilting the headgroup re-

quires a larger projected area of the lipid. The cost for this is loss of attractive interactions

in the tail region. Second, tilting the headgroup at the same area per lipid will reduce the

hydration of the headgroup since a tilted headgroup is less exposed to water. This can be

remedied by pulling the lipid out of the bilayer somewhat, which will again be at the cost of

attractive interactions in the tail region. Third, condensing the headgroups into the plane of

the membrane results in a loss of entropy.

In straight cutoff techniques, only short-range interactions are minimized. Tilting of the

headgroup is seen to a limited extent, reflected in a relatively small lateral dipole moment

of the simulation box (see Figure B.8). In contrast, both PME and RF show a large lateral

box dipole moment due to strong tilting of the headgroup dipoles into the lateral directions.

Tilting of headgroups into the bilayer plane is the cheapest way of building up dipole mo-

ments and is rewarded energetically in both Ewald and RF methods. Ewald methods may

thus induce artifacts by building up large simulation cell dipoles which are being replicated

into infinity and interact favorably with each other. The reaction field model stabilizes local

dipole moments. This results in a lateral expansion of the bilayers compared to straight cut-

off methods (compare B1 to G). The difference between RF and PME for the area per lipid

depends on the balance of forces within the bilayer. The RF approach seems to converge to

the PME result if the cutoff radius is increased [219], which is expected since the “local”

dipole moment within the cutoff sphere approaches the box dipole moment with increasing

cutoff. Unfortunately, with large cutoffs the RF method becomes impracticable because of

loss of computational speed.

Another possible artifact for bilayer systems in Ewald methods is the arrangement of

dipoles parallel to an axis at half the axis-size. In this particular arrangement, the forces

between parallel dipoles are zero, introducing strong spatial correlation into the system [227].

The tendency of the unit cell to become rather asymmetric (runs D, E1,2 and F) may find

its origin in the fact that two charges do not exert a force on each other at a distance L � 2,
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where L is the dimension of the unit cell. For bilayer systems of not too small size, Ewald

techniques appear, however, to be more appropriate than straight cutoff methods to simulate

fluid phase bilayers.

The effects on the area of the bilayer observed with increased cutoff distance with the

straight cutoff technique is reminiscent of the contraction of dipolar systems on increasing

the electrostatic cutoff described for pure liquids [225, 230]. The contraction is explained

by the build-up of favorable interactions just inside the cutoff sphere, reducing the outward

pressure of the system. The non-neutrality of the charge groups gives rise to the creation of

artificial charges which causes an even stronger lateral long-range attraction in the bilayer,

analogous to the effects observed in ionic systems [114, 230]. Increasing the cutoff only

makes things worse (compare runs B1-3). The effect increases with increasing cutoff dis-

tance because the number of these favorable interactions grows faster (scaling with r2) than

the strength of the interaction diminishes (which goes as 1 � r due to the non-neutral charge

groups).

As an alternative method, one could use a shift function, with or without a reaction

field correction to the energy. It avoids the artifacts arising from cutting through dipoles as

in straight cutoff methods and it also avoids dipole correlations across the simulation cell

possible with Ewald methods. The RF method was already discussed. The GROMACS shift

function appears to be intermediate between straight cutoff and RF. On the one hand, it does

not suffer from the dipole-dipole correlation artifact associated with straight cutoff and, on

the other hand, it avoids a large lateral dipole moment as seen with RF.

Apart from the long-range electrostatic interactions, also the long-range dispersion inter-

actions can have a significant effect on the membrane properties through modulation of the

system density. Including a long-range dispersion correction for the Lennard-Jones interac-

tions (run B2b) shows a slight but significant decrease of the area and a net decrease of the

volume per lipid, resulting in a clear contraction of the membrane. The LJ interactions also

account for small but significant changes in area observed upon increasing the number of

charge groups with PME, as can be seen from the comparison of runs D and E1.

Effect of pressure coupling and time step The type of pressure coupling scheme appears

to have no significant effect on the equilibrium properties of the bilayer (compare E1 vs E2).

Although the Parrinello-Rahman method is to be preferred on theoretical grounds (in contrast

to the Berendsen method, it generates a well defined ensemble), the Berendsen scheme is
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more practical as it damps large oscillations in box dimensions which may occur especially

during the equilibration stage. Caution is needed when coupling anisotropically. If one of

the lateral dimensions becomes too small, periodic ordering effects appear, especially when

using PME. For systems of not too small size, the anisotropy is not worrying, as it does not

seem to influence any of the system properties. Finally, the current constraining algorithms

allow a time step of 5 fs, which can be safely used in phosphatidylcholine bilayer simulations

(compare C1 vs C2).

B.5 Conclusion

The series of simulations presented in this appendix show that 10 to 20 ns equilibration time

is required for MD studies of phospholipid bilayers. The area per lipid is observed to be very

sensitive to the simulation conditions, especially to the treatment of long-range electrostat-

ics. As long as the area remains within the experimental range, reasonable lipid properties

are observed. With the right combination of methodology and force field, lipid bilayers with

areas close to the experimentally determined one can be obtained with any approach of treat-

ing the long-range electrostatics. Benefits and artifacts of each method can be pointed out,

demonstrating that none of these methods is perfect for the simulation of interfacial systems.

Straight cutoff methods, however, most clearly show some unwanted ordering effects and

should be avoided in pure bilayer simulations. In the present simulations of the DPPC bi-

layer system, PME and RF approaches seem to be the most reasonable options, leading to

stable runs and alleviating severe artifacts. It is further shown that time steps in combination

with proper constraining algorithms and a united-atom model can be taken up to 5 fs. Details

of the pressure scaling method appear unimportant for the observed bilayer properties.
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