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ABSTRACT

Forster Resonance Energy Transfer (FRET) is a highly distance dependent mechanism particularly useful
for the quantification of distances between fluorescent dyes in the range of 20-100 A. It can be used for
measurements on the single molecule level (smFRET). Thus, structural heterogeneities and dynamic
transitions in biomolecules are directly measurable under physiological conditions with high time

resolution which is a large advantage over most other techniques in structural biology.

However, the main limitation when using quantitative FRET measurements for structural modeling is the
lack of accuracy primarily originating from the long linkers which are used to couple fluorophores to the
molecules of interest. Even though interdye distances can be measured with high accuracy, translating
them into structurally relevant distances between linker attachment atoms yields uncertainties in the
order of magnitude of the distances accessible to FRET. Another limitation for the accuracy of FRET
distances originates from the uncertainties of the orientations of the dyes which have a significant
influence on the efficiency of FRET and are difficult to estimate unless fast rotational diffusion can be
assumed. So far, there has been no comprehensive approach to use smFRET measurements for

structural modeling which also takes linker effects into account in a meaningful way.

The goal of this thesis was to establish a methodology for the generation of accurate smFRET based

structural models of biomolecules.

In a first step, to overcome the above mentioned problem of uncertainty due to linker effects and
orientational uncertainties, it was vital to realistically describe linker and dye dynamics (translational
and rotational diffusion, respectively) and model dye position distributions. To achieve this, fluorescence
labeled dsDNAs and dsRNAs were chosen as model systems and the local environment and mobility of
dyes was characterized through fluorescence intensity and anisotropy decay measurements for different
linker types. Furthermore, it was shown that by proper consideration of accessible volumes (AVs) of
fluorophores, modeled by a simple geometric algorithm for different donor and acceptor positions along
a dsRNA, it is possible to accurately predict distances measured by FRET (RMSD = 1.3 A). Also a rigorous
procedure is introduced to estimate and minimize dye orientation uncertainties (x*-problem) which
significantly contribute to the errors of measured distances. Considering the case of undefined dye

environments we introduce short linkers which significantly reduce position uncertainties. A detailed



analysis of possible orientation effects indicated that, for short linkers and unknown local environments,

additional x*-related uncertainties are clearly outweighed by better defined dye positions.

In a second step, a complete set of tools is introduced for smFRET based structural modeling. It includes
the proper consideration of FRET distance restraints and measurement uncertainties and, furthermore,
structure determination via docking of rigid bodies or screening of structural ensembles. A dramatic
improvement in the precision is achieved through explicitly considering spatial distributions of dye
positions, which greatly reduces uncertainties due to flexible dye linkers. Furthermore, possible
solutions are evaluated and their precision estimated via bootstrapping. A DNA/DNA 19/35
primer/template (dp/dt) to HIV-1 reverse transcriptase (RT) complex was chosen as a validation system.
The structure of the double stranded part of dp/dt in complex with the protein was recovered by
docking rigid bodies. The model agrees with the known X-ray structure with an RMSD of 0.5 A.
Furthermore, a large structural ensemble of the flexible single stranded template overhang was created
by molecular dynamics simulations and filtered with respect to agreement with FRET data yielding a
preferential conformation bound to the fingers domain of RT. This might have important implications
concerning proper alignment of the primer terminus within the active site, thus affecting fidelity of DNA

synthesis

Finally, the method was successfully tested on an RNA four-way junction (RNA4W!)J) based on the hairpin
ribozyme, a dynamic and heterogeneous molecule of unknown structure. 51 independent smFRET
measurements were performed, the presence of one major and two minor coexisting conformers was
proven and for each dataset three distances and corresponding errors were extracted and successfully
assigned to the three conformers of the RNA4WJ using their distinct Mg**-affinities. A rigid body model
for each conformer was obtained by docking four dsRNA helices. The three rigid body models were
refined by MD simulations and coarse grained RNA folding using FRET-restrains resulting in meaningful
all-atom structural models for all conformers. A cluster analysis gives confidence levels for the proposed
ensemble of rigid body models (> 99.99 %, 84 % and 97 %) and their quality was assessed via rigorous
error estimation. The achieved precisions are significantly better than the uncertainty of dye position

with respect to macromolecule.



ZUSAMMENFASSUNG

Forster Resonanz Energie Transfer (FRET) ist ein stark abstandsabhdngiger Prozess, der besonders zur
Quantifizierung von Abstinden zwischen Fluoreszenzfarbstoffen im Bereich zwischen 20-100 A geeignet
ist. Da FRET auch auf Einzelmolekilebene gemessen werden kann (smFRET), sind strukturelle
Heterogenitit und dynamische Uberginge in Biomolekiilen unter physiologischen Bedingungen direkt
zuganglich und kénnen mit einer hohen zeitlichen Auflésung gemessen werden. Dies ist ein groRRer

Vorteil gegenliber den meisten anderen strukturbiologischen Methoden.

Der grofRte Nachteil bei der Nutzung von FRET-Messungen zur Strukturmodellierung ist jedoch die
geringe Genauigkeit, die sich aus der groRen Ldnge der Linker zur Kopplung von Fluoreszemzfarbstoffen
an Biomolekilen ergibt. Obwohl Abstiande zwischen Farbstoffen sehr genau gemessen werden kdnnen,
ist die strukturell relevante Distanz zwischen den Atomen, an die die Farbstofflinker gekoppelt sind mit
einem Fehler behaftet, der in der GréBenordnung der flir FRET zuganglichen Abstdnde liegt. Eine zweite
Limitierung der Genauigkeit bei der Abstandsbestimmung ergibt sich aus den schwer zu bestimmenden
Orientierungen der Farbstoffe, die einen groRBen Einfluss auf die FRET-Effizienz haben kdnnen. Bislang
gibt es keinen umfassenden Ansatz zur FRET-basierten Strukturmodellierung, dem eine sinnvolle

Beriicksichtigung von Farbstofflinkereffekten zu Grunde liegt.

Ziel dieser Arbeit war die Entwicklung einer Methode zur Generierung von genauen FRET-basierten

Strukturmodellen von Biomolekdlen.

Zunachst war es wichtig das Problem der Abstandsungenauigkeiten zu l6sen, die durch die
Farbstofflinker und die Unsicherheit der Farbstofforientierungen verursacht werden. Hierzu ist es
notwendig, die Linker- und Farbstoffdynamik (Translations- und Rotationsdiffusion) realistisch zu
beschreiben und Farbstoffpositionsverteilungen maoglichst genau zu modellieren. Fir verschiedene
Linkertypen wurden dazu Fluoreszenzintensitdts- und Anisotropiezerfdlle an fluoreszenzmarkierter
doppelstrangiger (ds) DNA und RNA gemessen, um die Umgebung und Mobilitdt der Farbstoffe zu
charakterisieren. Durch die Bericksichtigung von Farbstoffpositionsverteilungen (accessible volumes,
AVs), die durch einen simplen geometrischen Algorithmus modelliert wurden, konnten auferdem
prazise Vorhersagen liber experimentell gemessene FRET-Abstdnde an einer dsRNA gemacht werden.
Des Weiteren wurde eine rigorose Prozedur eingefihrt um die Ungenauigkeiten von
Farbstofforientierungen (x*-Problem) abzuschétzen und zu minimieren. Die hier erstmals verwendeten

kurzen Farbstofflinker eignen sich besonders fiir unbekannte Farbstoffumgebungen, wo AV-



Modellierung nicht moglich ist. Fir sie ergeben sich kleine zusatzliche Ungenauigkeiten aufgrund
Orientierungsunsicherheiten. Diese werden jedoch durch die besser bestimmte Position mehr als

aufgewogen.

Als ndchster Schritt wurde ein vollstandiges Toolset zur Einzelmolekil-FRET-basierten
Strukturmodellierung eingefiihrt. Es beinhaltet die sinnvolle Einbeziehung von gemessenen FRET-
Abstianden und deren Messfehlern. Des Weiteren die Strukturmodellierung durch das Docken rigider
Strukturelemente oder durch ,Screening” von Strukturensembles. Durch die explizite Berlcksichtigung
von Farbstoffpositionsverteilungen werden Ungenauigkeiten durch Linkereffekte stark reduziert und so
die Prazision der Strukturmodelle dramatisch erhéht. Die Methode beinhaltet auRerdem die Evaluation
moglicher Losungen und die rigorose Bestimmung ihrer Prazision. Als Validierungssystem wurde ein
Komplex aus einer DNA/DNA 19/35 primer/template (dp/dt) und der Reversen Transkiptase (RT) des
HIV-1 benutzt. Die Struktur des rigiden doppelstrangigen Teils der DNA im Komplex mit dem Protein
wurde durch Docken der beiden Elemente bestimmt. Die mittlere quadratische Abweichung (RMSD)
zwischen der gedockten und der Rontgenkristallstruktur betrug 0.5 A. Mit Hilfe von MD-Simulationen
wurde ein groBes Strukturensemble fiir den flexiblen einzelstrangigen Teil der DNA generiert.
Anschliefend wurde das Ensemble gefiltert, indem Farbstoffverteilungen modelliert wurden und die
sich ergebenden FRET-Abstande mit den gemessenen verglichen wurden. Eine bevorzugte Position des
Template-Einzelstrangs in der Fingerregion des Proteins konnte so bestimmt werden. Dieses Ergebnis
konnte wichtige Konsequenzen fiir die Ausrichtung des 5-Endes der DNA im aktiven Zentrum des

Enzyms haben und sich auf die DNA-Synthesegenauigkeit auswirken.

Zuletzt wurde die Methode erfolgreich an einer RNA ,four-way junction” (RNA4W)J) getestet, die auf
dem Hairpinribozym basiert. Diese RNA4WIJ ist ein Molekiil, das dynamische Heterogenitat aufweist und
dessen Struktur unbekannt ist. 51 unabhangige Einzelmolekil-FRET-Messungen wurden durchgefiihrt
und die Existenz von einem Hauptkonformer und zwei gering bevolkerten Konformeren nachgewiesen.
Aus jedem Datensatz konnten drei Abstande und die dazugehorigen Fehler extrahiert und den jeweils
zugehorigen Konformeren aufgrund ihrer unterschiedlichen Mg®*-Affinititen zugeordnet werden. Fir
jedes Konformer konnten Strukturmodelle erstellt werden, indem vier als rigide angenommene dsRNA-
Helices gedockt wurden. Diese wurden unter Berlcksichtigung der FRET-Abstandsbeschrankungen mit
Hilfe von MD- und ,coarse grained“-Simulationen verfeinert. So ergaben sich sinnvolle atomare

Modelle. Fir die sich ergebenden Strukturen konnten Konfidenzniveaus durch Clusteranalyse bestimmt

vi



werden. Die Prazision der jeweiligen Modelle ergab sich aus einem Bootstrappingverfahren und war

jeweils um eine GrofRenordnung kleiner als die Ungenauigkeit die sich aus den Linkereffekten ergibt.
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1 Introduction

Forster Resonance Energy Transfer (FRET) is a highly distance dependent mechanism describing energy
transfer between two chromophores (Forster 1948). Acting as a “spectroscopic ruler” (Stryer 1978), it is
particularly useful for the quantification of distances between fluorescent dyes in the range of 20-100 A.
Upon excitation of a fluorophore (donor, D) energy is transfered via dipole-dipole coupling to another

fluorophore (acceptor, A) provided they are in close proximity.

Apart from its high distance sensitivity (1/R® - dependence), FRET offers the following advantages: (1)
Fluorescent dyes can be site-specifically covalently bound to nucleic acids, proteins and lipids. (2) FRET
labeled molecules can be measured while immobilized on surfaces as well as freely diffusing in solution.
(3) Due to the availability of fluorophores with high quantum yield and photostability (Gongalves 2009)
and highly sensitive detection systems (Moerner and Kador 1989; Orrit and Bernard 1990; Shera,
Seitzinger et al. 1990) with high time resolution, measurements on the single-molecule level are possible
(Ha, Enderle et al. 1996; Deniz, Dahan et al. 1999) (smFRET). Thus, structural heterogeneities and
dynamic transitions in biomolecules are directly accessible under physiological conditions (in vitro (Ha,
Enderle et al. 1996; Weiss 1999; Margittai, Widengren et al. 2003; Borgia, Borgia et al. 2011) and even in
vivo (Sakon and Weninger 2010)) with high time resolution determined by fluorescence lifetime of the
dyes in the order of a few nanoseconds. Furthermore, there are practically no limitations to the size of
the molecule of interest. In summary, since most biomolecules are dynamic and undergo intrinsic
motions (Henzler-Wildman and Kern 2007; Tokuriki and Tawfik 2009), FRET has key advantages over X-
ray crystallography (no heterogeneities and dynamics, only molecules that crystalize), NMR
spectroscopy (strong limitations in size) and cryo-EM (no dynamics, not under physiological conditions),

the three most well established techniques in structural biology.

There are, however, two limitations on quantitative FRET measurements which originate (1) from
uncertainties of the dye orientations and (2) from uncertainties of the dye position due to linker effects:
(1) The FRET efficiency, E, depends not only on the distance between D and A but is also strongly
dependent on the mutual orientation of their transition dipole moments, expressed by the orientation
factor & (see Eq. 2.5). x* is difficult to estimate unless D and A can be assumed to rotate relatively
freely. To ensure free rotational diffusion but also for better labeling efficiency, fluorophores are usually

coupled to the molecule of interest via long and flexible linkers with overall lengths from the attachment



point of the linker to the center of the chromophore of up to ~ 20 A (see Figure 1.1). (2) The use of these
linkers, however, is the reason for the second and more significant limitation of FRET. It results in
significant displacements between mean position of the dye and attachment atom and in large distance
distributions between the dyes. Thus, translating accurate interdye distances into structurally relevant
distances between attachment atoms yields uncertainties in the order of magnitude of the distances
accessible to FRET making those distances impossible to use for accurate structural modeling. To
illustrate the problem of flexibly linked dyes, we consider Alexa488 and Cy5 as donor and acceptor dyes,
respectively, attached to dsDNA using standard C6 (hexamethylene) linkers (Figure 1.1). There is ample
theoretical evidence for the existence of donor-acceptor distance distributions due to flexible dye
linkers (Olofsson, Kalinin et al. 2006; Best, Merchant et al. 2007; Dolghih, Roitberg et al. 2007; VanBeek,
Zwier et al. 2007; Dolghih, Ortiz et al. 2009; Hoefling, Lima et al. 2011). In Figure 1.1, the green and red
surfaces show the space accessible to D and A fluorophores, respectively, as determined by a geometric
accessible volume (AV) algorithm (Cai, Kusnetzow et al. 2007; Muschielok, Andrecka et al. 2008) (see
Section 5.3.1). It is obvious that (1) the mean dye positions (colored spheres) are far from dye
attachments points (black crosses) and that (2) AVs are large, requiring an averaging of FRET observables
over a distribution of donor-acceptor distances. Thus, distances measured by FRET must not be
(mis)interpreted as distances between the mean positions of the dyes or, even worse, as distances

between the dyes’ attachment points.



Figure 1.1. Effect of dye position distributions on FRET. (A) Accessible volumes of Alexa488 (green) and Cy5 (red) attached to
a dsRNA via a C6 linker (ellipse). The mean positions of the dyes are depicted as spheres (green for Alexa488, red for Cy5)
and the attachment atoms of the linkers as black crosses. The distance between the dyes’ attachment points (C5 atoms) is
43.6 A, whereas the distance between the dyes’ mean positions (Rmp) is 52.6 A. The structure was rendered via PyMOL
(DeLano 2002).

The goal of this thesis is to develop a method for the generation of accurate smFRET based structural
models of biomolecules and, thus, to establish FRET as a quantitative tool in the field of structural
biology. During my thesis | worked on three main projects which are described in detail in Section 4. The

full manuscripts are given in the appendix.

In Section 4.1 approaches are presented to overcome the two main limitations of FRET: The
uncertainties in distance measurements due to large dye postion distributions and due to orientational
uncertainties. The key to increase the spatial resolution of FRET with flexibly linked dyes is the explicit
modeling of dye behavior (Best, Merchant et al. 2007; Wozniak, Schroder et al. 2008; Hoefling, Lima et
al. 2011) by considering the structure of the biomolecule and calculating the distribution of dye
positions. We apply the aforementioned AV approach and verify its assumptions experimentally for
nucleic acids and dye linkers of different length and rigidity. To check for possible interactions between
dyes and macromolecules, the local environment and the mobility of dyes are characterized through
fluorescence intensity and anisotropy decay measurements. Furthermore, in a benchmark study several

FRET distances along a dsRNA were predicted through proper averaging over modeled AVs and



compared to measurement results. We also introduce a rigorous procedure to estimate and minimize
uncertainties in the orientation factor x*. For cases when the local environment of the dye is unknown
and, thus, AV modeling cannot be applied, we propose an alternative approach: We introduce new short
dye linkers and test their influence on dye position uncertainties and on orientational dye diffusion. ds
B-DNAs and ds A-RNAs were chosen as model systems for the following reasons: (1) Their structure is
well known. (2) Fluorescence labeled DNA and RNA samples are commercially available. (3)They are

easy to handle.

In Section 4.2 we introduce a complete set of tools for smFRET based structural modeling and
demonstrate the accuracy of this approach by docking a DNA/DNA 19/35 primer/template (dp/dt) to
HIV-1 reverse transcriptase (RT). Several approaches to derive FRET-restrained structures of
biomolecules and of their complexes have been published (Mekler, Kortkhonjia et al. 2002; Margittai,
Widengren et al. 2003; Andrecka, Lewis et al. 2008; Muschielok, Andrecka et al. 2008; Choi, Strop et al.
2010; Balci, Arslan et al. 2011; Brunger, Strop et al. 2011; McCann, Zheng et al. 2011; Sabir, Schroder et
al. 2011). However, many questions remain unsolved yet. These include the uncertainty of dye positions
due to flexible dye linkers, averaging of the FRET efficiency over distributions of donor-acceptor
distances, and potential effects of the spatial arrangement of structural units on dye distributions.
Another issue is the missing information on the quality of resulting structural models and how it is
influenced by uncertainties of “input” FRET data. There is also little evidence as to the accuracy of FRET-
restrained 3D modeling, which could be gained by comparison to known structures. Finally, a productive
combination of FRET with state-of-the-art in silico modeling approaches for the generation of candidate
model structures is needed. The method introduced in Section 4.2 includes the following steps: (1) Use
of prior knowledge to choose an adequate starting model (e.g. assume protein and dsDNA, both from a
crystal structure, as rigid bodies). (2) Selection of meaningful labeling positions. (3.1) Perform
guantitative smFRET measurements via single-molecule multi-parameter fluorescence detection
(smMFD). (3.2) Extract distance constraints and their corresponding errors from measured data. (4)
Generation of structural models. For the double-stranded part of dp/dt in complex with RT by rigid body
docking and for the ssDNA template overhang by screening a large structural ensemble created by
molecular dynamics with respect to agreement with FRET data. In both cases the dye position
distributions are explicitly taken into account. (5) Model discrimination by checking for ambiguous
solutions. (6) Once a unique model is found its precision is determined, e.g. by a bootstrapping

procedure. The RT:(dp/dt) complex was chosen for following reasons: (1) For the double-stranded part



of dp/dt in complex with RT, there is a number of known crystal structures (Kohlstaedt, Wang et al.
1992; Jacobo-Molina, Ding et al. 1993; Esnouf, Ren et al. 1995; Peletskaya, Kogon et al. 2004) which
makes it possible to validate the approach. (2) The ssDNA template overhang has not been resolved by
X-ray crystallography, there is, however, biochemical evidence that the properly bound template
overhang plays an important role in translocation of nucleic acid during processive DNA synthesis
(Goette, Rausch et al. 2010) (3) The complex is easy to label as only one dye has to be attached to the

protein (single mutant) and the DNA, respectively. (4) A large data set was available in the Seidel group.

In Section 4.3, the method was applied to an RNA four-way junction (RNA4WIJ) derived from the hairpin
ribozyme. It has been chosen for the following reasons: (1) The molecule has been proven to exhibit at
least three distinct coexisting structural conformations (Hohng, Wilson et al. 2004), none of which have
been resolved, and undergoes dynamic transitions between them. Therefore, it is highly suitable for
structural determination via FRET. Moreover, transient minor populations have never been structurally
characterized before. (2) Helical junctions are highly biologically relevant motifs as they are very
common in natural RNA species (e.g. Hairpin (Murchie, Thomson et al. 1998; Fedor 1999; Walter, Burke
et al. 1999; Zhao, Wilson et al. 2000; Tan, Wilson et al. 2003), hammerhead (Pley, Flaherty et al. 1994;
Scott, Finch et al. 1995), VS (Lafontaine, Norman et al. 2002) ribozymes, riboswitches (Chowdhury, Maris
et al. 2006) and ribosomal RNA (Shen and Hagerman 1994; Orr, Hagerman et al. 1998)). (3) So far, there
are no structural models of any RNA4WJs unperturbed by interactions with proteins or between stems,
e.g. via bases of internal loops. The effects caused by sole staking interactions are unknown. 51 smMFD
measurements with different DA-pairs were performed yielding the presence of one major and two
minor conformers. For each dataset three distances and corresponding errors were extracted and
successfully assigned to the three conformers of the RNA4WIJ using their distinct Mg**-affinities. Rigid
body models for each conformer were obtained by docking ds A-RNA helices. The confidence levels of
the models are determined via cluster analysis and bootstrapping is applied to provide precision for
each model. The three docked structural models are further refined by MD simulations and coarse

grained RNA folding using the measured FRET-restraints yielding meaningful all atom structures.






2 Theory of FRET

In this section, the theory behind Forster Resonance Energy Transfer (FRET) and how it can be used for
distance determination is explained. FRET is a strongly distance dependent non-radiative energy transfer
and occurs between the coupled excited states of a donor (D) and an acceptor (A) dye. For the
derivation of the equations shown in this section see refs. (Forster 1948; Andrews 1989; van der Meer,
Cooker et al. 1994; Andrews and Bradshaw 2004; Braslavsky, Fron et al. 2008). Throughout this work
Alexa488 and Cy5 were used as D and A, respectively (see e.g. Figure 5.1). The rate of D de-excitation via

FRET to A, keger, is given by Eq. 2.1 (Sisamakis, Valeri et al. 2010):

6

1 R

kFRET = [R_O ) Eq. 2.1
D0) \ {*p4

Here 1p(0) the donor lifetimes in the absence of FRET, Rpa is the distance between the donor and
acceptor dye and R, is the Forster radius which, among other parameters, depends on the properties of
the dye pair involved in FRET. R, depends on fluorescence quantum yield of the donor dye in the
absence of FRET, @p(g), the refractive index n of the medium between the dyes, the dye orientation
factor &* (see Eq. 2.5) and the spectral overlap integral J(1) between fluorescence of D and absorbance

of A (see Figure 2.1A). Ry is given by Eq. 2.2 (Sisamakis, Valeri et al. 2010):

1
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where N, is the Avogadro constant.
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Figure 2.1. (A) Overlap integral J(4) (blue) between normalized fluorescence and absorbance spectra of Alexa488 (green) and
Cy5 (red dashed), respectively. The absorption of Alexa488 and the emission of Cy5 are shown as gray dashed and gray solid
lines, respectively. (B) The FRET efficiency E is strongly dependent on Rp, (see Eq. 2.4). E is most sensible to changes in Rp, in
the region of R, (E(R,) = 0.5).

The FRET efficiency (E) can be determined by measuring the fluorescence of the donor (Fp) and the
acceptor (Fa) but also by measuring the donor lifetimes in the presence and in the absence of FRET (7p)

and 7p(), respectively) (Sisamakis, Valeri et al. 2010):

F, 1 Fow F

=— = with y'=
V' Fp+F, Tp(o) FD(0)

Eq. 2.3

where ®¢, are the fluorescence quantum yield of the acceptor dye. Fp and F, are the signals in the green
and red channels corrected for background and different detection efficiencies (see Eq. 5.16 and Eq.
5.17). Distances can be calculated according to Eq. 2.4 (van der Meer, Cooker et al. 1994; Lakowicz 2006)

(see also Figure 2.1B):

E=1/01+R},/R}) Eq. 2.4
Throughout this work E is mostly determined from measured fluorescence intensities Fp and Fa. If the
dyes move slowly through their accessible volumes with respect to the fluorescence lifetimes (static
averaging of distances) Eq. 2.4 yields the FRET-averaged distance {Rpp)r (see Section 5.3.2.2 for the
definition of {Rpa)r and see Section 5.3.5 for further details on distance determination). This is due to the
fact that E and Rpa average differently (see Eq. 5.2 and Eq. 5.3). (Rpa)s must not be mistaken as the mean
distance between the dyes (Rpp) = {| Ro — Ra |) (Ro and R, are the position vectors of D and A,
respectively, see Section 5.3.2.1) which is determined by measuring the fluorescence decay of the

donor, e.g. via time-correlated single-photon-counting (TCSPC, see Eq. 5.8 in Section 5.3.3). In Eq. 2.4



Eq. 2.2 states that R, and, therefore, also Rpa (see Eq. 2.4) depend on &? which is a measure for the
mutual orientation of the transition dipole moments of D and A, up and u, (see Figure 2.2) and can be

calculated by Eq. 2.5 (Sisamakis, Valeri et al. 2010):

K= [ﬁA “fp — 3(.&,4 : ﬁDA)(.aD 'ﬁDA)]Z

= (sin @y, sin 8, cos ¢ — 2 cos By, cos H,)?

Eq. 2.5

In Eq. 2.5 41, and z1, are the unit vectors corresponding to up and u,, respectively, while R,, is their

connecting unit distance vector. According to Eq. 2.5, &* can range from O to 4, however, if rotational
diffusion of the dye is fast with respect to kezer, @ mean orientation factor can be used ((¥%). If,
additionally, rotational diffusion is unrestricted (isotropic dynamic averaging regime), (¥*) = 2/3. In this
case Ry = 52 A for Alexa488 and Cy5. For most of the linker types for the coupling of dyes to the
molecules of interest used in this work (see e.g. Figure 5.1), fast and only weakly restricted rotational
diffusion and, therefore, (k%) ~ 2/3 can be assumed (see Sections 3.1.2 and 3.5 in “linker paper” and

Section 4.1).

Figure 2.2. Sketch showing angles which define the orientation factor & in Eq. 2.5: & and 6, are the angles between the
transition dipole moments of the donor and acceptor dyes (zp and ) and the distance unit vector IA?DA , respectively, and @

is the angle between g, and u,.
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3 FRET restrained high-precision structural modeling

In this section the procedure of FRET restrained high-precision structural modeling is described
according to the flow diagram in Figure 3.1 (see also “RT manuscript”). Following its workflow we end up
with a refined structural model. Each step is explained for the major conformer of the RNA four-way

junction (RNA4W]J) as described in “RNA4WJ manuscript”.

Dye prior
distributions | knowledge
v

ll Starting Model G

(rigid bodies, conformational ensemble)
v

| 2| Network of DA-pairs

Labeling

13| quantitative FRET-
measurements (MFD)

Distances Errors
(PDA, FRET-toolbox) (x2, PDA)

v v

| 4 | Generation/Screening
» of models by FPS

]
5]

Model discrimination

v

ril Final unique model,
Bootstrapping

Ambiguous solutions

J

Figure 3.1. Flow diagram of FRET restrained high-precision structural modeling. It comprises three main parts: design of the
experiment (shaded in red), measurement and analysis of a set of samples (green), and generation and validation of
structural models (blue).

As depicted in Figure 3.1, overall, six steps are needed to generate a FRET-restrained structural model:
(1) A starting model is generated utilizing prior knowledge from known structures, homology modeling
or ab initio modeling (see Section 3.1). (2) Taking the positional distributions of the coupled dyes into
account, we use the starting model to design a network of dye positions (see Section 3.3) most useful

for FRET Positioning and Screening (FPS, step 4). (3) FRET is quantitatively measured by single-molecule
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multiparameter fluorescence detection (smMFD, see Sections 3.4 and 5.3.4). We perform a rigorous
data analysis and error estimation of FRET-derived donor-acceptor distances by analyzing photon
distributions and time-resolved anisotropies of the dyes (see Sections 3.5, 5.3.5, 5.3.8 and 5.3.9). (4)
Possible structural models are searched for and evaluated with respect to their agreement with the
FRET data by FPS (see Sections 3.6 and 5.3.11). (5) The possible models are ranked according to their
violation of FRET restraints and are assigned to clusters of related structure organization to judge the
uniqueness of the structure models (see Sections 3.7 and 5.3.13). (6) In the final step, the precision of
the structure models, expressed by the root mean square deviation (RMSD, see Eq. 3.4), is determined

by bootstrapping (see Section 3.8 and also Section “Step 6” in “RT manuscript”).

3.1 Step 1.1: Starting model

As a first step, prior knowledge is used to choose an adequate starting model. In the case of the RNA4WJ
the sequence and the secondary structure are known (see Figure 3.2). Since all base pairs are Watson-
Crick base pairs, it is reasonable to assume the four arms of the RNA4W)J to be rigid ds A-RNA helices.
Significant deviations from A-RNA structure are expected only in close proximity to the junction. An
alternative approach, e.g. for dynamic molecules or domains, is to use prior information (e.g. sequence)
to generate a conformational ensemble using bioinformatical methods, e.g. homology modeling or MD
simulations, which can then be used as a starting model (see Section 4.2.2 and see Section “Extension to

flexible parts of the complex: ...” in “RT manuscript”).
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Figure 3.2. Secondary structure of the RNA4W)J with labeling positions for donor (green) and acceptor (red) dyes.

3.2 Step 1.2: Dye position distributions

The key to high accuracy FRET-based structure determination is the proper consideration of position
distributions of fluorophores and linker dynamics. In this work we use the accessible volume (AV)
approach (Cai, Kusnetzow et al. 2007; Muschielok, Andrecka et al. 2008) for the modeling of dye
position distributions (see Section 5.3.1). These are needed for the design of a network of dye positions
(see “Step 2” Section 3.3) and, more importantly, for the determination of expected distances and the
comparison to measured ones during structural modeling (FPS, see “Step 4” Section 3.6). In AV modeling
a simple geometric algorithm is used to find all positions within linker length from the attachment atom
of the linker which do not cause sterical clashes with the macromolecule (see Figure 3.3A). As input
parameters the algorithm needs the distance between attachment point and center of mass of the dye,
Link, width of the linker, wy, and, to account for the three quite different dimensions of a fluorophore,
the three radii of the dye, Ry (see Figure 3.3B). Also the structure in close proximity of the dye needs
to be known (see Section 5.3.1 for further details and all values used for Ljnk, Wink and Raye() throughout
this work). We assume an equally distributed probability throughout the AV. The applicability of the
simple AV approach for nucleic acids and long C6 dye linkers (as used throughout “RNA4W)
manuscript”) has been experimentally proven in “linker paper”: (1) There are no significant specific

interactions between dyes and the macromolecules (see Section 4.1.1). (2) The movements of the dyes
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through their sterically accessible volumes are unrestricted (see Section 4.1.2). (3) By properly averaging
over AVs, we were able to predict distances measured by FRET with high accuracy (see Section 4.1.5).
The equally distributed probability throughout the AVs for nucleic acids can be explained by two counter
balancing effects: As the dye linker behaves like a Gaussian chain, the fully extended linker is
entropically unfavorable. On the other hand, there is repulsion between the phosphate backbone and
the negatively charged dyes (SOs™ groups, see e.g. Figure 5.1). For proteins (as in “RT manuscript”, see
Section 4.2) the assumptions of the AV approach are not necessarily given. However, its use is still

justified as long as oversampling with sufficient FRET distance restraints compensates for systematic

errors.

RNA

base Wiink

B I'Iink

Figure 3.3. (A) AV simulation of possible positions of Alexa488 attached to a ds A-RNA via a C6 linker. The structure was
rendered via PyMOL (DeLano 2002). (B) For AV simulations for a Cé-linker in “RNA4W)J manuscript” we used wj, = 4.5 A, and
Rayerty = 5 A, Rayerz) = 4.5 A, and Ry = 1.5 A for the three dimensions of Alexad88 and Ruye(1) = 11 A, Ryye(2) = 3 A and Ryye(s) =
1.5 A for of Cy5. We used L;i, = 20 A for Alexa488 and L;, = 22 A for Cy5.

3.3 Step 2: Labeling scheme

The next step is to choose meaningful labeling positions for D and A yielding sufficient FRET restraints.
For the case of the RNA4W)J we chose 8 D and 10 A positions on the different helices of the RNA4W) (see

Figure 3.2) yielding 51 measurable FRET-pairs. It is important that there are sufficient restraints between
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all possible helix pairs so that the positions and orientations of the helices in space are well defined. For
labeled uracils the dye linker points into the major groove of dsRNA (see Figure 5.4A), thus, the mean
position of the dye is close to the helix axis (see Figure 3.4A) and is, therefore, invariant to mirror image
transformation of the structure. For labeled guanines, dye linkers point into the minor groove resulting
in AVs which are significantly displaced from the helical axis (see Figure 3.4B and Figure 5.4B). Labeling
positions (A)y24a and (A)010a (see Figure 3.2) were specifically chosen to distinguish between the two
quasi-mirrored solutions for the major conformer of the RNA4WJ (see Figure 4.3 in the SI of “RNA4WJ
manuscript”) resulting in well separable solutions according to agreement with FRET distances (see
Figure 3.7B). Without FRET distances involving (A)Y24a and (A)610a positions the agreement is very

similar.

Figure 3.4. Accessible volumes of Alexa488 (panel A, green) and Cy5 (panel B, red) attached at positions (D)38c (A, modified
U) and (A)810a (B, modified G), respectively. The mean dye positions are displayed as green and red spheres. Their distances
from the helical axis are ~10 A (A) and ~17 A (B), respectively. The following parameters were used for the AV simulation:
Alexad88: Liner = 20 A; Wiinker = 4.5 A; Rayerty = 5 A; Ruyerz) = 4.5 A; Ruyes) = 1.5 A; Cy5: Linier = 22 A; Wiinker = 4.5 A; Ryyepny = 11 A;
Raye2) = 3 A; Raye(s) = 1.5 A. The structures were rendered via PyMOL (DeLano 2002).

3.4 Step 3.1: Quantitative FRET measurements via smMFD

All different DA-pairs are then measured via single-molecule multi-parameter fluorescence detection
(smMFD, see Figure 3.5A for experimental setup and Section 5.3.4). In smMFD an inverted confocal

microscope setup is used while the sample is in solution and diluted sufficiently high so that there is
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never more than one molecule diffusing through the focus at the same time. After excitation by linearly
polarized pulsed laser light the fluorescence light is split according to spectral range (green and red) and
polarization and detected by avalanche photo diodes with ps-time resolution (see Section 5.3.4 for
further details). Hence, smMFD simultaneously acquires all fluorescence parameters (Sisamakis, Valeri
et al. 2010) e.g. fluorescence intensities, fluorescence lifetimes and anisotropies of the donor and the
acceptor dye, respectively. For the analysis of smFRET experiments 2D frequency histograms of the
fluorescence intensity ratio Fp/Fa (or equivalently any other FRET indicator) versus the donor
fluorescence lifetime p() are the most important plots. According to Eq. 2.3, all changes in Fp/Fa must
correlate with observed changes in 1ps). The theoretically expected relation between the two
observables for static FRET states can be plotted (see Eq. 3.1 and Figure 3.5B). Deviations from this
“static FRET line” indicate fluorophore quenching or bleaching or dynamic transitions between FRET
states. Furthermore, in 2D histograms of Fp/Fa versus 7o) species due to incomplete labeling and, most
importantly, multiple FRET states are well resolved (Margittai, Widengren et al. 2003; Rothwell, Berger
et al. 2003; Sisamakis, Valeri et al. 2010). Figure 3.5B shows the dataset for the RNA4WJ sample with
labeling positions (D)fB11c and (A)o23d (see Figure 3.2) plotted in 2D frequency histograms of Fp/F, and
the donor anisotropy rp versus ). The D-only species and the three FRET states (indicated by

horizontal lines) follow the dependencies between 7ps) and Fp/Fa (see Eq. 3.1) and rp (Perrin equation).

Fy/F, = S (7o), -1

2
bt} +6

3 Eq. 3.1
o ) et + et

In Eq. 3.1 {75)« and (z); are species and fluorescence averaged mean lifetimes, respectively, and a
polynomial approximation with coefficients ¢; is used for the Fo/Fa(tp(s) dependence to correct for non-
exponential fluorescence decay of the donor dye in absence of FRET (see Section 4.1 in the Sl of
“RNA4WIJ manuscript” and Table S6 in the SI “RT manuscript”) and distributions of donor-acceptor

distances due to flexible dye linkers (see Section 5.3.6 for further details).
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Figure 3.5. (A) Experimental setup for smMFD measurements. For further details see Section 5.3.4 and (Kiihnemuth and
Seidel 2001). (B) 2D burst frequency histograms of Fp/F, versus the donor fluorescence lifetime 7p(4) (upper panel) and the
donor fluorescence anisotropy rp versus 7ps (lower panel) for sample (D)p11c_(A)623d. The number of molecules
(fluorescence bursts) in each bin is gray scaled, shaded from white (lowest) to black (highest). 1D histograms are shown as
projections. In the Fp/F4 vs (4 plot, the theoretical relationship between Fy/F, and 7p(s) (static FRET line; purple, see Eq. 3.1
and Section 5.3.6 for details) and horizontal lines indicating the D only species (black) and three FRET states (red, green and
blue) are overlaid. The solid purple and orange lines in the rp-7ps diagram are given by the Perrin equation rp =
ro/ (1+7p(a)/ p), with rotation correlation times p, = 1.0 ns (orange) and p, = 2.0 ns (purple), r, = 0.374.

3.5 Step 3.2: Extraction of distances and errors

In order to extract values of {Rpa): from noisy single molecule data we use photon distribution analysis
(PDA) (Antonik, Felekyan et al. 2006; Kalinin, Felekyan et al. 2008) (see Figure 3.6A and Section 5.3.5 for
further details) as it takes into account shot noise and provides a meaningful reduced chi-squared value
(;(f ) directly derived from photon statistics. Thus, PDA can resolve even minor FRET populations states
with high accuracy (see Figure 3.6A). Furthermore, PDA allows us to estimate the errors of the fitted
parameters due to photon statistics, in particular for (Rpa)e {ARpa(E)} (see Section 5.3.8 for more details).
Another contribution to ARp, originates from the uncertainty of * (see Eq. 2.3 and Eq. 2.2). ARpa(%%) can
be derived from the distribution of possible values for x* (see Figure 3.6B) which can be determined
from the offsets of the anisotropy decays of D-only and A-only molecules and the FRET-sensitized
acceptor (rep, r-a and reap), respectively, see Section 5.3.9 for more details). The overall error ARpj is

then calculated according to error propagation rules by Eq. 3.2:
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AR}, = AR}, (E)+ AR}, (x7) Eq. 3.2
We finally end up with a complete set of 51 distance restraints (Rpa)r and their corresponding

uncertainties ARpa for the major conformer of the RNA4WJ.
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Figure 3.6. (A) PDA for sample (D)S11c_(A)d23d (selected bursts). Fp/F, histogram of experimental data (gray area) is fitted
(purple solid line) using the following parameters: 45.1 % of {Rpa)¢1) = 44.2 A (red); 4.9 % of {Roa)e;z) = 51.2 A (green); 11.9 %
of {Rpa)e(3) = 58.8 A (blue); Gapp = 3.8 % of (Rpa), respecitvely; 36.2 % of D-only; 1.9 % of impurities with apparent Rp, = 71.5 A
(also present in D-only samples); ;> = 1.88. Weighted residuals are shown in the middle plot. (see Section 4.4 in the SI of

“RNA4WJ maunscript” for all PDA parameters). The upper plot shows the weighted residuals for PDA with only two FRET
states (;(’_2 = 4.17) (see Section 4.2 in the SI of “RNA4WJ manuscript”). The right panel shows the distances and relative

amplitudes (solid lines) and the overall confidence intervals for the distances (striped boxes) of the three FRET states (ARpa(y

= 5.0 %, green, ARpu(;) = 5.6 %, red and ARp,3) = 5.1 %, blue). (B) Calculated probability distribution for possible values of '3
in dsA-RNA and for C6 linkers determined by the offsets from the anisotropy decays of the D-only and A-only molecules
(ree,p = 0.05 and r.. o = 0.13, respectively) and the FRET-sensitized acceptor (r.. ap) = 0.012). The distribution results in a value
for ARDA(KZ) of 5.1 %. (see Section 3.5 in “linker paper”)

3.6 Step 4: Generation of structural models via rigid body docking

To find those structures which agree best with the measured distances we apply the rigid body dynamics
approach (for details see Section 5.3.11) while explicitly modeling the AVs of fluorophores (see Section
3.2). This makes it possible to estimate mean dye positions with respect to the dsRNA helices and

average over distributions of DA distances.

To avoid repeated calculations of AVs during the iterative structure optimization we convert (Rpa): (see
Eqg. 5.3) into distances between the mean positions of the dyes Ry, = |(Rp) — (Ra)| (see Eq. 5.4) using an

(Roa)e to Rmp conversion function (see Section 5.3.12 for details).
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3.6.1 Search run

In a first “search” run the weighted data-model deviation for a set of n = 51 distances (see Eq. 3.3), here
defined for values of R, is minimized by docking the four dsRNAs. This is done sufficiently often (1000

iterations) yielding all local minima.

2
2 - (RDA(i) _Rmodel(i))
Xe=, - Eq. 3.3

i=1 ARDA(i)

3.6.2 Refinement run

In a second “refinement” run the AVs are re-modeled for all solutions found in the first run. This takes
into account possible sterical clashes of fluorophores with RNA4WJ arms they are not attached to. All

structures are then optimized using the new AVs. The resulting structure for the major RNA4W)

conformer with the lowest ;(f (Eq. 5.29) after the refinement run is shown in Figure 3.7A.

For the case on non-rigid domains (as mentioned in Section 3.1) the conformational ensemble can be
filtered by first, modeling dye distributions and calculating expected distances and, second, screening
with respect to agreement with FRET data as shown in Section “Extension to flexible parts of the

complex: ...” in “RT manuscript”.
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Figure 3.7. (A) Resulting structure (cartoon representation) with the lowest ;(rz after refinement run of rigid body docking

(colored) for the major RNA4WJ conformer overlaid with 100 structures (grey transparent) indicating the precision
(uncertainties) of the helix positions and orientations resulting from the bootstrapping procedure. Bottom: Sketch depicting
the mutual orientation of helices a (purple), b (cyan), ¢ (brown) and d (dark yellow). The structures were rendered via PyMOL

(DeLano 2002). (B) ;(f (upper panel) and RMSD vs. the previous structure (lower panel) plotted against the (number of the)

structure ID found after the refinement run for all 1000 solutions in ascending order with respect to ;(rz . The dashed

2
magenta line represents a 84 % confidence level: ¥, . =2.46 (see Eq. 5.36) (C) uncertainty of phosphate atom positions of
helices a (purple), b (cyan), c (brown) and d (dark yellow), respectively, calculated for each P atom for the solution with the

lowest ;{3 after the refinement procedure for the major RNA4WJ conformer. The average RMSD value for all P atoms is 1.7

o

A.

3.7 Step 5: Model discrimination via cluster analysis

For the purpose of model discrimination the ;(f and the RMSD vs. the previous structure for all
structures from the refinement run are plotted to recognize clusters of similar solutions (see Figure
3.7B). Steps in the }(,2 plot and corresponding peaks in the RMSD plot separate groups of very similar
solutions (clusters). For the major conformer of the RNA4WJ only one group of solutions with the same

7. =2.2 and zero RMSD within the cluster is found below the 84 % confidence threshold (;(f,max, see

Eg. 5.36). The cluster of solutions with the second lowest ;(f deviates strongly from the first one (RMSD

=26.6 A) and can be excluded with a confidence level of > 99.99 % (;(f = 4.5). Hence, the first solution

can be considered to be unique. See Section 5.3.13 for further details. For the case of ambiguous
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solutions, one can either go back to “step 1.1” to rethink the starting model, or go back “step 2” and add

additional labeling positions to distinguish between the possible solutions as described in Section 3.3.

3.8 Step 6: Error estimation via bootstrapping

To estimate the uncertainties of the best solution we apply a procedure comparable to bootstrapping
(Efron 1986) (see Section “Step 6” in “RT manuscript” for details). All model distances found for the
optimized structure are simultaneously perturbed by normally distributed random numbers with a mean
of zero and the standard deviation given by the experimental errors {ARpa}. Afterwards the structures
are re-optimized using the perturbed distances. This procedure is repeated 100 times yielding a set of
structures representing the distribution of possible positions of the helices. In Figure 3.7A the best
solution after rigid body docking for the major RNA4WJ conformer is overlaid with a set of perturbed
structures and in Figure 3.7C the uncertainties of all P-atoms are plotted which were calculated

according to Eq. 3.4:

—

1/2
- 2
RMSD= <‘Rbest model Rperturbedmodel > Eq.3.4

The average RMSD value for P atoms can be regarded as the precision of the structural model (1.7 A).

3.9 Refinement via molecular dynamics (MD) simulations

In this Section the refinement of the rigid body model through molecular dynamics (MD) simulations is
described. Alternatively, it can also be refined via coarse-grained simulations as described in Section
“SImRNA” in “RNA4WJ manuscript”. The final rigid body model is used as starting structure for further
refinement through all-atom MD simulations in explicit solvent (Case, Cheatham et al. 2005) (see
Section 3.12 in the SI of “RNA4WJ manuscript”). Throughout the simulation the positions of all P-atoms
except for those within 6 base pairs distance from the junction were restrained by harmonic potentials
such that their fluctuations are equal to positional uncertainties(RMSD values) obtained by
bootstrapping for the rigid body models (see Figure 3.7C). The resulting trajectories were then filtered
with respect to agreement with FRET data. For this, AVs were modeled to the MD-derived structures,

resulting DA distances were calculated and compared to measured ones. Figure 3.8 shows the resulting
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structure with the lowest value of ;(,2, i.e., best agreement with FRET distance restraints. The model of

the RNA4WJ from FRET-filtered molecular dynamics simulations has both the global geometry
consistent with the FRET restraints and the local stereochemistry encoded in the MD force field (see
Section 3.12 in the SI of “RNA4WJ manuscript”). In particular, all bases at the junction are properly
stacked after MD-refinement. Compared to the best docked model, the RMSD over all P atoms,

excluding those within 6 bps distance from the junction, is 3.17 A.

Figure 3.8. Structure (cartoon representation) with the lowest Zf after refinement of the rigid body model (orange) by MD

simulations (helices a (purple), b (cyan), ¢ (brown) and d (dark yellow)) for the major RNA4WJ conformer. RMSD over all P
atoms, excluding those within 6 bps distance from the junction, is 3.17 A. The structure was rendered via PyMOL (DeLano
2002).
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4 Results

In this section the most important results of the paper and manuscripts this thesis is based on (see Table

4-1 and Table 0-1) are summarized.

Table 4-1. List of paper and manuscripts this thesis is based on

Title Status Section

Accurate distance determination of nucleic acids via FRET:

. . L blished 4.1
Implications of dye linker length and rigidity PUBH
FRET restrained high-precision structural modeling resolves the
configuration of primer/template DNA in complex with HIV-1 submitted 4.2
reverse transcriptase including the 5'-overhang
Structures for three coexisting conformers of an RNA four-way
junction solved by FRET restrained high-precision structural manuscript in 43

preparation

modeling

4.1 Accurate distance determination of nucleic acids via FRET:

Implications of dye linker length and rigidity

In this work approaches are presented to overcome the two main limitations of FRET: The uncertainties
in distance measurements due to large dye postion distributions and due to orientational uncertainties
(x*-problem). As model systems dsDNA and dsRNA internally labeled with Alexa488 (donor, D) and/or
Cy5 (acceptor, A) and different dye linker types (long, L, intermediate, I, short with an alkenyl unit, Sq

and short with a propargyl unit, S;, see Figure 5.1) were used. See “linker paper” for further details.

4.1.1 Interactions between dyes and nucleic acids

The local environment of dyes for the different dye linker types was characterized by analyzing
fluorescence decays of single labeled dsDNA and ds RNA via eTCSPC measurements (see Section 5.3.3).
It was shown that no strong quenching due to interactions with nucleobases occurs and, except for

linker S;, quenching is purely dynamic (see Sections 3.1.1 and 3.4 in “linker paper”). In summary, except
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for linker S;, there are no significant interactions between the dyes and the nucleic acids other than

strerical ones.

4.1.2 Mobility of the dyes

The mobility of dyes for the different linker types was characterized by analyzing fluorescence
anisotropy decays of single labeled dsDNA and ds RNA via eTCSPC measurements (see Section 5.3.3). It
was shown that for all dyes and linker types the local orientation fluctuations with the rate constant of
kz=1/p1 (1 is the fastest rotation correlation time of the anisotropy decay) are fast (see Table 2 in
“linker paper”). However, the case isotropic dynamic averaging is not given for any linker type as dye
movement is never completely unrestricted. The opening half-angles describing cones in which the
linkers wobble (&, and &, for D and A, respectively, see Section 3.1.2 and Figure 3C and D in “linker
paper” and Figure 4.1A) are largest for Alexa488 with L linkers and for Cy5 with all linker types (Cy5 has
its own 6 atom linker, see e.g. Figure 5.1) for which cases they correspond to the opening angles of the
major grooves of DNA and RNA (45° and 32°, respectively, see Table 2 in “linker paper”). In case of
Alexa488 and short linkers & is 0°. However, 6, and 6, are never 90°, as it would be the case for
unrestricted movement. In summary, due to fast rotation, a mean effective orientation factor &’ can be
used for the determination of Ry, however, due to the restriction of dye motions, it is not necessarily
equal to 2/3 (see Section 2). Furthermore, for L linkers, movement is only restricted by the groove of the

nucleic acid.

e\‘\*l~ \  outer

S ) ‘l border of
! accesible
; volume

Figure 4.1. (A) The diffusion of the dyes in the sterically allowed volume (helical groove) with the characteristic diffusion rate

constant k; and the orientation fluctuations (wobbling within a cone) with the rate ki (kzg=1/p:). (B) Sketch illustrating the
case of fast rotational and slow translational diffiusion (kg >> keger >> kg).
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4.1.3 Translational movements of the dyes

smMFD measurements (see Section 5.3.4) of FRET labeled nucleic acids show that for all linker types
except for linker S;, the translational motions of the dyes average out in the ms time scale (see Section
3.4 of “linker paper” and (Kalinin, Sisamakis et al. 2010)). However, ensemble time-correlated single-
photon-counting (eTCSPC) measurements (ns resolution, see Section 5.3.3) show that they are slow on
the timescale of FRET (few ns). The fluorescence intensity decay of the donor in the presence of FRET
cannot be fitted with a single exponential decay. Instead, a Gaussian distribution of distances (see Eq.
5.2 and Eq. 5.3) needs to be assumed (see Figure 4.2). For all linker types except S;, the widths of the
resulting distance distributions are typically obs ~ 7 A (see Table 4 in “linker paper”). In summary, the
diffusion of the dyes in the sterically allowed volume with the characteristic diffusion rate constant kg is
much slower than the FRET rate constant kezer (see Eq. 2.1), i.e. the distribution of individual DA
distances Rpa, ; is quasi-static on the FRET time scale. This finding is further supported by the data

presented in Section 4.1.8. In Figure 4.1 the case for kg >> kerer >> ky is depicted.
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Figure 4.2. eTCSPC measurement of the fluorescence decay of Alexa488 obtained for a ds B-DNA FRET sample with C6 linker.
Experimental data (magenta filled squares), instrument response function (IRF, black open circles) and the fit assuming a
Gaussian distribution of distances (see Section 5.3.3.1; bottom panel, solid black line) are shown. Weighted residuals are
presented in the upper plots; (top): formal biexponential fluorescence decay with a single FRET state corresponding to 7p(s) =

1.0ns (87.5%), and a Donor-only decay with 7 = 4.1ns (12.5%); ;(f = 10.3; (middle): Gaussian distribution of distances

Ron) = 39.5 A opa = 7.5 A, 93.3 %) and Donor-only decay (see Eq. 5.8) with 7o) = 4.1ns (6.7%); % = 1.35. The fit ranges
((Roa) DA , ) y y q D(0) . g

from the maximum of the IRF to the first time channel with less than 100 detected photons.
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4.1.4 AV accurately predicts dye position distributions for nucleic acids

We demonstrate that, for the cases when the local structure in the proximity of the dye is known, an
easily applicable accessible volume (AV) simulation method (Cai, Kusnetzow et al. 2007; Muschielok,
Andrecka et al. 2008) provides realistic dye position distributions. The use of AV modeling, which does
not take into account interactions between the dye and the macromolecule other than sterical ones, is
justified for L linkers as consequence of Section 4.1.1 (no significant quenching) and Section 4.1.2
(unrestricted movement through the sterically accessible volume). Furthermore, the resulting mean dye
positions and position distribution widths are consistent with MD simulation data (see Table 3 in “linker
paper” and Figure 4.3A) and the resulting distance distribution widths are similar to those found for the

eTCSPC data (see Section 4.1.3). See Section 5.3.1 for further details on AV modeling.
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Figure 4.3. (A) Molecular dynamics (left) and AV (middle, right) simulations of possible positions of Alexa488 attached to a ds
B-DNA (left, middle) or ds A-RNA (right) via a C6 linker (L). The structures were rendered via PyMOL (DelLano 2002). (B) DA-
distances (Rpa)r measured by smFRET (compiled also in Table S2 in the SI of “linker paper”) plotted versus expected
(simulated using AV) distances (Rpa)e (filled squares) and R,,, (open squares). The following polynomial approximation of a
Rmp{Roa)e-conversion function was used: (Rpa)e = -2.68x10™° Rm,,3 +7.53x10°° Rm,,2 +0.272 R, + 23.1 (see Section 5.3.12 for
further details). The solid line represents equal expected and measured distances. The statistical experimental errors are
smaller than the symbol size. The dashed lines represent the expected uncertainties due to the distributions of possible
values for & (Section 3.5 in “linker paper” and Section 5.3.9) given by the typical precision of 5.1% in Table 5 in “linker
paper”.
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4.1.5 Benchmark study for dsRNA

In a benchmark study five distances along a dsRNA were measured via smFRET. Additionally, AV
modeling was used to predict those distances. It became clear that experimentally measured distances,
especially for L linkers, cannot be directly compared with the structurally relevant distance between the
mean positions of the dyes Ry, (see Figure 4.3B) or the distance between the attachment points of the
dye linkers (see Figure 1.1). Because of broad distributions of DA-distances there is a large discrepancy
between Ry, and the FRET-averaged mean distance (Rpa)e (measured by smFRET) or mean distance (Rpa)
(measured by eTCSPC (see Section 5.3.2 for the definitions of Rm,, (Roa)e and (Rpa)), Which must be
always taken into account. When doing so, high precision distance predictions are possible. Comparison
of the five measured and expected distances (Rpa)¢ yields an RMSD value of 1.3 A (see Figure 4.3B). The
correction for differently averaged distances (Rmnp<>{(Rpa)e) and, therefore, modeling of dye positions, is
less important for linkers |, Sy and S (see Table 4 in “linker paper”). This makes them particularly suitable

for undefined environments where AV modeling is not possible (see also Section 4.1.7).

4.1.6 Estimation of errors due to orientational uncertainties (x2)

A rigorous procedure to minimize the uncertainties in the orientation factor & is introduced (see
Section 3.5 in “linker paper”). This is necessary because orientational distribution of both D and A is not
strictly isotropic even for long C6 linkers (see Section 4.1.2). We used time-resolved fluorescence
anisotropy decays of D-only and A-only molecules and the FRET-sensitized acceptor anisotropy decay to
determine the residual anisotropies, which allow us to compute probability distributions for possible
values of x* (see Figure 3.6 and Section 5.3.9) and estimate errors due to uncertainties in the relative
orientation (Table 5 in “linker paper”). It is shown that for short and intermediate linkers x*-related
errors are only slightly higher than for long linkers. When using them for quantitative FRET
measurements of internally labeled nucleic acids with Alexa488 and Cy5 as a FRET pair it is, therefore,

safe to assume &° to be 2/3.
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4.1.7 Short dye linkers reduce position uncertainties

We introduce short dye linkers with a propargyl (S;) or alkenyl (Sy) unit for internal labeling of nucleic
acids (see Figure 5.1) to minimize position uncertainties. We show that the nature of the linker strongly
affects the radius of the dye’s accessible volume (6 to 16 A, see Table 3 in “linker paper”). The x*-
related errors for S; and Sq (see Table 5 in “linker paper”) indicate that, for short linkers and unknown
local environments, additional x*-related uncertainties are clearly outweighed by better defined dye
positions. However, due to the inhomogeneities of DA distances observable for S; as a linker for
Alexa488 (see Figure 7 in “linker paper”), we advise against its use and recommend the Sq or the | linker

instead.

4.1.8 Dye diffusion due to linker movement: additional unpublished data

In this section additional unpublished data is presented which gives further insight into the features of
translational dye linker diffusion for long C6 linkers (L). The data shown in this section is not included in
“Linker paper”, “RT manuscript” or “RNA4WJ maunscript”, but is part of a manuscript in preparation for

publishing.

4.1.8.1 Dye diffusion measured through flourescence correlation spectroscopy
(FCS)

We studied the FRET labeled RNA2(22-) (see Section 5.1.1.3) with L linkers and a DA separation of 22bp
(Rmp = 54 A) by full FCS with cw excitation (Felekyan, Kiihnemuth et al. 2005). RNA2(22-) has a FRET
efficiency of E ~ 0.4, which is nearly optimal for detection of FRET fluctuations, as for £ = 0.5 (Rpa = Rg)
the contrast is highest for changes in Rpa (see Eq. 2.4 and Figure 2.1B). We studied the FRET sensitized
acceptor signal, because it has the highest relative signal changes due to linker dynamics (from
E =0.72 to E(,) = 0.23 estimated for R, — 0pa and Rmp + Oba, respectively (see Tables S2 in the Sl and 4
in the main text of “linker paper”). In Figure 4.4A, the red-red correlation curves are presented for FRET
(green) and red cw excitation of the acceptor in RNA2(22-). Besides the diffusion, cis-trans isomerization

and triplet terms the FCS curve obtained using FRET excitation (green line) clearly exhibits an extra
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bunching term in the 10-100 ns range. The absence of a comparable term in the FCS curve obtained
using direct excitation of Cy5 (red line in Figure 4.4A) clearly indicates FRET dynamics, which is most
likely due to linker flexibility. The fastest bunching term observed in both curves at ~ 8 ns is the only
polarization-sensitive one (see Figure 4.4B) and thus represents the global rotation of RNA2 (Kask,
Piksarv et al. 1989; Eggeling, Schaffer et al. 2001). It is also in perfect agreement with time resolved
anisotropy data (see Table 2 in “linker paper”). The curves in Figure 4.4B were measured at a 10-fold

higher power than the direct excitation curve in Figure 4.4A to reduce noise.

Fitting of the FCS curves reveals a relaxation time of ;- ~ 150 ns (see Figure 4.4A), which is specific for
the case of FRET excitation (for details and all fit parameters, see Section 5.3.10). Thus, a reasonable
estimation of the rate constant for translational diffusion within the accessible volume kg ~ 10’ s* can
be obtained. For quantitative FRET measurements, the main consequence of this result is that DA
distance distributions due to linker dynamics are not significantly averaged out on the timescale of FRET
(few ns). This conclusion is also supported by the eTCSPC data as discussed in Section 4.1.3. Moreover, it
is safe to say that L linkers are well suited to measure macromolecular dynamics in the range of ps and

slower.
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Figure 4.4. (A) FCS curves obtained for the DA labeled RNA2(22-) sample with L linkers using green (i.e. via FRET; green line)
or red (red line) cw excitation. The curves are averages of the curves calculated in parallel-perpendicular and in
perpendicular-parallel directions. The fits are shown as the black solid lines, respectively, with the fit parameters given in
Section 5.3.10. The grey areas visualize the time regimes of the bunching terms for both curves (t4: diffusion; t;: bunching
term due to unknown quenching process; tir.cr): cis-trans isomerization of Cy5 and triplet; and t.,: rotational diffusion). The
light green area visualizes the time regime of the bunching term due to linker dynamics in the FRET excitation curve (tjnker)-
The yellow area represents the difference between the fit for the green curve (FRET excitation) and the same curve without
the bunching term due to linker dynamics. All curves and fits are normalized for the average number of molecules in the
focus to be one (N = 1). (B) cross-correlation of the polarized components, calculated in parallel-perpendicular (orange line)
and in perpendicular-parallel directions (dark-red line) for direct excitation measured at a 10-fold higher power than the
direct excitation curve in (A) to reduce noise. The grey areas visualize the time regimes of the bunching terms (t4: diffusion,
t;: bunching term due to an unknown quenching process, t(.cr): cis-trans isomerization of Cy5 and triplet relaxation and t,,:
rotational diffusion).

It is very likely that the obtained translational diffusion rate represents mainly the diffusion along the
RNA groove (see Figure 4.1A) because only this motion can be associated with significant changes in Rpa
and thus E. On the other hand, the anisotropy measurements provide much faster rotational relaxation
rates kg = 1/ p; (see Table 2 in "linker paper”), describing fast local reorientations and rotations about
the linker in the case of Alexa488, whereby the whole dye’s AV is not explored (Figure 4.1A). Thus, it is
absolutely reasonable that kg >> k4. In summary, we believe that dye motions are best described as
shown in Figure 4.1B, that is, by a superposition of fast local fluctuations (largely responsible for the
fluorescence depolarization with the rate kz) and much slower diffusion along the DNA or RNA groove

with the rate ky.

A crude estimation of the diffusion coefficients of the dyes (Dg.) can be obtained by assuming that
during tiner = 150 ns, the dyes explore their accessible volumes with the characteristic width of 2op, (see
Table 3 in “linker paper”). From (20pa)? = 2Dgyetinker (Atkins and de Paula 2001) one calculates

Dyye = 2x1077 cm?/s which is about an order of magnitude slower than diffusion of comparable free dyes
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in water (i.e. 2.9x10° cm?/s for Rhodamine 6G (Magde, Elson et al. 1974)). Strictly speaking, tincer

reflects simultaneous diffusion of both dyes which has been neglected in the above estimation.

4.1.8.2 Dye diffusion modeled by MD simulations

Additionally, an all-atom molecular dynamics (MD) simulation in explicit solvent (Case, Cheatham et al.
2005) for FRET labeled RNA2(22-) (see Section 5.1.1.3), L linkers and Alexa488 and Cy5 and D and A,
respectively, was performed to model linker diffusion. A trajectory of 550 ns was analyzed and the
autocorrelation of the distance between the centers of mass of the dyes (Rpa) was calculated (see Figure
4.5). Fitting with a bi-exponential decay (y(t.) = yo + Aiexp(-t/ti)+Aexp(-t/t;)) yields a dominant
relaxation time t, ~ 60 ns. This is in the same time scale as the experimentally determined relaxation
time due to FRET of 150 ns (see Section 4.1.8.1) and further confirms the conclusion that the

translational diffusion of the dye through ist accessible volume is slow with respect to FRET.

Rn A autocorrelation

0.1 1 10 100
correlation time £_[ns]

Figure 4.5. Autocorrelation (black line) of the distances between the centers of mass of the dyes (Rp,) for Alexa488 and Cy5
coupled to dsRNA (RNA2(22-)) via long C6 linkers modeled by MD simulations. Bi - exponential fit (red line, y(t.) = y, + Aiexp(-
t./t:)+Aexp(-t./t,)) with y, = -0.091, A; = 6.7 x 10>, t; = 7.02 x 10™ ns, A, = 1.08, t, = 58.85 ns.
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4.2 FRET restrained high-precision structural modeling resolves the
configuration of primer/template DNA in complex with HIV-1 reverse
transcriptase including the 5'-overhang

In this work a comprehensive set of tools for FRET-restrained modeling of biomolecules and their
complexes is presented (see Figure 3.1). For validation of this approach, we studied the human
immunodeficiency virus type 1 (HIV-1) reverse transcriptase (RT). HIV-1 RT is responsible for
transcription of viral RNA into double stranded DNA (Liu, Abbondanzieri et al. 2008; Goette, Rausch et
al. 2010). We performed a smFRET study of RT complexed with a 19/35 DNA/DNA primer/template
(dp/dt) (see Figure 4.6A and B) for which the protein and the DNA were labeled at eight positions with
Alexa488 and at five positions with Cy5, respectively (see Figure 4.6A and Section 5.1.2). The crystal
structure of RT in complex with dsDNA has been determined (e.g., ref. (Peletskaya, Kogon et al. 2004)),
however, so far, the ssDNA template overhang was not resolved by X-ray crystallography. There is
biochemical evidence that the properly bound template overhang plays an important role in
translocation of nucleic acid during processive DNA synthesis (Goette, Rausch et al. 2010). It is shown
that FRET restrained high-precision structural modeling dramatically improves the precision of FRET-
derived structures through explicit consideration of spatial distributions of dye positions, which greatly
reduces uncertainties due to flexible dye linkers. Furthermore, it includes the calculation of precision
and confidence levels of the models by rigorous error estimation. The individual steps of FRET restrained

high-precision structural modeling are depicted in Figure 3.1 and are discussed in detail in Section 3.
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Figure 4.6 (A) Crystal structures of the protein and the (ds)DNA (both from PDB-ID 1R0A). The donor labeling positions (green
spheres) are named according to the RT subunit (p51 or p66) and the position of the introduced cysteine mutation to which
they were coupled: p51Q6C, p51K173C, p51E194C, p51K281C p66Q6C, p66T27C, p66E194C, and p66K287C. Five acceptor
labeling positions on the primer/template DNA (red spheres) are named according to strand (dp or dt) and the position of

the labeled nucleotide. The last paired nucleotides are referred to as position 1. For labeled positions on the template
overhang the position is negative with regard to position 1, and for the primer coupled fluorophores the number is positive.
Thus, the labeled dp/dt complexes are named dp(1)/dt, dp(10)/dt, dp(19)/dt, dp/dt(-6) and dp/dt(-15) (see Section 5.1.2). As
an example, FRET-pairs are named RT(p51E194C):dp/dt(-15). AV clouds are shown for labeling position p51K173C (green)
and dp(10) (red). Parameters used for generation of AV clouds: for donor positions: L, = 20 A, wi, = 4.5 A, R4ye = 3.5 A, for
acceptor positions: Ly = 23 A for dp(10), dp(19), dt(-6) and dt(-15), Ly = 8.5 A for dp(1), Wi, = 4.5 A, Ryyer) = 11 A,
Rayez) =3 A, Raye(yy = 1.5 A; (€) Structural model of the RT:dp/dt complex obtained by rigid body docking. The structures were
rendered via PyMOL (DeLano 2002).

4.2.1 Recovering the position of the rigid dsDNA through FRET restrained rigid
body docking

The accuracy of the approach is demonstrated by docking the double-stranded part of dp/pt to RT. As
prior knowledge we used the crystal structure of the RT:dp/pt complex from (Peletskaya, Kogon et al.
2004) (PDB-ID: 1ROA, dp/pt without single-stranded overhang), separated dp/dt from the protein and
considered them as rigid bodies (starting model, see Section “Step 1” in the “RT manuscript”). 20
distances were measured via smMFD (see Section “Step 3.1” in “RT manuscript”) between the labeling
positions on the protein and those on the dsDNA (see Figure 4.6) and their uncertainties were

determined (see Section “Step 3.2” in “RT manuscript”). The possible mutual arrangements in
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agreement with FRET data were discovered by repeated rigid-body docking of the substructures (see
Section “Step 4” in “RT manuscript” and Section 5.3.11). Cluster analysis shows that the solution which
agrees best with the FRET data is unique with a confidence of 94 % (see Section “Step 5” in “RT
manuscript” and Section 5.3.13) and deviates from the crystal structure by only 0.5 A (RMSD). This is
well within the precision of the model of 2.4 A which was determined by bootstrapping (see Figure 4.7
and Section “Step 6” in “RT manuscript”) and is smaller by one order of magnitude compared to the

uncertainties due to linker effects (~ 20 A).
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Figure 4.7. Bootstrapping of docked dsDNA dp/dt. (A): Ensemble of structures generated with perturbed distances
(bootstrapping, see Section 3.8) for 1 A clash tolerance. For better comparison the phosphate atoms of the DNA-backbone
are colored alternatingly yellow/red or blue/green for the primer and template strands, respectively. The DNA is oriented as
in the figure below. (B): Uncertainty of phosphate atom positions calculated for each P atom using Eq. 3.4 after the
refinement steps with 1 & (circles) clash tolerances. The average RMSD value for all phosphate atoms is 2.4 A.

4.2.2 Structure determination of the single-stranded template overhang through
FRET guided screening of a structural ensemble

The formerly unknown configuration of the flexible single stranded template overhang was determined

by FRET-guided “screening” of a large structural ensemble created by molecular dynamics simulations.
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We generated a starting model by attaching the single strand to the crystalized DNA such that it sticks
out straight from the protein (see Section “Step 1” in “RT manuscript”). A large number of putative
structures is then generated by extracting conformations from an MD trajectory (all-atom MD with
explicit solvent (Case, Cheatham et al. 2005), see Section $3.4.3 in the S| of the “RT manuscript”).
Afterwards the results are filtered with respect to agreement with FRET data and good stereochemical
quality (see Section “Extension to flexible parts of the complex: ...” in the “RT manuscript”). Figure 4.8A
shows the positions of the N1 atom of the last nucleobase (orange dots) resulting from ten MD
trajectories (2855 conformations). They were filtered using 16 distances for which the acceptor dye was
attached to the template overhang. The structure that fits best to the FRET data is depicted in magenta
together with the approximate 1o confidence interval indicated by green dots (150 conformations, see
Figure 4.8A). The conformational ensemble satisfying FRET data is represented by three major
configurations (bold) in Figure 4.8B preferentially located in positively charged regions. The green
isopleths for the N1 atom determined by MD simulations (Figure 4.8C) illustrate good agreement
between these regions and the structures satisfying FRET restraints. The structures wind around the
fingers domain with the 5’-end binding to RT in a loop structure within positively charged protein
regions. This finding might have important implications concerning proper alignment of the primer

terminus within the active site, thus affecting fidelity of DNA synthesis.
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Figure 4.8. Structure of ssDNA dp/dt overhang obtained by screening of MD trajectories. (A) The ensemble of ssDNA
overhang structures generated by all-atom MD simulations in explicit solvent (orange — 2855 conformations) and
conformations filtered by smTCSPC using a confidence interval of 1o (green — 150 conformations). Dots represent the N1
atom of the nucleobase of the nucleotide dt(-15). The structure that best fits to the FRET data is shown as a magenta cartoon
(xz,=0.88). (B) Conformations within a confidence interval of 1o of the smTCSPC data. The electrostatic potential of the
protein as determined by APBS has been mapped onto the protein surface using a color scale (dark blue: 6 k;T/e ; dark red:
-6 kgT/e.). (C) Green isopleths show regions of preferred residence of the N1 atom of the nucleobase of nucleotide dt(-15) as
determined from MD simulations. The isopleths encompass regions with at least 2% of the maximal residence likelihood.
Note the overall good agreement between these regions and the location of the 16 confidence interval determined by
smTCSPC (panel B). The structures were rendered via PyMOL (DeLano 2002).
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4.3 Structures for three coexisting conformers of an RNA four-
way junction solved by FRET restrained high-precision structural
modeling

In this work FRET restrained high-precision structural modeling is applied to an RNA four-way junction
(RNA4WIJ) based on the hairpin ribozyme (see Figure 4.9). Helical junctions are an essential structural
motif in many non-coding RNAs (e.g. splicosomes (Duckett, Murchie et al. 1995) and ribosomal RNA
(Shen and Hagerman 1994; Orr, Hagerman et al. 1998)). However, there are no known structural models
of RNA4WIJs which are determined entirely by the junction itself and not e.g. by interactions between
internal loops or with proteins. The effects caused by sole staking interactions are unknown. The
RNA4WIJ used here is known to exhibit structural and dynamic heterogeneities (Hohng, Wilson et al.
2004). Furthermore, none of its conformers have been structurally characterized. Transient minor

conformers have never been structurally characterized by FRET.
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Figure 4.9. Secondary structures of (A) the hairpin ribozyme (Rupert, Massey et al. 2002) (PDB-ID: 1M5K) and (B) the RNA
four-way junction used in this work. The matching base pairs are depicted in blue.
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First, for an accurate determination of Rpa (see Eq. 5.15), the quantum yields ®;, for all A labeling
positions (see Figure 3.2) were measured via eTCSPC (see Section 4.1 in the S| of “RNA4WJ manuscript”
and Appendix IV for all eTCSPC data sets). Second, 51 different donor-acceptor-pairs (see Figure 3.2)
were measured using single-molecule multi-parameter fluorescence detection (smMFD, see Appendix IV
for all measurement data sets). The single-molecule approach allowed for the simultaneous extraction
of up to three distances (and their corresponding errors) via PDA (see Sections 3.4 and 3.7 in the SI of
“RNA4WIJ manuscript” and Appendix IV for all PDA plots). For approximately half of the 51 datasets
three FRET states (one major and two minor states) were necessary to reach a satisfying fit quality (see
Figure 3.5B and Figure 3.6A). This strongly suggests the presence of at least 3 quasi-static conformers in
equilibrium, which has been suggested by previous studies (Hohng, Wilson et al. 2004). For the other
half, two states were sufficient (one major and one minor). In these cases, the second “hidden” minor

state is overlapped by one of the two visible ones.

4.3.1 Assignment of the minor FRET states to the corresponding conformers

Using all 51 distances from the major FRET populations to model a structure yields conformer (ad), (see
Figure 4.10A and Figure 4.11A). Considering there are three conformers present, we, therefore,
conclude that, out of the four possible conformers for stacked helix pairs (see Figure 4.10A), the ones
present in equilibrium are (ad),(major), (ad), and (ab), (minors). The presence of conformer (ab), can
neither be confirmed nor excluded as for every combination of labeled helix pair, its FRET populations
could overlap with those of the other three (see Figure 4.10A). Because of similar equilibrium fractions
of the two minor FRET states, they could not be reliably assigned to the corresponding conformers by
their amplitudes. Therefore, their distinct Mg**-affinities were used for the assignment. Upon lowering
of the Mg**-concentration one minor peak significantly decreases in amplitude, whereas, the other one
remains stable (see Figure 4.10C and D). This observation can be attributed to fast species
interconversion at low Mg2+ (Buck, Noeske et al. 2010; Buck, Wacker et al. 2011). A possible kinetic
scheme is shown in Figure 4.10B. Considering the time resolution of our experiment, FRET peaks due to
species with sub-ms lifetimes cannot be resolved and apparently disappear. Thus, minor peaks can be
unambiguously assigned according to their behavior at low Mg®*, which is in principle sufficient for
structural modeling. Two exemplary Mg?* titrations are presented in Figure 4.10C and D. At low Mg*'-

concentrations, the minor high FRET peak slightly increases in amplitude for (D)f11c_(A)y8b (blue line in
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Figure 4.10D) and significantly decreases for (D)£27b_(A)028d (green line in Figure 4.10D). Referring to
the geometric model of RNA4W]J (Figure 4.10A), the “stable” and “unstable” species resemble (ab), and
(ad), conformers, respectively, which can be shown as follows. The model suggests that, in most of
cases, the DA distances should be determined mainly by the angle between the helical axes. For
instance, for labeling on helices b and d the minor state yielding the smaller distance can be assigned to
(ad), (Figure 4.10A). Thus, in the case of (D)27b_(A)028d (green FRET state in the upper panel of Figure
4.10C) the minor high FRET peak is due to the (ad), state, and for (D)f11c_(A)y8b (blue FRET state in the
lower panel of Figure 4.10C) it is due to (ab),. 14 titrations were performed which all confirmed the
above assignment, that is, the minor FRET peak that disappears at low Mg®* is consistent with the
assumed geometry of (ad),. In addition, Mg®" titrations were performed for all samples with (A)a12d
which is close to the junction, and all samples with labeled guanines ((A)y24a and (A)510a) where the
dye’s mean position is far away from the RNA’s helical axis (see Section 3.2 in the SI of RNA4W)
manuscript and Figure 3.4). In other 19 cases the minor peaks were assigned based on the geometric
model (Figure 4.10A). All PDA results are summarized in Tables 4-4 (20 mM MgCl,) and 4-5 (Mg”" -
titrations) in the SI of “RNA4WJ manuscript”.
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Figure 4.10. (A) Four possible conformers of a four-way junction of nucleic acids for the case of stacked helix pairs. (B)
Possible transitions between the three conformers and their respective Mg2+-bound and unbound states. (C) PDAs (selected
bursts) of Mg**-titrations (0.1 mM, left, 1 mM, middle and 20 mM, right) for samples (D)27b_(A)528d (upper panel) and
(D)B11c_(A)y8b (lower panel). Fp/F, histograms of experimental datasets (gray areas) are fitted (purple solid lines) with three
FRET states ((Rpa)e(1), green for (ad),, (Roa)ep), red for (ad), and (Rpa)es), blue for (ab),), one D-only (black) and one impurity
state (dark yellow) (see Table 4-5 in the SI of “RNA4WJ manuscript” for all PDA fit parameters). Weighted residuals are
shown in the upper plots, respectively. (D) Relative FRET amplitudes of the state assigned to conformer (ad), for

(D)527b_(A)528d (green line) and the state assigned to (ab), for (D)B1ic_(A)y8b (blue line) measured at various
concentrations of MgCl,.

4.3.2 Rigid body docking and model validation

To generate 3D structural models accurately describing the orientations and positions the junction’s
four helices, we, initially, treat them as rigid bodies having perfect A-RNA form. This simplification is
justified due to Watson-Crick base pairing throughout the whole molecule. Thus, significant deviations
from A-RNA structure are expected only within close proximity to the junction. Additionally to the 51
FRET distance restraints, four strong constraints were introduced representing chemical bonds between
neighboring helices at the junction. Unique rigid body models for the major and both minor conformers
were obtained by docking the dsRNA helices explicitly taking dye position distributions into account (see
Figure 4.4 in the SI of “RNA4WJ manuscript”). Confidence levels of > 99.99 % for (ad),, 84 % for (ad),)

and 97 % for (ab), were obtained by cluster analysis (see Figure 4.11D) and the models’ quality was
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assessed through rigorous error estimation via bootstrapping (Efron 1986), providing RMSD values for all
P-atoms (see Figure 4.11E). The achieved precisions ((RMSD)) are 1.7 A for the major and 2.3 and 2.6 A

for minor conformers, respectively, which is significantly better than the uncertainty of dye position

with respect to the macromolecule.
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Figure 4.11. (A-C) Structures (cartoon representation) with the lowest ;> after refinement of the rigid body models by MD

simulations (colored) for conformers (ad), (A), (ad), (B) and (ab), (C) overlaid with 100 structures (grey transparent)
indicating the uncertainties of the helix positions and orientations resulting from bootstrapping the rigid body model. The
structures were rendered via PyMOL (DelLano 2002). Bottom, respectively: Sketches depicting the mutual orientation of
helices a (purple), b (cyan), ¢ (brown) and d (dark yellow). (D) ,* (upper panels) and RMSD vs. the previous structure (lower

panels) plotted against the structure ID found after docking in ascending order with respect to 42 for (ad), (left), (ad),
(middle) and (ab), (right). The dashed magenta lines represent 84 % confidence thresholds (meax' see Section 5.3.13.2):
P 2.46, 1.86 and 1.34 for (ad),, (ad), and (ab),, respectively. (E) uncertainty of phosphate z;tom positions in helices a
(p;lrple), b (cyan), c (brown) and d (dark yellow) calculated by bootstrapping for the respective solutions with the lowest ,’

after docking for (ad), (left, squares), (ad), (middle, circles) and (ab), (right, triangles). The average RMSD values over all P
atoms are 1.7 A, 2.3 A, and 2.6 A, respectively.
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4.3.3 Model refinement
4.3.3.1 Molecular dynamics (MD) simulations

The three final rigid body models are used as starting structures for further refinement through all-atom
molecular dynamics (MD) simulations in explicit solvent (Case, Cheatham et al. 2005) (see Section 3.12
in the SI of “RNA4WJ manuscript”). Details are described in Section “MD simulations” in “RNA4W)

manuscript” and in Section 3.9. The resulting trajectories were filtered with respect to agreement with

FRET data. Figure 4.11A-C show the resulting structures with the lowest value of }(,2, i.e., structures
with best agreement with FRET distance restraints. Comparing }(,2 between the best MD and rigid body
models shows that for conformers (ad), and (ad),, ;(,2 is significantly reduced from 1.93 and 1.57 to

1.75 and 1.40, respectively, while for (ab), it increased from 1.06 to 1.32 (the values of )(,2 shown here

include only violations of FRET restraints). The models of the RNA4WJ from FRET-filtered molecular
dynamics simulations have both the global geometry consistent with the FRET restraints and the local
stereochemistry encoded in the MD force field (see Section 3.12 in the SI of “RNA4WIJ manuscript”). In
particular, all bases at the junction are properly stacked after MD-refinement. The optimization of the
local structure is achieved without significant violations of the global geometry as judged by comparison
to respective rigid body models (see Section 4.6 in the Sl). The RMSDs over all P atoms, excluding those
within 6 bps distance from the junction, are 3.17 A , 2.96 A and 2.41 A for (ad),, (ad), and (ab).,

respectively.

4.3.3.2 Coarse-grained modeling

As an alternative approach, a coarse grained modeling program SimRNA (Rother, Rother et al. 2012) was
used for the de novo folding of the RNA4W)J. SIimRNA uses a reduced representation of RNA (only five
centers of interaction per residue), a Monte Carlo sampling scheme, and a statistical (knowledge-based)
potential to estimate the energy of interactions, and as a result of these simplifications, compared to all-
atom MD simulations, it is faster by a factor of ~1000. The formation of helices was enforced by
including distance restraints for residues expected to form base pairs (excluding the 6 pairs in each helix

closest to the junction). Furthermore, 51 distance restraints were used between the P atoms of the 18
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labeled nucleotides with uncertainties according to the RMSD values calculated by bootstrapping for the
respective Ps (see Figure 4E). A series of simulations were performed to minimize both the energy of
interactions, and to satisfy the restraints. The resulting models were converted to full atom
representations and energy-minimized. Unfortunately, at the time of submission of this thesis, not all
models were ready. The resulting structure for (ad), is shown in Figure 4.6 in the SI of “RNA4W]
manuscript”. The RMSD over all P atoms compared to the according MD model is 3.5 A. All bases at the

junction are properly stacked.
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5 Methods and Materials

5.1 Materials

5.1.1 Materials for “linker paper”

5.1.1.1 Dye linkers

N

o on HNJ)N
I o)\ short (Sq)
|

g

Figure 5.1. Exemplary structures of the linkers S, (propargyl) and Sy, | and L (all alkenyl) with the dyes (Alexa488 and Cy5)
used in DNA (left) and RNA (right). The donor and acceptor dyes are depicted in green and red color, respectively. Donor- and
acceptor dyes have been used in combination with each of the shown linkers.

5.1.1.2 Oligonucleotides

Ultrapure labeled “DNA1” with the L linker (see Figure 5.1), “RNA2” and “RNA3” oligonucleotides (PAGE
Grade), and all unlabeled counter sequences were purchased from Purimex (Grebenstein, Germany).

“DNA1” oligonucleotides with the | Linker (see Figure 5.1) were purchased from IBA (Gottingen,
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Germany). All sequences of the DNA and RNA strands are given in Section 5.1.1.3. The linker types L and
| for DNA and L for RNA were chosen for reasons of commercial availability, the RNA linker types for
reasons of chemical suitability. Throughout this work, if not stated differently, the same linker type is
used at the donor (D) and the acceptor (A) position. Details on oligonucleotide synthesis (Bannwarth
1987; Schmidt, Welz et al. 2000) of samples with linkers S; and Sy (see Figure 5.1) and RNA1 with L as
well as on labeling of deoxyoligonucleotides and oligoribonucleotides with Cy5 and Alexa488 can be

found in Section 2 of the main text and in Sections S1.1, S1.2 and S1.3 in the Sl of “linker paper”.

5.1.1.3 Nucleic acid sequences and labeling positions

5.1.1.3.1 DNA sequences

DNA1 with different linkers L, | and S; (10 bp separation, linkers pointing towards each other, see Figure

5C in “linker paper”), labeling positions depicted in green and red for Alexa488 and Cy5, respectively.

5'-d(ACT GAT CGT AAG CTA CTG AAG CGT A)-3'

3'-d(TGA CTA GCA TTC GAT GAC TTC GCA T)-5'

5.1.1.3.2 RNA sequences

RNA1 with different linkers L, Sq and S; (11 bp separation, linkers pointing towards each other, see Figure

5Cin “linker paper”), labeling positions depicted in green and red for Alexa488 and Cy5, respectively.

5'-GGC GGU GCC GAC UGC GAG CUU GCC A-3'"

3'-CCG CCA CGG CUG ACG CUuC GAA CGG U-5!

RNA2 and RNAS3 all with linkers L, labeling positions depicted in green and red for Alexa488 and Cy5,
respectively. The numbers in parenthesis represent the basepair separation between the dyes whereas
the + and — signs indicate the effect of the dye displacement towards the 3’-end on the DA distance (see

Figure 5C in “linker paper”).
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RNA2(16-)

5'-CCG GUG
3'-GGC CAC
RNA2(19-)
5'-CCG GUG
3'-GGC CAC
RNA2(22-)
5'-CCG GUG
3'-GGC CAC
RNA3(18+)
5'-CCC CAC
3'-GGG GUG
RNA3(24+)
5'-CCC CAC
3'-GGG GUG
5.1.2
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Materials for “RT manuscript”

5.1.2.1

Sample preparation and labeling was done according to (Rothwell 2002). We used RT mutants
containing a single accessible cysteine at positions 6, 27, 194 and 287 on the p66 subunit (RT(p66Q6C),
RT(p66T27C), RT(p66E194C) and RT(p66K287C), respectively) and at positions 6, 173, 194 and 281 of the
p51 subunit (RT(p51Q6C), RT(p51K173C), RT(p66E194C) and RT(p66K281C), respectively) (Kensch, Restle
et al. 2000) (see Figure 4.6B). These cysteines were labeled with the green donor fluorophore Alexa488-

C5 maleimide (Kensch, Connolly et al. 2000). The red acceptor dye Cy5 was attached to the primer

HIV-RT:dp/pt complex
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strand at positions 1, 10 and 19 (dp(1)/dt, dp(10)/dt and dp(19)/dt, respectively) or the template strand
at positions -15 and -6 (dp/dt(-15) and dp/dt(-6), respectively) of a 19/35 DNA/DNA primer/template
(see Table 5-1 and Figure 5.3 for sequences, labeling positions, secondary structure and numbering of
dp/dt) either by internal labeling with a C6-aminolink with the NHS-ester of Cy5 (for dp(10)/dt,
dp(19)/dt, dp/dt(-6) and dp/dt(-15), see Figure 5.2A) or to the 3’ end of the primer with the
phosphoamidite derivative of Cy5 (for dp(1)/dt, see Figure 5.2B). The sequence of the primer/template

is based on the HIV-1 viral primer binding site.

5.1.2.2 dt/dp sequences

Table 5-1. Sequences and labeling positions (red) of primer (dp) and template (dt) strands.

sample sequence and labeling position

dp 5'-d (TTGTCCCTGTTCGGGCGCC) -3

dp(1) 5'-d (TTGTCCCTGTTCGGGCGCC) -3 !

dp(10) 5'-d (TTGTCCCTGTTCGGGCGCC) -3

dp(19) 5'-d (TTGTCCCTGTTCGGGCGCC) -3

dt 5'-d (TGGTTAATCTCTGCATGGCGCCCGAACAGGGACAR) -3
dt(-6) 5'-d (GGGTTAATCTCTGCATGGCGCCCGAACAGGGACAA) -3

dt(-15) 5'-d (TGGTTAATCTCTGCATGGCGCCCGAACAGGGACAA) -3 !
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5.1.2.3 Structures of modified nucleotides
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Figure 5.2. Structures of the fluorescent modified nucleotides used. (A) dThymine labeled with C6-aminolink with the NHS-

ester of Cy5 used at positions dp(10), dp(19), dt(-6) and dt(-15). (B) 3’ labeled dCytosine with the phosphoamidite derivative
of Cy5 used for position dp(1).

5.1.24 Secondary structure of dp/dt

19 10 ! dp/dt(-15)
5'-TTGTCCCTGTTCGGGCGCC-3"

3'-AACAGGGACAAGCCCGCGGTACGTCTCTAATTGGT-5"
19 10 1 -6 -15

Figure 5.3. Secondary structure of DNA dp/dt(-15) with labeling position (red).

5.1.3 Materials for “RNA4W] manuscript”

Oligonucleotides. Ultrapure labeled RNA with hexamethylen linkers (PAGE Grade), and all unlabeled
sequences were purchased from Purimex (Grebenstein, Germany). See Figure 5.4 for chemical
structures of modified U and dG nucleotides with linker and dye and Figure 3.2 for the sequences and

labeling positions of the RNA strands.
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DNA sequences. Sequences and labeling positions (green for Alexa488 and red for Cy5) for the dsDNA

used for calibration of the detection efficiency ratio (see Section 5.3.7).

5'-d(GCA ATA CTT GGA CTA GTC TAG GCG AAC GTT TAA GGC GAT CTC TGT TTA
CAA CTC CGA AAT AGG CCG)-3!

5'-d(CGG CCT ATT TCG GAG TTG TAA ACA GAG ATC GCC TTA AAC GTT CGC CTA
GAC TAG TCC AAG TAT TGC)-3!

Figure 5.4. Structures of modified U (A) and dG (B) nucleotides with hexamethylen (C6) linkers (blue) and fluorescent dyes
Alexa488 (green).

5.2 Experimental conditions

5.2.1 Buffer conditions for RT: dp/dt

The aqueous measurement buffer contained 10 mM KCIl, 50 mM Tris-HCI, pH 7.8, 6 mM MgCl,, and
400 uM ascorbic acid. Because of the extremely low concentrations used in single-molecule studies (50
pM RT and 200 pM dp/dt), high binding affinities are required to ensure stable complex formation. By
reducing the KCl concentration from the 50 mM used in previous studies on this system (Wohrl, Krebs et
al. 1999) to 10 mM, we were able to reduce the dissociation constant, Ky, dramatically. Data from
classical ensemble titrations indicated an upper limit for the Ky value at this salt concentration of <100
pM. The actual single-molecule measurements confirmed that the affinity was high enough to ensure
complex formation, because most RT molecules sampled contained bound (labeled) substrate.
Ensemble measurements on single nucleotide incorporation under these salt conditions showed similar
kinetic behavior to that seen at higher salt, with three kinetic phases being observed (Wohrl, Krebs et al.
1999; Rothwell 2002). Before measurements, a “stock’ complex solution was made at a concentration

of 250 nM protein and 1 uM dp/dt. This solution was equilibrated on ice for at least 30 min. Immediately
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before a measurement, the stock solution was diluted rapidly into the measurement buffer 1:10,
followed by a further 1:10 dilution before a final 1:50 dilution to a final concentration of 50 pM protein
and 200 pM dp/dt. A droplet of the sample solution (50 pl) was applied to a coverslip which formed the
bottom of a closed chamber with a water-saturated atmosphere. Coating the coverslip with k-casein led
to complete suppression of adsorption of the sample molecules during the measurement time of up to

an hour.

5.2.2 Buffer conditions for nucleic acids

5.2.2.1 Hybridization of dsDNA and dsRNA.

The hybridization buffer for the DNA samples contained 20 mM TRIS, 100 mM NaCl and 10 mM MgCl,,
pH 7.5. For RNA it contained 20 mM KH,P0O./K;HPO,, 100 mM KCl, and 10 mM MgCl,, pH 6.5. The
concentration of the DNA or RNA molecules in the buffer ranged between 2 and 10 uM. For FRET
molecules the ratio between the amount of acceptor and donor strand ranged from 1 to 2. For donor
and acceptor only molecules the ratio of unlabeled to labeled strand was 3 to 1. The solution was
heated up to a temperature of 90°C inside a water bath and was then allowed to cool down to rt.

overnight.

5.2.2.2 Hybridization of the RNA four-way junction.

The hybridization buffer contained 20 mM KH,P0,/K,HPQO,4, 100 mM KCl, and 20 mM MgCl,, pH 6.5. The
concentration of donor-labeled (or acceptor labeled for A-only samples) RNA single strand in the buffer
ranged between 0.5 and 2 uM. For FRET molecules the ratio between the amount of donor, acceptor
and the two unlabeled strands was 1 : 3 : 4 : 4. For donor and acceptor only molecules the ratio of
labeled to the three unlabeled strands was 1 : 4 : 4 : 4. The solution was heated up to a temperature of
85°C inside a thermo-cycler (primus 96 advanced, peqlab, Erlangen, Germany) with 0.1°C/s and was

then cooled down to 27°C with 2°C/h. It was then quickly cooled down to 4°C.
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5.2.2.3 Measurement buffer

The measurement buffer contained 20 mM KH,PO,/K;HPO,, 100 mM KCl and between 20 and 0.03 mM

MgCl,, pH 6.5. Additionally, approximately 0.5 mM of Trolox (Rasnik, McKinney et al. 2006) was added.

5.3 Methods

5.3.1 The AV approach

Dye distributions were modeled using the AV approach (Cai, Kusnetzow et al. 2007; Muschielok,
Andrecka et al. 2008) according to (Sindbert, Kalinin et al. 2011). The dyes are approximated by a sphere
with an empirical radius of Ry, Where the central atom of the fluorophore is connected by a flexible
linkage of a certain effective length L« and width wj, to the nucleobase. The overall length of the
linkage is given by the actual length of the linker and the internal chemical structure of the dye. A
geometric search algorithm finds all dye positions within the linkage length from the attachment point
which do not cause steric clashes with the macromolecular surface. All allowed positions are considered
as equally probable which allows one to define an accessible volume for the dye (AV). To take the three
quite different dimensions of fluorophores into account, we used their real physical dimensions for each
calculation of a position distribution and performed three independent AV simulations with three
different radii Raye and superimposed them. Thus, the obtained position distribution represents an
average weighted by the number of allowed positions. Throughout this work we used wi = 4.5 A. As
values for Ry We used Rgye(r) = 5 A, Rayerz) = 4.5 A and Ryye(s) = 1.5 A for Alexa488 (D) and Rgyey = 11 A,
Raye2) = 3 A and Raye) = 1.5 A for Cy5 (A). See Table 5-2 for values used for Ly in “linker paper” (see also
Figure 5.1). In ”"RT manuscript” we used Li = 20 A for all D positions, L = 23 A for all A labeled
dThymines (see Figure 5.2A) and L = 8 A for the labeled triphosphate (dp(1)/dt, see Figure 5.2B). In
“RNA4WJ manuscript” we used L = 20 A for all D positions and L, = 22 A for all A positions. As
attachment atoms for nucleic acids we used “C5” for labeled Uracils and dThymines (see Figure 5.1,
Figure 5.2A and Figure 5.4A), “C2” for labeled dGuanines (see Figure 5.4B) and “OP2” for labeled
triphosphates (see Figure 5.2B). For labeled amino acids in the RT protein we used Cg (CB) as the

attachment atom.

52



Table 5-2. Values for L, used in “linker paper” (see Figure 5.1)

Linker | L L | | Sy Sy S, S,
Dye D A D A D A D A
Lino A | 20 22 15 17 11 14 11 16

5.3.2 Definitions of differently averaged DA distances

For a proper interpretation of FRET results it is crucial to consider the distributions of D and A dye
positions given by the position vectors Ry and R4, respectively. Since different techniques determine
distinct average distances between donor and acceptor dyes, three different quantities have to be
defined and distinguished. Additionally, it is shown how to calculate them for sets of possible donor and
acceptor positions, {Rp()} and {Ra()}, respectively, with i = 1..n and j = 1..m which are provided by AV
simulations and in which all allowed positions are assumed to be equally probable.

5.3.2.1 The mean distance (Rpa)

(Rpa) denotes the mean distance between the dyes and can be determined by TCSPC measurements
(see Eq. 5.8). (Rpa) is calculated by integrating over all possible positions of the two dyes and the

resulting distances ({Rpa) = {|Rpo —Ra|)):

<RDA> = <‘RD(1') B RA(f)‘>ijj - ﬁ IZ:: ijl‘RA(j) - RD(i) Eq. 5.1

5.3.2.2 The FRET-averaged mean distance (Rpa)e

(Roa)e is the FRET-averaged distance between the dyes. It is calculated from the mean FRET efficiency

(Eq. 5.2) using Eq. 5.3.

1
<E>_<1+R[6)A/R06> Eq. 5.2

1

(Ron), = R,(E)” =1)"¢ Eq.5.3
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In Eg. 5.2 and Eq. 5.3 Ry is the Forster radius. {Rpa)r is determined from time-averaged fluorescence
intensity measurements on the single-molecule (see Section 5.3.4) or ensemble level. For AVs it can be

calculated with Eq. 5.4:

1/6

RDA R E
1] && Eq.5.4
with =—
(£) nmS Z‘ 1+[R,, - D(,.)\"/Rg

5.3.2.3 The distance between the mean positions of the dyes Ry,

Rmp is the distance between the mean positions of the dyes (Rmy = |{Ro) — (Ra)|) and is used for the
geometric description of FRET based structural models (Wozniak, Schréder et al. 2008). Ry, cannot be

measured directly via FRET. For AVs it can be defined as follows:

Rmp:‘<RD(i>> < A(;)>‘ ZRDo) ilRAm Eq. 5.5
=

5.3.3 Time-resolved polarized fluorescence experiments and data analysis
5.3.3.1 Ensemble time-correlated single-photon-counting (eTCSPC)

Ensemble time-correlated single-photon-counting (eTCSPC) measurements were performed using an
IBH-5000U (IBH, Scotland) system. The excitation sources were either a 470 nm diode laser (LDH-P-C
470, Picoquant, Berlin, Germany) operating at 8 MHz for donor excitation or a 635 nm diode laser (LDH-
8-1 126, Picoquant, Berlin, Germany) operating at 10 MHz for direct acceptor excitation. The emission
wavelength was set to 520 nm for donor emission and to 665 nm for acceptor emission, respectively.
The corresponding monochromator slits were set to 2 nm (excitation path) and 16 nm (emission path)
resolution. Additional cut-off filters were used to reduce the contribution of the scattered light
(>500 nm for donor and >640nm for acceptor emission, respectively). All measurements were

performed at room temperature. The concentrations of DNA/RNA molecules were kept below 1 puM.
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The G-factor was calculated using steady state anisotropies of the solutions measured with a Fluorolog-3

(Horiba Jobin Yvon, Munich, Germany).

Fluorescence intensity and anisotropy decay curves were fitted using the iterative re-convolution
approach (O'Connor and Phillips 1984). The maximum number of counts was typically between 25,000
and 50,000. The fits approximately range from the maximum of the instrument response functions (IRF)
to the first time channel with less than 100 detected photons. The fluorescence intensity decays of
FRET-labeled molecules (donor and acceptor emission) were fitted globally with the decays of the
molecules only labeled with either the donor (donor only, D-only) or the acceptor (acceptor only, A-only)
dye. The fluorescence decays F(t) were modeled with up to two fluorescence lifetimes 7 with the

species fractions x; and a species-averaged fluorescence lifetime (7), (Eq. 5.6)

F(t)=xexp(—t/7,)+x,exp(-t/7,)

, Eq. 5.6
with <T>X =X,T, +X,7,

Due to its high time resolution TCSPC can also be used to characterize DA distance distributions p(Rpa).

For example, the analysis of donor fluorescence decays Fp(t) (D decay) by Eq. 5.7 recovers p(Rpa) (Haas,

Wilchek et al. 1975; Lakowicz 1999; Haas 2005).

t
Fy (1) = .[ P(Ry, ) exp _—[1+(Ro /RDA)G] dR,, Eq. 5.7

Ron ()
where 7p(g) is the donor fluorescence lifetime without acceptor. For simplicity, the distribution p(Rpa) can
be assumed to be Gaussian (as justified by Figure S5A in the Si of “linker paper”). Considering also the
presence of Donor-only molecules, the fitting parameters of Eq. 5.8 are then the mean DA distance
(Rpa), the half-width opa of the Rpa-distribution and also the fraction of Donor-only molecules xp (in our

measurements typically below 10%),

1 (RDA_<RDA>)Z ! 6
F.®)=>0- _ —_—— - 1+(R,/R dR
p()=( xD)R‘L N2rop, exp 20]§A P TD(O)[ + (& Fon) ] o

t
+ xp, exp| —
Y0

The anisotropy decays r(t) were formally described by double or triple exponential decays (rotational

Eq. 5.8

correlation times p1, p, and ps) with free amplitudes (b;, b, and bs) (Eq. 5.12). Applying appropriate
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weighting (O'Connor and Phillips 1984) the anisotropy decays were recovered by global fitting of the

sum and difference curves according to Eq. 5.9 and Eq. 5.10,

Fan() = F) (f) + 2GF.() = F(0) Eq. 5.9

Fdiff(t) = F'H(t) — GFL(l‘) = F(t)l”([) Eq. 5.10
All species irrespective of the fluorescence lifetime were assumed to exhibit the same anisotropy decay.

The fluorescence anisotropy decay r(t) can be described as a product of the separate factors responsible

for local dye reorientations and the overall rotation of the macromolecule as (Lakowicz 1999)

r(t) = [(’”0 —7,,)eXp(—t/ Proea) + roo]exp(_l/pglobal) Eq.5.11
where ry is the fundamental anisotropy, and r.. is the residual anisotropy. In this work, two exponentials
were often needed to describe the local fluorophore dynamics. This leads to the following more formal

form of Eq. 5.11 with up to three rotational correlation times p; and the corresponding anisotropy

amplitudes b; (Eq. 5.12)

r(t) =b exp(-t/ p,) +b, exp(-t/ p,) + b, exp(-t/ p;)
Eq. 5.12
with 7y, > b, +b, + b,
In the case of timescale separation of local and overall motions (Ooverall >> Procal), the times p; and p,

characterize only local dye reorientations and r.. = bs (cf. Eq. 5.11 and Eqg. 5.12).

5.3.3.2 TCSPC with single molecule data

Analogous to Section 5.3.3.1, time-resolved polarized fluorescence analysis can also be performed for
data acquired via smMFD (see Section 5.3.4). Here, the polarized components F|(t) and F,(t) of a

fluorescence decay are globally fitted with the following model:

F(t)=F(@t)-(1+(2-31)-r(t))/3+B, ons
F (t)=GF(t)-(1-(1-3L)-r(t))/3+B, o
In Eq. 5.13 F(t) is the fluorescence decay typically modeled by 2-exponential relaxation, G is the ratio of
detection efficiencies of parallel and perpendicular channels, factors /; and /, describe polarization

mixing in high-NA objectives (Koshioka, Saski et al. 1995), and B;; and B, represent background

contributions in parallel and perpendicular detection channels, respectively.
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5.3.4 Single-molecule multi-parameter fluorescence detection (smMFD)
measurements

The fluorescent donor molecules (Alexa 488) are excited by a linearly polarized, active-mode-locked
Argon-ion laser (Innova Saber, Coherent, Santa Clara, CA, USA, 496.5 nm, 73.5 MHz, ~ 300 ps FWHM) or
by a 485 nm diode laser (LDH-D-C 485, Picoquant, Berlin, Germany) operating at 64 MHz. The laser light
is focused into the dilute solution (< 50 pM) of labeled molecules by a 60x/1.2 water immersion
objective. Each molecule generates a brief burst of fluorescence photons as it traverses the detection
volume. This photon-train is divided initially into its parallel and perpendicular components via a
polarizing beamsplitter and then into a wavelength ranges below and above 595 nm by using a dichroic
beamsplitter (595 DCXR, AHF, Tibingen, Germany). Additionally, red (HQ 720/150 nm or
HQ 730/140 nm for Cy5) and green (HQ 533/46 nm or HQ 535/50 nm for Alexa 488 and Rh110)
bandpass filters (both made by AHF, Tlbingen, Germany) in front of the detectors ensure that only
fluorescence photons coming from the acceptor and donor molecules are registered. An estimate of the
focal geometry is acquired by determining the diffusion correlation time of 200 + 13 ps for Rhodamine
110 and knowing its diffusion coefficient of 0.34 + 0.03 pm?/ms. Detection is performed using four
avalanche photodiodes (SPCM-AQR-14, Laser Components, Germany or alternatively for the green
channels PDMO50CTC or t-SPAD-100, both PicoQuant, Berlin, Germany) . The signals from all detectors
are guided through a passive delay unit and two routers to two synchronized time-correlated single
photon counting boards (SPC 432 or SPC 132 or SPC 832, Becker and Hickl, Berlin, Germany) connected
to a PC. Bursts of fluorescence photons are distinguished from the background of 1-2 kHz by applying
certain threshold intensity criteria (Eggeling, Berger et al. 2001). Bursts during which bleaching of the
acceptor occurs are excluded from further analysis by applying a criterion regarding the difference in
macroscopic times, |Tg — Tz| < 1 ms, where T; and Ty are the average macroscopic times in which all
photons have been detected in the green and red channels respectively during one burst (Eggeling,

Widengren et al. 2006).

57



5.3.5 Distance determination via photon distribution analysis (PDA)

As specified in Section 2, we calculate DA distances (Rpa) by measuring the fluorescence intensities of D

and A (Fp and F,, respectively). Rpa is then given by combining Eq. 2.3 and Eq. 2.4 which yields Eq. 5.14:

6
RDA: &i RO Eq.5.14
cDFD(O) FA
or equivalently by Eq. 5.15:
F.\6
R,=|D., D R,, Eq.5.15
FA

Here, we use the reduced Forster radius Ry, (Rothwell 2002), which, in contrast to Ry, does not depend
on Dp(g). Throughout this work we used Ry, = 53.97 A (using Ro, = 53.97 A is equivalent to using Ry = 52 A
and ®gpg = 0.8). In “linker paper” and “RNA4WIJ manuscript” ®g, was determined through eTCSPC
measurements (see e.g. Section 4.1 in the Sl of “RNA4WJ manuscript”). Throughout “RT manuscript” ®g,
= 0.32 was used. Fp and F, can be calculated from the signals measured in the green and red detection
channels of the smMFD setup (see Figure 3.5 and Section 5.3.4), Sg and Si, respectively, via Eq. 5.16 and
Eq. 5.17:

F,= =——" Eq.5.16

F,=—= Eq.5.17

where Fg and F are the fluorescence signals in the green and the red signal channels, respectively, « is

the crosstalk factor which is determined as the ratio between donor photons detected in the red

channels and those detected in the green channels (a = FR(D)/FG(D) ) for the D only labeled sample, gg

and gg are the detection efficiencies in the green and red channels, respectively (see Section 5.3.7 for
the determination of gs/gr), and (Bg) and (Bg) are the mean background intensities in the green and red

channels, respectively.
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To accurately predict the shape of S¢/Sr (or equivalently Fp/Fa) histograms in the presence of FRET we
use photon distribution analysis (PDA), which explicitly takes into account shot noise, background
contributions and additional broadening due to complex acceptor photophysics (Antonik, Felekyan et al.
2006, Kalinin, 2010 #2744; Kalinin, Felekyan et al. 2007; Kalinin, Felekyan et al. 2008). PDA calculates the
probability of observing a certain combination of photon counts P(Sg, Sr)
P(Se.Se)= X P(F)P(Fe. o |F)P(B, JP(B, ) Eq.5.18
F+Bg=Sg.Fr +Bgr =Sy

The intensity distribution of the fluorescence only contribution to the signal, P(F), is obtained from the
total measured signal intensity distribution P(S) by deconvolution assuming that the background signals
Bs and By obey Poisson distributions, P(Bg) and P(Bg), with known mean intensities (Bg) and (Bg).
P(Fs, Fr | F) represents the conditional probability of observing a particular combination of green and
red fluorescence photons, Fs and F, provided the total number of registered fluorescence photons is F,
and can be expressed as a binomial distribution (Antonik, Felekyan et al. 2006). Subsequently, P(Sg, Sr)
may be further manipulated to generate a theoretical histogram of any FRET-related parameter as
discussed elsewhere (Kalinin, Felekyan et al. 2007). The theory of PDA is described in details in (Antonik,
Felekyan et al. 2006; Kalinin, Felekyan et al. 2008).

In general, for a model with n FRET states and a D-only fraction, 2n+1 fit parameters are needed: n mean
DA distances, n fractions, and an additional (beyond the shot noise) distribution width o, expressed as
a fraction of the corresponding mean distance. This additional distribution width can be attributed
mainly to complex acceptor photophysics and thus can be fitted globally as justified in (Kalinin,
Sisamakis et al. 2010). As a result, PDA needs much fewer free parameters than the classical approach of
fitting multiple Gaussian peaks, which requires up to 3n+1 parameters (n mean DA distances, n
fractions, n+1 peak widths). The fit quality is judged by the reduced chi-squared (x’/) parameter and by

visually inspecting weighted residuals plots.

5.3.5.1 PDA model for RT:dp/dt

In “RT manuscript” we typically used a model which accounts for two FRET-populations representing the
educt-state (P-E) and the product-state (P-P), a D-only population, and, if necessary, populations

accounting for impurities and for a dead-end complex (see Section S3.1 in the SI of “RT manuscript”)
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were added as well (see Section S4.2 in the SI of “RT manuscript” for the assignments of the states in
MFD plots for all experiments). The FRET states were fitted using the same value for the global relative
additional (beyond the shot noise) width o,,,. Of the P-E and P-P states the distance of the one with the
larger amplitude was assumed to be P-E and, thus, was chosen to be used for structural modeling. For
some datasets only one FRET state is visible. In those cases we assume that the product and educt state
are overlapping. If the P-P and P-E-state have similar amplitudes (ratio smaller than 4:3) an assignment
of the distances to the corresponding states is not possible and the amplitude weighted distance <R>,

with the uncertainties err,, err_has been used for modeling (see Table S2 in the Sl of “RT manuscript”).

5.3.5.2 PDA model for RNA four-way junctions (RNA4W]s)

In “RNA4WJ manuscript” a model was used accounting for 2 or 3 FRET states and a D-only contribution.
Additional broadening of FRET states was accounted for by a global parameter o,,,. In most cases an
impurity (mostly 1-3%) with an apparent distance of typically 70 - 90 A had to be taken into account.
This state was in most of cases present in respective D-only samples with an amplitude of a few percent.
Thus, for n FRET states 2n+1 to 2n+3 fit parameters were required depending on whether the impurity

state was considered.

In those cases when only 2 FRET states (one major and one minor) where visible, the second “invisible”
minor state was assumed to be overlapped by either the visible minor or the visible major state
depending on their relative amplitudes. If the amplitude of the visible minor state was larger than 25 %,
it was assumed that this FRET state contained both minor states. Thus, two states with the same
distance and amplitude were used. Else, the “invisible” minor was assumed to have a relative amplitude

of ~ 10 % and the same distance as the major FRET state. See Appendix IV for all PDA plots.

5.3.6 Static FRET line and distribution of possible opa-values
The static FRET line represents the expected dependence between FRET indicators derived from

intensities (e.g. Fo/Fa) and the fluorescence lifetime of the donor. In the simplest case it is given by the

well-known Eq. 5.19 (see also Eq. 2.3):
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E=1-24

Eq.5.19
oo
For Fp/Fa it is given by:
() T
FD(0 D(0
F,|F, =19 @1 Eq. 5.20
FA Tpay

In reality this relationship does not hold because of distributions of donor-acceptor distances due to
flexible dye linkers are not accounted for (see Section S2.7 in the Sl of “linker paper”). In addition, non-
exponential fluorescence decay of the donor dye (see Table S6 in the Sl of “RT manuscript” and Section
4.1 in the SI of “RNA4WJ manuscript) itself must be considered. These effects can be corrected for as
described (Kalinin, Valeri et al. 2010; Kalinin 2012). As there is no analytical expression for the E(tpa))
dependence that considers the above effects, a polynomial approximation is used. In this work we used

the following approximation:

Byl = 000 (o),

3 2
Dy c3<rD(A)>f +c2<TD(A)>f +cl<TD(A)>/- +¢,

-1 Eq. 5.21

Where (7). and {z); are spiecies and fluorescence averaged mean lifetimes, respectively. See Table S7 in
the SI of “RT manuscript” and Section 4.1 in the SI of “RNA4WJ manuscript” for the polynomial
coefficients c;; used and the values assumed for the half-width of the DA distance distribution (oba). For
highly asymmetric AVs ops depends also on the mutual orientation of D and A clouds, which implies that
individual opa-values should be used for different samples and/or even FRET states. Considering various
possible orientations of calculated dyes’ AVs, we estimated that ops can vary between ca. 5.5 and 12 A
being somewhat correlated with {Rpa) (Figure 5.5). To fit static FRET lines to the observed FRET states for

the RNA4W]J, values of ops between 6 and 9 A were required, which is within the expected range.
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Figure 5.5. Possible values of op, calculated for randomly positioned and oriented AVs of Alexa488 and Cy5 initially
calculated for positions (D)B8c and (A)523d of the RNA4WI (see Figure 3.2), respectively.

5.3.7 Determination of detection efficiency ratio gc/gr

In PDA, to be able to convert model distances into probabilities of observing green photons, the
detection efficiency ratio gs/gr is needed (gs and gr stand for the detection efficiencies of “green” and
“red” channels, respectively). These values are calculated for each measurement session by requiring
that the linker-corrected static FRET line (Kalinin, Valeri et al. 2010) (see Eqg. 5.27) goes through the
observed FRET populations in a 2D histogram of Fp/Fa vs 7). In “RT manuscript”, the actual
measurements of the protein were used for the calibration of gg/gs, in “RNA4WIJ manuscript”, a
measurement of a FRET labeled dsDNA (see Section 5.1.3) was performed. For the calculation of the
static FRET line, the respective fluorescence decays of the D-only labeled RT:dp/dt sample (see Table S6
in the SI of “RT manuscript”) or, for the dsDNA used in “RT manuscript”, 7o) = 4.1 ns (mono-exponential

decay) was used. In both cases it was assumed that ops =6 A.
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5.3.8 Confidence intervals for fit parameters in PDA

Confidence intervals estimation for multiple fit parameters is performed as follows. All free fit

parameters are varied simultaneously in a random manner. The }[,Z-value is calculated at 100000

random points yielding 100-1000 points with y~-values below ;(rz,min +(2/N,;)"? (here Ny is the

ins
number of histogram bins, and Zimin is the reduced chi-squared of the best fit). The range where such
fits are possible is assigned as 16 confidence interval. Whereas one could calculate y? thresholds more
strictly from the chi-squared distribution (Soong 2004), in practice ;(imm is often affected by
experimental imperfections and can be considerably larger than one. For this reason, we prefer the

simple test mentioned above which relates )(,2 values to that of the best fit.

5.3.9 Estimation of the k2 related distance uncertainties

To minimize the uncertainty in &* (see Section 2), we use the residual anisotropies that result from the
measurements of the donor-only, the acceptor-only and the FRET sensitized acceptor anisotropy decays

(Foop, e, @and reap), respectively) as determined from TCSPC measurements (see Eq. 5.12). First, we

calculate the second-rank order parameters S}f) and Sﬁf) by

r r
=L - 5§ and |24 = 5P Eq. 5.22
o o

(2)

where r, is the fundamental anisotropy. Sl()z) and S are defined differently (inverse sign) due to the

different orientation of the transition dipole moments with respect to the linker for Alexa488 and Cy5
(see Figure 5.1, for further details see Section 3.1.2 of “linker paper”). The range of all possible values for
&% is calculated by Eq. 5.23 (Dale, Eisinger et al. 1979; van der Meer, Cooker et al. 1994):

2

2_2 2000 2 o0)c)
K =5+355S (HD)+3SAS @,) e

+§sg>sgz>[s<2>(¢)+ 652(6,)52(0,)+1+25(0,)+25%(6,)-9c0s 6, cos 8, cos ] %
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In Eq. 5.23 & and 6, are the angles between the symmetry axes of the rotations of the dyes and the

distance vector EDA, while @ is the angle between the symmetry axes (see Figure 2.2). s? is defined

formally by:

$¥p)= Beos” o)~
0~D 4

Smwg=%@w§@,4) Eq. 5.24

and $%(0,)= %(3cos2 0, —1)

x*-values (Eq. 5.23) cannot be calculated unambiguously because, in general, the angles @, and 6, are
not experimentally accessible. However, for an experimentally determined ¢ (Eq. 5.24) it is possible to

define a range of possible values for &, and 6, (see Figure 2.2) by

0< by<m/2
@ — 6| < 6s<min(g+6, 1/2)

For example: if @ =0, 6 and 6, have to be equal (see also (lvanov, Li et al. 2009)). With known @ and a

Eq. 5.25

corresponding range of possible values for @, and 6, one can calculate the range of x*-values (Eq. 5.23)

compatible with the experimental data (re,p, fe,a and reap)-

As an example a distribution of possible x*values is calculated here for dsRNA and Cé-linkers (see
“linker paper”): The measurements of the donor-only, the acceptor-only and the FRET sensitized
acceptor anisotropy decays yield rwp = 0.05, reop = 0.13, and re ap) = 0.012 (see Tables 2 and 5 in “linker
paper”). Eq. 5.22 gives Sp® = -0.365 and S,¥ = 0.577 and Eq. 5.24 gives 5‘2)(g0) = -0.150 and
@ =1.067 (=61.1°). For this value of @ Eq. 5.36 gives a range of possible values for &, and 6., which can
further be used to calculate possible ranges of values for $?(&,) and $?(6,) (Eq. 5.24). These can then be
used to calculate possible values for x* according to Eq. 5.23 (see Figure 3.6B). See Table 5 in “linker
paper” for the resulting values for K miny Komax aNd & mean and for the resulting accuracy and precision for

RDA-
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5.3.10 Fitting of correlation curves

The correlation curves shown in Figure 4.4A are fitted using Eq. 5.26,

! 2 2

Gt)=1+—. L. ! -{1—A,+Al-e"—A2+A2-e’2—A3+A3-e’3
t(,

N |t
i
(Zo/Wo) 1,

x| 1+R- !
1+C

e)(I)(_ t(’ /t)‘()/ )+ 1+

Cc exp(~1, /(s-1,, ))D

The obtained fit parameters and their assigned meanings are summarized in Table 5-3.

Table 5-3. Fit parameters and their assigned meanings for the correlation curves for acceptor excitation though FRET and
though direct excitation, respectively.

Parameter Meaning FRET excitation Direct excitation
N/(1-A1-A2-43) Number of all molecules 1.54 1.63
tq [ms] Diffusion time 0.36 0.25
Zo/Wo Axial ratio 13 13
Aq unknown quenching 0.13 (global) 0.13 (global)
t1 [us] process 12 (global) 12 (global)
Arr+cm) Cy5 cis-trans isomerization 0.39 (global) 0.39 (global)
tervcr) [1s] and triplet 1.7 (global) 1.7 (global)
Alinker 0.06 0 (leEd)
Linker dynamics
Llinker [nS] 162 ooo
Arot 0.42 0.19
C -0.17 (fixed) -0.17 (fixed)
Rotational diffusion
S 0.3 (fixed) 0.3 (fixed)
trot [NS] 9.6 (fixed) 9.6 (fixed)
As 0.98 (fixed) 0.98 (fixed)
Photon anti-bunching
ts [ns] 2.5 1.2
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5.3.11 Rigid body docking: implementation details
5.3.11.1 Mechanical model.

As discussed in Section 3.6 (see also Section “Step 4” in “RT manuscript”), the purpose of rigid body
docking is to minimize the weighed deviation between n experimentally obtained distances {Rpa} and

corresponding model distances {Rmoger}, iven the uncertainties {ARpa}:

XZ — (RDA - Rmodel)2
y (ARpa)?

In Eq. 5.27, {Rpa} can represent a set of Ry, or (Rpa)e values. The first option is easier to implement in

Eq. 5.27

combination with rigid body dynamics (see Section 5.3.12 for the calculation of an Rm, to (Rpa)e
conversion function), whereas directly calculating deviations between experimental and model (Rpp)¢ is
more appropriate for structure screening (see Section “Extension to flexible parts of the complex: ...” in
“RT manuscript”). Now we notice that the right-hand part of Eq. 5.27 is equivalent to the energy of a
network of mean dye positions (points in space), connected with n springs with relaxed lengths of {Rpa}
and corresponding spring constants k = 2/(ARp,)?. The coordinates of mean dye positions are
obtained by MD or AV simulations and then fixed with respect to corresponding labeled
macromolecules, which are treated as rigid bodies. Minimizing 7’ in Eq. 5.27 is equivalent to relaxing
this rigid body system. Here and further in this section we use reduced energy which results in unusual

units for k [1/A?] and other familiar quantities. All distances are expressed in A.

In addition to FRET restraints, clashes between different subunits are prevented by considering clash

contributions to the total “energy”, Xczlash/ which are calculated, equivalently to Eq. 5.27, by Eq. 5.28:

0, Tij > Twi +T'Wj

Eq. 5.28
2.2
(rwi + Twj — 1)) [Téob Tij < Twi + Twj

Xiash = Zi,j{
where r; is the distance between atoms i and j which belong to different subunits, r,; and r,, are their
van der Waals radii, and ryo is the pre-defined clash tolerance. For the RT:dp/dt complex (double-
stranded part of dp/dt) rue = 6 A was used during initial search run and rue = 2 and 1 A during the first
and second refinement runs, respectively (see Section 4.3.2 and Section “Step 4” in “RT manuscript”).
For the RNA4W!J ryo = 0.15 A was used during initial search run and rq, = 0.05 A during the refinement
run (see e.g. Section 3.6). More realistic potentials (e.g. the Lennard-Jones potential (Atkins and de Paula

2001)) can be also used here instead of the harmonic potential in Eq. 5.28. The simplified approach (Eq.
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5.28) is justified by low accuracy of FRET data (a few A) as compared to possible violations of van der
Waals radii (ry; + ry; — rj <0.1 A). Anyhow, by choosing a sufficiently small rg the atoms can be made as
“hard” as desired, in which case the contribution of y?,,, becomes negligible. The reduced chi-squared

parameter to be minimized is then given by Eq. 5.29

x? = (XE + Xéasn)/(n — p) > min Eq.5.29
where p is the number of degrees of freedom, which is equal to 6 x (number of bodies — 1). For the
RNA4W)J we used n = 51 and p = 9 (see e.g. Section 3.6) and for the RT:dp/dt complex (double-stranded

part of dp/dt) we used n = 20 and p = 6 (see Section 4.3.2 and Section “Step 4” in “RT manuscript”).

5.3.11.2 Time evolution of the rigid body system

The position and orientation of each subunit at any time t is described by a coordinate vector of its
center of mass x(t) and a rotational matrix Q(t). For the relaxation of a system of structural subunits we
used the Verlet algorithm (Martyna 1994) with damping to model translational and rotational motions.
If not stated otherwise, all distances are expressed in A, and masses are expressed in Da. Translational

movement is described by:

x(t+At) = (2 —v)x(t) — (1 —v)x(t — At) + FAt?/m Eq. 5.30

In Eqg. 5.30, At is the simulation time step, the factor vaccounts for viscosity (see Eq. 5.35), F is the total
force acting on the center of mass of a subunit (see Figure 5.6), and m stands for its mass. The “forces”
are derived from violations of FRET distances, clashes between subunits, and optionally other
constraints (e.g. flexible chemical linkages between subunits). Since here we are only interested in
finding energy minima (rather than in investigating trajectories), we use a simplified representation of

the moment of inertia (/) by assuming the same (mean) value of / for all axes.
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Figure 5.6. Sketch depicting the derivation of the total force F and the total Torque T acting on a subunit. Vector f; describes
the force between two labeling positions (green and red), its absolute value is determined by (Rpp, i - Rmodel, i)Z/(ARDA, ,-)2 (see
Eqg. 5.27). Forces due to clashes are calculated accordingly (see Eq. 5.28). Then, F = X f,. The vector r; connects the center of
mass of one body c,, and the point where the force f; is applied. Therefore, T=Z r; x f.

In analogy with Eq. 5.30, we obtain the rotational movement by:
r 1
Q(t + AD) = Q (m, 9) Q(w, —v6,)Q()Q1(t — AD)Q() Eq. 5.31
In Eg. 5.31, Tis the total torque vector (see Figure 5.6); the angle @is given by

6 = At?|T|/I Eq.5.32

the rotational matrices with parameters represent a rotation by angle #about an axis u,

2
¢ +uyd UpUyd — U,S  UylUyd + UyS
Qw0) =| uyuyd+u,s  ctudd  uyud—us
Uy d — UyS  UyUd + Uy S c+ud Eq. 5.33

with: u = (uy,uy,u,); ¢ =cosd; d=1—rcosd; s=sind

and w and 6, fulfil Eq. 5.34

Qw,6,) = Q()Q1(t — At) Eq.5.34
To minimize oscillations and to improve convergence, viscosity factor v must be chosen so that the

system is close to being critically damped. vis initially estimated by Eq. 5.35

v =20tK/M Eq. 5.35

with an option of additional fine-tuning to improve convergence. In Eq. 5.35 K is the sum of all spring

constants and M is the total mass of all subunits.
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Each rigid body simulation is run until the following criteria are fullfilled: kinetic energy Ex < 0.001; |F| <
0.001; |T| < 0.02 (in the units described above). After the initial search procedure, typically more than
99% of the structures reach convergence as defined by these criteria. We should also mention that more
advanced optimization procedures (Marushchak, Grenklo et al. 2007) can be also applied at this step.
However, in our experience, even with rigid body dynamics >95% convergence probability is achieved in

most of cases.

5.3.12 Rup to (Rpa)e conversion function

To avoid repeated calculations of AVs during the iterative structure optimization (see Section 5.3.11) we
convert (Rpa)e into distances between the mean positions of the dyes R, = [(Rp) — (Ra)|. In this section
we show how an R;, to (Rpa)e conversion function is calculated for Alexa488 and Cy5 as D and A,
respectively, attached via C6 linkers to a ds A-RNA (see “RNA2” in Section 5.1.1.3). A series of AVs (see
Section 5.3.1) is generated for D and A dyes separated by —7 to 30 basepairs. For each pair of AVs we
calculated Ry, and (Rpa)e (see Section 5.3.2). Corresponding Rmp and (Rpa)e values are plotted in Figure
5.7. The solid red line represents a 3" order polynomial approximation to the (Roa)e - (Rmp) dependence
given by (Rpa)r = —2.68x10™° Ry’ + 7.53x107 Ry’ + 0.272 Ry + 23.1. For comparison, Figure 5.7 contains

also polynomial approximation to the (Rpa)e - (Rmp) dependence resulting for the RT:dp/dt complex.
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Figure 5.7. Ry, to (Rpa)e conversion function for a ds A-RNA and Alexa488 and Cy5 as D and A, respectively, attached via C6
linkers (open squares), its 3" order polynomial approximation (Rpp)e = —2.68x10™ Rm,,3 +7.53x10°° Rm,,2 +0.272 Rpp + 23.1
(red line) and a 3" order polynomial approximation (Rp): = — 0.08 x10~° Rm,,3 +4.191x10°° Rm,,2 +0.414 R, + 21.51 (black
dashed line) for a Ry, to (Rpa)e conversion function for the RT:dp/dt complex (see Sections 5.1.2 and 5.3.1 for labeling
positions and the parameters used for AV modeling, respectively).

5.3.13 Model discrimination via cluster analysis

5.3.13.1 Cluster plots

The generation of cluster plots for the rigid body docking results is explained for the double stranded
dp/dt and RT (see Section “Step 5” in the main text and Section S3.5.2 in the SI of “RT manuscript”). The
obtained solutions are sorted by y? and plotted as shown in Figure 5.8A (here, resulting structures after
“search” run with 6 A clash tolerance are shown). Obviously, there are groups of very similar solutions
(clusters), which are separated by steps in the 2 plot and corresponding peaks in the RMSD plot (Figure
5.8C). To generate a cluster plot as shown in Figure 5.8D, we applied thresholds to Ay2 and RMSD plots
as shown by red dashed lines in Figure 5.8B and Figure 5.8C. Solutions for which both Ay? and RMSD fell
below these thresholds were grouped with previous structures. As a result, several clusters of similar

structures were obtained as shown in Figure 5.8D using different symbol sizes.
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Figure 5.8. Rigid body docking of RT and dp/dt (both from crystal structure PDB-ID 1ROA). (A) x2 for the 2000 best solutions.
(B) Increase of y2 compared to the previous structure. (C) RMSD between current and previous structures. Best 2000 of
10000 structures generated during the search phase with r., = 6 A (see Eq. 5.28) are shown. Red dashed lines indicate
clustering thresholds. (D) Resulting clusters: The symbol size reflects the number of solutions in the shown cluster. Horizontal

line represents confidence threshold as defined by Zrz < Xfmm +0.378 (blue solid line, ~84% confidence, ~1.4 o, see Eq.

5.36). The threshold is derived from the chi-squared distribution with 14 degrees of freedom (;(2 <19.3).

5.3.13.2 Model discrimination of docking/screening results.

Solutions are considered ambiguous if the respective ;(,2 values do not differ significantly. We

typically apply a threshold given by Eq. 5.36:

1< i #2000 =) = 2 Eq. 5.36
where n is the number of distance constraints and p is the number of degrees of freedom. The following
values for n and p were used in this work: n = 20 for the rigid body model of the RT:dp/dt complex (see
Section 4.2.1), 16 for screening MD models of the ssDNA template overhang (see Section 4.2.2) and 51
for the RNA4W]J (see Section 4.3). p = 6 for the rigid body model of the RT:dp/dt complex (see Section
4.2.1), 0 for screening MD models of the template overhang (see Section 4.2.2) and 9 for the RNA4W)
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(see Section 4.3). ;(rz,max roughly corresponds to the variance of the chi-squared distribution of

2 x (degrees of freedom) (Soong 2004) (blue line in Figure 5.8D). The fact that )(rz,mm is often (especially

for the RT:dp/dt complex) larger than one is attributed to systematic experimental errors and to
possible violations of the AV and/or rigid body models. Other criteria defining different levels of

significance can be applied here in a straightforward way.
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6 Conclusions and Outlook

The method introduced in this work opens up new possibilities in structural biology which are not
accessible to other methods. As we have shown, accurate structural modeling becomes applicable to
heterogeneous and dynamic molecules. It was even possible to establish models for two coexisting

minor conformers in parallel with precisions of ~ 2 A.

In “linker paper” it was shown that the modeling of dye position distributions is the key to overcome the
problem of uncertainties due to flexible dye linkers. For this we used the relatively simple and fast
accessible volume (AV) algorithm (Cai, Kusnetzow et al. 2007; Muschielok, Andrecka et al. 2008).
However, to apply AV modeling, certain prerequisites need to be fulfilled: (1) The environment of the
dye must be well defined. (2) There must be only steric interactions between the fluorophore and the
macromolecule. (3) The dye diffuses freely in the sterically allowed volume. For nucleic acids we were
able to experimentally verify (2) and (3) for most of the linkers used in “linker paper”. It was
furthermore shown that for most linkers the translational motions of the dyes are completely averaged
out in the timescale of ms while they are slow on the timescale of the fluorescence lifetimes. Fitting
distance distributions to eTCSPC data (ns time resolution) yielded widths similar to the ones predicted
by AV. Furthermore, dye position distributions modeled by MD are consistent with AV results. In a
benchmark study on dsRNA the accuracy of AV modeling could be verified. An RMSD of 1.3 A between
predicted and measured distances was achieved, however, only when properly averaging over dye
position distributions. In summary, for known dye environments, we have proven the applicability of the
AV approach for structural modeling of nucleic acids. For proteins the assumptions of the AV approach
are not necessarily given. However, its use is still justified as long as oversampling with sufficient FRET
distance restraints compensates for systematic errors. To solve the second major limitation to the
accuracy of FRET, x*-related uncertainties, we established a rigorous procedure for their estimation and
minimization. We further introduced short dye linkers to minimize position uncertainties. It was shown
that the nature of the linker strongly affects the radius of the dye’s accessible volume (6 to 16 A). For
short linkers additional #*-related uncertainties are clearly outweighed by better defined dye positions.

This makes them particularly suitable for undefined environments.

In “RT manuscript” a comprehensive toolbox for FRET-restrained modeling of biomolecules and their
complexes is introduced for quantitative applications in structural biology. A dramatic improvement of

the precision is achieved through proper consideration of dye position distributions. A procedure was
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developed to characterize the uniqueness and precision of FRET-restrained models, based on a precise
spectroscopic estimation of “input” uncertainties. In combination with advanced computer simulations
the method allows for a detailed molecular description of the proposed structure models. The accuracy
of this approach is demonstrated by docking the double-stranded part of a DNA/DNA 19/35
primer/template to HIV-1 reverse transcriptase. The derived model agrees with the known X-ray
structure with an RMSD of 0.5 A. Moreover, the formerly unknown configuration of the flexible single
strand template overhang was determined by FRET-guided “screening” of a large structural ensemble
created by molecular dynamics simulations. We found a preferential structure with the 5'-end of the
overhang bound to the fingers domain of RT, which might have important implications concerning

proper alignment of the primer terminus within the active site, thus affecting fidelity of DNA synthesis.

In “RNA4WJ manuscript” it was shown that FRET restrained high-precision structural modeling was able
establish highly accurate models of the three coexisting conformers of the RNA4WIJ. Although,
compared to e.g. NMR spectroscopy, only few (51) distance restrains were used, FRET-restrained MD
and coarse-grained simulations provided meaningful full atom models. The dynamic and heterogeneous
behavior of the RNA4WIJ makes structure determination of the RNA4WJ with traditional methods of
structural biology very difficult. It is, furthermore, the first time that coexisting transient minor
conformers are structurally solved by FRET. Although the sequence of the RNA4WJ was significantly
altered compared to the natural hairpin ribozyme, we believe that the present results are nevertheless
structurally relevant because the sequence in the junction region was left unchanged; also, because of
the absence of interactions between the arms, the overall conformations are entirely determined by the
junction itself. Thus, for the first time, the structure of an RNA4WJ was determined in a state

uninfluenced by, e.g., interactions between the arms or with other macromolecules.

Perhaps the most important feature in our method is to explicitly account for dye position distributions,
which we determined with the simple AV approach. Thus, one obvious possibility to improve the
method presented in this thesis would be to use a more sophisticated technique such as MD simulations
to obtain dye distributions. This way, effects like sticking of the dye could be taken into account.
Furthermore, the assumption of equally distributed probability throughout the AV is questionable.
Position distributions resulting from MD would be more realistic and would yield more accurate DA
distance predictions during structural modeling. Another major advantage would be the accurate
prediction of translational and rotational diffusion rates of the dye. When measuring transition rates

due to intrinsic motion of the molecule via filtered fluorescence correlation spectroscopy (Felekyan,
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Kalinin et al. 2012) this would allow to separate molecule and linker dynamics and would yield more
accurate results. Thus, conformational control of biomolecular function in complex systems could be
studied within a nanosecond to minute time range and associated to detailed dynamic structures
without spatial averaging. In Section 4.1.8.2 preliminary results of an MD simulation for translational
movements of Alexa488 and Cy5 on dsRNA are presented. The MD trajectory can, of course, be further
analyzed with respect to the other above mentioned features, such as rotational movement and dye

sticking.

As demonstrated in this work, experimental restraints from FRET can be used in computational
modeling of structures by post-filtering of, e.g., MD-derived ensembles. However, as a mean to improve
the method, AV modeling could be implemented into a computational method. Using simple starting
structures based on secondary structure elements (e.g. nucleic acid sequence) FRET restraints could
then be used as a guiding potential which leads to relaxed solutions unbiased by, e.g., rigid body
assumptions. Moreover, FRET-restrained high-precision structural modeling is also applicable to
structurally heterogeneous and flexible proteins, whose overall structures are notoriously difficult to
determine. It could, for example, be used to discriminate between several possible solutions determined

by homology or coarse grained simulations.
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ABSTRACT: In Forster resonance energy transfer (FRET) experiments, the
donor (D) and acceptor (A) fluorophores are usually attached to the macro-
molecule of interest via long flexible linkers of up to 15 A in length. This causes
significant uncertainties in quantitative distance measurements and prevents
experiments with short distances between the attachment points of the dyes
due to possible dye—dye interactions. We present two approaches to overcome
the above problems as demonstrated by FRET measurements for a series of
dsDNA and dsRNA internally labeled with Alexa488 and CyS as D and A dye,
respectively. First, we characterize the influence of linker length and flexibility on FRET for different dye linker types (long, inter-
mediate, short) by analyzing fluorescence lifetime and anisotropy decays. For long linkers, we describe a straightforward procedure that
allows for very high accuracy of FRET-based structure determination through proper consideration of the position distribution of the
dye and of linker dynamics. The position distribution can be quickly calculated with geometric accessible volume (AV) simulations,
provided that the local structure of RNA or DNA in the proximity of the dye is known and that the dye diftuses freely in the sterically
allowed space. The AV approach provides results similar to molecular dynamics simulations (MD) and is fully consistent with
experimental FRET data. In a benchmark study for ds A-RNA, an rmsd value of 1.3 A is achieved. Considering the case of undefined dye
environments or very short DA distances, we introduce short linkers with a propargyl or alkenyl unit for internal labeling of nucleic acids
to minimize position uncertainties. Studies by ensemble time correlated single photon counting and single-molecule detection show
that the nature of the linker strongly affects the radius of the dye’s accessible volume (6—16 A). For short propargyl llnkers, hetero-
geneous dye environments are observed on the millisecond time scale. A detailed analysis of possible orientation effects (k* problem)
indicates that, for short linkers and unknown local environments, additional «”-related uncertainties are clearly outweighed by better

FRET

defined dye positions.

1. INTRODUCTION

Measuring distances within biomolecules via Forster reso-
nance energy transfer (FRET) has been a very useful technique
in the field of structural biology for decades.' > It is based on the
fact that an excited fluorescent dye (donor) can transfer energy to
another dye (acceptor) if the emission spectrum of the donor over-
laps with the excitation spectrum of the acceptor. The efficiency of
this energy transfer strongly depends on the distance between
the dyes”®~* allowing for donor—acceptor distance (Rp,) mea-
surements in the range of about 20—100 A. In the past years,
FRET measurements on single molecules (smFRET) have
become possible.'>"' smFRET largely overcomes many problems
of ensemble FRET, including species and time averaging, incom-
plete or unspecific labeling, as well as position-dependent donor or
acceptor quenching artifacts.'>"

v ACS PublicatiOﬂS © 2011 American Chemical Society

However, two problems commonly arise when performing
quantitative FRET measurements. First, the fluorescent dyes are
typically attached to the biomolecule via long flexible linkers, for
example, the “standard” C6 (hexamethlyen) linker. The overall
length of the linkage from the attachment point to the center of
the chromophore is, thus, given by the length of the linker and
the internal chemical structure of the dye and amounts to up to
20 A. This yields a 51gn1ﬁcant uncertainty in dye position and
quenching environment."*”*® Second, the FRET efficiency also
depends on the relative orientation of the transition dipole
moments of the two dyes,>”®'*">! which is expressed by the
orientation factor 7. It can range from 0 to 4 and has a strong
influence on the measured FRET efficiencies.
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The effect of long dye linkers and the problems they can cause
for quantitative FRET measurements are well-known.*>~** There
are approaches to circumvent this problem through modeling of
the dye and linker motions, %’ and, thus, to calculate the ac-
cessible volume and mean position of the dye. This approach,
however, works only for well-defined dye environments such as a
straight double helix of double-stranded (ds) DNA or RNA. In
many biomolecules, for example, complex RNA structures, the
local structure is unknown, which makes such simulations impos-
sible. Furthermore, there are approaches to minimize the dye
position uncertainties, thus making modeling less important.
Nucleobases can be replaced by fluorescent analogues,®”*' and
ﬂuoroghores can be covalently linked as end-caps of DNA dup-
lexes*” or stacked at the ends of the helices in the manner of addi-
tional base pairs.”! However, this strongly restricts dye reorienta-
tion, and k” cannot be assumed to be 2/3.

In this work, we suggest alternative procedures of obtaining
highly accurate FRET-based structural information using intern-
ally labeled nucleic acids with dye linkers of different length and
flexibility. Depending on whether the structure of the local envi-
ronment of the dye is known, two cases have to be considered. Ifa
simulation is possible, we demonstrate that an easily applicable
accessible volume (AV) simulation method*®*® provides realistic
dye position distributions, which are consistent MD data and
experimental smFRET results. For the case of an unknown local
structure, we introduce alternative short dye linkers. They signi-
ficantly decrease dye position uncertainty while allowing the fluo-
rophores to rotate somewhat freely. In particular, short linkers are
also expected to be more suitable for measuring short distances
because, in this range, the length of long linkers becomes com-
parable to the absolute distances between donor and acceptor dye
(Rpa)- To consider the implications of using long and short dye
linkers on quantitative FRET measurements, we present systemat-
ic studies for DNA and RNA to demonstrate the influence of the
linker flexibility and length on the fluorescence properties of two
representative dyes.

In section 2, we introduce the new short dye linkers for
labeling of nucleic acids. We synthesized the modified nucleoside
phosphoramidites shown in Figure 1 and incorporated them into
oligonucleotides of defined sequence (section S1.1 in the Support-
ing Information). The alkenyl linkers (Figure 1A and B) were
introduced by Heck chemistry,**** and the propargyl linkers
(Figure 1C and D) were introduced by Sonogashira coupling33’35’36
starting from S-iodo-2'-deoxyuridine or S-iodoridine.

In section 3.1, we studied the influence of the linker flexibility
and length on the individual fluorescence properties (fluorescence
quantum yield, lifetime, and anisotropy) of Alexa488 and CyS dyes
for DNA and RNA.

In sections 3.2 and 3.3, we characterized experimentally and
theoretically the broadening of interdye distances due to dye
linker motions. We performed quantitative FRET distance mea-
surements using internally labeled dsDNA and dsRNA as test
systems using single-molecule multiparameter fluorescence de-
tection (smMFD) and ensemble time-correlated single-photon-
counting (e TCSPC) techniques. We found that for both types of
FRET measurements the modeling of the dye position and the
Rp distribution is essential for the quantitative interpretation of
the observed FRET efliciencies. However, for short dye linkers,
these corrections are much less important. For the simulation of
the environment of fluorescent dye positions, we further devel-
oped simple geometric computations to calculate the sterically
accessible volume (AV), which has been proposed to predict
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possible positions for EPR and FRET labels.*®*® For defined
environments, the AV approach provides dye position distributions
that are very similar to those obtained by molecular dynamics (MD)
simulations.”> However, in contrast to the previous work,”” we
do not assume the dye to have a fixed static position within its
AV but consider all accessible dye positions as equally populated.
We demonstrate that this approach provides a far better approxima-
tion of the dye behavior. Furthermore, we account for the three
different dimensions of the fluorophores. We applied this metho-
dology in a FRET benchmark study for ds A-RNA with long C6
dye linkers, where a very good rmsd value of 1.3 A was achieved.
This demonstrates that long dye linkers can be safely used in
FRET experiments, if three conditions are fulfilled: (1) the local
structure of RNA or DNA in the proximity of the dye is known,
(2) the DA distance is larger than the sum of the linkage lengths
and larger than ~0.7 x Forster radius (that is, Rps > 35—40 A for
our dyes), and (3) there are no stacking interactions between the
dye and the nucleic acid. Using a multiparameter fluorescence
detection setup®® allows one to easily test for the presence of such
interactions.

In section 3.4, we studied the influence of the linker type on
the additional broadening of R4 distributions due to a very slow
(>milliseconds) interchange between distinct dye environments.
We can show that this effect becomes significant for short and
stiff dye linkers.

In section 3.5, we introduce a rigorous procedure to minimize
the uncertainties in the orientation factor %, which is necessary
because orientational distribution of both D and A is not strictly
isotropic even for the longest linkers. We used time-resolved
fluorescence anisotropy decays of D-only and A-only molecules
and the FRET-sensitized acceptor anisotropy decay to determine
the residual anisotropies, which allow us to compute probability
distributions for possible values of k* and estimate errors due to
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Figure 2. (A) Exemplary structures of the linkers S, (propargyl) and Sy, I, and L (all alkenyl) with the dyes (Alexa488 and CyS) used in DNA (left) and
RNA (right). The donor and acceptor dyes are depicted in green and red color, respectively. Donor and acceptor dyes have been used in combination
with each of the shown linkers. (B,C) Duplex structures of DNA1 (B) and RNA1 (C). Labeling positions are depicted in green and red for Alexa488 and

Cys, respectively.

uncertainties in the relative orientation of the dyes. Even if the
residual anisotropies increase significantly for shorter linkers,
it turns out that K~ errors increase only slightly. Thus, short and
flexible linkers can be recommended for unknown local environ-
ments, because additional k*-related uncertainties are clearly
outweighed by better defined dye positions.

2. MATERIALS AND METHODS
Synthesis of Labeled DNA and RNA. General. All reactions

were carried out in dry solvents under argon atmosphere. All solvents and
reagents were purchased from commercial sources and used as supplied
unless otherwise stated. The solvents used in palladium coupling reactions
were freed from oxygen. All products were visualized on TLC plates
(aluminum sheets coated with silica gel 60 F 254, 0.2 mm thickness) at
254 nm ultraviolet light. Column chromatography was performed using
silica gel type 60 ACC 35—70 um. 'H, "*C, and *'P NMR spectra were
measured either on AC 250, ARX 300, AM 400, DRX 400, DRX 500, and
DRX 600 systems from Bruker or on a Mercury VX 300 system from
Varian using CDCl;, CD;CN, or [ds]DMSO as solvent. UV spectra were
recorded on a Perkin-Elmer-Lambda-35-UV/vis spectrometer or on a
Varian Nano Drop ND-1000 spectrophotometer.

Linkers. The alkinyl linker, N-propargyltrifluoroacetamide (S,), was
synthesized according to Stockwell;** the alkenyl linkers, N-allyltrifluor-
oacetamide (S4) and N-allyl-6-(N-trifluoroacetamido)hexanamide (L),
were synthesized as described by Dey and Sheppard™® and Meller and
Brown.* See Figures 1 and 2 for the respective structures.

5-(3-Trifluoroacetamidopropargyl)-2'-deoxyuridine. A two-neck
flask was charged with S'-iodo-uridine (2.00 g, 5.65 mmol), Pd/C
(304 mg, 0.282 mmol), Cul (214 mg, 1.13 mmol, 20 mol %), and
Amberlite IRA 67 (5.14 g). The compounds were dried under high
vacuum and afterward kept under argon. Propargyltrifluoroacetamide

(1.72 g, 11.3 mmol, 2.3 equiv) and 56 mL of anhydrous DMF were
added. Anhydrous argon was bubbled through this suspension for S min.
The apparatus was again degassed and flooded with anhydrous argon.
The reaction mixture was stirred at 50 °C for 17 h, and afterward cooled
to room temperature and filtered over Celite. The Celite was washed
with S0 mL of CH,Cl,/MeOH (5:1). The solvent of the combined
organic phases was removed under reduced pressure. Remaining DMF
was removed by condensation at 40 °C and 4 x 10~ > mbar. The crude
product was purified by column chromatography on a Buichi Sepacore
chromatography system (S X 1S cm, F1—6, 20 mL; F7—30, 10 mL;
CHCl;/MeOH = 8.25:1.75). Fractions 7—30 were combined, and the
solvent was removed under reduced pressure. The desired product was
obtained as slightly brown foam. Yield: 79%. "H NMR (400 MHz, in
[ds]DMSO): 6 = 2.08—2.14 (m, 2H, 2/-H), 3.51—3.63 (m, 2H, 5'-H),
3.78 (td, ¥y 5 = 3.4 Hz, *Jy 3 = 3.6 Hz, 1H, 4-H), 4.20—4.22 (m, 3H,
NH—CH, + 3-H), 5.06 (t, Jyomns = 5.1 Hz, 1H, §-OH), 5.22
(d, *Jyony = 4.3 Hz, 1H, 3'-OH), 6.09 (t, *Jy/» = 6.7 Hz, 1H, 1'-H),
8.17 (s, 1H, 6-H), 10.04 (m,, 1H, NH—CH,),11.6 (s, 1H, 3-NH). *C
NMR (100 MHz, in [dg]DMSO): 8 = 161.5 (4-C), 156.0 (q, *Js ¢/F =
36.6 Hz, (C=0)CF;), 149.4 (2-C), 144.1 (6-C), 115.8 (quart, JJ¢¢/F =
288, CF3), 97.6 (5-C), 87.6 (4-C), 87.4 (1"'-C), 84.8 (1-C), 754 (2"-C),
702 (3'-C), 61.0 (5'-C), 40.2 (2'-C superposed by DMSO signals),
29.4 (3"-C). MS (ESI): m/z (%) = 798.7 (13), 777.7 (11), 776.7 (37)
[2M + Na'], 701.9 (14), 550.9 (12), 399.8 (100) [M + Na™].
5-(3-Trifluoroacetamidopropargyl)-5'-O-dimethoxytrityl-2' -deoxy-
uridine-3'-[(2-cyano-ethyl)-N,N'-diisopropylaminophosphoramidite]
(Figure 1, D). 5-(3-Trifluoroacetamidopropargyl)-S'-O-dimethoxytrityl-
2'-deoxyuridine was prepared according to the standard protocol for
5'-O-dimethoxytritylation of 2'-deoxynudleosides.*" 5-(3-Trifluoroacetamido-
propinyl)-5'-O-dimethoxytrityl-2'-deoxyuridine (430 mg, 0.6 mmol) and bis-
diisopropylammonium tetrazolide (82 mg, 0.5 mmol) were dried three times
azeotropically with S mL of anhydrous acetonitrile each. The remainder
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was then dissolved in anhydrous CH,Cl, (S mL) and treated with 2-
cyanoetoxy-bis-(N,N-diisopropylamino)phosphine (530 4L, 1.7 mmol).
The reaction mixture was stirred for 3 h under argon at room tempera-
ture. Next, the mixture was poured into a degassed saturated NaHCOj;
solution and extracted three times with degassed CH,Cl,. The combined
organic layers were dried over Na,SO,, and the solvent was removed
under reduced pressure. The crude material was purified by short column
chromatography on deactivated silica gel (1% Et;N). The product
was eluted with cyclohexane/AcOEt (5:7) and was obtained as a slightly
beige foam. Yield: 83%. "H NMR (300 MHz, CDCL, both diastereomers):
0 = 1.01—1.25 (m, 12H, 2 x CH(CHjy),,) 2.34—2.61 (m, 4H, CH,CN,
2/-H), 3.32—3.82 (m, 12H, §-H OCH,, 2 x i-Pr—CH, 2 x OCHj),
3.87—3.91 (m, 1H, 4-H), 4.14 (m, 2H, 9-H), 4.57—4.59 (m, 1H, 3'-H),
6.34 (t, ] = 6.6 Hz, 1H, 1'-H), 6.76—6.91 (m, 4H, ar.), 7.61—7.70 m,
9H, ar.), 821, 822 (2 X s, 1H, 6-H). >'P NMR (120 MHz, CDCl;)
0 = 149.1, 150.0. MS (ESI): m/z (%) = 303.2 (14) [DMT "], 901.9 (100)
M+ 221].
5-(3-Trifluoroacetamidopropargyl)-5'-O-dimethoxytrityl-2'-O-tert-
butyldimethylsilyl Uridine. S-Iodoridine was 5'-O-tritylated and 2'-O-
silylated according to standard procedures described in the literature.**
S-Iodo-5'-O-dimethoxytrityl-2'-O-tert-butyldimethylsilyl-uridine (300 mg,
0.38 mmol) was dissolved in 3.0 mL of DMF, and 228 uL of freshly
distilled triethylamine was added. N-Propargyltrifluoroacetamide (182 mg,
1.1 mmol), Pd(PPh;), (44.0 mg, 0.066 mmol), and Cu(I)iodide (14.4 mg,
0.076 mmol) were added to the solution. The reaction mixture was stirred
for 8 h in the dark at room temperature, concentrated in vacuo, and a solu-
tion of 5% Na,EDTA was added to the residue. The crude product was
extracted with ethyl acetate (3 X 20 mL). The combined organic layers
were collected, dried over Na,SO,, and concentrated in vacuo. The crude
product was purified by column chromatography (hexane/ethylacetate
70: 30) to give S'-O-(4,4'-dimethoxytrityl)-2'-O-tert-butyldimethylsilyl-5-
(3-trifluoroacetamidoprop-1-ynyl)uridine as a pale yellow solid. Yield:
66%. "H NMR (300 MHz, [ds]DMSO, 25 °C, Oy of the solvent at 2.5 ppm
as internal reference): 0 (ppm) = 0.03, 0.05 (2s, 6H, Si(CHj3),), 0.88
(s, 9H, C(CH,)3), 3.08, (25, 2H, H-5', H-5""), 3.74 (s, 6H, 2 x OCH3),
3.93 (d, %] = 5.4 Hz, 2H, N—CH,), 4.01—4.09 (m, 2H, H-4, H-3), 4.34
(t,*] = 4.6 Hz, 1H, H-2'), 5.17 (d, *] = 6.0 Hz, 1H, OH-3'), 5.74 (d, *] =
5.7 Hz, 1H, H-1'), 6.89 (dd, ] = 9.0 Hz, *] = 3.3 Hz, 4Har), 7.23—7.43
(m, 9H,ar), 7.97 (s, 1H, H-6'), 997 (t, *] = 5.4 Hz, 1H, N—H), 11.74
(s, 1H,N—H). *C NMR (300 MHz, [ds]DMSO, 25 °C, O of the solvent
at 39.61 ppm as internal reference): O (ppm) = —5.14, —4.78,17.92,25.63,
29.31, 55.00, 59.75, 63.03, 69.62, 74.87, 75.56, 83.28, 85.92, 87.41, 88.86,
98.08, 113.22, 11330, 115.76 (quart, >J = 289 Hz, CF,), 126.65, 127.42,
127.93, 129.67, 129.73, 134.96, 135.54, 143.34, 144.84, 149.46, 155.93
(quart, *] = 37 Hz, (C=0)CF;), 158.1, 161.41.
5-(3-Trifluoroacetamidopropargyl)-5'-O-dimethoxytrityl-2'-O-tert-
butyldimethylsilyl-uridine-3'-[ (2-cyanoethyl)-N,N'-diisopropylamino-
phosphoramidite] (Figure 1, C). 5-(3-Trifluoroacetamidopropargyl)-S'-O-
dimethoxytrityl-2'-O-tert-butyldimethylsilyl uridine (296 mg, 0.36 mmol)
was coevaporated with S mL of dichloromethane containing 10% pyridine.
The nucleoside was kept under vacuum overnight. Dry ethyl diisopropyl
amine (0.32 mL, 4 x 0.36 mmol, freshly distilled just before use) was
added, followed by 2 mL of dry dichloromethane. 2-Cyanoethyl-N,N'-
diisopropylamino-chlorophosphoramidite (0.12 mL, 1.5 x 0.36 mmol)
was added dropwise to the solution. After 3 h, 0.2 mL of dry methanol was
added. The reaction mixture was diluted with 150 mL of ethyl acetate
containing 10% triethylamine, washed with a saturated solution of Na,CO3
(1 x 10 mL), and with a saturated solution of potassium chloride (1 X
10 mL), dried over Na,SO,, and concentrated in vacuo. After purification
by short column chromatography (hexane/ethyl acetate/triethyl amine 60:
30:10), the product was obtained as a pale yellow foam. Yield: 80%. 'H
NMR (300 MHz, [ds]DMSO, 25 °C, Oy of the solvent at 2.5 ppm as inter-
nal reference, both diastereomers): 6 (ppm) = 0.01, 0.03, 0.0S, 0.09 (4s,
12H, Si—CHj,), 0.83, 0.86 (2s, 18H, C(CHj);), 1.18—1.53 (m, 12H,

CH(CH,),), 2.77 (t,*] = 5.8 Hz, 1H,CH,—CN), 2.88 (t, °J = 5.8 Hz, 1H,
CH,—CN), 3.48—3.61 (m, 2H, CH(CH,),), 3.74 (s, 6H, OCH3), 3.97 (4,
3] = 5.7 Hz, 2H, OCH,), 4.16—4.22 (m, 2H, H-4', H-3), 449—4.56 (m,
1H, H-2"),5.78 (d,%] = 5.7 Hz, 1H, H-1'), 5.84 (d, *] = 6.3 Hz, 1H, H-1'),
6.87—6.92 (m, 4H, ar), 7.27—7.43 (m, 9H, ar), 7.99, 8.01 (2s, 1H, H-6),
9.97—9.99 (m, 1H, NH), 11.75 (br s, 1H, NH). *'P NMR (300 MHz,
[ds]DMSO, 25 °C, dp of H3PO, at 0.0 ppm as the external reference): 0
(ppm) = 148.24, 149.27.

5-(3-Trifluoroacetamidopropenyl)-uridine. S-lodoridine (740 mg,
2 mmol) was dissolved in 7 mL of DMF. To the resulting solution were
added sodium acetate buffer (7.1 mL, 0.1 M, pH 5.2) and N-allyltrifluo-
roacetamide (2 mL, 17 mmol). A solution of Na,[PdCl,] (658 mg,
2.2 mmol) in DMF (7 mL) was added while stirring vigorously. The reac-
tion flask was placed in an oil bath at 80 °C for 8 h. The precipitated
palladium was filtered off through Celite. The filtrate was concentrated in
vacuo to a viscous brown oil. The crude product was purified by column
chromatography (dichloromethane/methanol 98:2) to obtain a white
powder. Yield: 58%. "H NMR (300 MHz, [ds]DMSO, 25 °C, dy of the
solvent at 2.5 ppm as internal reference): 0 (ppm) = 3.55—3.70 (m, 2H,
H-§',H-5""), 3.82—3.89 (m, 3H, CH,, H-4'), 3.99 (1H, br s, H-3'), 4.07
(m, 1H, H-2'), 5.09 (br s, 1H, OH), 5.22 (br s, 1H, OH), 541 (d, 1H,
OH), 5.77 (d, *] = 4.8 Hz, 1H, H-1'), 6.18 (d, )] = 15.9 Hz, 1H, =CH),
646 (tt, )] = 15.9 Hz, *] = 6.1 Hz, 1H, =CH), 8.12 (s, 1H, H-6), 9.69 (4,
3] = 5.4 Hz, 1H,NH). *C NMR (300 MHz, [ds]DMSO, 25 °C, d¢ of the
solvent at 39.61 ppm as internal reference): 0 (ppm) = 41.59, 60.51,
69.51, 73.73, 84.75, 88.13, 109.86, 11597 (quart, J = 288 Hz, CFj),
123.92, 124.23, 138.20, 149.90, 156.06 (quart, *J = 36 Hz, (C=0)CF,),
162.25.

5-[3-(6-Trifluoroacetylamidohexanamido)propenyl]uridine. 5-Iodor-
idine (740 mg, 2 mmol) was dissolved in 7 mL of DMF. NaOAc buffer (7.1
mlL, 0.1 M, pH 5.2) and N-allyl-6-(N-trifluoroacetylamido)hexanamide
(3.85 g, 14 mmol) were added to the solution, and a mixture of Na,[PdCl,]
(172 mg, 0.59 mmol) in DMF (2.5 mL) was added while stirring vigo-
rously. The reaction flask was placed in an oil bath at 83 °C. After 2 h,
another portion of Na,[PdCl,] was added. After 8 h, the precipitated
palladium was filtered off through Celite. NaBH, (2 X 12 mg) was added
to the filtrate while vigorously stirring. The resulting yellowish solution was
filtered through Celite, and the solvents were evaporated to give a viscous
yellow oil. The crude product was purified by column chromatography,
giving a white solid. Yield: 50%. "H NMR (300 MHz, [ds]DMSO, 25 °C,
O of the solvent at 2.5 ppm as internal reference): 0 (ppm) = 1.20—1.31
(m, 2H, CH,), 1.42—1.55 (m, 4H, CH,—CH,), 2.09 (t, *] = 7.4 Hz, 2H,
CH,), 3.13—3.19 (m, 2H, CH,), 3.54—3.60 (m, 2H, HS/, H5), 3.74 (t,
% = 5.4 Hz, 2H, CH,), 3.82—3.87 (m, 1H, H4'), 3.99 (q, *] = 47 Hz, 1H,
H-3"),4.04—4.09 (m, 1H, H-2'),5.07 (d,*/ = 5.1 Hz, 1H, OH), 5.2 (t, >/ = 4.8
Hz, 1H, OH), 5.39 (d, %/ = 5.5 Hz, 1H, OH), 5.78 (d, *] = 49 Hz, 1H, H-1'),
6.12 (d,%J = 160 Hz, 1H,=CH), 640 (tt, ] = 159 Hz, °] = 5.8, 1H,=CH),
7.96 (t,*] = 5.6 Hz, 1H, NH), 8.08 (s, 1H, H-6), 9.39 (br s, 1H, NH), 11.42
(brs, 1H, NH). *C NMR (300 MHz, [ds]DMSO, 25 °C, O¢ of the solvent
at 39.61 ppm as internal reference): 0 (ppm) = 25.11, 25.79, 28.04, 35.06,
40.80, 4320, 60.55, 69.57, 73.68, 84.75, 88.04, 110.32, 115.95 (quart, 7] =
289 Hz, CF3), 122.09, 12690, 137.34, 149.79, 156.10 (quart, ’] = 36 Hz,
(C=0)CF,), 162.06, 171.69.

Both compounds, $-(3-trifluoroacetamidopropenyl)uridine and S-
[3-(6-trifluoroacetyl-aminohexanamido)propenyl)uridine, were 5'-O-
dimethoxytritylated and 2'-O-silylated with TBDMSCI according to
standard protocols.*>*

5-(3-Trifluoroacetamidopropenyl-5'-O-dimethoxytrityl-2'-O-tert-
butyldimethylsilyl-uridine-3'-[ (2-cyanoethyl)-N,N'-diisopropylamin-
ophosphoramidite] (Figure 1, B). 5-(3-Trifluoroacetamidopropenyl)-5'-O-
dimethoxytrityl-2'-O-tert-butyldimethylsilyluridine (243 mg, 0.3 mmol) was
coevaporated with dichloromethane (3 X S mL) containing 10% pyri-
dine. The nucleoside was kept under vacuum overnight. Dry ethyl diiso-
propyl amine (0.27 mL, 1.2 mmol, freshly distilled over CaH, just before
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used) was added, followed by 2 mL of dry dichloromethane. 2-Cya-
noethyl-N,N'-diisopropylamino-chlorophosphoramidite (0.1 mL, 0.45
mmol) was added dropwise to the solution. After 3 h, 0.1 mL of dry
methanol was added. After 15 min, the reaction mixture was diluted with
100 mL of ethyl acetate (prewashed with Na,COj;) containing 1% NEt;,
washed with a saturated solution of Na,CO5 (20 mL), dried over Na,SO,,
and concentrated in vacuo to remove the solvents. The residue was puri-
fied by short column chromatography (hexane/ethyl acetate 60:40 —
50:50, 1% triethylamine) to get the product as a white foam. Yield: 87%.
"H NMR (300 MHz, [dg]DMSO, 25 °C, 8y of the solvent at 2.5 ppm as
internal reference, both diastereomers): 0 (ppm) = 0.01, 0.03, 0.0S, 0.08
(45, 6H, Si—CHj), 0.83, 0.85 (2s, 9H, C(CH3)3), 1.09—1.12 (m, 12H,
CH(CHs;),),2.77 (t,*] = 6.0 Hz, 2H, CH,), 3.52—3.67 (m, 4H, H5', HS",
NCH(CH;),), 3.73 (s, 6H, OCH;), 3.76—3.80 (m, 2H, OCH,),
4.16—4.23 (m, 2H, H-4, H-3'), 448—4.55 (m, 1H, H-2), 5.65, 5.66
(2d,%7=15.8 Hz, 1H,=CH), 5.84, 5.88 (2d, > = 5.96 Hz, 6.38 Hz, 1H, H-1'),
6.25—6.36 (m, 1H, =CH), 6.87—6.91 (m, 4H, ar), 7.24—7.42 (m, 9H,
ar), 7.68,7.69 (2s, 1H, H-6), 9.56 (br's, 1H, NH), 11.59 (brs, 1H, NH).
3P NMR (300 MHz, [ds]DMSO, 25 °C, dp of H;PO, at 0.0 ppm as the
external reference): O (ppm) = 148.27, 149.23.

5-[3-(6-Trifluoroacetylaminohexanamido)-propenyl]-5'-O-dime-
thoxytrityl-2'-O-tert-butyldimethylsilyluridine-3'-[ (2-cyanoethyl)-N,
N -diisopropylaminophosphoramidite] (Figure 1, A). 5-[3-(6-Trifluoro-
acetylamidohexanamido)propenyl]-S'-O-dimethoxytrityl-2'-O-tert-butyl-
dimethylsilyluridine (278 mg, 0.3 mmol) was coevaporated with dry
pyridine (3 X S mL) and dichloromethane (3 X S mL). The nucleoside was
kept under vacuum overnight. Dry ethyl diisopropyl amine (0.27 mL,
1.2 mmol, freshly distilled over CaH, just before used) was added, followed
by 2 mL of dry dichloromethane. 2-Cyanoethyl-N,N'-diisopropylamino-
chlorophosphoramidite (0.1 mL, 0.4S mmol) was added dropwise to the
solution. After 2 h, another 0.1 equiv of phosphitylating reagent was added.
After 2 h, 0.1 mL of dry methanol was added, and after 15 min the reaction
mixture was diluted with 100 mL of ethyl acetate (prewashed with
Na,CO3) containing 1% triethylamine, washed with a saturated solution
of Na,CO5 (20 mL), dried over Na,SO,, and concentrated in vacuo. The
residue was purified by short column chromatography (hexane/ethyl
acetate 60:40 — 50:50, 1% triethylamine) to obtain a white foam. Yield:
82%. "HNMR (300 MHz, [ds]DMSO, 25 °C, 8y of the solvent at 2.5 ppm
as internal reference, both diastereomers): & (ppm) = 0.00, 0.02, 0.05, 0.08
(25, 6H, Si(CH}),), 0.83, 0.85 (25, 9H, C(CH3)3), 1.11 (d, 3] = 6.9 Hy,
12H, CH(CHs;),), 1.15—1.19 (m, 2H, CH,), 1.43—148 (m, 2H, CH,),
1.99—2.02 (m, 2H, CH,), 2.75, 2.86 (2t, *] = 5.8 Hz, 2H, CH,CN),
3.12—3.18 (m, 2H, CH,), 3.24—3.30 (m, 2H, H-5', H-5"), 3.46—3.59 (m,
2H, CH), 3.72—3.74 (m, 8H, OCH,, CH,), 3.77—3.84 (m, 2H, OCH,),
4.14—4.16 (m, 1H, H4'), 420—4.26 (m, 1H, H-3'), 447—4.57 (m, 1H,
H-2), 5.63, 5.65 (2d, ] = 15.8 Hz, 1H,=CH), 5.86, 5.90 (2d, *] = 6.4 Hz,
1H, H-1"), 6.17, 627 (m, 1H, =CH), 6.87—6.91 (m, 4H, ar), 7.23—7.43
(m, 9H, ar), 7.64, 7.67 (2s, 1H, H-6), 7.76—7.81 (m, 1H, NH), 9.39 (m,
1H,NH), 11.6 (brs, 1H, NH). >'P NMR (300 MHz, [ds]DMSO, 25 °C, 5p
of H3PO, at 0.0 ppm as the external reference): O (ppm) = 149.39, 148.22.

Oligonucleotides. Details on oligonucleotide synthesis**** as well
as on labeling of deoxyoligonucleotides and oligoribonucleotides with CyS
and Alexa488 can be found in sections S1.1, S1.2, and S1.3 of the Support-
ing Information. Ultrapure labeled DNAI with the L linker, RNA2 and
RNA3 oligonucleotides (PAGE grade), and all unlabeled counter se-
quences were purchased from Purimex (Grebenstein, Germany). DNA1
oligonucleotides with the I Linker were purchased from IBA (Gottingen,
Germany). All sequences of the DNA and RNA strands are given in sec-
tion S1.4 of the Supporting Information. Additionally, the sequences and
labeling positions of DNAI and RNAL are illustrated in Figure 2B and C.
The linker types L and I for DNA and L for RNA were chosen for reasons
of commercial availability, and the RNA linker types for reasons of chemical
suitability. Throughout this work, if not stated differently, the same linker
type is used at the donor (D) and the acceptor (A) positions.

Procedures . Hybridization of DNA and RNA. The hybridiza-
tion buffer for the DNA samples contained 20 mM TRIS, 100 mM NaCl,
and 10 mM MgCl,, pH 7.5. For RNA, it contained 20 mM KH,PO,/
K,HPO,, 100 mM KClI, and 10 mM MgCl,, pH 6.5. The concentra-
tion of the DNA or RNA molecules in the buffer ranged between 2 and
10 uM. For FRET molecules, the ratio between the amount of acceptor
and donor strand ranged from 1 to 2. For donor- and acceptor-only mo-
lecules, the ratio of unlabeled to labeled strand was 3:1. The solution was
heated to a temperature of 90 °C inside a water bath and was then allo-
wed to cool to room temperature overnight.

Time-Resolved Polarized Fluorescence Experiments and Data
Analysis. Ensemble time-correlated single-photon-counting (eTCSPC)
measurements were performed using pulsed laser excitation. Fluorescence
intensity and anisotropy decay curves were fitted using the iterative re-
convolution approach.* The fits approximately range from the maximum
of the instrument response functions (IRF) to the first time channel
with less than 100 detected photons. The fluorescence intensity decays
of FRET-labeled molecules (donor and acceptor emission) were fitted
globally with the decays of the molecules only labeled with either the
donor (donor only, D-only) or the acceptor (acceptor only, A-only) dye.
The fluorescence decays were modeled by single or double exponential
decays or by assuming a Gaussian distribution of distances (section 3.3).
Alternatively, the fluorescence decays were deconvoluted by using the
maximum entropy method.*”*® The anisotropy decays were recovered by
globally fitting the sum (Fi + 2GF,) and difference (F — GF,) curves
(Fi, Fy, fluorescence signals in parallel and perpendicular polarization
planes relative to the vertically polarized excitation light, respectively; G,
ratio of the sensitivities of the detection system for vertically and hori-
zontally polarized light). The anisotropy decays r(t) were modeled by
double or triple exponential decays (rotational correlation times p;, s,
and p3) with free amplitudes (by, b,, and b3). For further details, see
section S1.5 in the Supporting Information.

Single-Molecule Fluorescence Measurements. Multiparameter
fluorescence detection (MFD) measurements were performed as des-
cribed in refs 12,13,49. Each molecule generates a brief burst of fluo-
rescence photons as it traverses the detection volume. This photon-train
is divided initially into its parallel and perpendicular components via a
polarizing beamsplitter and then into wavelength ranges using a dichroic
beamsplitter. Bursts of fluorescence photons are distinguished from the
background of 1—2 kHz by applying certain threshold intensity criteria.>
For further details, see section S1.5 in the Supporting Information.

Measurements of Fluorescence Quantum Yields. ®p determi-
nation was performed according to ref 7. Rhodamine 700 in ethanol
(®x = 0.38)*" and Rhodamine 110 (®y = 0.95) were used as reference
dyes for CyS and Alexa488, respectively. Correction for the solvent
refractive index was performed as described in ref 7.

3. RESULTS AND DISCUSSION

For highly accurate FRET measurements, several linker and
dye effects must be taken into account. First, the DNA and RNA
microenvironment affects the dyes’ photophysics and local mo-
tions. Second, all observable FRET parameters depend on spatial
distributions of donor and acceptor positions. The final goal is to
restrict the dye motions to achieve a well-defined dye localization
in FRET experiments. If, on the other hand, the dye reorientation
is restricted, additional orientational effects (i effects) finally
influence the FRET efliciency, which we must learn to take into
account.

3.1. Characterization of the Local Environment of the
Dyes. As local quenching processes and restricted mobilities
will complicate FRET analysis, we investigated how the nature
and length of the linker influence the fluorescence properties of
the dye for internally labeled dsDNA and dsRNA. Throughout
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this work, we used Alexa488 as a donor and CyS as an acceptor
dye (Figure 2). For internal postlabeling of the nucleic acids, we
use the NHS-ester of CyS, which, in contrast to phosphoamidite
derivatives of CyS (having the same name, which leads to con-
fusions; see Figure S2 in the Supporting Information), contains
two sulfonic acid groups to prevent dye sticking. Three different
linker types for the uracil or thymine base with decreasing stif-
fness and increasing length were used: (i) short stiff linkers with
four backbone atoms (S, and S4); (ii) a linker of intermediate
length (I) with seven backbone atoms; and (iii) long flexible
linkers (L) with 11 backbone atoms, which are most fre-
quently used in the scientific community (usually referred to as
“C6-amino linker”) (Figure 2).

3.1.1. Analysis of Local Quenching in DNA and RNA.
We analyzed local quenching by fluorescence quantum yield and
lifetime measurements. Figure 3A shows typical ensemble fluores-
cence lifetime measurements by eTCSPC (see Figure S1A and
S1B in section S2.1 of the Supporting Information for the decays
with the complementary FRET dye). We describe the fluores-
cence decays F(t) of single-labeled dsDNA and dsRNA by up to
two fluorescence lifetimes 7; with the species fractions x; and a
species-averaged fluorescence lifetime (1), (eq 1).

F(t) = x; exp(—t/T1) +x, exp( — t/75) with

<T>x = x1T1 +%x,7T (1)

The results of the fluorescence lifetime analysis are summarized in
Table 1. In most cases, the (7), values are proportional to the
fluorescence quantum yields of the donor and the acceptor
(®pp and Pgy, respectively; see Table 1), which indicates purely
dynamic quenching (see Table S1 in the Supporting Informa-
tion).

The fluorescence of the rhodamine dye Alexa488 can be in
principle quenched by nucleobases, which results in a multi-
exponential fluorescence decay. Photoinduced electron transfer
(PET) or proton-coupled electron transfer between organic fluo-
rophores and suitable electron-donating moieties, such as the
nucleobase guanine, can quench fluorescence upon van der
Waals contact.">**”%* PET quenching has been used as reporter
for monitoring conformational dynamics in oligonucleotides.>* It
is striking that no quenching effects are observed for DNA, but
there is quenching for RNA (see (7), in Table 1). This is in line
with the spatial distribution of the dyes (see further). For RNA,
the dye is closer to the nucleobases, because it is still partially
inside the major groove, whereas in DNA it is primarily outside.

In contrast to Alexa488, CyS5 has its own additional linker with
6 atoms between the chromophore and the reactive coupling
group (Figure 2), which increases the distance to the nucleo-
bases, so that only slight fluorescence lifetime differences be-
tween DNA and RNA are noticeable.

The fluorescence properties of the Cyanine dye CyS are less
affected by PET quenching®® but rather more by trans — cis
photoisomerization,*>® which is influenced by specific solvent
effects®®° and sterical constraints set by the local environment.*®
In water, free CyS shows a single exIponential fluorescence relaxa-
tion with a lifetime of 0.9 ns,60’6 whereas our measurements
yielded for each linker biexponential fluorescence decays of CyS5.
The second lifetime was usually similar to that in water, and the
first lifetime is significantly larger. In view of the above findings
for the photoizomerization of Cyanine dyes, the multiexponen-
tial decay of CyS is most likely due to the heterogeneous DNA or
RNA microenvironment and not necessarily due to significant
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Figure 3. (AB) Exemplary presentation of DNAIL (left panel) and
RNAL (right panel) eTCSPC measurements of single labeled nucleic
acids: (A) fluorescence decay curves (weighted residuals are presented
above each plot) and (B) fluorescence anisotropy decays with the re-
scaled IRFs curves. The fit results are listed in Tables 1 and 2. (C,D)
Schematic sketch for the orientation of the transition dipole moments of
the dyes with respect to the linker axes. The transition dipole moment of
Alexa488 is assumed to be perpendicular to the linker axis; the linker can
wobble within a cone with the opening half angle 6. (D) The transition
dipole moment of CyS is assumed to be parallel to the linker axis; the
linker can wobble within a cone with the opening half angle 0.

sticking of the dye to DNA or RNA. This interpretation of multiple
microenvironments is supported by our recent single-molecule
studies on CyS-labeled dsDNA,®" where at least two Cy$ states
with distinct fluorescence lifetimes and anisotropies have been
found. The steady-state anisotropy increases with the lifetime indi-
cating a more restricted environment, which reduces the rate for
cis—trans isomerization as well as the local linker wobbling motion
(for more details, see section 3.1.2). Moreover, it is remarkable
that for all linkers with close proximity to the allyl-unit (I for DNA
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Table 1. Fluorescence Lifetimes (7) and Quantum Yields (®¢) of Single Dyes Coupled to ds Nucleic Acids”

D-only A-only
DNA1
linker (T),, s Dpp 7, ns (1), s D 7y, s (x;) 75, 15 (x,)
L 413 092 413 116 0.38 2.34 (11%) 101 (89%)
1 416 1.03 416 129 0.40 241 (16%) 1.08 (84%)
S, 420 098 420 117 021 2.18 (12%) 1.03 (88%)
RNA1
linker (T)w 18 Drp 7, 15 (%) Ty, 15 (%) (T)w 18 LN 7y, ns (%) Ty s (%)
L 3.70 0.83 4.08 (90%) 0.27 (10%) 1.10 0.36 122 (73%) 0.79 (27%)
Sa 328 0.70 3.89 (81%) 0.67 (19%) 120 0.38 145 (51%) 0.93 (49%)
S, 3.60 0.84 3.99 (88%) 0.71 (12%) L10 0.36 121 (77%) 0.72 (23%)

“ Typical errors: single 7, +:0.02 ns; double 7; (major component with x; ~ 80—90%), £0.03 ns; T (minor component with X~ 10—20%), 0.4 ns;

®pp, 1£0.05; Dy, £0.03.

and S4 for RNA) the mean fluorescence lifetimes (7), of CyS
deviate from those of the other linkers, which indicates a slightly
different mean environment.

Let us finally mention the only exception from the strict cor-
relation between the species-averaged fluorescence lifetime (7)),
and the fluorescence quantum vyield listed in Table 1 and Table
S1. We surprisingly observe additional static CyS quenching for
the S linker in DNA, which is also clearly detectable in ensemble-
and sm-FRET experiments and will be discussed in detail in sec-
tion 3.4.

3.1.2. Linker Motions in DNA and RNA. Figure 3B shows
typical time-resolved ensemble measurements of fluorescence
anisotropies (see also Figure S1C and S1D in section S2.1 of the
Supporting Information for decays with the complementary FRET
dye). The fluorescence anisotropy decays r(t) with the funda-
mental anisotropy ry were formally characterized by up to three
rotational correlation times p; with the anisotropy amplitudes

b; (eq 2):

r(t) = biexp(—t/p,) + by exp(—t/p,)
+b3 exp(—t/p3) VVlth r02b1+b2+b3 (2)

As the dye motion is partially restricted by the nucleic acids,
the longest correlation time reflects to a significant extent the
overall tumbling motion of the molecule (global motion; for
more details, see section S1.5 of the Supporting Information),
and its amplitude corresponds to the residual anisotropy r..,
Wthh allows the determination of second-rank order parameters

S® (egs 3 and 4). The average anisotropy corresponds to the
steady—state anisotropy r,, which is also measured in ensemble or
single-molecule experiments by multiparameter fluorescence
detection (MFD).

To rationalize dye motion, we must consider that the orienta-
tion of the transition dipole moment with respect to the linker is
different for D and A. On the basis of the chemical structure of
the linked donor dye Alexa488 in Figure 2, we assume the transi-
tion dipole moment to be approximately perpendicular to the
linker axis as depicted in Figure 3C. Irrespective of the linker mo-
tions, rotations of the transition dipole about the linker axis signi-
ficantly depolarize the donor fluorescence. In addition, if the
linker can wobble within a cone with the opening half angle Op,
the transition dipole of the donor can explore the space within a

“disk” with the opening half an éle O gisk = Op (Figure 3C). The
second-rank order parameter SY is given by eq 3.

1 Teo
donor : — cos® Qg = /22 = — Sg> (3)
2 o

Thus, anisotropy senses both the linker and the dye rotations.
Even if the linker cannot wobble (i.e,, is totally stiff), the dye can
still rotate about the linker, and a rather low residual anisotropy
foo» = 1/4(10) is expected.

In contrast, the transition dipole moment of the acceptor dye
CyS is more parallel to the linker axis (Figure 2), and the linker
together with the dye can wobble within a cone with the opening
half angle 0 o = 04 as depicted in Figure 3D. The motion 1s
characterized by the second-rank order parameter S ) in eq 4.

r""_rA:s[(P

(4)

Thus, anisotropy senses predominantly the linker motions as the
dye rotates about the linker producing little or no fluorescence
depolarization. If the linker cannot wobble, the dye rotates only
parallel to the linker, which results in a very high residual ani-
SOtropY 7o, o ~ ro. The approximation of the CyS motion by eq 4
is supported by the fact that r.. 4 is always >0.1 (Table 2), which is
inconsistent with eq 3.

The analysis of the fluorescence anisotropies together with the
rotational correlation times for D-only and A-only labeled DNA
and RNA are compiled in Table 2.

As, in contrast to CyS, the donor dye Alexa488 has no addi-
tional internal linker between the chromophore and the reactive
coupling group, it is most suited to study the influence of the
different nucleobase linkers. In RNA, the wobbling motion of the
propargyl linker S, and of the propenyl linker S, is negligible (eq 3,
O = 0°), because the linker is stiff and short and the major
groove of the RNA is very deep and narrow. The major groove of
DNA is wider, and thus a small linker wobbling motion is ob-
served (64 = 16° and 23° for the S, and I linkers, respectively).
If the linkers become longer and more flexible, the linker
wobbling should be limited not by the size of the dye but rather
by the opening angle of the groove. Because CyS has its own

1
acceptor : 5 cos Ocone (1 + cos Ocone) =

L)
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Table 2. Rotational Correlation Times p;, Obtained for Donor-Only (r, = 0.375) and Acceptor-Only (r, = 0.390) DNAI1 and

RNA1 Samples”

D-only A-only

linker rs P1, DS (b1) P2, DS (b2) P3(global), NS (bs = "m,D)b Oisk s P1, DS (b1) P2(global), NS (b, = VNA)b 0Ocone
DNA1

L 0.043 0.17 (0.23) 0.76 (0.12) 7.9 [4—e] (0.02) 45° 0.208 0.51 (0.26) >60 [60—eo] (0.13) 47°

I 0.077 0.20 (0.21) 1.0(0.10) 11.7 [8—25] (0.07) 23° 0.234 0.57 (0.22) >60 [40—o0] (0.17) 41°

S¢ 0.085 0.11(0.13) 0.86 (0.16) 8.7 [6—11] (0.08) 16° 0.206 0.60 (0.25) >60 [20—eo] (0.12) 47°
RNA1

L 0.065 0.27(0.22) 1.5 (0.09) 6.6 [4—60] (0.05) 32° 0211 0.68 (0.26) 8.1[5—16](0.13) 47°

Sq 0.128 0.38(0.14) 2.2 (0.10) 9.5 [7—=] (0.11) ~0° 0.254 0.66 (0.18) 10.9 [8—15] (0.21) 35°

S¢ 0.117 0.30(0.15) 2.1 (0.09) 13.0 [8—15](0.10) ~0° 0.237 0.70 (0.21) 10.7 [8—19] (0.17) 40°

“ Typical errors: r,, +0.002; p (major component), +0.1 ns; .., +0.015. Y For the longest (global) correlation time, 10 confidence intervals are shown in

squared brackets.

flexible 6 atom linker, the nucleobase linker effects are much
weaker. Consistently, the L linker has the largest flexibility for
both DNA and RNA. In DNA, the cone angles of both dyes, 0 g
and O,y are equal, which supports the idea that the wobbling
angle is only limited by the opening angle of the major groove. In
RNA, the results still differ slightly because of the different dye
linker lengths and the greater depth of the major groove. The
experimental residual anisotropies nicely agree with the half
opening angles of approximately 45° and 30° observed for the
grooves of DNA and RNA, respectively (Table 2). As fluores-
cence lifetime measurements and single-molecule studies®" in-
dicate heterogeneous microenvironments of CyS, it is important
to note that the additional state with the longer lifetime is to
some extent less mobile. The steady-state anisotropy r, of this
state is about 0.2,°" indicating that the dye is not stuck but has
sufficient rotational freedom (having in mind large values of
P(global)s s & 1o would be expected for a immobile species).

To better understand the longest (global) rotational correla-
tion time p(giobar) (Table 2), we performed simulations of DNA1
and RNAL rotations using the HydroPro software.®” For DNA1
and RNAI, respectively, three correlation times of 10, 22, and
35 ns (DNAL1) and 12, 23, and 32 ns (RNAL1) are predicted. In
most cases, experimentally obtained values of p(gisbar) (Table 2)
are similar to the shortest predicted correlation time, which
represents the rotation about the helical axis. A notable excep-
tion is CyS attached to DNAI, which shows systematically
longer values of p(gopal)- This fact suggests that the preferential
orientation of the Cy$ transition dipole is nearly parallel to the
helical axis of DNA, so that it senses the other slower rotational
motions.

3.2. FRET Benchmark Study. In this and the following
sections, we will show that it is crucial for a proper interpretation
of FRET results to consider the distributions of D and A dye
positions given by the vectors Rp and Ry, respectively. Because
different techniques determine distinct average distances be-
tween donor and acceptor dyes, we have to define and distinguish
three different quantities.

(i) (Rpay denotes the mean distance between the dyes
and can be determined by eTCSPC measurements.
(Rpa) is calculated by integrating over all possible posi-
tions of the two dyes and the resulting distances ((Rpa) =
<|RD - RA|>)'
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(i) (Rpa)g is the FRET-averaged distance between the dyes.
It is calculated from the mean FRET efficiency (eq SA)

using eq SB.
)

® = (v

(Roa)y = Ro((E) ' —1)/°

(54)

(SB)

In eq S, Ry is the Forster radius. (Rpa)g is determined from
time-averaged fluorescence intensity measurements on the
single-molecule (section 3.2.2) or ensemble level.

(iii) Ry is the distance between the mean positions of the
dyes (Ryp = |(Rp) — (Ra)|) and is used for the geometric
description of FRET-based structural models.>* As shown
below, R.,, cannot be measured directly via FRET. The
detailed calculation of (Rp ), {Rpa)E, and Rpnp is described
in section S22 (eqs S3—S5) in the Supporting Information.

3.2.1. Calculation of the Volume Accessible to the FRET
Dyes

The AV Approach. The prediction of the FRET dye positions
with respect to the macromolecule of interest is absolutely essential
for the interpretation of quantitative FRET measurements, especially
when the dyes are attached via long flexible linkers. If the local
structure of a macromolecule is known or can be predicted, the dye
positions have been successfully computed by molecular dynamics
(MD) simulations.**~*” However, MD simulations are time-
consuming and too complex for everyday use. Recently, alternative
methods based on simple geometric computations have been
proposed to predict possible positions for EPR and FRET labels.”**

As sketched in Figure 4A, these methods approximate the
dye by a sphere with an empirical radius of Rgy., where the
central atom of the fluorophore (see Table 3 for definition) is
connected by a flexible linkage of a certain effective length Ly
and width wy, to the nucleobase. The overall length of the
linkage is given by the actual length of the linker and the internal
chemical structure of the dye. A geometric search algorithm
finds all dye positions within the linkage length from the
attachment point, which do not cause steric clashes with the
macromolecular surface. All allowed positions are considered as
equally probable, which allows one to define an accessible volume
for the dye (AV).

dx.doi.org/10.1021/ja105725e |J. Am. Chem. Soc. 2011, 133, 2463-2480
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Figure 4. (A) Schematic comparison of AV and MD simulations of dye positions. For AV simulations, we used ;. = 4.5 A, and Riye(1) =5 A, Raye2) =
4.5A, and Riyez) = 1.5 A for the three dimensions of Alexa488. See Table 3 for values for L. (B) Molecular dynamics (left) and AV (middle, right)
simulations of possible positions of Alexa488 attached to DNA1 (B-form) (left, middle) or RNA1 (A-form) (right) via linker L. The structures are
rendered via PyMOL.®* (C) Top view of Alexa488 position distributions simulated by the AV approach for L (left) and S, (right) linkers. The helical axis
of DNA and the mean position of the dye are shown as red and black spheres, respectively. (D) Coordinate system used to define the mean dye positions
(Rp) and (R,) in Table 3. The red dashed arrow indicates the helical axis of the nucleic acid.

Spatial Requirements Are Better Described by a Complex
Fluorophore Shape. For RNA, AV simulations using the em-
pirical dye radius Rgye = 3.5 A result in two separated dye clouds
(see Figure S3 in the Supporting Information). It is obvious that
the space between the obtained clouds should also be accessible
for the planar chromophores used here. This demonstrates that,
for some sterically demanding local environments, for example,
in RNA, it is important to take the three quite different dimen-
sions of a fluorophore into account.

Therefore, for each calculation of a position distribution, we
used the real physical dimensions of the fluorophore and per-
formed three independent AV simulations with three different
radii Ryye(;) and superimposed them. Thus, the obtained position
distribution represents an average weighted by the number of
allowed positions. Throughout this work, we used for Alexa488
Raye(1) =S A, Riyez) = 4.5 A, and Ryyez) = 1.5 A and for Cys
Ryyey =11 A, Riye2)=3 A, and Rayez)= 1.5 ATt turned out that
these “mixed” AV simulations are necessary to accurately predict

dye distributions for RNA; yet for DNA, the effect of the dye
radius is much less pronounced.

The fact that the dyes are assumed as spheres makes it impos-
sible to take into account aberrations due to asymmetric struc-
tures (e.g., for CyS, Figure 2). However, in our case, this results
only in an angular shift, which is easy to correct for as we have the
possibility of comparison to MD data.

The AV method is clearly not applicable when dyes show
considerable interactions (such as sticking) with DNA or RNA.*'
However, in this work, we employ internal labeling of DNA and
RNA, which minimizes interactions of the dyes with DNA and
RNA. We use NHS-ester of CyS, which, in contrast to phos-
phoamidite derivatives of CyS (see Figure S2 in the Supporting
Information), contains two sulfonic acid groups. The negative
charges of CyS and Alexa488 largely prevent dye sticking. With
the exception of dyes with S, linkers (see section 3.4), there is no
evidence for the presence of long-lived dye heterogeneities,
which justifies the use of the AV method in this work. It is worth
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Table 3. Estimation of Mean Positions for Alexa488 and CyS Using MD and AV Simulations

method linker Ly, A (D) (Rp), A (x,9,2)" [(Rp)|, A
DNA1
MD L 74 —38 44 9.4
AV L 20 69 —41 22 83
I 15 60 —43 3.1 8.0
S, 11 43 —47 32 7.1
RNA1
AV? L 20 —0.1 —85 45 9.6
Sq 11 —40 —29 39 6.3
S, 11 —40 —29 39 6.3

o0 A  Lio A (8) R, A (5,3, 2)° (ROLAT oA
11.4 50 —7.1 27 9.1 129
13.1 22 6.5 —40 23 7.9 15.2
9.0 17 62 —40 27 7.9 11.0
5.7 16 6.1 —40 29 7.8 10.2
113 22 —0.8 —85 42 9.5 12.8
4.9 14 —39 —34 37 6.3 6.9
4.9 16 —28 —49 39 6.9 8.6

% Between the CS-atom of the base (origin) and for Alexa488 the O atom at position 10 of the xanthene ring or for Cy$ the C atom at position 3 of the
pentamethine chain; see Figure 4D. Y For all AV simulations, we used the same linkage width wy,, = 4.5 A. The distinct linkage lengths Ly, were

determined from the most extended conformations.

mentioning that strong interactions between a dye and DNA or
RNA are probably impossible to adequately model even by MD
simulations, because millisecond time scales are currently not
accessible to MD.®® In this work, we developed an improved
accessible volume simulation procedure based on the algorithm
“Model Satellite Prior” implemented in the “FRETnpsTools”
program®”” and then performed our own distance calculations
as described. The pdb files of the macromolecules were gener-
ated with the Nucleic Acid Builder (NAB) software, which is part
of AmberTools.**

Comparison of AV with MD. We tested the suitability of the
AV approach in two steps: (i) in this section, the predictions of the
AV approach are compared to the results of the MD simulation
from;” and (ii) in section 3.2.2, the AV approach is used to model
the dye position distributions in a FRET benchmark study.

Figure 4B shows distributions of possible positions of Alexa488
attached to DNA and RNA via the L linker simulated by MD (left)
and AV (middle and right). Each AV simulation needs five input
parameters: three dye radii Raye(1,2,3) as defined above, wyy, and
i We used typical parameters for the linkage width (wy, = 4.5 A)
from ref 29. The linkage lengths (Lj;,,) were estimated from the
fully extended conformations of each linker using the Hyperchem
software® and are listed in Table 3.

Considering the L linker, the outer border of the volume
accessible to Alexa488 attached to DNA is displayed as a green
net in Figure 4B. The volume calculated by AV closely resembles
the distribution predicted by MD. In comparison to MD data, AV
predicts the mean position (of Alexa488 ((Rp)) (O atom at
position 10 in the xanthene ring) with respect to the CS atom of
the uracil (Figure 4D) with a deviation of 2.2 A (Table 3). As
expected, due to the asymmetric structure of CyS, the distribu-
tion of its positions simulated using the AV approach agrees less
well with MD data (3.5 A deviation between the respective mean
positions (R,) defined by the C atom at position 3 in the penta-
methine chain). However, the z-displacement (2.3 A; see Figure 4D)
and the distance from (R,) to the helical axis (11.5 A) are similar
to MD values (2.7 and 11.8 A, respectively). Therefore, the main
difference between the mean positions of CyS predicted by MD
and AV is a small angular displacement along the xy-plane of
~20°. Thus, in the following, we apply this additional shift for all
CyS positions predicted by AV.

Regardless of the linker and the fluorophore, the z-coordinates
of the mean positions of the dyes with respect to the CS atom of
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the nucleobase ((Rp) and (R,)) are always positive (Figure 4D).
This means that they are always shifted toward the 3'-end of
DNA or RNA, which has a significant effect on DA distances
(inset in Figure SC). For L linkers, the displacement between the
dyes in z-direction due to linkers (Azy) is 7—8 A (Table 3).
Thus, for structure determinations or when choosing labeling
positions, it is crucial to take this displacement into account.
Additionally, as opposed to DNA, the base pair plane in A-RNA
is not perpendicular to the helical axis so that the CS atoms of
opposing nucleobases are displaced against each other by Az¢s =
1.6 A toward the 3'-ends of the respective strands. In summary,
the z-displacement of the dyes is determined by three factors and
is given by Az = Az,,An + Azj, + Azcs where the basepair
separation An is counted from D to A toward the 5'-end of DNA
or RNA (i.e., An is negative if A is closer to the 3’ end).

For both DNA and RNA, the attached dyes point into the
major groove, and the volume follows the helical twist of the
groove, which is visible best for RNA (Figure 4B). The groove is
deeper and narrower for RNA, so that the dye motion is expected
to be more restricted. This is consistent with the experimental
anisotropy decays (Section 3.1.2).

In the case of DNA, the calculated mean dye positions are
remarkably insensitive to linkage length (Table 3), which is pro-
bably due to the fact that, with increasing linker length, the acces-
sible volume expands in all directions as illustrated in Figure 4C.
On the other hand, the distance distribution shape changes signi-
ficantly with linkage length used for the simulations (Figure 4C).
As discussed below, all observable FRET parameters can strongly
depend on the width of the Rp, distribution. In other words,
the knowledge of the mean dye positions is usually insufficient to
predict the FRET efficiency. Thus, and to compare AV with MD
results, the standard deviations of the simulated position distribu-
tions (0p and G,4) are also included in Table 3. For the L linkers,
the height (projection to the z-axis, Figure 4D) of the accessible
volume corresponds to =5 base pairs, which results in significant
problems for short DA distances.

3.2.2. Single-Molecule FRET Measurements of RNA Prove
the Accuracy of the AV Model. For RNA (Figure 4B, right),
no MD data are available to calibrate the AV parameters. To test
the predictions of the AV approach nevertheless, we experimen-
tally determined five DA distances within two internally labeled
dsRNAs (RNA2 and RNA3, sequences and labeling positions can
be found in section S1.4 in the Supporting Information) via

dx.doi.org/10.1021/ja105725e |J. Am. Chem. Soc. 2011, 133, 2463-2480
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Figure 5. (A) Sketch illustrating the dynamic orientation averaging of
FRET: the diffusion of the dyes in the accessible volume with the character-
istic diffusion rate constant kg and the reorientation fluctuations with the rate
kg (kg = 1/p1); kn > kpr > kg (kgp: FRET rate constant). (B) PDA of
RNA2(19—) (selected bursts). FRET efficiency histogram of experimental
data (gray area) is fitted (black solid line) using the following parameters:
(Rpa)e = 488 A; 0, = 1.9 A; 12.5% of D-only; 1.6% of impurities with
apparent Ry, = 68.8 A (also present in D-only samples); 7 = 0.91. Weighted
residuals are shown in the upper plot. PDA parameters: time window At =
1 ms; mean background intensities in the green and red detection channels
(Bg) = 1.23 kHz; (Bg) = 049 kHz; spectral crosstalk, 1.7%; ®gp (o) = 0.8;
Dy = 0.29; Alexa488— CyS Forster radius Ry = 52 A; green/red detection
efficiency ratio: 0.78. (C) DA distances (Rps)p measured by smFRET
(compiled also in Table S2 in section S2.5 of the Supporting Information)
plotted versus expected (simulated using AV) distances (Rp ), (M) and Rup
(O). The following polynomial approximation of a R, *(Rpa)g-conversion
function was used: (Rpa)s = =268 X 10 "Ry,° + 7.53 X 10 °Ry,,” +
0272Ry,, + 23.1. The solid line represents equal expected and measured
distances. The statistical experimental errors are smaller than the symbol size.
The dashed lines represent the expected uncertainties due to possible errors of
1 (section 3.5) given by the typical precision of 5.1% in Table 5. Inset: Sketch
illustrating that for a given basepair separation between D and A, the linker ori-
entation may lead to a decrease (—, blue) or an increase (+, orange) in Rpa.

smFRET. Moreover, we used these two sequences to demonstrate
also the effect of a dye displacement toward the 3’ end of the
nucleic acid caused by the linker (inset of Figure SC). In RNA2,
both dyes are close to the 5’ ends, so that they are displaced toward
each other (— effect). In RNA3, both dyes are close to the 3’ ends
and are thus displaced in opposite directions (4 effect). To avoid
any possible orientational artifacts in this benchmark study, we
investigated RNAs, where the dyes were attached by L linkers.

From FRET Data (Rpa) to Structural Information R,,. As
we will show in sections 3.3 and 3.4, distinct time averaging regi-
mes, from nano- to milliseconds, need to be considered for the
interpretation of FRET data acquired with different experimental
techniques. For this section, it is sufficient to know that all fluoro-
phore positions of molecules with L linkers will be averaged dur-
ing the millisecond dwell time of the single molecule in the con-
focal observation volume. Thus, the information on the width of
the position distribution is lost; that is, the mean FRET efficiency
(E) is observed. Because FRET efficiencies and distances are
averaged differently, that is, E([{Rp) — (Ra)|) 7 (E(|Rp — Ra|)),
simulated mean DA position distances (Ry,,) cannot be directly
compared to the experimental DA distance values (Rpa)g (eq S).
As (Rpa)s # R.,p, one cannot measure Ry, directly. However,
for structure determination, it is necessary to obtain distances
that allow a comparison between measurement and simulation.
For solving this problem, several features must be considered.
The easiest solution (algorithm 1) is to calculate R, from measured
(Rpa)g or E by applying a R,,,*(Rpa)s conversion function (for
details, see ref 25). However, especially for small distances, this
function can be ambiguous because the slope becomes very small
(Figure S4 in the Supporting Information). Moreover, (Rpa)g
depends not only on R, but also to some extent on the mutual
orientation of dye clouds. Thus, for a safe solution (algorithm 2),
it is generally advantageous to calculate the theoretical (Rpa)g
values and directly compare with experimental data. Because the
Rp distribution is directly obtained from AV simulations, theo-
retical (Rpa)x can be calculated according to eq 5. On the other
hand, due to its high speed, the easy approach with the R.,,<>
(Rpa)g conversion function is more practical for structure model-
ing. For instance, if an iterative algorithm is applied to structure
optimization, remodeling of the dyes’ AVs and calculating (Rpa)g
at each iteration step may become very time-consuming, so that
this cannot be done in all steps.

In eq SA, two assumptions are made, which are sketched in
Figure SA and referred to as dynamic orientation averaging of
FRET. First, the diffusion of the dyes in the sterically allowed
volume with the characteristic diffusion rate constant kg is much
slower than the FRET rate constant kgr. Here, by FRET rate, we
mean the formal overall kinetic rate of donor quenching via FRET
(typically some ns '), which can be directly measured using
TCSPC. In other words, the distribution of individual DA dis-
tances Rp,; is quasi-static on the FRET time scale. Second, the
local reorientation fluctuations with the rate constant of kg = 1/p,
are fast so that a mean effective orientation factor x* (due to the
restriction of dye motions it is not necessarily equal to 2/3) can be
used. In this work, we will experimentally check the validity and
error limits of assuming the “standard” case, that is, isotropic ave-
rage with fast and unrestricted dye rotation (kg > kgt > k4 and
the wobble half angle 90°, resulting in Kr=2/ 3).

Photon Distribution Analysis (PDA). When photon bursts of
freely diffusing molecules are analyzed, it is mandatory to take
into account that the obtained FRET efliciency histograms are
affected by the stochastic nature of photon emission and detection
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(shot noise) and other sources of dynamic or static hetero-
geneities. The use of an exact description for the theoretical shot
noise distribution, photon distribution analysis (PDA),*”% allows
us to separate shot noise from inhomogeneous broadening and
calculate the FRET-averaged DA distances (Rpa)g (for further
details on PDA, see section S2.4 in the Supporting Information). A
Forster Radius Ry = 52 A of Alexa488—CyS (assuming an orien-
tation factor k> = 2/3, justification given in section 3.5) is used to
calculate the DA distances with eq 5B. As an example, we present
a smFRET histogram of the labeled sample RNA2(19—) in
Figure SB. The PDA analysis clearly shows the presence of the
three species: (I) major population (85.9%) of the expected FRET
species with (Rpa)g = 48.8 A (orange line); (II) 12.5% of D-only
(green line); and (III) 1.6% of impurities with an apparent Rps =
68.8 A (blue line; also present in donor-only samples). Moreover, a
fixed DA distance is not sufficient for the FRET species, and a
Gaussian distance distribution with an apparent distribution half
width (0,p,) has to be used instead. The recovered 0, is about
4—5% of the mean distance (Rpa)g and can be attributed mainly to
acceptor photophysics.®" Thus, O,pp must not be confused with real
physical distance distributions (modeled or recovered by donor
fluorescence lifetime analysis of e TCSPC). However, additional
broadening leading to considerably larger values for 0, can be due
to distance heterogeneities as seen later (section 3.4).

In Figure SC, the experimental FRET-averaged distances (Rpa)g
of all five molecules are plotted versus the calculated values for R,
(open symbols) and (Rpa)e (full symbols). We assumed a perfect
A-RNA (parameters are given in Table S3 in the Supporting Infor-
mation) for the AV model. As we do not need to find an unknown
target structure, it is sufficient to calculate theoretical values of (Rpa)e
by an R,,,*(Rpa)g conversion function (algorithm 1).

We first calculated the coordinates of the mean D- and A-
positions, which are given in Table 3 (alternative representations
of (Rp) and (R,) are given in Table S3B in the Supporting In-
formation). Next, Ry, values were calculated and converted to
(Rpa)g by using the R,,,,<>(Rpa) conversion function given in the
caption shown in Figure S$4 (Supporting Information). In Figure SC,
the solid line with a slope of 1 indicates perfect agreement between
theory and experiment. Notably, only FRET-averaged (eq 5) DA
distances (Rpa)g describe the FRET experiment correctly for the
whole distance range; that is, the theory must include the distri-
bution of dye positions. Especially for short distances, there are
large deviations between the measured FRET distances ((Rpa))
and the distances between the modeled mean positions of the
dyes (Rmp, 0), whereas the theoretical and experimental values
for (Rpa)k agree very well, which is also indicated by an rmsd
value of 1.3 A. The agreement is even better than expected for the
given position and orientational uncertainties (dashed lines in
Figure SC; see Table 3 and section 3.5), which suggests that
for the five samples studied here k> is very close to 2/3, as
discussed in section 3.5. Moreover, the specific linker displace-
ment effect of the dye relative to CS of the pyrimidine base is
described correctly. This effect results in an average z-shift of the
mean position of the dye of ~4.3 A (=1/2Az + 1/2Az¢s)
toward the 3’ end (Figure SC). Thus, simplified modeling of
dye positions by the AV method and the described correction
for systematic errors is usually sufficient and agrees well with
both MD and our experimental data obtained for DNA and
RNA.

So far, we have neglected that the refractive index of the
macromolecule should be taken into account for Forster radius
calculations.*®”® This small effect may become necessary

to consider as the accuracy of FRET increases to angstrom
resolution.

3.3. Influence of DA Distance Distributions on Ensemble
Time-Resolved FRET Measurements. In the case of short DA
distances with high FRET, uncertainties in dye position repre-
sent a large fraction of the absolute Rp4 values, which may lead to
significant systematic errors. As shown in Table 3, the “effective”
linkage lengths ([(Rp)| and |(Ra)|) are expected to range
typically between 8 and 10 A. Moreover, distance distribution
half widths become comparable to Rp,. To characterize the
resulting Rpa distributions also experimentally, we measured
donor and acceptor fluorescence decays in the presence of FRET
for labeled DNA and RNA samples with small separations
between the dyes (10 and 11 bps for DNAl and RNAI,
respectively), by using eTCSPC. Experimental eTCSPC data
in Figure 6 obtained for DNA1 samples could not be fitted using
a single FRET rate, that is, with a single fluorescence lifetime
to describe the FRET state (see Figure 6, upper residuals plot).
We attribute the complex donor decay to a distribution of
donor—acceptor distances, which is likely mainly due to the
flexibility of the dye linkers. In view of the averaging regime,
which has been discussed in section 3.2.2, fluorescence lifetime
measurements allow one to obtain snapshots of heterogeneities,
which live longer than the fluorescence lifetime (in our case 4 ns).
In other words, due to its high time resolution, TCSPC can be
used to characterize DA distance distributions p(Rp,). For
example, the analysis of donor fluorescence decays Fp(t) (D
decay) by eq 6 recovers p(Rp,).”>*""

Fp(t) Z/R p(Roa) eXP<_TDt(0)[1+(R0/RDA)6]> dRpa
(6)

where Tp(g) is the donor fluorescence lifetime without acceptor.
For simplicity, the distribution p(Rps) can be assumed to be
Gaussian. Considering also the presence of donor-only mole-
cules, the fitting parameters of eq 7 are then the mean DA
distance {Rpa), the half-width o, of the Ry, distribution, and
also the fraction of donor-only molecules x (in our measure-
ments typically below 10%):

Fp(t) = (1— xD)/R \/Z_;ODA exp ( _ (Rpa 2_01221;1)1\)) >

exp(—l_t [1+(R0/RDA)6]> dRDA+xD exp(- ! >

D(0)

To test the accuracy of the AV model, we compared the mean
and the half-width of the distribution p(Rps) obtained by
fitting eq 7 to experimental TCSPC data, with those predicted
by the AV simulations. A good agreement between experi-
mental and simulated data was found (see section 3.3.1). To
justify the use of a Gaussian distribution in eq 7, we simulated
a DA distribution of a FRET experiment using two AV
position distributions (see Figure SSA in the Supporting
Information). Interestingly, this DA distribution p(Rp,) is
very well described by a Gaussian distribution. The validity
of the approximation of p(Rpa) by a single Gaussian distri-
bution can be checked experimentally as demonstrated in
section 3.4.

2474 dx.doi.org/10.1021/ja105725e |J. Am. Chem. Soc. 2011, 133, 2463-2480



Journal of the American Chemical Society

DNA1 [ Decay1
Linker L

T A OO K QU CICC

0 2 4 6_8 10 12 14 16
Time [ns]

Figure 6. eTCSPC measurement of the fluorescence decay of Alexa488
obtained for the DNA1 FRET sample with L linker. Experimental data
(magenta M), instrument response function (IRF, O), and the fit
assuming a Gaussian distribution of distances (eq 7; bottom panel, solid
black line) are shown. Weighted residuals are presented in the upper
plots; (top) formal biexponential fluorescence decay with a single FRET
state corresponding to Tp(a) = 1.0 ns (87.5%), and a donor-only decay
with Tp o) = 4.1 ns (12.5%); %% =10.3; (middle) Gaussian distribution of
distances (parameters are given in Table 4) and donor-only decay (eq 7)
with Tp () = 4.1 ns (6.7%); %% =1.35. The fit ranges from the maximum
of the IRF to the first time channel with less than 100 detected photons.

The extension of eqs 6 and 7 to the case of multiexponential
fluorescence relaxation of D-only can be easily made (see ref 72
and section $2.6 in the Supporting Information).

Moreover, the characteristic rise time of the acceptor fluores-
cence (A rise) also contains information on the FRET rates’>
(for details, see section S2.6 and Figure SSB in the Supporting
Information).

3.3.1. Measured (Rp,) Distances Do Not Compare to
Simulated R, The simulated and measured distances are
presented in Table 4. Clearly, the values for distances between
mean dye positions (R,,,) simulated by the AV method do not
agree with the distances measured by eTCSPC and PDA. To
explain these deviations, one should note that, like for (Rpa)g
(section 3.2.2), the mean distance (Rp,) measured by eTCSPC
(egs 6 and 7) is not equal to Ry, but is rather given by eq 8:

(Rpa) = (|Rp = Ral)=[(Rp) = (Ra)| (8)

In other words, (Rpa) = Ry, so that a difference of >5 A can be
seen for broader distance distributions (Table 4). For instance,
the distance between the centers of completely overlapping dye
clouds is zero (R, = 0), whereas the average distance between
individual dye positions is not ((Rpa) > 0). Thus, a realistic
modeling of dye position distributions is needed not only for
PDA but also for a proper interpretation of time-resolved fluo-
rescence decays. If one compares (Rpa) with (Rpa)g, the latter is
typically weighted toward Ry, that is, (Rpa)g = (Rpa) for (Rpa) <
Ry and (Rpa)e = (Rpa) for (Rpa) > Ro.

Analysis of DNA. For DNA samples with L and I linker, the
agreement between the simulated and experimental (Rp») values
obtained by eTCSPC and PDA is good, and remaining devia-
tions are well within the expected position (Table 3) and the
«*-related errors (section 3.5). (Rp) and 05 were also extracted by
fitting the acceptor rises (Table 4). The good agreement between

Table 4. DA Distance Distribution Parameters Calculated
from eTCSPC and smFRET Data in Comparison with AV
Simulations”

eTCSPC experiment PDA AV simulation

(Rpa) (0pa), (Rpa) (0pa); (Roa)e Rops A (Rpa)

linker A (D decay) A (Arise) (Oupp), A (0pa), A
DNAI

L 395 (75) 423 (68) 425 (1S) 355 399 (88)

I 408 (59) 408 (82) 415 (15) 339 363 (60)

S 384 (112) 456 (77) 459 (29) 327 356 (48)
RNA1

L 415 (73) 432 (63) 428 (16) 27.5 316 (63)

Sa 351 (60) 345 (68) 366 (1.0) 227 239 (5.1)
S, 344 (7.6) 346 (112) 365 (47) 230 244 (5.3)

“The dye—dye separation is 10 and 11 basepairs for DNA and RNA,
respectively.

the values calculated from donor and acceptor decay curves shows
that donor quenching is indeed due to FRET and not due to, for
example, local quenching artifacts. For S; linkers, systematic
deviations are seen, and the Rp, distributions are surprisingly
broad (0pa = 11.2 A), which is clearly unexpected for the shor-
test linker. We will show below that a rather irregular distribution
of stable conformations of one or both dyes must exist for S,
linkers, which cannot be described with a single Gaussian peak as
assumed in eq 7.

Analysis of RNA. In the case of RNA, a similarly broad Rpa
distribution can be observed for the acceptor rise for the S, linker.
Furthermore, the agreement between theory and experiment is
generally worse than for DNA. The main reason is that the DA
distances are quite short (less than one-half of the Forster radius
of 52 A). At such short distances, the point dipole approximation
does not hold®**7>”¢ and should be replaced accordingly, which
is beyond the scope of the work. Furthermore, dye—dye inter-
actions”’ cannot be excluded. However, let us point out that the
measurements with short linkers (S or S;) provide distances that
are much closer to the structurally relevant distance between the
CS5 atoms of the labeled nucleobases (30 A) than for L linkers.

3.3.2. Translational Linker Movements Are Slow on the
Time Scale of FRET. eTCSPC data provide additional evi-
dence for quasi-static distance distributions on the time scale of
FRET as has been postulated before.” Considering L, I, and S4
linkers, the fit of Rp, distributions to experimental fluorescence
decays typically yields distribution half-widths 0ps comparable to
simulated ones (Table 4). This indicates that DA distributions due
to linker motions are not significantly averaged out on the nano-
second time scale. There is no contradiction between this finding
and subns anisotropy decay times: for example, Alexa488 readily
rotates about the linker axis, which involves strong fluorescence
depolarization but very little distance fluctuations. In the case of
low FRET, there might be more averaging of distances; however,
taking into account large absolute values of Rp4, only minor rela-
tive errors could be expected because the differences in E for
dynamic and static averaging are small for large distances (for low
FRET, (Rpa) & Ry, irrespective of the averaging regime).

3.4. FRET Broadening on the Millisecond Time Scale. To
understand the surprisingly broad Rp, distributions for the S,
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linkers (section 3.3), we performed single-molecule experiments
on freely diffusing DNAI and RNA1 molecules to check whether
the distributions are averaged out on the millisecond time scale.
Figure 7A—D shows 2D probability histograms of FRET efficiency
E versus the donor lifetime 7p(4), where the corresponding 1D
parameter histograms are given as projections. The number of
molecules (fluorescence bursts) in each bin is gray scale shaded
from white (lowest) to black (highest). All 2D plots show two
distinct peaks: (I) at E~ 0 and Tp(a) & 4 ns, due to D-only popu-
lations, and (II) at E &~ 0.7—0.8 and Tpy(4) & 1—2 ns attributed to
FRET subpopulations. In all plots, solid lines indicate the expec-
ted E versus T p(s) dependence for dynamic FRET taking fast
linker dynamics into account’® (egs $12 and S13 in section 2.6
of the Supporting Information). DNA and RNA samples with L
linkers show homogeneous uncorrelated E—Tp () distributions
of the FRET population (Figure 7A and B), which are distributed
approximately horizontally due to independent shot noise dis-
tributions of E°® and Tn( A).79 All samples with I and Sy linkers
exhibit similar patterns (see Figure S6 for RNA1 with S linker in
section S2.7 of the Supporting Information).

On the contrary, DNA1 and RNA1 with S, linkers have broad
and asymmetric 2D distributions of E—7pa) (Figure 7C and D).
Moreover, for S, linkers, a correlation between E and T (4) within
the FRET subpopulation is apparent from 2D plots, indicating a
heterogeneous distribution of DA distances on the millisecond
time scale. This fact is consistent with the e TCSPC data (Table 4),
which show unexpectedly broad Rp, distributions obtained ex-
clusively for S; linkers. The comparison of two complementary ds
RNA1 FRET samples with different linkers for D and A, respec-
tively, yields that this is mainly caused by the donor. Only the
sample labeled with linker S; at the donor and linker L at the accep-
tor position shows E broadening, whereas E is narrow for the
RNA1 sample with the opposite linker combination of the dyes
(Figure S7 in section S2.7 of the Supporting Information).

PDA. To quantify these visual effects, we performed PDA of the
smFRET data shown in Figure 7A—D. The mean FRET-averaged
DA distances (Rpa)g recovered by PDA are typically similar to
(Rpa) values found by eTCSPC (Table 4). A large deviation is ob-
served only for DNA1 with S; linkers, indicating distinct dye subpo-
pulations. Moreover, the apparent Rp, distribution half-widths
found by PDA (0,,,) are significantly larger for S, linkers (Table 4).
For instance, for RNA1, 0,,, amounts ~13% of (Rpa)g for S;
linkers, whereas for other linkers 0, does not exceed 3—4% of
(Rpa)e- This fact indicates the presence of FRET heterogeneities
in addition to the complex acceptor’s photophysics, which is
responsible for the minimal broadening of few percent of (Rp, !

Maximum Entropy Deconvolution. To further support
this conclusion, we reanalyzed all data with S, linkers and used an
unbiased model-free DA distance distribution instead of the assu-
med Gaussian distribution. We performed a maximum entropy
(ME) deconvolution*”*® of Rp, distributions observed for S,
linkers on different time scales (Figure 7E and F): e TCSPC data
for the nanosecond time scale (dashed lines) and PDA of smFRET
intensity data for the millisecond time scale (solid lines). ME de-
convolutions of both experiment types indicate the presence of
multiple FRET states. eTCSPC data show that S, linkers have two
stable conformations (corresponding to two major “stable” peaks
“s1” and “s2” in Figure 7E and F) possibly with some additional
flexibility leading to broadening of these peaks. For RNA1, PDA
data show a peak between the two DA distances found by e TCSPC
(“mixing” peak “m” in Figure 7F), which suggests that additional
averaging takes place on a time scale faster than the dwell time
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Figure 7. (A—D) 2D probability histograms of FRET efficiency E
versus the donor lifetime 7p(a) generated from smFRET data obtained
for (A) DNALI, L linkers; (B) RNAI, L linkers; (C) DNA1, S, linkers;
and (D) RNAI, S, linkers. The number of molecules (fluorescence
bursts) in each bin is gray scale shaded from white (lowest) to black
(highest). The corresponding 1D parameter histograms are given as
projections. In all plots, solid lines indicate the E versus 7p(a) depen-
dence given by eqs S12 and S13 in section S2.6 of the Supporting
Information. (E,F) Maximum entropy deconvolution of donor—acceptor
distance distributions for (E) DNA1, S, linkers and (F) RNALI, S, linkers.
The solid and dashed lines represent deconvolutions of single-molecule
intensity data and donor decays measured by e TCSPC, respectively. The
ME method allows one to extract distributions of fluorescence lifetimes
from eTCSPC data,*® which can be converted into distributions of Rp 5.
In PDA,®® distance ME distributions are directly used to calculate FRET
efficiency distributions. The shaded areas indicate the region where
the observed peaks may represent multimolecular and photobleaching
events. The peaks “s1” and “s2” correspond to stable dye conformations,
whereas the peak “m” is likely due to averaging of the states s1 and s2 on
the millisecond time scale.

(ms). Dynamic PDA”** provides no indication for “mixing”
with millisecond characteristic times (see Figure S8 in the
Supporting Information). Thus, transitions responsible for the
“mixing” peak occur on a significantly faster time scale, whereas
the “s1” and “s2” peaks are stable during the burst duration.
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For DNAL, a significant discrepancy between PDA and e TCSPC
data is observed (cf, Figure 7E and Tables 1 and 4). This effect
could be due to a static quenching of the acceptor in the state cor-
responding to the shorter Rp, (peak “s1” in Figure 7E). If so, the s1
state would be nearly invisible in SMD measurements because both
dyes are quenched in this state (D is quenched by high FRET),
which also explains the disagreement between donor decay and
acceptor rise data (Table 4). This explanation is supported by en-
semble measurements of the acceptor fluorescence quantum yield
@y, which is reduced for the S linker (®Pga = 0.21) as compared
to the L linker (®g4 = 0.38, Table 1).

In summary, complex distributions of DA distances found for S;
linkers severely complicate their use in quantitative FRET studies.
Thus, an optimal linker must always allow for free diffusion within
the dye’s accessible volume. On the other hand, to minimize position
uncertainties and to prevent dye—dye interactions, linkers should
not be longer than necessary. For DNA and Alexa488, the I linker
seems to fit best to these requirements. For CyS, shorter Sqand S;
linkers work equally well because the dye has an extra 6-atom
linker between the chromophore and the reactive coupling group
(Figure 2). Hence, for undefined dye environments, where
modeling of dye positions is impossible, I and S4 are well suitable
linkers as they provide better absolute distance estimations.

3.5. Minimizing Uncertainties Due to the Orientational
Factor k2. For accurate FRET analysis, we must consider not
only translational linker diffusion, which is usually slower than ns,
but also orientational dynamics. Given subnanosecond local rota-
tional correlation times in Table 2, dynamic orientational averaging
can be assumed at least to some extent. Dye reorientation dynamics
on the time scale of FRET (kgr, see section 3.2.2)%' could, thus, be
relevant only for very short distances, which is beyond the scope of
this Article. The anisotropy measurements indicate, however, that
the orientational distribution of both D and A is not strictly isotropic
even for L-linkers (Table 2), contrary to the MD data from® (for
details, see section S2.8 in the Supporting Information). Therefore,
detailed analysis of related i effects for all linkers must be performed.

As mentioned above, the modeling of the accessible space of a
dye is much less important for short linkers, making them more
suitable for quantitative FRET measurements in the case of unde-
fined environments. One potential problem when usmg short linkers,
however, is the estimation of the orientation factor «”. The assump-
tion of K* = 2/3 might not be justified for short linkers as their
movement is more restricted. In this section, we estimate the range of
possible values for k> ****® for the different linkers of DNA1 and
RNA1 and determine potential errors for FRET distance measure-
ments if k* = 2/3 is assumed in the calculation of R,

To minimize the uncertainty in k, we use the residual ani-
sotropies that result from the measurements of the donor-only,
the acceptor-only (Figure 3B in Section 3.1.2.), and the FRET-
sensitized acceptor (Figure 8A) anisotropy decays (fep, feoa,
and r., A(D), respectively), to calculate the range of all possible
values for k” by eq 9:

@2 =2 (2) ¢2) (¢(2)
= 2 260508,) + 25059 (8,) + 258152 (520
+65)(B)S (B,) +1+25%)(B,) +257(B,)
— 9 cos f3; cos 3, cos 0) (9)

In eq 9, B; and 3, are the angles between the symmetry axes of
the rotations of the dyes and the distance vector Rp, while 0 is
the angle between the symmetry axes (Figure 8B).
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Figure 8. (A) FRET-sensitized acceptor anisotropy decays (dots), the
rescaled instrument response functions (IRF, dashed line), and the
anisotropy decays (black solid lines) of DNA (left) and RNA (right) (fit
results, see Table S). (B) Sketch showing angles that define the
orientational factor «” in eq 9: 3, and f3, are the angles between the
symmetry axes of the rotations of the dyes and the distance vector Rpa,
and O is the angle between the symmetry axes. (C) Calculated prob-
ability distributions for possible values of k* in RNAL1: (top) for linker L,
(middle) for linker S; and in both cases taking into account fe, a(p);
(bottom) for linker S, and only using the offsets from the anisotropy
decays of the donor and acceptor molecules o, p and re, 4.

The necessary second-rank order parameters S@ are defined
in eq 3 (S&’) and eq 4 (S’) and formally by:

= TS Ch

A

S (o) = %(3 cos’ 0 —1)

= S oo’ i = 1), and SU(B,) = J(3cos* f;—1) (10)
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Table 5. Fit Parameters for FRET-Sensitized Acceptor Anisotropy Decay (ro = 0.38) and Results for i Probability Distributions

Taking into Account r.. p, r.. s (Table *), and .. o(p)

sensitized anisotropy

border values: worst cases

mean value: typical case

RNAIL

linker rs pu, ns (by) P2(global), IS (by = roopa) Cmin
I 0.005 0.605 (0.042) >60 (—0.003) 0.25
S 0.002  0.400 (0.080) >60 (—0.007) 0.22
L 0.012 0.227 (0.056) 10 (0.010) 042
Sa 0.012  0.260 (0.045) >60 (0.007) 0.10
S¢ 0.038  0.258 (0.069) >60 (0.031) 0.09
L 0.016  0.246 (0.047) >60(0.012) 0.38

DNA1

K ARpa K ean accuracy of Rpa precision ARpa
0.94 —6%...+15% 0.6 +3.1% 7.0%
0.92 —6%...+17% 0.59 +2.6% 5.9%
0.92 —6%...4+ 7% 0.67 +1.7% 4.4%
1.57 —13%...+37% 0.64 +0.8% 8.4%
1.1 —9%...4-28% 0.57 +3.9% 8.9%
0.93 —6%...4+ 9% 0.62 +2.2% 5.1%

«” values (eq 9) cannot be calculated unambiguously because, in
general, the angles 3, and (3, are not experimentally accessible.
However, for an experimentally determined 0 (eq 10), it is
possible to define a range of possible values for 3, and /3, (egs
S16A and S16B in section S2.8 of the Supporting Information),
which allows one to calculate the range of k> values (eq 9)
compatible V\nth the experimental data (reo,p, eo,a) and e A(D))-
Note that k> does not explicitly depend on the cone opening
half angles 61, and 0, (section 3.1.2) and the assumption of dye
reorientation within a cone/disk (Figure 3C and D); that is, even
if this approximation is considered as unrealistic, it is not needed
to obtain eq 9. However, axially symmetric transition dipole ori-
entation distributions are usually assumed for «* estimation,'®
which might be not exactly the case here (Figure 4). Therefore, it
is absolutely reasonable to expect that additional averaging of mutual
orientations of D and A by diftusion along the DNA or RNA groove
would bring the effective k” even closer to 2/3 than given by eq 9.
This might be one of the reasons for the (unexpected) high accuracy
of our FRET benchmark study using RNA2 and RNA3 (Figure SC
in section 3.2.2). Thus, the «” estimations given below represent the
worst case scenario. Moreover, in this study, we cannot investigate
a possible correlation between Rpa and K* as proposed in a few
recent theoretical works>”>” for the case that the dye exhibits a
slow exchange between different microenvironments. Our simpli-
fied (AV) simulations do not allow us to discuss this effect.
3.5.1. Estimation of «* Using r..ap). The residual aniso-
tropies feop, teon, and rw _A(D) can be used to calculate a prob-
ability dlstrlbutlon of k* values. For the estimation of r... A(D), the
FRET-sensitized acceptor anisotropy decays were studied for all
linkers of DNAI and RNAI (see section 2 for the measurement
and analysis procedures). The data and the results of the analysis
are shown in Figure 8A and Table S, respectively. In all cases, the
decays could be fitted by a biexponential decay consisting of a fast
decay time p; &~ 0.4 ns (resulting from fast FRET (kgr) and local
reorientations (kg)) and a slow decay time p, (global motion).
As in section 3.1, the slow component is approximated by a time-
independent offset 7., o(p)y and considered to be the residual
anisotropy. It is largest for the linker S, in RNA and is negative for
the linkers I and S, in DNA, which indicates that the transition
dipole moments of the dyes are preferentially orientated per-
pendicular to each other. Indeed, the differences between all
anisotropy decays indicate distinct mean dye orientations. More-
over, snFRET measurements were analyzed by inspecting 2D
probability histograms of steady state anisotropy r, versus the

donor lifetime Tp(s) to make sure that the resulting residual
anisotropies r., o(p) are due to restricted reorientation of the dyes
and not due to a fraction of molecules where the dye is immobile.
For linkers L, the FRET populations in the #,—7 p(4) 2D plots
appear to be symmetric at r; A 0.1 and Tp(s) ~ 1.3 ns. Thus,
there is only one anisotropy population for each lifetime popula-
tion. For shorter linkers, the anisotropy distributions become less
symmetric. The existence of additional donor populations is
most pronounced for S; linkers with a fraction of a 2-fold
increased steady-state anisotropy, which amounts to less than
29% (see Figure S9 in section S2.8 of the Supporting Information
for all FRET pairs). However, in no case could a completely
immobile dye species be detected.

Three distributions of possible k” values are presented in Figure 8C
with the corresponding parameters complled in Table 5. The smallest
and the largest possible values K i and K%y represent the worst
case scenario for a FRET distance measurement for which «* = 2/3
is assumed. The resulting range of potential relative errors (worst
case) for distance measurements ARp, typically vary from —6%
to +15% (Table S). For a range of possible «* values, one can
define an accuracy (systematic error) and a precision (uncertainty;
eqs S17A and S17B in section S2.8 of the Supporting Informa-
tion), which would result in a typical uncertainty of k” in the FRET
distance measurements presented here. These parameters are
shown in Table 5, and it is obvious that the errors and deviations
are relatively small in all cases, although they become larger for
short linkers (see also Figure 8C). Nevertheless, the distances
measured using short hnkers are reasonably accurate.

3.5.2. Estlmatlon of «* with Unknown r.. o). For the
estimation of x”, many groups only use 7., and r.. 5, which
result from the anisotropy decays of the D-only and the A-only
molecules, respectively, and do not measure the FRET sensitized
acceptor anisotropy decay. Hence, 7., a(p) is unknown, and 6 must
be allowed to be every value between 0° and 90°. For compar-
ison, the probability distributions for « for all linkers of DNA1 and
RNAL were also calculated accordingly; that is, only 1., p and 7
were taken into account. The results are shown in Table S4 in
section $2.8 of the Supporting Information. There are only shght
changes in accuracy and precision, but the range of possible x>
values nearly doubles. Thus, the worst-case ARp, increases
especially toward smaller distance values from typically ~ —6%
for known r., o(p) (section 3.5.1) to typically —15% for unknown
teo,a(D)- Figure 8C shows the probability distributions for the RNA
molecules for the linkers L and S, in case all three residual
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anisotropies are taken into account (top and middle, respectively)
and for linker S, when only r..; and 7., 4 are used (bottom).

It is worth mentioning that for the estimation of k> the steady-
state anisotrogy ts is commonly used instead of the residual ani-
sotropy r...””” This method, however, overestimates k*-related
errors even further as r; is usually larger than r...

4. CONCLUSION

In this work, we introduce new short dye linkers for labeling of
DNA and RNA. FRET measurements on dsDNA and dsRNA
model systems test their suitability for quantitative studies. For
well-defined environments and if the dye diffuses freely in the
sterically allowed, mean positions of the dyes and Rp, distribu-
tions can be accurately modeled using relatively simple and fast
accessible volume simulations. The translational motions of the
dyes appear to be slow on the time scale of the fluorescence
lifetimes and depend on linker size and structure. For L, I, and S4
linkers, the motions are completely averaged out on the milli-
second time scale, whereas S, linkers exhibit a complex distribu-
tion of Rps due to inhibited diffusion through the accessible
volume. It became also clear that experimentally measured
distances, especially for long linkers, cannot be directly compared
to the structurally relevant mean position distance R, or the
distance between CS atoms of uracil. Because of broad distribu-
tions of DA distances, there is a large discrepancy between R,
and (Rpa)g (measured by smFRET) or (Rpa) (measured by
eTCSPC), which must be always taken into account. When
doing so, high precision distance measurements are possible.
This correction and, therefore, modeling of dye positions is less
important for short linkers. This makes them particularly suitable
for undefined environments. However, due to the inhomogene-
ities of DA distances observable for S, as a linker for Alexa488, we
advise against its use and recommend the Sy or the I linker
instead.

It became clear that, when calculating a probability distribu-
tion for possible values of k2, its width can be further reduced
when taking into account not only the residual anisotropies of the
donor and acceptor 7., p and 7., o but also 7., o(p), which results
from the FRET-sensitized acceptor anisotrozpy decay. Further-
more, for short and intermediate linkers, x“-related errors are
only slightly higher than for long linkers. When using them for
quantitative FRET measurements of internally labeled nucleic
acids with Alexa488 and CyS$ as a FRET pair, it is, therefore, safe
to assume «” to be 2/3. For unknown local environments, long
linkers increase uncertainties significantly more.
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1. Supporting Materials and Methods

S1.1 Oligonucleotide synthesis

Deoxyoligonucleotide synthesis was carried out on an Expedite™ 8909 Nucleic Acid Synthesis
system on a 1 pumol scale using phosphoramidite chemistry according to the general synthesis
protocol '. Standard phosphoramidites as well as nucleosides coupled to CPG as solid support were
obtained from Proligo/Sigma Aldrich. The modified building block 5 (67 umol/ml in CH3CN) was
incorporated during the automated synthesis. Cleavage of the synthesized deoxyoligonucleotides
from the solid support and deprotection was performed.

Cleavage from solid support and deprotection was performed according to standard protocols ' by
adding a 25% NH;-solution. After exchanging the NH," by K' the oligonucleotide samples were
desalted by size exclusion chromatography using NAP-10 columns. Purification of the modified
deoxyoligonucleotides was either performed by preparative PAGE (20%, 40 x 20 x 0.2 cm) or by
preparative HPLC. Pre-electrophoresis was performed over night at 400 V with tris-borate buffer.
Deoxyoligonucleotide (5 pL, 1 OD/uL in H,O) and bromophenol-blue/xylenecyanol- solutions (5
uL) were heated to 90°C for 2 min and rapidly cooled to 0 °C before being loaded onto the gel.
Electrophoretic separation was performed for 18 h at 400 V. The gel was visualized at 366 nm and
the bands containing the desired DNA were isolated and crunched. They were extracted over night
with 2 times their volume of MilliQ water. After centrifugation the supernatant was collected and

concentrated. Resulting oligonucleotide samples were desalted by size exclusion chromatography
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on NAP-10 columns. Reversed phase HPLC runs were performed on a Merck/Hitachi system;
reversed phase: EC-125/4-Nucleosil-100-5-C18 columns, solvent A = 0.1M Et;NH(OAc) buffer at
pH 7.0, B = CH3CN. All deoxyoligonucleotides were analyzed by PAGE on polyacrylamide gels
(20%) of 0.4 mm thickness. Pre-electrophoresis was performed for 2 h at 500 V with tris-borate
buffer. Deoxyligonucleotide (1 pL, 0.1 OD/uL in H,O) and bromophenol-blue/xylenecyanol-
solution (2 pL) were heated to 90 °C for 2 min and rapidly cooled to 0 °C before being loaded on
the gel. Electrophoretic separation was performed for 2 h at 500 V and 4 mA. Deoxyoligonucleotide
bands were stained with a solution of 3,3'-diethyl-9-methyl-4,5,4',5'-dibenzothiacarbocyanine
bromide (Stains-All; Fluka)

Oligoribonucleotides were synthesized by the phosphoramidite method on a Pharmacia Gene
Assembler Plus, at 1pumol scale as described in 2. Standard PAC-phosphoramidites as well as CPG-
supports were obtained from ChemGenes. 1-(Benzylmercapto)-1H-tetrazole (emp Biotech) was
used as activator >. The linker modified nucleoside phosphoramidites were coevaporated three times
with dry dichloromethane, kept under vacuum for 2 h to remove traces of solvents, stored in
vacuum over P>Os overnight and used in oligo synthesis as 0.1 M solution in acetonitrile. The
coupling time for the linker building blocks was 5 min. The obtained RNA was cleaved from the
support and deprotected using ammoniacal methanol and TEAX3HF as described in *, and purified
by gel electrophoresis using 10% denaturing polyacrylamide gels. Elution was carried out using 0.5
M LiOAc followed by EtOH precipitation. Oligonucleotides were analyzed by PAGE and MALDI-
MS.



S1.2 Labeling of Deoxyoligonucleotides with Cy5 and Alexa 488

For labelling with Cy5, DNA fragments (460.1 pg, 59.24 nmol) were dissolved in water (126.9 pl).
To this a solution of Cy5 NHS ester (1 mg) dissolved in 10 ul DMF, DMF (33 pL) was added. The
mixture was further diluted with sodium bicarbonate buffer pH 8.5 (21 puL) and water (21 pL). The
mixture was vortexed at rt. for 24 h. Then 3M sodium acetate puffer, pH 5.2 (30 uL) and ethanol
(825 uL) were added and the mixture was cooled on dry ice for 60 min. After centrifugation for 30
min at 11000 rpm the supernatant was removed and the obtained pellet was washed with 800 pL
ice-cold ethanol. The crude DNA was purified by preparative reversed phase HPLC (EC-125/4-
Nucleosil-100-5- C18 column, 0-40% B in 30 min, 40-100% B in 4 min, 100% B for 2 min, 100-
0% B in 4 min ; g = 19.04 min) and desalted on NAP-10 columns. The purity was verified by
analytical PAGE. For labelling with Alexa488, DNA fragments (535.0 pg, 55.63 nmol) were
dissolved in DMF/dioxane/water 1:1:1 (166.9 puL) and iPr;EtN (1.9 pL, 11.13 pmol) and Alexa
Fluor 488 5-TFP (1 mg) was added and the mixture was vortexed at rt. for 24 h. Afterwards the
solvent was removed under reduced pressure and the residue was washed with EtOH (3 x 500 pL).
The product was purified by preparative gel electrophoresis (20%, 40 x 20 x 0.2 cm). The purity
was verified by analytical PAGE.



S1.3 Labeling of oligoribonucleotides with Alexa 488 and Cy5

5 to 10 nmol amino linker modified RNA were dissolved in 15-25 ul Borax buffer 0.1 M, at pH 9.4
for Alexa 488 coupling reactions, and at pH 8.7 for Cy5 coupling reactions. The mixture was added
to a solution of 100 pg dye in 5 pl DMF (the solution of the dye in DMF was freshly prepared just
before the coupling reaction). The coupling reaction was carried out at rt. overnight in the dark.
Excess of dye was removed via gel filtration (Sephadex G25 fine, GE Healthcare). The labeled
RNA was purified by denaturing PAGE. The sample was denatured at 90 °C for 3 min, immediately
subjected onto a 15% 200 x 150 x 1.5 mm gel, and electrophoresis was run at 400 V for 5.5 h in the
dark. The band corresponding to the labeled RNA was cleaved out, the RNA was eluted with 0.5 M
lithium acetate, and precipitated from ethanol at -20 C (yield 15-37% for ALEXA 488, 26-54% for
Cy5).



S1.4 Nucleic acid sequences and labeling positions
DNA sequences

DNA1 with different linkers L, I and S; (10 bp separation, linkers pointing towards each other),

labeling positions depicted in green and red for Alexa488 and Cy5, respectively.
5'-d (ACT GAT CGT AAG CTA CTG AAG CGT A)-3'
3'-d(TGA CTA GCA TTC GAT GAC TTC GCA T)-5'

RNA sequences
RNA1 with different linkers L, Sq and S; (11 bp separation, linkers pointing towards each other),

labeling positions depicted in green and red for Alexa488 and Cy5, respectively.
5'-GGC GGU GCC GAC UGC GAG CUU GCC A-3!
3'-CCG CCA CGG CUG ACG CUC GAA CGG U-5!

RNA2 and RNA3 all with linkers L, labeling positions depicted in green and red for Alexa488 and
CyS5, respectively. The numbers in parenthesis represent the basepair separation between the dyes
whereas the + and — signs indicate the effect of the dye displacement towards the 3’-end on the DA
distance (Figure 5C inset).

RNA2(16-)
5'-CCG GUG GUU AUA UUA CCU GGU ACG CCU UGA CGU GGG G-3'

3'-GGC CAC CAA UAU AAU GGA CCA UGC GGA ACU GCA ccc c-5!

RNA2(19-)
5'-CCG GUG GUU AUA UUA CCU GGU ACG CCU UGA CGU GGG G-3!

3'-GGC CAC CAA UAU AAU GGA CCA UGC GGA ACU GCA CcCc c-5!

RNA2(22-)
5'-CCG GUG GUU AUA UUA CCU GGU ACG CCU UGA CGU GGG G-3!

3'-GGC CAC CAA UAU AAU GGA CCA UGC GGA ACU GCA CcC cC-5!

RNA3(18+)
5'-CCC CAC GUC AAG GCG UGG UGG CCG AAG GUC GG-3!

3'-GGG GUG CAG UUC CGC ACC ACC GGC UUC CAG cc-5t

RNA3(24+)
5'-CCC CAC GUC AAG GCG UGG UGG CCG AAG GUC GG-3'!

3'-GGG GUG CAG UUC CGC ACC ACC GGC UUC CAG cc-5t



S1.5 Fluorescence spectroscopy
Time-resolved polarized fluorescence experiments and data analysis.
Ensemble time-correlated single-photon-counting (eTCSPC) measurements were performed using
an IBH-5000U (IBH, Scotland) system. The excitation sources were either a 470 nm diode laser
(LDH-P-C 470, Picoquant, Berlin, Germany) operating at 8§ MHz for donor excitation or a 635 nm
diode laser (LDH-8-1 126, Picoquant, Berlin, Germany) operating at 10 MHz for direct acceptor
excitation. The emission wavelength was set to 520 nm for donor emission and to 665 nm for
acceptor emission, respectively. The corresponding monochromator slits were set to 2 nm
(excitation path) and 16 nm (emission path) resolution. Additional cut-off filters were used to
reduce the contribution of the scattered light (>500 nm for donor and >640 nm for acceptor
emission, respectively). All measurements were performed at room temperature. The concentrations
of DNA/RNA molecules were kept below 1 uM. The G-factor was calculated using steady state
anisotropies of the solutions measured with a Fluorolog-3 (Horiba Jobin Yvon, Munich, Germany).
Fluorescence intensity and anisotropy decay curves were fitted using the iterative re-convolution
approach . The maximum number of counts was typically 25,000. The fits approximately range
from the maximum of the instrument response functions (IRF) to the first time channel with less
than 100 detected photons. The fluorescence intensity decays of FRET-labeled molecules (donor
and acceptor emission) were fitted globally with the decays of the molecules only labeled with
either the donor (donor only, D-only) or the acceptor (acceptor only, A-only) dye. The fluorescence
decays F(f) were modeled by single or double exponential decays (eq 1 and Section 3.1) or by
assuming a Gaussian distribution of distances (eq 6 and 7 and see Section S2.6). The anisotropy
decays r(¢) were formally described by double or triple exponential decays (rotational correlation
times pi, p2 and p;) with free amplitudes (b, b, and b3) (eq S2B and see Section 3.1). Applying
appropriate weighting > the anisotropy decays were recovered by global fitting of the sum and
difference curves according to eqs S1,

Fam(?) = F|(t) + 2GF () = F(¢) (S1A)

Faindt) = Fi(1) — GF () = F()r (1) (S1B)
All species irrespective of the fluorescence lifetime were assumed to exhibit the same anisotropy
decay.
The fluorescence anisotropy decay r(f) can be described as a product of the separate factors

responsible for local dye reorientations and the overall rotation of DNA or RNA, respectively, as °
() =[(r = 7,,) exp(—t/ Proca) + 72, 1eXP(~t/ Pyop) (S2A)
6



where 7 is the fundamental anisotropy, and r, is the residual anisotropy. In this study, two
exponentials were often needed to describe the local fluorophore dynamics. This leads to the
following more formal form of eq S2A with up to three rotational correlation times p; and the

corresponding anisotropy amplitudes b; (eq S2B, also given as eq 2 in the main text)
r(t) =b, exp(—t/ p,) + b, exp(—t/ p,) + by exp(-t/ p;) (S2B)

In the case of timescale separation of local and overall motions (Ooveral >> Plocal), the times p; and p;

characterize only local dye reorientations (cf. eqs S2A and S2B).

Single-molecule fluorescence measurements

The fluorescent donor molecules (Alexa 488) are excited by a linearly polarized, active-mode-
locked Argon-ion laser (Innova Saber, Coherent, Santa Clara, CA, USA, 496.5 nm, 73.5 MHz, ~
300 ps) or by a 485 nm diode laser (LDH-D-C 485, Picoquant, Berlin, Germany) operating at 64
MHz. The laser light is focused into the dilute solution (< 50 pM) of labeled molecules by a 60x/1.2
water immersion objective. Each molecule generates a brief burst of fluorescence photons as it
traverses the detection volume. This photon-train is divided initially into its parallel and
perpendicular components via a polarizing beamsplitter and then into a wavelength ranges below
and above 595 nm by using a dichroic beamsplitter (595 DCXR, AHF, Tiibingen, Germany).
Additionally, red (HQ 720/150 nm for Cy5) and green (HQ 533/46 nm for Alexa 488 and Rh110)
bandpass filters (both made by AHF, Tiibingen, Germany) in front of the detectors ensure that only
fluorescence photons coming from the acceptor and donor molecules are registered. An estimate of
the focal geometry is acquired by determining the diffusion correlation time of 200 & 13 ps for
Rhodamine 110 and knowing its diffusion coefficient of 0.34 + 0.03 pm?*/ms. Detection is
performed using four avalanche photodiodes (SPCM-AQR-14, Laser Components, Germany or
alternatively for the green channels PDM050CTC, PicoQuant, Berlin, Germany) . The signals from
all detectors are guided through a passive delay unit and two routers to two synchronized time-
correlated single photon counting boards (SPC 132, Becker and Hickl, Berlin, Germany) connected
to a PC. Bursts of fluorescence photons are distinguished from the background of 1-2 kHz by
applying certain threshold intensity criteria ’. Bursts during which bleaching of the acceptor occurs
are excluded from further analysis by applying a criterion regarding the difference in macroscopic
times, |7g — Tr| < 1 ms, where 7 and Tr are the average macroscopic times in which all photons

have been detected in the green and red channels respectively during one burst ®.



S2. Supporting Results
$2.1 Fluorescence and anisotropy decays of Alexa488 and Cy5 attached to DNA and RNA
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Figure S1. DNA (right side) and RNA (left side) eTCSPC measurements, (A, B) fluorescence
lifetime and (C, D) fluorescence anisotropy measurements of single labeled nucleic acids.

(A): fluorescence decay of Cy5 attached to DNA1 via S; linker, (B) fluorescence decay of Alexa488
attached to RNA1 via S; linker. (B): Experimental data (orange filled squares), instrument response
function (IRF, black open circles) and fits to the data (black solid lines) are shown. Weighted
residuals are presented above each plot (gray solid lines).

(C): anisotropy decays of Cy5 attached to DNA1 via I (green), S; (orange) and L (magenta) linkers.
(D): anisotropy decays of Alexa488 attached to RNA1 via Sq4 (blue), S; (orange) and L (magenta)
linkers. The anisotropy fits are shown as solid black lines (see S1.5 “Time-resolved polarized
fluorescence experiments and data analysis” for more details) and the rescaled IRFs as dashed
black lines. The presented fits approximately range from the maximum of the IRFs to the first time

channel with less than 100 detected photons.



S2.2 Definitions of differently averaged DA distances

AV simulations provide sets of possible donor and acceptor positions, {Rp)} and {Ra)},
respectively, with i =1...n and j = 1...m. All allowed positions are assumed to be equally probable.
Thus, the distance between the mean dye positions (Rnp), the mean DA distance (Rpa) and the

FRET-averaged distance (Rpa)r can be defined as follows:

R, = ‘<RD<i>> < A(/>>
<RDA> - <‘RD(1’) A(j>‘> I Z Z‘RAm D(i)‘ (S4)

11]1

Z RD(!) Z RA(j) (S3)
m -

— / 1 N N 1
<RDA>E = R0(<E> 1 _1)1 6 where <E> :% — 1+‘R >
i=l j=



MMT O—Fl) —N(IPr)2
O—-CNEt

Figure S2. Cy5 phosphoramidite

Figure S3. Top view of Alexa488 AVs simulated using (left) Raye = 3.5 A (right) superposition of
clouds obtained for Ryye1) = 5 A, Raye2) = 4.5 A and Raye3) = 1.5. Other parameters are given in the

caption of Figure 4 in the main text.
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82.3 R,p to (Rpa)e conversion function for L linkers

We generated a series of AVs for D and A dyes attached to A-RNA (Table S2), separated by —7 to
30 dsRNA basepairs. For each pair of AVs we calculated Ry, and (Rpa)x (eqs S3 and S5).
Corresponding R, and (Rpa)r values are plotted in Figure S2. The solid red line represents a
polynomial approximation to the (Rpa)r (Rmp) dependence given by (Rpa)r = —2.68x10°° Rmp3 +
7.53x107° Ripp” + 0.272 Ryp + 23.1.

o <R

>
DA E

100 -

(o
o
L

0 . 1 . 1 . 1 . 1 . 1 .
0 20 40 60 80 100 120

R, A

Figure S4. R, to (Rpa)r conversion function and its polynomial approximation (Rpa)r = —2.68x10"
> Rup’ +7.53%107° Ryyy” + 0.272 Ry + 23.1.
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S2.4 Photon distribution analysis (PDA)

PDA accurately predicts the shape of single-molecule FRET efficiency histograms in the presence
of FRET, explicitly taking into account shot noise and background contributions '*'%. PDA applies
to smFRET data measured with two or more detection channels, e.g. “green” (G) and “red” (R),
which collect fluorescence of the donor and acceptor, respectively. PDA calculates the probability

of observing a certain combination of photon counts P(Sg, Sr)

P(SG’SR): ZP(F)P(FG’FR|F)P(BG )P(BR) (S6)

F+Bg=Sg Fr +Bgr =Sg

The intensity distribution of the fluorescence only contribution to the signal, P(F), is obtained from
the total measured signal intensity distribution P(S) by deconvolution assuming that the background
signals Bg and Br obey Poisson distributions, P(Bg) and P(Br), with known mean intensities (Bg)
and (Br). P(Fg, Fr | F) represents the conditional probability of observing a particular combination
of green and red fluorescence photons, Fg and Fgr, provided the total number of registered
fluorescence photons is F, and can be expressed as a binomial distribution '2. Subsequently, P(Sg,
Sr) may be further manipulated to generate a theoretical histogram of any FRET-related parameter
as discussed elsewhere '

In practice, a fixed DA distance is usually not sufficient to describe FRET species, and a Gaussian

distance distribution with a mean of (ﬁ ) and an apparent distribution half width (o,pp) has to be

used instead. As shown in ' (ﬁ) is slightly biased towards longer distances as compared to (Rpa)g
(eq S7)
~ 1/6 _
<R> = <RDA >E <(I)FA> <(I)F}A/6> (S7)

where ®g, is the acceptor fluorescence quantum yield (see Table S1). In this work, the correction
factors (Dpa)*(Dpa %) are very close to unity (Table S1) and can be disregarded.

In this work, the following parameters have been used for PDA: (Bg) = 1.23 kHz; (Br) = 0.49 kHz;
crosstalk: 1.7 %; Donor fluorescence quantum yield: 0.8; Alexa488-Cy5 Forster radius: 52 A;
green/red detection efficiency ratio: 0.78.

Depending on the labeling position, the acceptor fluorescence quantum yield varies considerably
and has to be estimated for each sample. It is assumed that only dynamic acceptor quenching takes

place and @r, is thus proportional to the species-averaged fluorescence lifetime of A, (7a)x. As

12



reference sample we use Cy5-labeled DNA with (z5)x = 1.17 ns and @r4 = 0.32 ' to correct for the
presence of ~ 20% of dark cis-state at single-molecule conditions. The obtained acceptor quantum

yields and the corresponding correction factors (Dpp)(Dpa ") are presented in Table S1.

Table S1A. Fluorescence quantum yields of the acceptor (Cy5) calculated from (7 )x.

Samples (Ta)x » S N (Drpa) *(Dra ")
DNA1L 1.16 0.32 1.008
DNA11 1.29 0.35 1.010
DNAT1 S 1.17 0.32 1.011
RNA1L 1.10 0.30 1.004
RNA1 S4 1.20 0.33 1.005
RNAT1 S, 1.10 0.30 1.004
RNA2 (16+), (19+), (224) 1.07 0.29 1.007
RNA3(18-) 1.08 0.30 1.006
RNA3(22-) 1.72 0.47 1.008

Table S1B. Comparison of fluorescence quantum yields measured using reference fluorophores

with values estimated from the species-averaged lifetimes ( 7)x.

Samples Measured ®gp Estimated ®gp Measured ®py Estimated ®Dg4
DNA1 L 0.92 0.96 0.38 0.39
DNA11 1.03 0.96 0.40 0.43
DNAL1 S, 0.98 0.97 0.21 0.39
RNA1 L 0.83 0.86 0.36 0.37
RNAL1 Sq4 0.70 0.76 0.38 0.40
RNAL S, 0.84 0.83 0.36 0.37
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S2.5 Benchmark study for a FRET-based A-RNA structural model

Experimental (Rpa)r and calculated Ry, and (Rpa)e values for two internally labeled dsRNAs

(RNA2 and RNA3, see section 1.4 for sequences and labeling positions)

Table S2. DA distances in RNA measured by smFRET; data are fitted using PDA.

SMD experiment (PDA) AV simulation”
Sample (Rpade, A Capps A Rup, A | (Rpadp, A
RNA2(16-) 41.4 1.5 35.5 41.0
RNA2(19-) 48.8 1.9 46.8 49.6
RNA2(22-) 55.2 2.1 54.7 56.1
RNA3(18+) 60.5 2.9 60.5 61.1
RNA3(24+) 76.4 3.8° 79.6 78.9

“ unstable; fixed at 5% of (Rpa)z, justified in °.
® structural features of A-RNA are given in Table S3

Table S3A. Structural and FRET modeling features of B-DNA and A-RNA

Parameter B-DNA A-RNA
Helix handedness Right Right
bp/turn 10 11
Rise/bp, (A) 3.4 2.81

C5 displacement, (A) 0 +/—0.8
angular shift for Cy5 along 20° 20°
xy-plane, correction for AV

model

Table S3B. Mean positions of D and A attached via L linkers, expressed in terms of rotations about

the DNA or RNA helical axis.

Parameter D: B-DNA A: B-DNA D: A-RNA A: A-RNA
Distance to the helical | 12.0 11.5 9.9 9.7

axis (A)

Rotation angle (deg)* | -20 -20 -58 -62

* positive values correspond to 5' to 3' helix direction
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S§2.6 Fluorescence decays in the presence of FRET

Donor fluorescence deacy
Due to local quenching the fluorescence decay of the donor in the absence of FRET is often multi-

exponential (eq S8)
Fo) () = ng) exp(_t/rl()i()O)) (S8)

To extend eqs 6 and 7 (main text) to this case, it is usually assumed that for given DA distance and
orientation, FRET rate (krrer) is independent of the donor lifetime. This is strictly true if quenching
does not change the donor radiative lifetime, which is generally reasonable. eq 6 can be then written

as

Fi(t) = ng) '[ P(RDA)GXP(_(,L)[I +(R, /RDA)6]J dRy (S9)
i T

Ron D(0)
Sensitized acceptor fluorescence decay
Extensive discussion of FRET-excited acceptor fluorescence relaxation F'ap)(¢) can be found, for

. 15-17
example, in

. Briefly, for monoexponential decays of both fluorophores and a single FRET rate
Fam(?) 1s given by eq S10.

Fy ) (8) oc —exp(—t/ 7y — kgggr 1) +€Xp(—t/7,) (S10)

In general, by taking into account multiexponential decays of D and A and a probability of direct

acceptor excitation p2 one obtains 1.

(&) ()

xp X3k ; ,

Fyp (@) =(1- P )Z = A(,-)FRET 0 [_ exp(—t/ z-1(3()0) — kpgert) +exp(—t/ T/(&]))] + poFy(0)
i,j kFRET +1/TD(0) _I/TA

(S11)

In eq S11, Fa(?) stands for the fluorescence decay of the directly excited acceptor.
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Figure S5. (A) Rpa distribution calculated for the RNA2(22-) sample by using the AV approach

oy

(black solid line) and a fitted Gaussian distribution (dashed red line).

(B) eTCSPC measurement of FRET mediated fluorescence decay of CyS5 obtained for the DNA1
FRET sample with L linker. Experimental data (magenta filled squares), instrument response
function (IRF, black open circles) and the fit (black solid line) are shown. Weighted residuals are
presented in the upper plot (gray solid line). A Gaussian distribution of distances is assumed (for

parameters see Table 5 in the main text). y. = 1.34. The fit approximately ranges from the

maximum of the IRFs to the first time channel with less than 100 detected photons.
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S2.7 Analysis of FRET broadening
Theoretical E-tp) dependence in the presence of fast linker dynamics
For a single DA distance, a simple E- 1) relation is expected °.

=1- Fowy (S12)
Tp(o)

E

static

However, because of different averaging of intensity parameters (E, Fp/Fa, or Sg/Sr) and the
apparent fluorescence lifetime, deviations from eq S12 are expected for the case of Rpa-
distributions '*. In the dynamic averaging, which results in a multi-exponential fluorescence decay

of the donor the FRET efficiency is related to the species-average lifetime (7). according to eq S13,

=1—<Ti (S13)

Tp(0)

E

static

Clearly for a fluorescence burst having at most few 100 photons, it is impossible to resolve multiple
donor lifetimes and determine (7). Thus, the maximum likelihood estimator (MLE) ref " is
commonly used to compute a single lifetime for single-molecule fluorescence bursts provides
approximately the fluorescence-weighted average lifetime, (7). Because it is generally impossible
to describe analytically the relation between the differently averaged lifetimes, we use an empirical

dependence with an empirical polynomial with the coefficients ¢; to obtain (7),

(0), =3, ) (s14)
i=0 '
The set of {c;} used depends on opa i.e. on linker length. In this work we used:
co=-0.0192489, ¢; = 0.230201, ¢, = 0.47411, ¢3 =-0.0906313, c4 = 0.00512842 (n = 4) for L
linkers, and
co =-0.0220651, ¢; = 0.373858, ¢, = 0.413748, c3 = -0.0880843, c4 = 0.00603218 (n = 4) for S, S4

and I linkers.
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Figure S6. 2D probability histograms of FRET efficiency E versus the donor lifetime 7pa)
generated form smFRET data obtained for RNA1, Sq4 linkers. The number of molecules (fluorescent
bursts) in each bin is gray scale shaded from white (lowest) to black (highest). The corresponding
1D parameter histograms are given as projections. In all plots, solid lines indicate the E vs. 7pa)

dependence given by eqs S13 and S14.
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Figure S7. 2D probability histograms of FRET efficiency E versus the donor lifetime zpa)
generated form smFRET data obtained for (A) RNAI, S; linker for the donor dye and L linker for
the acceptor dye; (B) RNAI, L linker for the donor dye and S; linker for the acceptor dye. The
number of molecules (fluorescent bursts) in each bin is gray scale shaded from white (lowest) to
black (highest). The corresponding 1D parameter histograms are given as projections. In all plots,

solid lines indicate the £ vs. 7p(a) dependence given by eqs S13 and S14.
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Figure S8. Dynamic PDA of FRET data obtained for the DNA1 sample with dyes attached via S;
linkers. The data are divided into (A) 1 ms and (B) 2 ms time windows. The data are fitted globally
using a static model function formally described by: 2 Gaussian distance distributions with (Rpa); =
45.1 A; opa1 = 1.8 A (29.2%); (Rpa)2 = 45.7 A; opas = 6.5 A (11.8%); Donor-only (57.6%) and an
impurity (apparent Rpa = 97.8 A; 1.0%). Good fits to the data indicated by 7% = 1.33 and 7% = 1.43
for cases (A) and (B), respectively, suggest that FRET dynamics occurs on much faster or/and

slower timescale.
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$2.8 i *-calculations

Calculation of order parameters from MD data

Assuming that a set of transition dipole orientations described by corresponding unit vectors {u} is
computed by using MD simulations, the second rank order parameter is easily calculated (eq S15),

e :<3(u,~ ";/) __1> (S15)

In eq S15, p; and p; represent two randomly chosen transition dipole moments, and the average () is
calculated over a sufficient number (>10°) of (i, /) pairs.
For the MD data set from ref '* we obtained $) = 0.013 for both D and A, which considerably

disagrees with the experimental values of -0.23 and 0.58, respectively.

Possible [ angles for known 6-angle

The range of S angles (see Figure 10A main text) compatible with a given d-angle is given by eq
S1e,

|0 = fi| < o <min(S+f, n/2) (S16A)
0<fi<m/2 (S16B)
For symmetry reasons it is unnecessary to consider the case of > n/2. A figure schematically

showing a range of possible values of 3, and 3 is presented in *° (Figure 4).

Definitions of accuracy and precision of distance measurements in the context of the i *-problem
Let us assume a DA pair is characterized by a single “true” DA distance Rpa and x> # 2/3. Using a
Forster radius calculated for x> = 2/3 obviously results in an apparent DA distance Rps®” = (3/2
Kz)*” SRpa. For a range of possible values of x 2 one can naturally define the accuracy and precision

of distance measurements (eq S17):

Accuracy = ((3/2 k%) )y — 1 (S17A)
Precision = [var((3/2 k%) %)] ' (S17B)
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Possible k’-values Sfor unknown v A

Table S4. Results for & probability distributions taking into account, 7., p and ., (see Table 2,

main text).

DNA1

Linker | «? min | K~ max ARpa K mean | ACCUracy | precision

I 023|154 | -15% ... +16% | 0.67 +2.6% 7.6%
St 022|145 |-14% ...+17%| 0.67 | +2.3% 6.9%
L 04 | 127 ] -11%...t8% | 0.67 +1.5% 5.0%
RNAL1
Sa 0231159 -16%...+16% | 0.67 | +2.8% 8.0%
St 0.09 163 |-16%...+28% | 0.67 +3.3% 9.3%
L 0321139 | -13%...+12% | 0.67 +1.9% 6.0%
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Single-molecule fluorescence anisotropy
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Figure S9. (A-F) 2D histograms of fluorescence steady state donor anisotropy versus the donor
lifetime in the presence of FRET. The corresponding 1D parameter histograms are given as
projections. (A) DNAI, linker L, (B) DNAI, Linker I, (C) DNA1 Linker S;, (D) RNAT1 linker L, (E)
RNAT1 linker Sq4, (F) RNAL linker S;, and (G) Anisotropy PDA for the FRET subensemble of RNA1
with linker S; as indicated in Fig. SOF (left of the red line, i.e. 7pa) < 2 ns). The anisotropy

histogram of experimental data (gray area) is fitted with one (red dashed line, 7 =0.157, y; = 2.06)
and two states (black solid line, 71 = 0.114 (71.4%) and r, = 0.276 (28.6%), x> = 0.95). Weighted

residuals are shown in the upper plot.
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Abstract

A comprehensive toolbox for FRET-restrained modeling of biomolecules and their
complexes is presented for quantitative applications in structural biology. A dramatic
improvement in the precision of FRET-derived structures is achieved through explicitly
considering spatial distributions of dye positions, which greatly reduces uncertainties due
to flexible dye linkers. The precision and confidence levels of the models are calculated
by rigorous error estimation. The accuracy of this approach is demonstrated by docking a
DNA/DNA 19/35 primer/template to HIV-1 reverse transcriptase. The derived model
agrees with the known X-ray structure with an RMSD of 0.5 A. Moreover, the formerly
unknown configuration of the flexible single strand template overhang was determined
by FRET-guided “screening” of a large structural ensemble created by molecular
dynamics simulations. We found a preferential structure with the 5'-end of the overhang

bound to the fingers domain of RT, which might have important implications concerning



proper alignment of the primer terminus within the active site, thus affecting fidelity of

DNA synthesis.

Introduction

In recent years, single-molecule (sm) fluorescence spectroscopy’ has come of age, and
sm Forster Resonance energy transfer (FRET), functioning as a “spectroscopic ruler’™, is
providing important insights into structural heterogeneity and function of biomolecules
under in vitro>* and in vivo conditions’. Currently, we derive our knowledge of
biomolecular structure to a large extent from traditional methods such as X-ray
crystallography, which determine highly resolved but static models. However,
biomolecules are dynamic and undergo intrinsic motions®’. FRET has the key advantage
that it allows for the observation of several biomolecular conformations in solution *°
with high time resolution determined by fluorescence lifetime of the dyes in the order of
a few nanoseconds.

One common misconception about FRET is that it only provides low accuracy
information for structural modeling. The uncertain fluorophore positions with respect to
their attachment points and the orientation dependence of the FRET efficiency (“x*-
problem”) are considered fundamental limitations of FRET. Explicitly modeling the dye
behavior'®'! by considering the structure of the biomolecule and calculating the
distribution of dye positions is the key to increasing the spatial resolution of FRET with
flexibly linked dyes. In contrast, the conversion of FRET data into distances between the
labeling sites results in an unnecessary loss of accuracy. Several approaches to derive
FRET-restrained structures of biomolecules and of their complexes have been
published®'*". However, many questions have remained unsolved yet. These include the
uncertainty of dye positions due to flexible dye linkers, averaging of the FRET efficiency
over distributions of donor-acceptor distances, and potential effects of the spatial
arrangement of structural units on dye distributions. Another issue is the missing
information on the quality of resulting structural models and how it is influenced by
uncertainties of “input” FRET data. There is also little evidence as to the accuracy of

FRET-restrained 3D modeling, which could be gained by comparison to known



structures. Finally, a productive combination of FRET with state-of-the-art in silico
modeling approaches for the generation of candidate model structures is needed.

To illustrate the problem of flexibly linked dyes, we consider Alexa488 and Cy5 dyes
attached to DNA using standard C6 linkers (Figure 1A). There is ample theoretical''**
and experimental” evidence for the existence of donor-acceptor distance distributions
due to flexible dye linkers. In Figure 1A, the green and red surfaces show the space
accessible to the donor (D) and acceptor (A) fluorophores, respectively, as determined by

a geometric accessible volume (AV) algorithm'**®

. It is obvious that (1) the mean dye
positions (colored spheres) are far from dye attachments points (black crosses) and that
(2) AVs are large, requiring an averaging of FRET observables over a distribution of
donor-acceptor distances. Thus, although the relationship between the distance Rpa, the

Forster radius Ry, and the FRET efficiency E is well known (equation (1))27’28,

E=1/1+RS, /RS) (1),
its value is very limited if Rpa is (mis)interpreted as a mean position distance
Ry =[(Ro)=(R.)

the dyes’ attachment points. In fact, due to different averaging of £ and Rpa, (£) does not

between the position vectors R or, even worse, as a distance between

correspond to Rmplo’zs. A distance formally calculated using equation (1) will be referred
to as donor-acceptor FRET-averaged distance, (Rpa)e. Figure 1B reveals large
differences between Ry, and (Rpa)e of up to 10 A (~30% for (Rpa)e = 35 A) as calculated
for the system shown in Figure 1A. This confirms that considering distributions of DA
distances is essential for quantitative FRET.

However, assuming that the spatial distributions of the donor and acceptor fluorophores
(and, thus, the DA distance distributions) are accurately predicted, the expected FRET
efficiency can be calculated with very high precision. Realistic modeling of the dye
behavior is critical for this task. Ideally this is done by means of MD simulations'"*'**.
However, in many cases the AV approach, which requires a few seconds of
computational time, appears to be a reasonable approximation® that we use here.

The assumptions of the AV algorithm can be experimentally verified by analyzing

complementary fluorescence parameters (e.g. the fluorescence lifetime distribution and

anisotropy to rule out immobile dyes) and/or by calibrating a FRET pair using molecules



of known structure such as dsDNA. Moreover, systematic errors related to the AV
approach are likely to average out if many DA distances are measured. In this way
uncertainties due to long dye linkers are largely eliminated. Angstrdom precision can be
achieved when positioning labeled macromolecules, even if a single FRET measurement

does not provide the distance between two labeling sites with high accuracy.

Figure 1. Effect of dye position distributions on FRET. (A) Accessible volumes of Alexa488 (green) and
Cy5 (red) attached to a dsRNA via a C6 linker (ellipse). The mean positions of the dyes are depicted as
spheres (green for Alexa488, red for Cy5) and the attachment atoms of the linkers as black crosses. The
distance between the dyes’ attachment points (C5 atoms) is 43.6 A, whereas the distance between the dyes’
mean positions (Ry,) is 52.6 A. (B) Bottom: An {(Rpa) to Ry conversion function (red line) generated by
fitting a 3™ order polynomial to (Rpa)e/Rump value pairs (open circles) calculated for a set of randomly
oriented AVs of Alexa488 and Cy5 (Ry = 52 A) for dsSRNA. The rms deviation between the data and the
polynomial approximation is 0.9 A over the whole range of (Rpa)g and 0.6 A for 30 A < (Rp,)g <70 A.
Top: the difference between Ry, and (Rpa)r can reach 10 A in the range accessible to FRET.

For utilizing the advantage of single-molecule fluorescence detection we established a
toolbox for FRET-restrained high-precision structural modeling of biomolecules, which

also considers their mobility and structural heterogeneity.
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Figure 2. FRET-restrained positioning and screening. (A) Flow diagram of FRET restrained high-
precision structural modeling. It comprises three main parts: design of the experiment (shaded in red),
measurement and analysis of a set of samples (green), and generation and validation of structural models
(blue); (B) crystal structures of the protein and the (ds)DNA (both from PDB-ID 1R0A). The donor
labeling positions (green spheres) are named according to the RT subunit (p51 or p66) and the position of
the introduced cysteine mutation to which they were coupled: pS1Q6C, pS1K173C, pS1E194C, pS1K281C
p66Q6C, p66T27C, p66E194C, and p66K287C. Five acceptor labeling positions on the primer/template
DNA (red spheres) are named according to strand (dp or dt) and the position of the labeled nucleotide. The
last paired nucleotides are referred to as position 1. For labeled positions on the template overhang the
position is negative with regard to position 1, and for the primer coupled fluorophores the number is
positive. Thus, the labeled dp/dt complexes are named dp(1)/dt, dp(10)/dt, dp(19)/dt, dp/dt(-6) and dp/dt(-
15) (Supplementary Section S1.2). As an example, FRET-pairs are named RT(p51E194C):dp/dt(-15). AV
clouds are shown for labeling position p5S1K173C (green) and dp(10) (red). Parameters used for generation
of AV clouds: for donor positions: Ly = 20 A, wiin = 4.5 A, Reye = 3.5 A, for acceptor positions: L, = 23
A for dp(lO), dp(l9), dt(-6) and dt(—lS), Llink =8.5 A for dp(l), Wiink = 4.5 A, Rdye(l) =11 A, Rdye(Z) =3 A,
Rayery = 1.5 A; (C) Structural model of the RT:dp/dt complex obtained by rigid body docking.

The workflow of our approach is depicted in Figure 2A. Overall, six steps are needed to
generate a FRET-restrained structural model: (1) A starting model is generated utilizing
prior knowledge from known structures, homology modeling or ab initio modeling. (2)
Taking the positional distributions of the coupled dyes into account, we use the start
model to design a network of dye positions most useful for FRET positioning and

screening (FPS, step 4). (3) FRET is quantitatively measured by single-molecule

5



multiparameter fluorescence detection (smMFD). We perform a rigorous data analysis
and error estimation of FRET-derived donor-acceptor distances by analyzing photon
distributions and time-resolved anisotropies of the dyes. (4) Possible structural models
are searched for and evaluated with respect to their agreement with the FRET data by
FPS. Here, two complementary approaches were used to generate structural models:
possible arrangements were discovered by repeated rigid-body docking of known
substructures or, alternatively, a model-free search was performed by screening suitable
models in a large structure library. (5) The possible models are ranked according to their
violation of FRET restraints and are assigned to clusters of related structure organization
to judge the uniqueness of the structure models. (6) In the final step, the precision
(RMSD) of the structure models is determined by bootstrapping.

For validation of this approach, we studied the human immunodeficiency virus type 1
(HIV-1) reverse transcriptase (RT). HIV-1 RT is a heterodimer composed of two
subunits: a 66-kD chain (p66) and a 51-kD chain (p51). RT is responsible for
transcription of viral RNA into double stranded DNA**°. We performed a smFRET
study of RT complexed with a 19/35 DNA/DNA primer/template (dp/dt) (Figure 2B and
2C) and characterized in detail the rigid double strand (ds) and flexible single strand (ss)
DNA parts of the complex. Several crystal structures were determined for the productive

complex in the open educt state (P-E, e.g., refs. *'~*

), which allows us to determine the
accuracy of FPS for dsDNA (Figure 2C). So far, the ssDNA template overhang was not
resolved by X-ray crystallography. However, there is biochemical evidence that the
properly bound template overhang plays an important role in translocation of nucleic acid
during processive DNA synthesis *°, e.g., by helping to resolve secondary structures
within the substrate, and the overall dp/dt binding affinity to RT increases with the
overhang length by a factor of seven®. Moreover, interactions of the ss region of the
template with the enzyme were shown to affect the geometry of the ds region within the
active site *°. This is thought to affect fidelity of DNA synthesis and could be responsible
for altered sensitivity towards certain nucleoside RT inhibitors. Combining FPS and

molecular dynamics (MD) simulations we found a well-defined configurational space of

the overhang preferentially interacting with one region of the protein.



Results

In the following we describe FRET-restrained high-precision structural modeling (Figure
2A) for the RT:dp/dt complex.

Step 1: Starting models. The complex partners and the labeling positions (colored
spheres) are illustrated in Figure 2B. As prior knowledge we used the crystal structure
with a 2.9 A resolution from ** (PDB-ID: 1R0A), where the RT:dp/pt complex is in the
educt state (P-E) (i.e., in the state immediately before incorporation of the next
nucleotide’’) with RT in an open conformation.

To test the accuracy of FRET-restrained modeling of the HIV-1 RT dp/dt interaction (see
step 4 below), we separated the dp/dt from the protein and applied our FPS procedure.
For determining the conformation of the template overhang missing in the crystal
structure, we generated a starting model for the MD simulations by attaching the single
strand to the crystalized DNA such that it sticks out straight from the protein.

Step 2: Network of DA pairs. Eight donor labeling positions were selected on the
enzyme and five acceptor labeling positions were chosen on the primer/template DNA
(Figure 2B). Overall, 36 independent single-molecule FRET measurements were planned
for the RT:dp/dt complex.

Step 3.1: Quantitative smFRET measurements by MFD. smMFD experiments avoid
ensemble averaging by analyzing single-molecule events. The distance information is
usually deduced from the FRET efficiency (E)*"** , which can be calculated either from

the donor and acceptor fluorescence Fp and Fa or from donor fluorescence lifetimes ma)

and 7p() with and without acceptor, respectively".

_ Fp Do
(7/'FD+FA) Tp

In equation (2), the correction factor ¥ accounts for fluorescence quantum yields @ of

Wlth Y = QFA/@FD(O) (2)

donor and acceptor. In MFD, all fluorescence parameters are acquired simultaneously’®,
which enables a multi-dimensional analysis. The correlated FRET analysis by equation
(2) helps avoiding most of the pitfalls of ensemble FRET measurements, such as
incomplete labeling, fluorophore quenching, and the inability to resolve multiple FRET

states®*73%,



In Figure 3A, 2D burst frequency histograms of the Fp/Fa signal ratio and donor
anisotropy rp versus 7pa) are presented for the complex RT(pS51E194C):dp(1)/dt. In
agreement with ref. *’ three complex types are found: Dead-end (D-E, olive), productive
complex in the product state (P-P, orange), and productive complex in the educt state (P-
E, red). The observed populations follow the theoretically expected dependencies (blue
lines) between 7p) and Fp/Fa or rp, respectively. This indicates that (1) no significant
dye quenching takes place, which could result in errors in the recovered Rpa, and (2) no
long-lived immobile dye population is observed. 2D FRET analysis of other data sets can
be found in the Supplementary Section S4. Here we calculate £ from intensities (equation

(2)) because Fp and F, obey well-defined statistics™ '

, while the lifetime information
ensures that the observed effects are due to FRET. Using both 2-D analysis and photon
distribution analysis (PDA, see step 3.2, analysis in the 1D Fp/F histogram in Figure
3A)”* gives unsurpassed sensitivity for characterization of FRET populations derived

from single-molecule FRET experiments.
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Figure 3. Distance measurements and error estimation. (A) 2D burst frequency histograms of Fp/F'a
versus the donor fluorescence lifetime 7p(a) (upper panel) and the donor fluorescence anisotropy rp versus
T(a) (lower panel) for sample RT(p51K173C):dp(10)/dt. The number of molecules (fluorescence bursts) in
each bin is gray scale colored from white (lowest) to black (highest). 1D histograms are shown as
projections. In the Fp/F's vs. mpa) plot, the theoretical relationship between Fp/Fs and 7p(a) (static FRET
line; blue) is overlaid (see Supplementary Section S3.3.2 for details). The solid line in the 7p-7p(a) diagram
are given by the Perrin equation rp = ro/(1+may/p), with p= 3.5 ns (blue), 7o = 0.374. The 1D Fp/Fa
histogram is fitted by PDA: experimental data (grey area) is fitted (black dotted line) using the following
parameters: 55% of FRET state 1 (red solid line): <Rp,>gq) = 62 A, 23% of FRET state 2 (orange solid
line): <Rp4>rp2) = 88 A, and 4% of FRET-state 3 (cyan solid line): <Rp,>p;3=47 A, oy, for all FRET

states: 9 %; 18 % of D-only (light green solid line). The fit yields }(rz =1.57 (weighted residuals are plotted

to the right of the 1D Fp/Fa histogram). The FRET-states 1, 2, and 3 correspond to the previously described
protein in educt state P-E (red), protein in product state (P-P, orange), and the dead-end complex (D-E,
cyan), respectively. (B) The derived &* values result in an error of 10.0% in (Rpa)g (see Supplementary
Section S3.3.4).

Step 3.2: Input data for FPS-distances and uncertainties. PDA and similar

1414399 simultaneously provide mean distances (Rpa)e and uncertainties

techniques
(ARpa) by explicitly taking photon statistics into account. PDA needs fewer free
parameters compared to the traditional approach of fitting multiple Gaussian peaks. It
provides meaningful fit quality parameters that allow one to justify the chosen fit model.
To estimate the errors of fitted parameters, ARpa(£), we explore the parameter space for

sets of variables providing acceptable fits (Supplementary Section S3.3.3). Error

estimation is usually very difficult if E-distributions are fitted by Gaussians using



general-purpose fitting software, because the proper model function and the standard
deviations of data points are unavailable.

Uncertainties in the mutual orientation of donor and acceptor («* errors, ARpa(x)) can be
estimated by analyzing anisotropy decays® accessible in MFD (Supplementary Section
S3.3.4). Figure 3B shows a typical distribution of possible &* values compatible with
experimental anisotropy decays. Due to a weak dependence of Ry on x* 2* this broad
distribution results in only ~10 % uncertainty in the distance. More advanced &

47,48

estimation procedures” ™" can be conveniently incorporated into our set of tools.

The overall errors ARpa are determined following error propagation rules (equation (3))
AR;, = AR, (E)+ ARy, (K7) +... 3)
This procedure was applied for 20 distances in the previously crystallized part of the
complex (Supplementary Table S2) for the dsDNA and for 16 distances in the template
overhang (Supplementary Table S3).
For generating or judging FRET-based structure models, the knowledge of (£) and, thus,
(Rpa)k 1s sufficient. These parameters can be calculated for any putative structure using
an AV or MD model and are directly comparable with experimental data. In practice,
however, it is useful to convert (Rpa)r into Ry, (see Figure 1B bottom) because this
avoids repeated calculations (or transformations) of AVs during iterative structure
optimization (see Supplementary Section S3.4.1 for further details).
To calculate (Rpa)e from the AV model we assumed static averaging of distances and
dynamic reorientation (not necessarily resulting in (x*)=2/3) on the timescale of FRET.

1923 that this approximation works well for dyes attached to

We have previously shown
DNA and RNA via long methylene linkers. Although the reorientation timescale is not as
fast for D dyes attached to RT (Figure 3A lower plot), fast rotations of A bound to DNA

justify the assumption of dynamic x*-averaging.
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Step 4: Rigid body docking of dsDNA with FRET restraints. To find the position and
orientation of dsDNA with respect to RT in best agreement with FRET data, the weighted

data-model deviation ( y; ) has to be minimized for the set of n distances,

2 C (RDA(i) - Rmodel(z))z
X5 = Z‘ A 4)
This optimization problem can be defined for (Rpa)r values or (more conveniently) for
converted mean position distances Rn,. To solve this problem, we assumed the complex
partners to be rigid bodies and applied a rigid body dynamics approach to dock the
partners using FRET restraints. Although a large number of more sophisticated

approaches exist (e.g. refs. **°

), to our knowledge none of these methods allows for the
explicit modeling of fluorophores and averaging of measured quantities over distributions
of DA distances. Here, we estimate the coordinates of mean dye positions by AV
simulations and then fix them with respect to the labeled substructure. If a distance is
measured between certain D and A dyes, this is accounted for by adding a “spring”
connecting the dyes’ mean positions, having an equilibrium length of Ry, and a strength
derived from the corresponding ARps (see Supplementary Section S3.4.2 for

implementation details). Relaxing this system is equivalent to minimizing the y;

parameter given by equation (4). Two steps are distinguished in the rigid body dynamics
approach:

“Search”. In the first step we generate a large number of complex starting from random
configurations of the binding partners excluding those which clash. To prevent clashes
between RT and DNA we introduce strong repulsive forces between atoms approaching
each other by a distance smaller than the sum of their van der Waals radii. In this way the
positioning is guided by an overall quality parameter (reduced chi-squared parameter, y.
see methods).

"Refinement”. In the second step, AVs are recalculated accounting for possible
interactions (steric clashes) between the dyes and parts of the biomolecule structure the
dyes are not attached to. The resulting mean dye positions are used to re-optimize the

structure.
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Step 5: Analysis of docking/screening results. The obtained structures are presented in

a cluster plot together with corresponding best structure models (Figure 4). Clusters
represent groups of solutions with similar x> values and low RMSD within the group
(Supplementary Section S3.5). In Figure 4, the symbol sizes reflect the group size. Blue

lines show the thresholds with respect to the best possible fit with ;(f,mm (see Methods).

After the coarse "search” step (Figure 4A; 6 A clash tolerance) three groups of solutions
are found below the threshold, with a few A RMSD (all dsDNA atoms) between these
solutions. Compared to the X-ray structure, the RMSD values for these groups are 6.3 A,
5.0 A, and 9.7 A, respectively. After one “refinement’ iteration, when AVs are re-
calculated and the clash tolerance is reduced to 2 A, only one solution remains below the
threshold (1.3 A RMSD compared to the X-ray structure; Figure 4B). There are also a
few very similar solutions with 5 — 6 A RMSD versus the best one that could be possibly

considered, but all solutions with RMSD > 10 A already have unreasonably high -

values. After the second round of refinement with a 1 A clash tolerance (Figure 4C) the
separation between the best structure and other solutions is further increased. The final
best structure shows an RMSD value of only 0.5 A with respect to the X-ray structure
(Figure 4C). The agreement is remarkably good considering the dye linker lengths of ~20
A. Even if we require higher statistical significance level of >99% (dashed cyan line in
Figure 4C) and accept the solutions with RMSD of ~4 to ~8 A (cyan), the deviation from
the X-ray structure is still much smaller than the sum of dye linker lengths, which
justifies the term “high-precision FRET”. Compared to typical x* uncertainties (~9 %),
the resulting errors are also small, which is most likely due to averaging towards (x*) =
2/3 when multiple DA distances are considered; the same applies to possible systematic
errors of the AV approach. Accounting for clashes has a clear effect on the selectivity,
but even when using unrealistically mild restrictions (“search” step, Figure 4A) FRET

models already agree well with the known structure.
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Figure 4. Cluster analysis of docking results. Rigid body docking of RT and dp/dt (both from crystal
structure PDB-ID 1R0A). Left: cluster analysis of obtained solutions is shown for (A) initial search phase
with 6 A clash tolerance, (B) first refinement iteration with 2 A clash tolerance, and (C) second refinement

iteration with 1 A clash tolerance. The symbol size reflects the number of solutions in the shown cluster.

Horizontal lines represent confidence thresholds as defined by }(rz < }(rz min T0.378 (blue solid line,

~84% confidence, ~1.4 o) and }(rz < }(rz in T1.09 (cyan dashed line in panel C, ~99% confidence,

~2.6G). The thresholds are derived from the chi-squared distribution with 14 degrees of freedom (3* < 19.3
and % < 29.2, respectively). Right: DNA from X-ray structure (black) overlaid with FPS solutions (blue,

cyan) indicated in cluster plots by colored squares.

Step 6: Estimation of precision and accuracy (see also Supplementary Section S3.5).

The uncertainties of FRET-restrained modeling include possible alternative solutions
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(local minima of y’) with similar data-model deviations and uncertainties of the best

solution itself. Assuming that a unique solution had been found at this point, we applied a
procedure similar to bootstrapping’' to estimate the precision for the best structure.

The model distance set calculated for the optimized structure (red structure in Figure 4C)
was perturbed by simultaneously adding normally distributed random numbers with a
zero mean and a standard deviation given by the experimental errors {ARpa} to all model
distances. This procedure would be impossible without meaningful “input” errors {ARpa}
from step 3.2. The structure was then re-optimized with the perturbed distance restraints.
The procedure was repeated 100 times yielding 100 perturbed structures of the ds dp/dt
part, where the phosphate atoms are shown as colored spheres (Figure 5A).

This set of structures represents a distribution of possible positions of all backbone atoms
consistent with experimental data. For each phosphate atom the uncertainty was

calculated (Figure 5B) using equation (5):

> (5)

For the best FRET model, we estimated an average precision of 2.4 A RMSD for all P
atoms of the dsDNA (Figure 5B). The X-ray structure (0.5 A RMSD to the FRET

best model Rperturbed model

RMSD = <‘1§

structure over all dsDNA atoms) is well within these uncertainty limits. The solutions
obtained at earlier stages of rigid body docking are clearly less precise and less accurate
showing that the refinement steps are essential.

Alternatively, cross-validation or similar tests’> can be performed (Supplementary
Section S3.5.2). However, in contrast to X-ray or NMR data, the redundancy of FRET
data is usually low. In practice one often chooses new labeling positions with the
objective of distinguishing between ambiguous solutions (Figure 2A). Thus, discarding a
few FRET restraints might make the position of a unit completely undefined. For this
reason, bootstrapping is preferred over procedures where some data points are completely
discarded. For RT, both ways of error estimation work well (Supplementary Section

$3.5.2).

14



gl —A—6ApH ]

ol 6 —O—1Apit "A—A—ﬁ_A—A—A—ﬁ J
5 41 A—A—D—B—A-A_A_ Ap ;ﬁ/ “A—A—A—A-_ 4 AA ]
S (2)- primer M ]
sy sl -2 0 2 4 6 8 10 12 14 16 18 ]
c el template _A-A
o

@ 4 ,
S 2 '
D— 0 L L L U U

-2 0 2 4 6 8 10 12 14 16 18
B base number

Figure 5. Bootstrapping of docked dsDNA dp/dt. (A): Ensemble of structures generated with perturbed
distances and analyzed by equation (5) and a 1 A clash tolerance. For better comparison the phosphate
atoms of the DNA-backbone are colored alternatingly yellow/red or blue/green for the primer and template
strands, respectively. The DNA is oriented as in the figure below. (B): Uncertainty of phosphate atom
positions calculated for each P atom using equation (5) after the initial search with a 6 A clash tolerance
(open triangles) and after two refinement steps with 2 A (full triangles) and 1 A (circles) clash tolerances.
The average RMSD values for all phosphate atoms are 5.0 A, 3.3 A, and 2.4 A, respectively.

Extension to flexible parts of the complex: Conformer selection (screening) using
experimental FRET data. An alternative strategy of finding a structure compatible with
FRET data is to generate a large number of putative structures (e.g., by extracting

conformations from an MD trajectory) and to "filter" the results with respect to

agreement with FRET data by calculating y. for each structure. Structures with a low

z.and of good configurational quality are then selected. An obvious advantage of this

approach is that state-of-the-art algorithms for conformational sampling can be used in
case of flexible molecules instead of rigid body docking. As a proof of concept we

generated a conformational ensemble of the template overhang (Figure 2B) applying all-
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atom MD simulations in explicit solvent™. Ten trajectories (2855 conformations, orange
dots for the N1 atom of the last nucleobase in Figure 6A) were filtered using 16 distances
where the acceptor dye was attached to the template overhang dp/dt(-6) and dp/dt(-15)
(Supplementary Table S3). The structure of the overhang, that fits best to the FRET data,
is depicted in magenta together with the approximate 1 confidence interval indicated by
green dots (150 conformations) representing the N1 atom of the nucleobase of nucleotide
dt(15). The conformational ensemble satisfying FRET data is represented by three major
configurations (bold) in Figure 6B preferentially located in positively charged regions.
The green isopleths for the N1 atom determined by MD simulations (Figure 6C) illustrate
good agreement between these regions and the structures satisfying FRET restraints. The
structures wind around the fingers domain with the 5’-end binding to RT in a loop
structure within positively charged protein regions. Although we cannot exclude the
existence of other minor conformer populations for template overhang, sub-ensemble
TCSPC data shows no excessive broadening of DA distance distributions measured for
the template overhang as compared to the dsDNA part (Supplementary Section S3.3.5,
Tables S4 and S5). Thus, a significant population of free unbound overhang can be
excluded. While interactions of the ss template region in close proximity to the primer
terminus directly affect active site geometry and, thus, fidelity of the enzyme, the effects
of template/RT interactions beyond positions -6 are not immediately obvious. However,
during reverse transcription the enzyme has to pass regions with extended secondary and
even short double stranded structures. It is conceivable that extensive interactions
between RT and the template relatively far upstream of the site of nucleotide

incorporation help resolving such obstacles.
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Figure 6. Structure of ssDNA dp/dt overhang obtained by screening of MD trajectories. (A) The
ensemble of ssDNA overhang structures generated by all-atom MD simulations in explicit solvent (orange
— 2855 conformations) and conformations filtered by smTCSPC using a confidence interval of 1o (green —
150 conformations). Dots represent the N1 atom of the nucleobase of the nucleotide dt(-15). The structure
that best fits to the FRET data is shown as a magenta cartoon (x*=0.88). (B) Conformations within a
confidence interval of 16 of the smTCSPC data. The electrostatic potential of the protein as determined by
APBS has been mapped onto the protein surface using a color scale (dark blue: 6 kgT/e.; dark red: -6
kgT/e.). (C) Green isopleths show regions of preferred residence of the N1 atom of the nucleobase of
nucleotide dt(-15) as determined from MD simulations. The isopleths encompass regions with at least 2%
of the maximal residence likelihood. Note the overall good agreement between these regions and the
location of the 1o confidence interval determined by smTCSPC (panel B).

In conclusion, FPS improves the precision of FRET-derived structures dramatically. The
combination with advanced computer simulations allows for a detailed molecular
description of the proposed structure models. We developed a procedure to characterize
the uniqueness and precision of FRET-restrained models, based on a precise
spectroscopic estimation of “input” uncertainties. Utilizing the single-molecule advantage

of FRET, heterogeneous systems can be easily investigated. Together with filtered
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fluorescence correlation spectroscopy’, FRET harbors the potential to study
conformational control of biomolecular function in complex systems within a nanosecond
to minute time range and associate it to detailed dynamic structures without spatial

averaging.

Methods and Materials

All samples, applied methods and supporting data are described in detail in the
Supplement. All used data used for FPS are compiled in the Supplementary Tables S2-
Ss.

Materials. Sample preparation and labeling was done according to >>. We used RT
mutants containing single accessible cysteine positions which were labeled with Alexa
488 as donor dye. Cy5 was used as acceptor dye and was attached to different positions
on a 19/35 DNA/DNA primer/template. This dye pair has a Forster radius Ry = 52 A.
Further details are given Supplementary Section S1.

Experimental conditions. The aqueous measurement buffer contained 10 mM KCI, 50
mM Tris*HCI, pH 7.8, 6 mM MgCl,, and 400 uM ascorbic acid. See Supplementary
Section S2.1 for further details.

Experimental methods. The multiparameter fluorescence detection (MFD) is performed
using an inverted confocal microscope with excitation by a pulsed laser at 496 nm.
Fluorescence detection is performed with an additional pinhole defining a detection
volume of 2 fl. Sample molecules diffusing through the detection volume cause a brief (~
Ims) burst of fluorescence. Dilute solutions of molecules (~ 50 pM) ensure that only
single molecules are detected. The fluorescence signal is divided into parallel and
perpendicular components and in wavelength ranges below and above 620 nm (green and
red, respectively) and single photons are detected by 4 avalanche photodiodes. For each
photon the arrival time after the laser pulse, the time since the last photon, the
polarization, and the wavelength is recorded. Fluorescence bursts are distinguished from
the background signal of 1 to 2 kHz by applying certain threshold intensity criteria *°. See
Supplementary Section S2.2 for further details.
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Analysis methods. Distances (Supplementary Section S3.3.2) and their uncertainties
(Supplementary Sections S3.3.3 and S3.3.4) were determined by PDA and time-resolved
sub-ensemble anisotropies. The positional distribution of certain species was analyzed by
sub-ensemble time correlated single-photon counting (Supplementary Section S3.3.5).
The distances were computed according to equation (1).

FPS. Details on the generation and screening of models are given in Supplementary
Section S3.4.

Method for rigid body docking of dsDNA with FRET restraints in Step 4 (for more
details see Supplementary Section S3.4.2) “Search” In the first step, we generate a
large number of rigid body models that correspond to local minima of z > (see
Supplementary equation (S15)). For this, the optimization is started from a random
configuration of the binding partners excluding those with clashes between them. The
Verlet algorithm®’ (see Supplementary Section S3.4.2.2) is applied to model translational
and rotational motions of units until the system is relaxed and certain convergence
criteria are fulfilled. Although probably not the most efficient optimization algorithm,
rigid body dynamics is straightforward to use and allows exploration of the local minima.
In addition, clashes between molecules are prevented by introducing strong repulsive
forces between atoms approaching each other by a distance smaller than the sum of their
van der Waals radii. In this way, rigid body dynamics effectively minimizes the reduced

chi-squared parameter that accounts for violations of FRET restraints and of van der
Waals radii, y’ =(y; + x..,)/(n—p)(p is the number of degrees of freedom, here 6).

Initially clashes are allowed to some extent to ensure penetration of DNA into the nucleic
acid binding cleft, and structures showing considerable clashes can be filtered out later.
To ensure exhaustive sampling of the configurational space of the binding partners,
docking with random initial conditions is repeated many (10*-10) times.

"Refinement”. The second step is to re-model the AVs accounting for possible
interactions (steric clashes) between the dyes and parts of the biomolecule structure the
dyes are not attached to. These modified AVs are then used to calculate new mean dye
positions, followed by a re-optimization of the structure. At the same time, we
simultaneously reduce the clash tolerance to make clashes between complex partners

practically forbidden. This procedure can be repeated several times for each structure
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until new iterations do not further improve the agreement with experimental data or
change the solution significantly.

Analysis of docking/screening results. Solutions are considered ambiguous if the

respective y> values do not differ significantly. We typically apply a threshold
1< ;(f’min + [2 /(n— p)]”2 , which roughly corresponds to the variance of the chi-squared

distribution of 2 x (degrees of freedom)’® (blue lines in Figure 4). The fact that Xl i 18

often larger than one is attributed to systematic experimental errors and to possible
limitations of the AV and/or rigid body models. In this work this problem is compensated
by oversampling. Other criteria defining different levels of significance can be applied
here in a straightforward way.

MD simulations are described in Supplementary Section S3.4.3. The discrimination
between models and the determination of quality parameters is described in

Supplementary Section S3.5.
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S1. Materials

S$1.1. HIV-RT:dp/pt complex

Sample preparation and labeling was done according to '. We used RT mutants containing a
single accessible cysteine at positions 6, 27, 194 and 287 on the p66 subunit (RT(p66Q6C),
RT(p66T27C), RT(p66E194C) and RT(p66K287C), respectively) and at positions 6, 173, 194
and 281 of the p51 subunit (RT(p51Q6C), RT(pS1K173C), RT(p66E194C) and RT(p66K281C),
respectively) * (see Figure 2B in the main text). These cysteines were labeled with the green
donor fluorophore Alexa488-C5 maleimide °. The red acceptor dye Cy5 was attached to the
primer strand at positions 1, 10 and 19 (dp(1)/dt, dp(10)/dt and dp(19)/dt, respectively) or the
template strand at positions -15 and -6 (dp/dt(-15) and dp/dt(-6), respectively) of a 19/35
DNA/DNA primer/template (see S1.2 and S1.4 for sequences, labeling positions, secondary
structure and numbering of dp/dt) either by internal labeling with a C6-aminolink with the NHS-
ester of Cy5 (for dp(10)/dt, dp(19)/dt, dp/dt(-6) and dp/dt(-15)) or to the 3’ end of the primer
with the phosphoamidite derivative of Cy5 (for dp(1)/dt) (see S1.3). The sequence of the

primer/template is based on the HIV-1 viral primer binding site.

$1.2. dt/dp sequences

Table S1. Sequences and labeling positions (red) of primer (dp) and template (dt) strands.

sample sequence and labeling position

dp 5'-d(TTGTCCCTGTTCGGGCGCC)-3'
dp(1) 5'-d(TTGTCCCTGTTCGGGCGCC)-3'
dp(10)  5-d(TTGTCCCTGTTCGGGCGCC)-3'
dp(19)  5-d(TTGTCCCTGTTCGGGCGCC)-3'
dt 5'-d(TGGTTAATCTCTGCATGGCGCCCGAACAGGGACAA)-3'
dt(-6)  5-d(GGGTTAATCTCTGCATGGCGCCCGAACAGGGACAA)-3'

dt(-15) 5'-d(TGGTTAATCTCTGCATGGCGCCCGAACAGGGACAA)-3'




S1.3. Structures of modified nucleotides
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Figure S1. Structures of the fluorescent modified nucleotides used. (A) dThymine labeled with C6-
aminolink with the NHS-ester of Cy5 used at positions dp(10), dp(19), dt(-6) and dt(-15). (B) 3’ labeled
dCytosine with the phosphoamidite derivative of Cy5 used for position dp(1).

$1.4. Secondary structure of dp/dt

19 10 . dp/dt(-15)
5'-TTGTCCCTGTTCGGGCGCC-3"

3'-AACAGGGACAAGCCCGCGGTACGTCTCTAATTGGT-5"
19 10 1 -6 -15

Figure S2. Secondary structure of DNA dp/dt(-15) with labeling position (red).



S2. Experimental conditions

Experiments were performed according to *:

S2.1. Measurement conditions

The aqueous measurement buffer contained 10 mM KCI, 50 mM Tris-HCI, pH 7.8, 6 mM
MgCl,, and 400 pM ascorbic acid. Because of the extremely low concentrations used in single-
molecule studies (50 pM RT and 200 pM dp/dt), high binding affinities are required to ensure
stable complex formation. By reducing the KCI concentration from the 50 mM used in previous

studies on this system °

to 10 mM, we were able to reduce the dissociation constant, Kj,
dramatically. Data from classical ensemble titrations indicated an upper limit for the Ky value at
this salt concentration of <100 pM. The actual single-molecule measurements confirmed that the
affinity was high enough to ensure complex formation, because most RT molecules sampled
contained bound (labeled) substrate. Ensemble measurements on single nucleotide incorporation
under these salt conditions showed similar kinetic behavior to that seen at higher salt, with three
kinetic phases being observed '~. Before measurements, a ‘‘stock’” complex solution was made
at a concentration of 250 nM protein and 1 uM dp/dt. This solution was equilibrated on ice for at
least 30 min. Immediately before a measurement, the stock solution was diluted rapidly into the
measurement buffer 1:10, followed by a further 1:10 dilution before a final 1:50 dilution to a
final concentration of 50 pM protein and 200 pM dp/dt. A droplet of the sample solution (50 ul)
was applied to a coverslip which formed the bottom of a closed chamber with a water-saturated

atmosphere. Coating the coverslip with k-casein led to complete suppression of adsorption of the

sample molecules during the measurement time of up to an hour.

$2.2. Multiparameter Fluorescence Detection (MFD)

MFD is performed using a confocal (pinhole & = 100um) epi-illuminated microscope with
excitation by a pulsed linearly polarized argon-ion laser at 496 nm. The laser is focused into the
solution with a 60x 1.2 water immersion objective. Fluorescence detection is performed with the
same objective, but with an additional pinhole that results in a detection volume of 2 fl, as
estimated from fluorescence correlation spectroscopy (FCS) measurements. Further set-up

parameters obtained via FCS are the ratio ax/zy of 4, and the characteristic diffusion times #p for



Rhodamine 110 and RT:dp/dt complex single-labeled at position p66K287C of 0.3 and 1.3 ms,
respectively. Here, ay and zy are the distances from the center of the laser beam focus in the
radial and axial directions, respectively, at which the collected fluorescence intensity has
dropped by a factor of ¢’, compared with its peak value. Sample molecules diffusing freely
through the solution occasionally pass through the detection volume, resulting in a brief (~ Ims)
burst of fluorescence. Dilute solutions of molecules (~ 50 pM) ensure that only single molecules
are detected, each molecule producing a single burst. The fluorescence signal is divided into
parallel and perpendicular components in wavelength ranges below and above 620 nm (green
and red, respectively; filters: HQ535/50, HQ730/140). The photons are detected by 4 avalanche
photodiodes (APD) coupled to a counting board (SPC 431, Becker & Hickel, Berlin) and a
personal computer. For each photon the arrival time after the laser pulse, the time since the last
photon, the polarization, and the wavelength is recorded. Fluorescence bursts are distinguished

from the background signal of 1 to 2 kHz by applying certain threshold intensity criteria °.

S3. FPS Method

$3.1. Starting Model

Dye distributions by the AV approach. We model dye distributions by the AV approach "
according to °. The dyes are approximated by a sphere with an empirical radius of Raye, where the
central atom of the fluorophore is connected by a flexible linkage of a certain effective length
Liink and width wyip, to the nucleobase. The overall length of the linkage is given by the actual
length of the linker and the internal chemical structure of the dye. A geometric search algorithm
finds all dye positions within the linkage length from the attachment point which do not cause
steric clashes with the macromolecular surface. All allowed positions are considered as equally
probable which allows one to define an accessible volume for the dye (AV). To take the three
quite different spatial dimensions of Cy5 (see Figure S1) into account, we used its real physical
dimensions for each calculation of a position distribution and performed three independent AV
simulations with three different radii Rgye) and superimposed them. Thus, the obtained position
distribution represents an average weighted by the number of allowed positions. See caption of

Figure 2 in the main text for values used for Ryye), Liink and wiink.



Prior Knowledge: States expected to be observed for the HIV-1 RT:dp/dt complex. Under
the given measurement conditions the RT:dp/dt complexes adopts different conformational states
designated as product complex in educt state (P-E), product-complex in product state (P-P) and a
dead-end complex (D-E). The P-P and P-E are two species generally close in transfer efficiency
representing different steps in the polymerization reaction 4 The dead-end complex (D-E) is
most likely not directly contributing to the enzymatic activity of the protein *. The measurements
were performed in absence of ANTPs and pyrophosphate. Thus, all three states are present under
the given measurement conditions. However, as the protein is preferentially in the educt-state (P-
E), the state with the highest amplitude was assigned to the P-E the state and the less populated
state to the P-P state. Depending on the relative orientation and distance of the donor and
acceptor fluorophores the two states could not always be resolved as the change in transfer
efficiency upon transition from P-E to P-P is not big enough. Hence, the states P-E and P-P were
sometimes fitted with one state. Only a small fraction of the protein/DNA complex is in the
enzymatically not contributing D-E complex. Thus an assignment of the P-E state is in most

measurements unambiguous.

$3.2. Network of DA-pairs

Details on the labeling positions can be found in Section S1.

$3.3. Quantitative FRET-measurements

S$3.3.1.MFD-measurements

For experimental setup for MFD see Section S2.2

$3.3.2.Distances through PDA

As specified in the main text, we calculate distances by measuring the fluorescence intensities of
D and A (Fp and F, respectively). Rpa is then given by combining equation (1) and (2) in the

main text which yields equation (S1):

D F

FD(0) 174

RDA:( Prs QTRO
(SD)

or equivalently by equation (S2):
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Here, we use the reduced Forster radius Ry, |, which, in contrast to Ry, does not depend on Prp(p).
Throughout this work we used @pa = 0.32 (Dpy = 0.32 due to the presence of ~ 20% cis-trans
isomerization instead of @y, = 0.4 which is expected for ensemble measurements '°) and Ro, =
53.97 A (using Ry = 53.97 A is equivalent to Ry = 52 A and ®pp() = 0.8). Fp and Fa can be
calculated from the signals measured in the green and red detection channels Sg and Sg,

respectively, via equations (S3) and (S4):

F, :iz— (S3)
8¢

F,="t="t (S4)

where Fg and Fr are the fluorescence signals in the green and the red signal channels,
respectively, « is the crosstalk factor which is determined as the ratio between donor photons

detected in the red channels and those detected in the green channels (a = Fy, / Fy; 5, ) for the D

only labeled sample, gg and gr are the detection efficiencies in the green and red channels,
respectively, and (Bg) and (Bgr) are the mean background intensities in the green and red
channels, respectively. For the determination of Rpa we only need to know the ratio between Fp
and F,, therefore, we only need to know the ratio between the detection efficiencies go/gr (see

below for the determination of gg/gr).

To accurately predict the shape of Sg/Sr (or equivalently Fp/Fa) histograms in the presence of
FRET we use PDA, which explicitly takes into account shot noise, background contributions and
additional broadening due to complex acceptor photophysics '':1%1% Kalinin. 2010 #2744 “ppy A

calculates the probability of observing a certain combination of photon counts P(Sg, Sr)

P(SG’SR): ZP(F)P(FG’FR |F)P(BG )P(BR) (S5)

F+Bg=Sg,Fr +Br=Sg



The intensity distribution of the fluorescence only contribution to the signal, P(F), is obtained
from the total measured signal intensity distribution P(S) by deconvolution assuming that the
background signals Bg and Br obey Poisson distributions, P(Bg) and P(Bgr), with known mean
intensities (Bg) and (Br). P(Fg, Fr | F) represents the conditional probability of observing a
particular combination of green and red fluorescence photons, Fg and Fg, provided the total
number of registered fluorescence photons is F, and can be expressed as a binomial distribution
13, Subsequently, P(Sg, Sr) may be further manipulated to generate a theoretical histogram of any
FRET-related parameter as discussed elsewhere '*.

Species needed in PDA. Typically a model was used which accounts for two FRET-populations
representing the educt-state (P-E) and the product-state (P-P), a D-only population, and, if
necessary, populations accounting for impurities and for a dead-end complex (see above Section
S3.1) were added as well (see section S4.2 for the assignments of the states in MFD plots for all
experiments). The FRET states were fitted using the same value for the global relative additional
(beyond the shot noise) width o, (see above Section S3.1). Of the P-E and P-P states the
distance of the one with the larger amplitude was assumed to be P-E and, thus, was chosen to be
used for structural modeling. For some datasets only one FRET state is visible. In those cases we
assume that the product and educt state are overlapping. If the P-P and P-E-state have similar
amplitudes (ratio smaller than 4:3) an assignment of the distances to the corresponding states is
not possible and the amplitude weighted distance <R>, with the uncertainties err;, err. has been
used for modeling (see Table S2). In general, for a model with » FRET states and a D-only
fraction, 2n+1 fit parameters are needed: » mean DA distances, n fractions, and an additional
(beyond the shot noise) distribution width o,p, expressed as a fraction of the corresponding mean
distance. This additional distribution width can be attributed mainly to complex acceptor
photophysics and thus can be fitted globally as justified in '*. As a result, PDA needs much fewer
free parameters than the classical approach of fitting multiple Gaussian peaks, which requires up
to 3n+1 parameters (n mean DA distances, n fractions, n+1 peak widths).

To be able to convert model distances into probabilities of observing green photons, the
detection efficiency ratio gg/gr i1s needed (see equations (S3) and (S4)). The smFRET
measurements were performed over a period of more than one year. For the individual
measurement sessions the gg/gr-ratio of the setup was calibrated for each measurement session

by requiring that the linker-corrected static FRET line "> goes through the observed FRET



populations in the 2D histograms of Fp/Fa vs ) (see e.g. Figure 3A main text, see Tables S2
and S3 for the determined values for gg/gr). The linker-corrected static FRET lines were

calculated with the following equation:

D T
FD /FA _ _ FD(O) < D(0)>X 1 (S6)

(D 3 2
FA 3 Tha) f+cz Tpeay f+cl Tpeay f+co

whereas <t>, and <t;>r are species and fluorescence averaged lifetimes, respectively. The
polynomial coefficients in equation (S6) are compiled in Table S7. They are obtained as
described in '° with one modification. In this work we also consider the fact that in most of cases
the fluorescence decay of D dyes (Alexa488) bound to RT is multi-exponential. Thus, the
formalism described in '° has to be extended as follows. First, the donor fluorescence decay is
formally fitted using a multi-exponential relaxation model (see Table S6). For each donor sub-
species, we assume that its quantum yield is proportional to the corresponding fluorescence
lifetime, and calculate the donor and acceptor fluorescence (equation (2) in the main text) as well
as the lifetime distribution in the presence of FRET (equation (2) in the main text) as described
1. The total donor and acceptor fluorescence intensities are weighed sums of those calculated for
all donor sub-species, and the overall lifetime distribution is a superposition of species-specific
lifetime distributions, weighted by the species fractions. From these data we can calculate (7)¢
and (E) ((E)=(Fa)/[y’(Fp)+(Fa)]) for any given (Rpa). This procedure is then repeated for a series
of (Rpa) values, yielding corresponding sets of (7)r and (E). This dependence is approximated
with a polynomial function (equation (S6)). A program for computing various FRET lines is

available from the authors (see http://www.mpc.uni-duesseldorf.de/seidel/software.htm).

S$3.3.3. Statistical uncertainties in PDA

Confidence intervals estimation for multiple fit parameters is performed as follows. All free fit

parameters are varied simultaneously in a random manner. The y2-value is calculated at 100000

random points yielding 100-1000 points with y2Z-values below ;(,,z,min +(2/ Ny, )"? (here Nyjns is

ins

the number of histogram bins, and Zf min 18 the reduced chi-squared of the best fit). The range

where such fits are possible is assigned as 1o confidence interval (Figure S3). Whereas one

10



could calculate y? thresholds more strictly from the chi-squared distribution '°, in practice }(,2 min

is often affected by experimental imperfections and can be considerably larger than one. For this

reason, we prefer the simple test mentioned above which relates y? values to that of the best fit.
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Figure S3. Confidence interval estimation in PDA. Here (Rpa)r of the P-E state is plotted against its
apparent width (o) for RT(p66Q6C):dp(10)/dt. Black points represent sets of parameters which provide

acceptable fits with )(rz < )(rz T (2/N, )1/2, where }(,2 min 1S the reduced chi-squared for the best fit,

and Nyins 1s the number of FRET histogram bins. Gray dots correspond to }(,2 < ){imin +1, making it clear

that pre-defined search intervals are sufficiently large. Red lines show resulting 1o confidence interval for

(Rpa)E.

It is clear from Figure S3 that in our case the statistical uncertainties (< £0.2A) are very small
compared to those due to & (see further). However, photon statistics becomes more relevant
when minor and/or overlapping FRET states are considered. If an assignment of the P-P and P-E
state is unclear the errors were calculated as described above. In our experience, for minor FRET
states with <20% equilibrium population, statistical errors can easily exceed those due to &°

uncertainties (unpublished results).
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S3.3.4. Estimation of the k2 related distance uncertainties

The procedure is described in details in >

. Briefly, the knowledge of residual anisotropies
(r») of the directly excited D and A, and that of the A excited via FRET (rxp , 7oA and 7 am),
respectively), allows one to reduce the range of possible x*-values. In our case a sub-ensemble
analysis of single-molecule data was performed to estimate 7. p. Figure S4 shows typical decays

of polarized components F(¢) and £, (f) which are globally fitted with the following model:

F(t)=F()-(+2-31,)-r(t))/3+B,
F,(t)=GF(t)-(1-(1-3L) - 7(t))/3+B, s7)

In equation (S7) F(¢) is the fluorescence decay typically modeled by a bi-exponential relaxation,
G 1is the ratio of detection efficiencies of parallel and perpendicular channels, factors /; and /,
describe polarization mixing in high-NA objectives '°, and By and B, represent background
contributions in parallel and perpendicular detection channels, respectively. The anisotropy
decay r(¢) reflects local motions of the dye and global rotations of the macromolecule according

to equation (S8)

t t t

r(t) = |(ry — 1) Plocal + 1, | e Palobal = (r, —1,.)e P + 1, (S8)

In equation (S8), 7y is the fundamental anisotropy (fixed to ry = 0.38). A fitted anisotropy decay

is presented in Figure S4. For r,a we use 0.13 from °

and for r, o) We used steady state
anisotropies 7sam) Which were determined via PDA according to 12, Using the formalism
described in ', we obtain &* uncertainties (ARpa(x°)) corresponding to each FRET distance. A
typical x*-distribution is shown in Figure 2 (main text). All values determined for ARp, are listed

in Tables S2 and S3.
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<5 Figure S4. (Middle) F(¢) and F () decays obtained for

;'g:: — the D-only population of sample RT(p51E194C):dp/dt.
L_g“ AR LA The instrument response functions (IRF) for parallel and

° :ftFH E perpendicular detection channels are shown as open and
it

" Decay| filled circles, respectively. The fits to Fj(f) and F ()

e IRFL (equation (S7)) are displayed as black solid lines. Weighed

Fit 1
X = Decay L residuals are shown in the upper panel. (Bottom) The

experimental anisotropy decay calculated as r(f)= [Fj(¢) —
GF ()J/[F\(?) + 2GF (?)] overlaid with that obtained from
the fitted model functions (equations. (S7) and (S8)). The

resulting 7, is 0.131 (the apparent anisotropy plateau is

5 3 . A : 70 lower because of background contributions).
Time [ns]

$3.3.5. Sub-ensemble TCSPC (seTCSPC) of FRET data

Due to local quenching the fluorescence decay of the donor in the absence of FRET is often

multi-exponential (equation (S9))

Fooy () = z xg) exp(—t/ TI(Ji()O) (S9)

Furthermore, it is usually assumed that for given DA distance and orientation, FRET rate (krret)
is independent of the donor lifetime. This is strictly true if quenching does not change the donor
radiative lifetime, which is generally reasonable. In the presence of FRET, the donor

fluorescence decay can be then expressed as

Fy(0) = le()i) I P(RDA)eXp[_%[l—i_(RO/RDA)G]]dRDA (S10)
- T

Rpa D(0)

In this work we assumed Gaussian distribution of donor-acceptor distances (P(Rpa)) with a mean
of (Rpa) and a half-width of opa. In addition, a fraction of Donor-only molecules (xponly) Was

considered (equation (S11)):

F)=(1- xDOnly)FD O+ xDOnlyFD(O)(t) (S11)

13



Equation (S11) in combination with equation (S7) was used to fit the polarized components of

the donor fluorescence relaxation recovered from smMFD data.

As shown in Figure S5 and Tables S4 and S5 there are no differences in width between the
samples with an acceptor located on the double stranded part of the DNA (dp(1)/dt, dp(10)/dt,

dp(19)dt) and the samples with the acceptor fluorophore attached to the template overhang
(dp/dt(-6), dp/dt(-15).

(A) (B)

RT(p66K287C):dp/dt(5) 104 RT(p66K287C):dp(1)/dt ]

© e IRFL © IRF| | © e IRF.L o IRF|
C.3 | Fit L Fit | S) ] Fit L Fit |
o0 ¥ = Decayl = Decay| 3 H10° = Decayl = Decay|
w ] Eq e
10%
102'- 1 1 1 1 1 1 1 1 1
Time [ns] Time [ns]

Figure S5: Decay histograms and fits of a Gaussian model function distributed in Rps. The fluorescence
properties (lifetimes) and anisotropies of the donor were fixed to the values of the donor sample
p66K287C:dp/dt, the background fluorescence was fixed to values determined by independent
background measurements. Free fitting parameters are the mean DA distance <Rps> and the width of the

distance distribution ops. The obtained parameters are: (A) <Rpa> = 43 A opa = 13 A, ;{2 » = 1.0, for

RT(p66K287C):dp/dt(-5), and (B), <Rpa>=34 A ops = 15 A, y* = 1.4 for RT(p66K287C):dp(10)/dt.

$3.4. Generation/Screening of models

$3.4.1.0btaining mean position distances: additional details

As in this work we focus on FRET between dyes attached to a macromolecule via flexible
linkers, we must consider the contribution of linker length to the DA distance. In most of cases it
is not negligible and can be even comparable with absolute donor-acceptor distances (Figure 1A
main text). As discussed in detail in °, dye linkers are responsible for two major effects: (1)

obviously, a considerable displacement of the mean dye position with respect to the attachment

14



point is expected, and (2) averaging of FRET efficiencies over possible DA distances and

orientations takes place. The second consideration makes the well-known equation

E=1/(1+R},/RY) inapplicable even to calculate the distance between mean dye positions

(Rmp). To 1illustrate this effect and hence the difference between Ry, and (Rpa)e AVs of Alexa488
and Cy5 dyes attached to DNA using "standard" C6 linkers were simulated. Figure 1A (main
text) schematically shows simulated dye clouds, making it also clear that the C6 linker length
(~20 A between the attachment point and the center of the dye) is comparable with DA distances
accessible to FRET (~35-70 A for the Alexa488-Cy5 pair). By varying the labeling position of
the acceptor dye, we obtained a set of mean position distances and corresponding mean FRET
efficiencies (E). In Figure S6, the values of (E) are plotted against R, values. Significant
deviations between the Forster dependence (equation (1) in the main text) and the obtained
relationship between (E) and R, are apparent. Thus, if the average FRET efficiency (E) is
directly used to calculate Ry, errors of up to 10 A (~30%) are expected (Figure 1B main text).

By interpolation of an (Rpa)e-Rmp dependence using a known set of dye clouds, a (Rpa)e-Rmp
conversion function >'° can be generated. We should note that (E) depends not only on Rump, but
also on the mutual orientation of the dye clouds (of given size and shape). Fortunately, this effect
is relatively weak even for asymmetric dye position distributions such as presented in Figure 1A.
Figure 1B (main text) shows the conversion function generated for random orientation of the
dyes' AVs. The average deviation between the data and the fitted 3rd order polynomial function
is only 0.6 A (30 A < (Rpa)e < 70 A), which is much smaller than typical uncertainties of FRET-
derived distances. Obviously, for more spherical AVs this deviation would be even less
pronounced. This justifies the use of a conversion function at least during the initial optimization
steps. With some effort the (E)-R,, conversion function can be also obtained empirically 2 py

studying a set of molecules with known structure (e.g. dsDNA).
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Figure S6. The relationship between R, and (E) averaged over spatial distributions of donor and
acceptor estimated using the AV approach as shown in Figure 1A in the main text (for simplicity, &* = 2/3
is assumed for every DA pair). The red solid line represents the dependence given by equation (1) in the

main text with Rpa = Riyp.

$3.4.2.Rigid body docking: implementation details

5$3.4.2.1. Mechanical model.
As discussed in the main text, the purpose of rigid body docking is to minimize the weighed
deviation between n experimentally obtained distances {Rpa} and corresponding model

distances {Rmodel}, given the uncertainties {ARpa}:

2 (RDA — Rmodcl)
Ap =, oA —medl) (S12)
(ARDA )
In equation (S12), {Rpa} can represent a set of Ry, or (Rpa)r values. The first option is easier to
implement in combination with rigid body dynamics, whereas directly calculating deviations
between experimental and model (Rpa)r is more appropriate for structure screening. Now we
notice that the right-hand part of equation (S12) is equivalent to the energy of a network of mean

dye positions (points in space), connected with n springs with relaxed lengths of {Rpa} and

corresponding spring constants k:2/(RD y )2. The coordinates of mean dye positions are
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obtained by MD or AV simulations and then fixed with respect to corresponding labeled
macromolecules, which are treated as rigid bodies. Minimizing #’g in equation (S7) is equivalent
to relaxing this rigid body system. Here and further in this section we use reduced energy which
results in unusual units for & [1/A*] and other familiar quantities. If not stated otherwise, all

distances are expressed in A, and masses are expressed in Da.

In addition to FRET restraints, clashes between different subunits are prevented by considering

clash contributions to the total “energy”, equivalently to equation (S12), by equation (S13):

>
Ko =2 " i =t (S13)
clash — P 2
. (rm. +r, = ry.)z /r 1y <+,

ctol >0

where 7y is the distance between atoms i and j which belong to different subunits, 7,; and r,,; are
their van der Waals radii, and 7. is the pre-defined clash tolerance. We typically used 6 A
during initial search and 2 to 1 A during refinement (see “step 4” in the main text). More realistic
potentials (e.g. the Lennard-Jones potential ') can be also used here instead of the harmonic
potential in equation (S13). The simplified approach (equation (S13)) is justified by low
accuracy of FRET data (a few A) as compared to possible violations of van der Waals radii (7,,; +
i — 1 <0.1 A). Anyhow, by choosing a sufficiently small 7., the atoms can be made as “hard”
as desired, in which case the contribution of y2,, becomes negligible. The reduced chi-squared

parameter to be minimized is then given by equation (S14)
17 =12 + Zisa )= p) > min 1o

where 7 is the number of distance restraints (in our case n = 20) and p is the number of degrees

of freedom, which is equal to 6 % (number of bodies — 1), in our case p = 6.

$3.4.2.2. Time evolution of the rigid body system
The position and orientation of each subunit at any time ¢ is described by a coordinate vector of
its center of mass x(¢) and a rotational matrix Q(#). To model translational and rotational motions

we used the Verlet algorithm ** with damping,

x(t+At) = 2 —v)x(t) — (1 —v)x(t — At) + FAt? /m (S15)
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In equation (S15), At is the simulation time step, the factor v accounts for viscosity (see equation
(S20)), F is the total force acting on a subunit, and m stands for its mass. The “forces” are
derived from violations of FRET distances, clashes between subunits, and optionally other
constraints (e.g. flexible chemical linkages between subunits). Since here we are only interested
in finding energy minima (rather than in investigating trajectories), we use a simplified
representation of the moment of inertia (/) by assuming the same (mean) value of / for all axes.
In analogy with equation (S15), we obtain for the rotations

Q¢ +46) = @ (,6) QW —v6,)Q()Q (¢ — A Q(t) (S16)

T’
In equation (S16), T is the total torque vector; the angle dis given by
0 = At*|T|/I (S17)

the rotational matrices with parameters represent a rotation by angle @ about an axis u,

c+uid Uplyd — U,S U, d + uyS
Q(u,0) = | uuyd + u,s c+uid Uyl d — Uy S (S18)
Uyl d — UyS  UyU,d + UyS c+uzd

with: u = (ux, uy,uz); c=cosO; d=1-—cosf; s=sind
and w and 6, fulfil equation (S19)

Qw,6,) = Q(1Q~'(t — Ar) (519)

To minimize oscillations and to improve convergence, viscosity factor v must be chosen so that

the system is close to being critically damped. vis initially estimated by equation (S20)
v = 2At/K/M (S20)

with an option of additional fine-tuning to improve convergence. In equation (S20) K is the sum

of all spring constants and M is the total mass of all subunits.

Each rigid body simulation is run until the following criteria are met: kinetic energy Ex < 0.001;

|F] <0.001; |71 < 0.02 (in the units described above). After the initial search procedure, typically
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more than 99% of structures reach convergence as defined by these criteria. We should also
mention that more advanced optimization procedures > can be also applied at this step.
However, in our experience, even with rigid body dynamics >95% convergence probability is

achieved in most of cases.

$3.4.3. Structure ensemble generation via MD simulation

In the complex determined by X-ray crystallography (PDB code: 1R0A) four unpaired
nucleotides of the template overhang are present. To generate a starting structure for the template
overhang 12 nucleotides were added to the existing strand (sequence: 5’-GGGTTAATCTCT-3")

such that the unpaired bases point straight away from the protein.

MD simulations were performed with the AMBER 11 suite of programs ** together with the
force field as described by Cornell et al. ** using modifications suggested by Simmerling et al. *°
for the protein, and the “bsc0” parameterization for the DNA *’. The complex structure was
placed into an octahedral periodic box of TIP3P water molecules ** with Na" ions added to reach
electroneutrality of the system. The distance between the edges of the water box and the closest
atom of the complex was at least 10 A, resulting in a system of ~147000 atoms. The system was
minimized by 50 steps of steepest descent minimization followed by 450 steps of conjugate
gradient minimization. The particle mesh Ewald (PME) method ** was used to treat long-range
electrostatic interactions, and bond lengths involving bonds to hydrogen atoms were constrained
using SHAKE *. The time-step for all MD simulations was 2 fs, with a direct-space, non-bonded
cutoff of 8 A. Applying harmonic restraints with force constants of 5 kcal mol™” A~ to all solute
atoms but the added nucleotides, canonical ensemble (NVT)-MD was carried out for 50 ps,
during which the system was heated from 100 K to 300 K. Subsequent isothermal isobaric
ensemble (NPT)-MD was used for 50 ps to adjust the solvent density. From there, with the
harmonic restraints applied to all solute atoms but the first 15 nucleotides of the template
overhang, ten different trajectories were spawned by adjusting the simulation temperature to
300.0 K, 300.1K, ..., 300.9 K, using a time constant of 10 ps for heat-bath coupling. After
additional 20 ns of equilibration time for each trajectory, the following 50 to 65 ns of NVT-MD
for each trajectory were used for analysis with the program ptraj of the AMBER suite, with

conformations saved every 20 ps. This resulted in 571 ns of total simulation time for production.
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For filtering against FRET data (see Figure 6A, main text), conformations were extracted from
each trajectory at intervals of 200 ps and pooled together. Likewise, the trajectories were pooled
for generating a 3D histogram of the preferred location of the N1 atoms in either t(-15); the
spacing of the cubic grid is 1 A. Isopleths show preferred regions of occupancy by the N1 atoms
at a contour level of 90% with respect to the most highly occupied cube. Figures were generated

with PyMOL.

S3.5. Model discrimination

$3.5.1.Cluster analysis on dsDNA

After the search phase, the obtained solutions are sorted by “energy” (or equivalently by x?2) and
plotted as shown in Figure S7A. Obviously, there are groups of very similar solutions (clusters),
which are separated by steps in the yZ plot and corresponding peaks in the RMSD plot (Figure
S7C).

To generate a cluster plot as shown in Figure 4 (main text), we applied thresholds to Ay? and
RMSD plots as shown by red lines in Figure S7. Solutions for which both Ay? and RMSD fell
below these thresholds were grouped with previous structures. As a result, several clusters of

similar structures were obtained as shown in Figure 4 using different symbol sizes.

Figure S7. (A) x% for 2000 best solutions. (B) Increase of y?2
compared to the previous structure. (C) RMSD between current and
previous structures. Best 2000 of 10000 structures generated during

the search phase with 7y, = 6 A are shown. Red lines indicate

clustering thresholds. Resulting clusters are shown in Figure 4

(main text).

RMSD vs prev., A

0
0 500 1000 1500 2000
structure ID
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$3.5.2. Precision estimation: overfitting tests (dsDNA)

Figure S8. Overlay of 5 structures obtained using 80% of FRET restraints each (blue) and the best

solution described in the main text (red).

For these tests we randomly discarded 20% of distances in each case and re-optimized the
structure using the remaining 80% of FRET data. Figure S8 shows the overlay of 5 resulting
structures with the best solution (red). Compared to the optimal solution, the mean RMSD of
DNA phosphate atoms calculated for these 5 structures is 0.5 A, the worst-case RMSD is 1.1 A.
This test is similar to commonly used cross-validation tests *' and clearly demonstrates that our

results are not critically dependent on any single distance restraint.

$3.5.3. FRET-guided screening for the template overhang
The width of the states identified by seTCSPC and PDA on the single-stranded DNA is

comparable to the donor-acceptor distribution on the double stranded part of the DNA (see
Figure S5 and Tables S4 and S5). Moreover, structures that do not wind around the fingers

domain are clearly inconsistent with the FRET data.
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S4. Summary of experimental results

S4.1. Tables

Table S2. Major distances <Rpa>g (amplitudes in brackets) resulting from PDA used for structural
modeling of dsDNA, corresponding x’-errors ARpa(x”), fitted apparent widths of <Rps>p-distributions
oapp, and average amplitude weighted distances <R>,, with corresponding errors err.., and the used
experimental setup.

sample <Rpa>g, A (fraction)  ARpa(K°) op/R <R>,A e, err, setup
RT(p66Q6C):dp(1)/dt 46(70%) 9.8% 7.8% 46 45 45 b
RT(p66Q6C):dp(10)/dt 46(58%) 9.9% 59% 46 45 45 b
RT(p66Q6C):dp(19)/dt 73(69%) 9.0% 8.5% 73 64 64 a
RT(p66T127C):dp(1)/dt 30(20%) 8.8% 9.0% 30 28 2.8 b
RT(p66T27C):dp(19)/dt  73(59%) 8.8% 8.0% 73 64 64 a
RT(p66E194C):dp(1)/dt  41(52%) 7.4% 72% 41 3.1 3.1 c
RT(p66E194C):dp(10)/dt  44(35%) 7.3% 7.9% 44 32 32 c
RT(p66E194C):dp(19)/dt  83(58%) 7.3% 9.2% 83 6.1 6.1 c
RT(p66K287C):dp(1)/dt  44(26%) 10.3% 9.0% 44 45 45 c
RT(p66K287C):dp(19)/dt  45(50%) 9.6% 9.1% 45 44 44 a
RT(p51Q6C):dp(1)/dt 68(45%) 76(36%)  9.3% 9.0% 71 10.5 9.8 b
RT(p51Q6C):dp(19)/dt 65(80%) 9.4% 73% 65 62 6.2 b
RT(p51K173C):dp(1)/dt  60(61%) 10.1% 7.1% 60 60 6 b
RT(p51K173C):dp(10)/dt  62(55%) 10.0% 8.5% 62 62 6.2 b
RT(pS1K173C):dp(19)/dt  67(71%) 10.0% 9.0% 67 6.6 6.6 b
RT(pS1E194C):dp(1)/dt  63(37%) 79(32%) 7.3% 9.0% 70.6 139 129 c
RT(pS1E194C):dp(10)/dt  69(53%) 7.3% 9.0% 68 51 5.1 c
RT(pS1E194C):dp(19)/dt  55(40%) 7.4% 50% 55 4.1 4.1 c
RT(p51K281C):dp(10)/dt  81(54%) 9.6% 9.0% 81 7.8 1.8 b
RT(pS1K281C):dp(19)/dt  35(37%) 10.0% 6.2% 35 35 35 b

In two cases the major peak could not be clearly assigned. In these cases the weighted mean was used for modeling.
The setups have the following green/red-detection efficiency ratios: setup a: go/gr=0.80; setup b: g5/gr=0.54;
setup c: gg/r=0.70
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Table S3. Distances <Rpa>g resulting from PDA (major-state) used for structural modeling of ssDNA,
corresponding uncertainties in ARp, and fitted apparent widths of <Rps>g-distributions Capp.

sample <Rpa>p, A ARpa Capp setup
RT(p66Q6C):dp/dt(-6) 48(53%) 9.1% 10% a
RT(p66Q6C):dp/dt(-15) 49(61%) 9.1% 10% a
RT(p66T27C):dp/dt(-6) 34(7%) 42(4%) 8.8% 13% a
RT(p66T27C):dp/dt(-15) 29(30%) 45(23%) 9.0% 7% b
RT(p66E194C):dp/dt(-6) 44(34%) 7.2% 6% c
RT(p66E194C):dp/dt(-15) 46(28%) 7.2% 7% c
RT(p66K287C):dp/dt(-6) 36(34%) 10.0% 7% a
RT(p66K287C):dp/dt(-15) 43(32%) 10.1% 13% b
RT(p51Q6C):dp/dt(-6) 76(82%) 9.4% 11% b
RT(p51Q6C):dp/dt(-15) 74(83%) 9.5% 7% b
RT(p51K173C):dp/dt(-6) 62(63%) 10.0% 8% b
RT(p51K173C):dp/dt(-15) 61(69%) 10% 9% b
RT(pS1E194C):dp/dt(-6) 68(53%) 7.2% 8% c
RT(p51E194C):dp/dt(-15) 68(38%) 7.4% 7% c
RT(p51K281C):dp/dt(-6) 76(76%) 10.0% 10% a
RT(p51K281C):dp/dt(-15) 77(59%) 9.9% 9% a

The setups have the following green/red-detection efficiency ratios: setup a: go/gr=0.80; setup b: g5/gr=0.54;
setup c: gg/r=0.70
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Table S4: seTCSPC distances of FRET-populations selected by the Fp/Fa-ratio and PDA-distances of the
major state in the single stranded overhang

R[A] ooa[A]  xp Fp/Fy Sy Sh er
RT(p51Q6C):dp/dt(-6) 74.7 n.r. all 0.1 0.1 2.4
RT(p51Q6C):p/t(-15) 74.3 n.r. 0 all 0.1 0.1 23
RT(p51K173C):dp/dt(-6) 62.3 n.r. all 0.2 0.1 1.2
RT(p51K173C):p/t(-15) 62.5 n.r. 0.1-35 0.3 0.1 1.5
RT(p51E194C):dp/dt(-6) 69.6 n.r. 20 all 0.3 0.3 2.6
RT(p51E194C):p/t(-15) 75.2 n.r. 0.1-6 0.3 0.2 1.2
RT(p51K281C):dp/dt(-6) 70.2 n.r. 20 all 0.2 0.1 2
RT(p51K281C):p/t(-15) 72.1 n.r. all 0.2 0.1 1.8
RT(p66Q6C):dp/dt(-6) 55.8 15 0.1-10 0.3 0.2 1.3
RT(p66Q6C):p/t(-15) 49.4 19.7 0.1-10 0.2 0.1 1.2
RT(p66127C):dp/dt(-6) 433 18 0.1-6 0.5 0.3 1
RT(p66T27C):p/t(-15) 45.5 17 0.1-8 0.3 0.2 1.2
RT(p66E194C):dp/dt(-6) 58 11 0.1-12 0.7 0.3 1
RT(p66E194C):p/t(-15) 53.8 12 0.6-3.5 0.5 0.2 1.2
RT(p66K287C):dp/dt(-6) 37.2 11 0.1-6 0.2 0.2 1
RT(p66K287C):p/t(-15) 42.1 11 0.1 0.1-11 0.2 0.1 1.2

Fp/F, R o D, Fp/F, s, s, correspond to the donor/acceptor fluorescence intensity ratio, the donor/acceptor
distance, the width of the fitted Gaussian donor/acceptor distance distribution, the donor fraction and the scatter
amplitude in the vertical and horizontal channel, n.r. is short for not resolved
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Table S5: seTCSPC of FRET-population selected by Fp/F-ratio located on the double-stranded DNA

R[A] ova [A] xp[%] Fp/Fa Sy Sh 7

RT(p51E194C):p(1)/t 75.3 nr. 0.1-6 0.5 0.3 1.2
RT(p51E194C):p(10)/t 73.8 nr. 9-55 0.4 0.2 1.1
RT(p51E194C):p(19)/t 62.2 6.6 9-74 0.3 0.2 1.3
RT(p51K173C):p(1)/t 64.9 nr. 0.1-100 0.2 0.1 1.6
RT(p51K173C):p(10)/t 64.9 nr. 0.1-40 03 0.1 1.4
RT(p66E194):p(1)/t 50.2 11.7 0.1-6 0.6 0.3 1.7
RT(p66E194):p(10)/t 525 19.9 0.1-16 0.4 0.2 2.3
RT(p66E194):p(19)/t 75.2 nr. 200  5-1200 0.5 0.2 3.4
RT(p66K287C):p(1)/t 40.0 14.5 0.05-5 0.2 0.1 1.2
RT(p66K287C):p(19)/t 31.4 15.1 0.05-7 0.1 0.1 1.4
RT(p66Q6C):p(1)/t 45.9 11.2 0.1-5 0.2 0.1 1.3
RT(p66Q6C):p(10)/t 45.8 10.3 0.1-10 03 0.1 1.1
RT(p66Q6C):p(19)/t 77.1 15.3 0.2 0.3 0.1 2.2
RT(p66T27C):p(1 )/t 45.8 12.5 0.05-5 0.6 0.4 1.1
RT(p66T27C):p(19)/t 83.0 nr. 2.0 51000 0.3 0.1 1.6
RT(p51E194C):p(1)/t 75.3 nr. 0.1-6 0.5 0.3 1.2

Fp/Fy, R, o, D, Fp/F,, s,, s;, b, by, correspond to the donor/acceptor fluorescence intensity ratio, the donor/acceptor
distance, the width of the fitted Gaussian donor/acceptor distance distribution, the donor fraction, the scatter
amplitude and background in the vertical and horizontal channel. n.r. is short for not resolved
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Table Sé: Fitting parameters of the time resolved donor-decays - lifetimes 7; , species amplitudes x; ,
calculated quantum yield @(z), anisotropies (1, 7.,), rotational correlation times py, p-

Xy 7; [ns] X2 7> [ns] r; P [ns] Voo 0> [ns]
RT(p66Q6C):dp/dt 0.82 3.72  0.18 1.13  0.14 0.36 0.24 17.9
RT(p66T27C):dp/dt 0.82 363 018 0.68 0.18 0.21 0.20 11.4
RT(p66E194C):dp/dt 1.00 3.87 0.25 0.14 0.13 5.5
RT(p66K287C):dp/dt 0.80 375 020 097 0.11 0.30 0.27 19.6
RT(p51Q6C):dp/dt 0.84 3.71 0.16 095 0.14 0.34 0.24 14.2
RT(p51K173C):dp/dt 0.83 3.73  0.17 1.03  0.12 0.31 0.26 15.3
RT(pS1E194C):dp/dt 0.88 368 0.12 092 0.25 0.10 0.13 54
RT(p51K281C):dp/dt 0.84 3.91 0.16 1.32  0.13 0.28 0.25 16.5

The fundamental anisotropy ry was fixed to 0.38.

Table S7: Average fluorescence lifetimes (7)), quantum yields ®gp(g), polynomial coefficients c; and
estimated widths of donor/acceptor distribution ¢ used for the calculation of the static FRET-lines
through Figure S10.1-8. In all measurements ®pa = 0.32.

(Tp0))r Drp(o) Co c1 () cs o [A]
RT(p66Q6C):dp/dt 3.558 0.635 -0.0560 0.6002 0.3064 -0.0534 6
RT(p66T27C):dp/dt 3.513 0.605 -0.0599 0.6471 0.2925 -0.0534 6
RT(p66E194C):dp/dt 3.870 0.755 -0.0425 0.4862 0.2927 -0.0406 12
RT(p66K287C):dp/dt 3.581 0.623 -0.0606 0.6392 0.2927 -0.0524 6
RT(p51Q6C):dp/dt 3.582 0.638 -0.0560 0.6028 0.3006 -0.0518 6
RT(p51K173C):dp/dt 3.585 0.638 -0.0564 0.6042 0.3012 -0.0521 6
RT(p5S1E194C):dp/dt 3.589 0.653 -0.0518 0.5695 0.3064 -0.0509 12
RT(p51K281C):dp/dt 3.754 0.682 -0.0545 0.5791 0.2932 -0.0473 6
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S4.2. MFD plots

Assignment of states and color scheme in all MFD plots. The single molecule data was fitted
with PDA as explained in section 3.3.2. The different expected states (P-P, P-E, D-E) are colored
as follows. The major FRET-population is assigned to the P-P state and colored red. The P-E
state is the peak closer in distance to the P-P state. If the P-P state and the D-E state could not be
assigned by the proximity to the P-E state, the higher populated state is assumed to be the P-P
state. The P-P state is colored orange. The remaining narrow FRET-peak is assigned to the D-E
and colored blue. In the PDA-analysis donor only is colored green. In some cases an additional
usually broad peak is necessary to fit the data which is most likely present due to impurities and
bleaches molecules.

General description of all MFD figures. Measuring 36 FRET pairs, we present 2D burst
frequency histograms of Fp/Fa versus the donor fluorescence lifetime 7p(a) (upper panel) and the donor
fluorescence anisotropy rp versus 7pa) (lower panel). The number of molecules (fluorescence bursts) in
each bin is gray scale, shaded from white (lowest) to black (highest). 1D histograms of the lifetime- and
anisotropy-distribution are displayed as projections. The theoretical relationship between Fp/Fa and 7pa)
is given by the static FRET line (red line) using equation S6 with all parameters compiled in Table S7.
The solid red and orange lines in the rp-7p(s) diagram are given by the Perrin equation rp = ro/(1+7pay/p)

ro = 0.374 whereas p is the rotational correlation time and 7, the fundamental anisotropy. The PDA

analysis of selected bursts, )(,2 and the weighted residuals and of the fits are shown in the upper right
panels (The PDA-analysis is not the simple projection of the 2D-histogram. In particular for high-FRET
states they species fractions may differ.). The gray area in the PDA-Fp/F, histogram corresponds to the
experimental data and the colored lines to the fitted states. The protein may be in three distinct states (P-P,
P-E, and D-E), whereas P-E is generally the major state. Acceptor bleaching and impurities were fitted
with Gaussians of free width; the relevant states were fitted with Gaussians with global relative widths of

the states o7R;. The donor fraction is denoted by xp. The relative amplitudes are given in brackets.
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Figure S10.5: (A) RT(p51E194C):dp/dt donor only sample (B) RT(p5S1E194C):dp(1)/dt 63 A(37%) (red)
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Figure S10.6: (A) RT(p51Q6C):dp/dt donor only sample (B) RT(p51Q6C):dp(1)/dt 68 A(45%) (red)
76 A(36%) (orange) 51 A(6%) (blue) GuppR=9.0% 65A(26%) o=11A (olive), xp=15% (C)
RT(p51Q6C):dp(19)/dt 65 A(80%) (red) 83 A(16%) (orange) 49 A(3%) (blue) GuppR =7.3%, xp=3%
(green) (D) RT(p51Q6C):dp/di(-15) 74A(83%) (red) 53 A(5%) (orange) ouppR=11%, xp=12%
(E) RT(p51Q6C):dp/di(-6) 76A(82%) 54 A(9%) CappR =11%, xp=9%
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Figure S10.7: (A) RT(p51K173C):dp/dt donor only sample (B) RT(p51K173C):dp(1)/dt 60 A(61%)
(red) 79 A (7%) (orange) 48 A(9%) (blue) GappR =7.1%, xp= 23% (C) RT(p51K173C):dp(10)/dt
62 A(55%) (red) 88 A(23%) (orange) 47 A(4%) (blue) iR =8.5%, xp=18% (D)
RT(p51K173C):dp(19)/dt 67 A(71%) (red) 86 A(10%) (orange) 48 A(5%) (blue) GuppR =9%, xp=14%
(E) RT(p51K173C):dp/di(-6) 62 A(63%) (red) 83 A(14%) (orange) 48 A(4%) (blue) CuppR =8%,
xp=19% (green) (F) RT(p51K173C):dp/dt(-15) 61 A(69%) 78 A(11%) 47 A(6%) CappR =9%, xp=15%
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Figure S10.8: (A) RT(p51K281C):dp/dt donor only sample (B) RT(p51K281C):dp(10)/dt 81 A(54%)
(red) 62 A(3%) (orange) oupp/R =9.0%, xp=43% (green) (C) RT(p51K281C):dp(19)/dt 19bp 35 A(37%)
(red) 43 A (3%) (orange) 74 A (12%) (blue) GappR =6%, 51 A(36%) 0=13 A (olive) , xp=22% (green)
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S$4.3. seTCSPC analysis of fluorescence lifetime and anisotropy
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Figure S11.1: Donor only decays, 1,=0.38 (fixed): (A) RT(p51E194C):dp/dt - vv scatter 7%, bg=248, vp
scatter 9% bg=126, lifetimes=3.7ns(88%), 0.9ns(12%), anisotropy r;=0.25 r.=0.13 p;=0.10 p,=5.45 (B)
RT(p51K173C):dp/dt vv scatter 1%, bg=307, vp scatter 1% bg=130, lifetimes=3.7ns(83%), 1.0ns(17%),
anisotropy 1,=0.12 r.=0.26 p;=0.31 p,=15.3 (C) RT(p51K281C):dp/dt vv scatter 1%, bg=567, vp scatter
1.3% bg=232, lifetimes=3.9ns(84%), 1.3ns(16%), anisotropy r;=0.13 r.=0.25 p;=0.28 p,=16.5 (D)
RT(p51Q6C):dp/dt vv scatter 0.5%, bg=229, vp scatter 0.8% bg=98, lifetimes=3.7ns(84%), 1.0ns(16%),
anisotropy 1,=0.14 r.=0.24 6,=0.34 6,=14.2
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Figure S11.2: Donor only decays, 1,=0.38 (fixed): (A) RT(p66E194C):dp/dt - vv scatter 4.6%, bg=352,
vp scatter 6.2% bg=197, lifetime=3.9ns(100%), anisotropy 1,=0.25 r.=0.13 p;=0.14 p,=5.53; (B)
RT(p66K287C):dp/dt vv scatter 2.3%, bg=888, vp scatter 3.2% bg=384, lifetimes=3.75ns(80%),
0.97ns(20%), anisotropy 1;=0.11 r.=0.27 p;=0.30 p,=19.6; (C) RT(p66Q6C):dp/dt vv scatter 1.0%,
bg=799, vp scatter 1.4% bg=557, lifetimes=3.72ns(82%), 1.13ns(18%), anisotropy 1,=0.14 r.=0.24
p1=0.36 p,=17.9; (D) RT(p66T27C):dp/dt vv scatter 0.7%, bg=349, vp scatter 1.0% bg=164,
lifetimes=3.63ns(82%), 0.68ns(18%), anisotropy 1,=0.18 r.=0.20 p;=0.21 p,=11.4;
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S4.4. Obtained k2 distributions
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Figure S12.1: Possible & values for sample: (A) RT(p51E194C):dp(1)/dt <k*>=0.62 uncertainty in
(Roa)e 72% (B) RT(p51K173C)dp(1)/dt (Roa)e  9.7% (C)
RT(p51K281C):dp(1)/dt <k*>=0.57 uncertainty in (Rpp)e 9.7% (D) RT(p51Q6C)dp(1)/dt <i*>=0.57
uncertainty in (Rpa)g 7.3% (F)
RT(p66K287C):dp(1)/dt <i*>=0.53 uncertainty in (Rpa)e 10.3% (G) RT(p66Q6C):dp(1)/dt <k*>=0.55
uncertainty in (Rpa)e 9.8% (H) RT(p66T27C):dp(1)/dt <k*>=0.54 uncertainty in (Rpa)e 9.0%
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Figure $12.2: Possible x* values for sample: (A) RT(p51E194C):dp(10)/dt <i*>=0.62 uncertainty in
(Roa)e 7.2% (B) RT(p51K173C):dp(10)/dt <k*>=0.56 uncertainty in (Rpa)e 9.9% (C)
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uncertainty in (Rpa)e 9.3% (E) RT(p66E194C):dp(10)/dt <k*>=0.60 uncertainty in (Rpa)e 7.3% (F)
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Figure S12.3: Possible «* values for sample (A) RT(p51E194C):dp(19)/dt <k*>=0.61 uncertainty in
(Roae 7.2% (B) RT(p51K173C):dp(10)/dt <k*>=0.56 uncertainty in (Rpp)e 10.0% (C)
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Abstract

Like for many other non-coding RNAs, the helical four-way junction (RNA4W]J) is an essential structural
motif of the hairpin ribozyme. Using FRET restrained high-precision structural modeling in combination
with MD and coarse-grained simulations, we resolve the structures of three coexisting conformers of a
fully Watson-Crick base paired RNA4W)J based on the hairpin ribozyme. 51 different donor-acceptor-
pairs were measured using single-molecule multi-parameter fluorescence detection (smMFD). For each
dataset, the single-molecule approach allowed for the simultaneous extraction of three distances (and
their corresponding errors) belonging to one major FRET state and two minor states. Distinct Mg?'-
affinities were used for the assignment of the two minor states to the corresponding conformers. Rigid
body models for the major and both minor conformers were obtained by docking rigid ds A-RNA helices
explicitly taking into account dye position distributions. The three rigid body models were refined by all-
atom MD simulations and coarse-grained RNA folding using FRET-restraints. A cluster analysis gives
confidence levels for the proposed ensemble of models, and the models’ quality was assessed via
rigorous error estimation. The achieved precisions are significantly better than the uncertainty of the

dye position with respect to the macromolecule.






Introduction

Non-protein coding RNAs perform essential functions in living organisms (Amaral, Dinger et al. 2008;
Mercer, Dinger et al. 2009; Moazed 2009; Walter, Woodson et al. 2009). They commonly exhibit helical
junctions as exemplified by the hairpin (Murchie, Thomson et al. 1998; Fedor 1999; Walter, Burke et al.
1999; Zhao, Wilson et al. 2000; Tan, Wilson et al. 2003), hammerhead (Pley, Flaherty et al. 1994; Scott,
Finch et al. 1995) or VS ribozyme (Lafontaine, Norman et al. 2002), the U1 snRNA (Duckett, Murchie et
al. 1995), bacteriophage RNA-based genomes (Beekwilder, Nieuwenhuizen et al. 1995; Groeneveld,
Thimon et al. 1995), riboswitches (Chowdhury, Maris et al. 2006) and ribosomal RNA (Shen and
Hagerman 1994; Orr, Hagerman et al. 1998). In ribozymes, the junction accelerates the folding into the
biologically active tertiary structure by up to three orders of magnitude (Lilley 1998; Walter, Burke et al.
1999; Doudna and Cech 2002; Tan, Wilson et al. 2003; Pljevaljcic, Millar et al. 2004; Al-Hashimi and
Walter 2008). So far, there are no structural models of RNA4WIJs that are not influenced by interactions
with proteins or between stems, e.g. via bases of internal loops. The effects caused by sole stacking

interactions are unknown.

In this work we examine an RNA4WJ that was derived from the hairpin ribozyme (Rupert, Massey et al.
2002) (PDB-ID: 1M5K, Fig. 1.2 in the SI). Its sequence was modified at the outer parts of the arms to
ensure Watson-Crick base pairing throughout the whole molecule with no additional unpaired bases and
no pairing between the arms (4H junction (Lilley, Clegg et al. 1996), see Fig. 1 and Fig. 1.2 in the SI).
Single-molecule FRET studies showed that the 4WJ of the hairpin ribozyme exhibits Mg®* dependent
dynamic heterogeneities (Walter, Murchie et al. 1998; Hohng, Wilson et al. 2004; Wilson, Nahas et al.
2005), furthermore, the presence of at least three coexisting conformers was shown (Hohng, Wilson et
al. 2004). This has prevented structural determination via classical methods such as X-ray
crystallography, NMR spectroscopy or SAXS. Moreover, transient minor populations have never been

structurally characterized by FRET before.

To resolve the structures of the three coexisting conformers of the RNA4WJ we apply FRET restrained
high-precision structural modeling, which has been shown to improve the assessment of quality and
precision of FRET-derived structures dramatically (Kalinin 2012). Furthermore, the single-molecule
advantage of FRET is most suitable to investigate heterogeneous systems. Additionally, we use state of
the art bioinformatics and computational biophysics to refine the FRET derived models with the aim to

obtain meaningful all-atom structures.



Different positions on the RNA were chosen for internal labeling for FRET with Alexa488 as a donor (D)
and Cy5 as an acceptor (A) dye. In total 51 combinations of different DA pairs were sequentially

analyzed (see Fig. 1).
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Figure 1. Secondary structure of the RNA4WJ with labeling positions for donor (green) and
acceptor (red) dyes. The names of the labeling positions indicate the type of dye (D for Alexa488
and A for Cy5) followed by the name of single strand (o, £, y or J), the number of the labeled base
starting from the 5’-end, and the arm of the junction (a, b, c or d).



Quantitative single-molecule FRET measurements by smMFD

Single-molecule multi-parameter fluorescence detection (smMFD, see Section 3.3.2 in the SI)
simultaneously acquires all fluorescence parameters (Sisamakis, Valeri et al. 2010), which allows to
calculate the FRET efficiency based on both fluorescence intensity and fluorescence lifetime. Thus,
unlike ensemble FRET measurements, it detects incomplete labeling, characterizes fluorophore
guenching and mobility, and resolves multiple FRET states (Margittai, Widengren et al. 2003; Rothwell,
Berger et al. 2003; Sisamakis, Valeri et al. 2010). DA distances (Rpa) are obtained from the FRET

indicator, Fp/Fa (ratio of D and A fluorescence) (Sisamakis, Valeri et al. 2010) via Eq. 1:

1
F_\6
RDA:(CDFA_D] ROr (1)

where @, is the fluorescence quantum yield of A (Section 4.1 in the Sl for the determination of @, for
every A labeling position), and Ry, is the reduced Forster radius (Rothwell, Berger et al. 2003). See

Section 3.4 in the Sl for further details.

All 51 DA-pairs were analyzed in free diffusion by confocal smMFD. A high concentration of Magnesium
ions. (20 mM MgCl,) was chosen to avoid structural transitions within the observation time (~ 1 ms)
(Hohng, Wilson et al. 2004). Fig. 2A shows typical 2D MFD-histograms of the Fy/F, fluorescence ratio and
the donor anisotropy rp versus 7o) for sample (D)f11c_(A)o023d. The three FRET states (indicated by
horizontal lines) and the D-only species follow the theoretically expected dependence between (s and
Fp/F, for a static molecule (see Eq. 3.5 in the Sl). The low donor anisotropies rp are a prove for its fast

rotational diffusion time p, which minimizes dye orientation problems in the FRET analysis.
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Figure 2. (A) 2D burst frequency histograms of Fp/F, versus the donor fluorescence lifetime 7p)
(upper panel) and the donor fluorescence anisotropy rp (lower panel) versus ), for sample
(D)Pl1c_(A)523d. The number of molecules (fluorescence bursts) in each bin is gray scale, shaded
from white (lowest) to black (highest). 1D histograms are shown as projections. The theoretical
relationship between Fy/F, and (s (static FRET line; purple, see Section 3.5 in the SI for details)
and horizontal lines indicating the D-only (black) and the three FRET states belonging to
conformers (ad), (red), (ad), (green) and (ab), (blue) are overlaid in the Fp/F4 vs 7p) plot. The solid
purple and orange lines in the rp-7p) diagram are given by the Perrin equation rp = ro/(1+7pa)/0),
with rotation correlation times p; = 1.0 ns (orange) and p, = 2.0 ns (purple), r, = 0.374. (B) PDA for
sample (D)fl1c_(A)23d (selected bursts). The Fp/F, histogram of experimental data (gray area) is
fitted (purple solid line) using the following parameters: 45.1 % of (Rps)zq) = 44.2 A (red, (ad),);
4.9 % of (Rpa)ee) = 51.2 A (green, (ad),); 11.9 % of (Rpa)es) = 58.8 A (blue, (ab),); Gupp = 3.8 % of
(Rpa)e; 36.2 % of D-only; 1.9 % of impurities with apparent Ry, = 71.5 A (also present in D-only

samples); ;(rz = 1.88. Weighted residuals are shown in the middle plot. The upper plot shows the
weighted residuals for PDA with only two FRET states ( ;(,2 = 4.17) (see Section 4.2 in the SI).The

right panel shows the distances and relative amplitudes (solid lines) and the confidence intervals for
the distances (striped boxes) of the three FRET states (green for (ad),, red for (ad), and blue for
(ab),) resulting from Eq. 2.

Distances and errors. To extract values of (Rpa)r from noisy single molecule data we use photon
distribution analysis (PDA) (Antonik, Felekyan et al. 2006; Kalinin, Felekyan et al. 2008) (see Fig. 2B and

Section 3.4 in the SI) as it takes into account shot noise and provides a meaningful reduced chi-squared



value (}(3) directly derived from photon statistics. For approximately half of the 51 datasets three FRET

states were necessary to reach a satisfying fit quality (;(,2 and weighted residuals; see Fig. 2B) by PDA
with one major state (red) with ~ 60 to 85 % relative amplitude and two minors (blue, green) with
usually similar amplitudes of each ~ 4 to 20 %, respectively (see Section 4.2 in the SI for PDA of
(D)B11c_(A)523d with two FRET states). This strongly suggests the presence of at least 3 quasi-static
conformers in equilibrium, which has been found in previous studies (Hohng, Wilson et al. 2004). For the
other half, two states were sufficient (one major and one minor). In these cases, the second “hidden”
minor state is overlapped by one of the two visible ones. If the amplitude of the visible minor state was
smaller than 25 %, the other minor was usually assumed to be overlapped by the major, if not by the
minor. See Section 4.3 in the Sl for a table with all distances, amplitudes and errors for each of the three

conformers.

Additionally, PDA allows us to estimate errors for the fitted parameters due to photon statistics, in
particular for (Rpa)e {ARpa(E)} (see Section 3.7 in the Sl for more details). Another contribution to ARpa
originates from the uncertainty of the mutual orientation of the donor and acceptor dyes (x* errors,
ARoa(%%)). For ds A-RNA, labeled with Alexa488 and Cy5 as a DA-pair using C6 (hexamethylene) linkers it
is 5 % (Sindbert, Kalinin et al. 2011), hence, we use this value for ARpa(x?) throughout this work. The

overall error ARp, is then calculated according to error propagation rules (Eq. 2):
2 2 2 2
ARp, =AR;, (E)+ AR, (K7) (2)

Fig. 2B shows an exemplary PDA of smMFD data, the resulting distances and relative amplitudes of the
fitted FRET states and their resulting overall uncertainties. For the major peaks ARpa(E) contributes only
weakly to the overall error (between 0.5 and 2 %), hence, ARpa is mostly between 5 and 6 %. For the
minor peaks ARpa(E) can be considerably higher, especially if they are overlapped by others (mostly
between 3 and 10 %, up to ~ 20 % for a few cases, see Section 4.3 in the S| for all resulting values for

ARpp).






Assignment of FRET peaks

In four-way junctions of nucleic acids, in general, up to 4 different conformer patterns for stacked helix
pairs are possible (Hohng, Wilson et al. 2004). The conformers are distinguished by coaxial stacking
pattern of helices (e.g. helix a can stack either on helix b or d, thus, ad or ab) and by parallel (p) or

antiparallel (a) direction of the two single strands which continuously run through the stacked helix pairs

(see Fig. 3A).
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Figure 3. (A) Four possible conformers with stacked helix pairs of a four-way junction of nucleic
acids. (B) Possible transitions between the three conformers and their respective Mg>*-bound and
unbound states. (C) PDAs (selected bursts) of Mg“-titrations (0.1 mM, left, 1 mM, middle and 20
mM, right) for samples (D)B27b_(A)528d (upper panel) and (D)F11c_(A)y8b (lower panel). Fp/Fa
histograms of experimental datasets (gray areas) are fitted (purple solid lines) with three FRET
states ((Rpa)ea), green for (ad),, (Rpa)ep), red for (ad), and (Rpa)gs), blue for (ab),) one D-only
(black) and one impurity state (dark yellow) (see Table 4-5 in the SI for all PDA fit parameters).
Weighted residuals are shown in the respective upper plots. (D) Relative FRET amplitudes of the
state assigned to conformer (ad), for (D)B27b_(A)628d and the state assigned to (ab), for
(D)fB11c_(A)y8b measured at various concentrations of MgCl,.



Using all 51 distances from the major FRET populations to model a structure yields conformer (ad), (see
Fig. 4A below). The two other conformers visible in our data we assume to be (ad), and (ab),, as justified
below. The presence of conformer (ab), can neither be confirmed nor excluded as for every combination
of labeled helix pair, its FRET populations could overlap with those of the other three (see Fig. 3A). For
each dataset, the minor FRET peaks have to be assigned to either (ad), or (ab),, in order to be able to
use them for structure modeling. However, because of similar equilibrium fractions, they cannot be
reliably assigned by their amplitudes. The assignment was, therefore, based on chemical properties of
these states as well as the geometric model of the RNA4WJ (Fig. 3A). First, we noticed that at low Mg**
concentrations one minor peak significantly decreases in amplitude, whereas the other one remains
stable. This observation can be attributed to fast species interconversion at low Mg®* concentrations
(Hohng, Wilson et al. 2004; Buck, Noeske et al. 2010; Buck, Wacker et al. 2011). A possible kinetic
scheme is shown in Fig. 3B. Considering the time resolution of our experiment, FRET peaks due to
species with sub-ms lifetimes cannot be resolved and apparently disappear. Thus, minor peaks can be
unambiguously assigned according to their behavior at low Mg®*, which is in principle sufficient for
structural modeling. Two exemplary Mg titrations are presented in Fig. 3C and D. At low Mg-
concentrations, the minor high FRET peak slightly increases in amplitude for (D)p11c_(A)y8b and
significantly decreases for (D)£27b_(A)628d. Referring to the geometric model of RNA4WI/ (Fig. 3A), the
“stable” and “unstable” species resemble (ab), and (ad), conformers, respectively, which can be shown
as follows. The model suggests that, in most of cases, the DA distances should be determined mainly by
the angle between the helical axes. For instance, for labeling on helices b and d the minor state yielding
the smaller distance can be assigned to (ad), (Fig. 3A). Thus, in the case of (D)$27b_(A)528d (Fig. 3C) the
minor high FRET peak is due to the (ad), state, and for (D)f11c_(A)y8b it is due to (ab),. We performed
14 titrations which all confirmed the above assignment, that is, the minor FRET peak that disappears at
low Mg?* is consistent with the assumed geometry of (ad),. In addition, Mg?" titrations were performed
for all samples with (A)al2d which is close to the junction, and all samples with labeled Guanines
((A)y24a and (A)5610a) where the dye’s mean position is far away from the RNA’s helical axis (see Section
3.2 in the SI). In other 19 cases the minor peaks were assigned based on the geometric model (Fig. 3A).
All PDA results are summarized in Tables 4-4 (20 mM MgCl,) and 4-5 (Mg?®* - titrations) in the SI. We
finally end up with a set of 51 distances (Rpa) and corresponding errors ARp, for each of the three

conformers (see Table 4-3 in the Sl).
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Rigid body docking

To generate 3D structural models accurately describing the orientations and positions the junction’s
four helices, we, initially, treaded the individual helices as rigid bodies having perfect A-RNA form. This
simplification is justified due to Watson-Crick base pairing throughout the whole molecule. Thus,
significant deviations from A-RNA structure are expected only within close proximity to the junction. The
four ds A-RNAs were generated with the nucleic acid builder (NAB) which is a part of AmberTools (Case
2008). Additionally to the 51 FRET distance restraints, four strong constraints between the 30 atoms of
the 3’ ends and the P atoms of the 5’ ends of single strands were introduced representing chemical

bonds between neighboring helices at the junction.

To find structures which agree best with the measured distances, we applied a rigid body dynamics
approach while explicitly modeling the accessible volumes (AVs, see Section 3.1 in the SI) of
fluorophores (Kalinin 2012). This makes it possible to estimate mean dye positions with respect to RNA
and average over distributions of DA distances (for further details see Sections 3.8 and 3.9 in the Sl and
(Kalinin 2012)). The weighted data-model deviation for a set of 51 + 4 distances (see Eg. 3) is minimized

by docking the four dsRNAs. This is done sufficiently often (1000 iterations) yielding all local minima.

n
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Resulting structures and quality validation
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Figure 4. (A - C) Structures (cartoon representation) with the lowest )(f after refinement of the

rigid body models by MD simulations (colored) for conformers (ad), (A), (ad), (B) and (ab), (C)
overlaid with 100 structures (grey transparent) indicating the precision (uncertainties) of the helix
positions and orientations resulting from bootstrapping of the rigid body model. Bottom,
respectively: Sketches depicting the mutual orientation of helices a (purple), b (cyan), ¢ (brown) and

d (dark yellow). (D) ;(,2 (upper panels) and RMSD vs. the previous structure (lower panels) plotted
against the structure ID found after docking in ascending order with respect to )(,2 for (ad), (left),
(ad), (middle) and (ab), (right). The dashed magenta lines represent 84 % confidence thresholds
(see Section 3.10 in the SI): ;(f,max = 2.46, 1.86 and 1.34 for (ad),, (ad), and (ab),, respectively. (E)
uncertainty of phosphate atom positions in helices a (purple), b (cyan), ¢ (brown) and d (dark
yellow) calculated by bootstrapping for the respective solutions with the lowest ;(,2 after docking

for (ad), (left, squares), (ad), (middle, circles) and (ab), (right, triangles). The average RMSD values
over all P atoms are 1.7 A, 2.3 A, and 2.6 A, respectively.
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Analysis of docking results. The respective “best” structures (lowest ;(f) after docking (see Section 4.6 in
the Sl) and further refinement by MD simulations (see below) are shown in Fig. 4A - C. It is obvious that
all three correspond to their respective conformers in terms of helix orientations (see Fig. 3A). However,
stacking between the helix pairs (ad and bc for (ad), and (ad), or ab and cd for (ab),) is never perfect.
Instead, clear kinks are visible. This is in accordance with recent studies, which, compared to the
distances measured in the 4WJ, yielded significantly different distances along a dsRNA with the same
sequence as helix pair bc between corresponding labeling positions (Sindbert, Kalinin et al. 2011). In the
resulting structure for (ad), the stacking of the two helix pairs is not as pronounced as for the other two
conformers which is due to the parallel orientation of its strands. The two strands (¥ and ) crossing

between the two stacked helix pairs interchange between helices on opposite sides the junction instead

of between two neighboring helices describing a U-turn (see Fig. 3A). ;(,2 and “RMSD vs. the previous

structure” for all docked structures are plotted in Fig. 4D for the three conformers. Steps in the }(3 plot
and corresponding peaks in the RMSD plot (Fig. 4D) separate groups of very similar solutions (clusters).

For (ad), and (ab), unique solutions are found below the 84 % confidence threshold (;(fﬂmax , see Section

3.10 in the SI for details). Hence, they can be assumed to be unique. For (ad), there are several solutions
below ;(Ifm. However, they deviate from the best one by only up to 2.9 A RMSD which is comparable to

the model’s precision of 2.3 A (see below).

For all three conformers, approximately half of the found solutions after docking deviate strongly from
the respective best ones (RMSD = 26.6 A for (ad),, 28.1 A for (ad), and 26.6 A for (ab),) and can be
excluded with a confidence of > 99.99 % ((ad).), 84 % ((ad),) and 97 % ((ab),), respectively. Comparing
these “second best” structures (see Figure 4.5 in the Sl) with the according best ones shows that they
are “rough” quasi-mirrored images. This is due the fact that for most labeling positions (labeled uracils)
the dye linker points into the major groove of dsRNA. Thus, the mean positions of the dyes are close to
the helix axis and are, therefore, invariant to mirror image transformation of the structure. For labeled
guanines, dye linkers point into the minor groove resulting in AVs that are significantly displaced from
the helical axis (see Figure 3.1 in the Sl). Labeling positions (A)y24a and (A)510a were specifically chosen

to distinguish between the two quasi - mirrored solutions for conformer (ad), resulting in a significantly

increased }(,2 for the “second best” solution (see Fig. 4D).
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For a few cases, the major FRET peak ((ad).) yielded a significant shift in distance at low Mg**-
concentrations compared to the corresponding measurements at 20 mM (see Section 4.3 in the SI). We
attribute these changes to a slightly changed conformation of (ad), in its Mg**-unbound state which has
been predicted to resemble a 90° cross (Walter, Murchie et al. 1998). A structure was generated with
the 30 distances measured at 0.1 mM MgCl, for (ad), (see Section 4.5 in the Sl). It exhibits a clear (ad),
conformation only with angles between the stacked helix pairs closer to 90° compared to the structure

at 20 mM MgCl,.

Precision estimation. To estimate the uncertainties of the respective best solutions after docking we
apply a bootstrapping procedure (Efron 1986) according to (Kalinin 2012) (see Section 3.11 in the SI). In
Fig. 4A - C the respective final solutions after refinement via MD simulations (see below) are overlaid
with the corresponding sets of perturbed structures and in Figure 4E the uncertainties of all P-atoms are
plotted for the three conformers. The average RMSD values over all P atoms are 1.7 A, 2.3 A, and 2.6 A,
for (ad),, (ad),, and (ab), states, respectively. Due to the smaller measurement errors, the uncertainties

are smaller for (ad), than for the minor conformers.
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Model refinement

MD simulations. The three final rigid body models are used as starting structures for further refinement
through all-atom molecular dynamics (MD) simulations in explicit solvent (Case, Cheatham et al. 2005)
(see Section 3.12 in the Sl). Throughout the simulation the positions of all P-atoms except those within 6
bps distance from the junction were restrained by harmonic potentials such that their fluctuations are
equal to positional uncertainties (RMSD values) obtained by bootstrapping for the rigid body models
(see Figure 4E). The resulting trajectories were then filtered with respect to agreement with FRET data.

For this, AVs were modeled to the MD-derived structures, resulting DA distances were calculated and

compared to measured ones. Figures 4A-C show the resulting structures with the lowest value of ;(,2,
i.e., structures with best agreement with FRET distance restraints. Comparing }(rz between the best MD

and rigid body models shows that for conformers (ad), and (ad),, ;(rz is significantly reduced from 1.93

2
and 1.57 to 1.75 and 1.40, respectively, while for (ab)a it increased from 1.06 to 1.32 (the values of e

shown here include only violations of FRET restraints).

The models of the RNA4WJ from FRET-filtered molecular dynamics simulations have both the global
geometry consistent with the FRET restraints and the local stereochemistry encoded in the MD force
field (see Section 3.12 in the Sl). In particular, all bases at the junction are properly stacked after MD-
refinement. The optimization of the local structure is achieved without significant violations of the
global geometry as judged by comparison to respective rigid body models (see Section 4.6 in the Sl). The
RMSDs over all P atoms, excluding those within 6 bps distance from the junction, are 3.17 A, 2.96 A and

2.41 A for (ad),, (ad), and (ab),, respectively.

SimRNA. As an alternative approach, a coarse grained modeling program SimRNA (Rother, Rother et al.
2012) was used for the de novo folding of the RNA4WJ (see Section XXX in the SI). SImRNA uses a
reduced representation of RNA (only five centers of interaction per residue), a Monte Carlo sampling
scheme, and a statistical (knowledge-based) potential to estimate the energy of interactions, and as a
result of these simplifications, compared to all-atom MD simulations, it is faster by a factor of ~1000.
The formation of helices was enforced by including distance restraints for residues expected to form
base pairs (excluding the 6 pairs in each helix closest to the junction). Furthermore, 51 distance
restraints were used between the P atoms of the 18 labeled nucleotides with uncertainties according to

the RMSD values calculated by bootstrapping for the respective Ps (see Figure 4E). A series of
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simulations were performed to minimize both the energy of interactions, and to satisfy the restraints.
The resulting models were converted to full atom representations and energy-minimized. They are
shown in Figure 4.6 in the SI. The RMSD over all P atoms compared to the MD results are 3.52 , XXX and
XXX A for (ad),, (ad), and (ab),, respectively.
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Conclusions and outlook

FRET restrained high-precision structural modeling allowed establishing highly accurate structural
models of three coexisting conformers of the RNA4W)J. Even though distance uncertainties for the minor
populations were often significantly larger compared to major ones, the precisions of the minor models
are only slightly worse. In comparison to, e.g., NMR spectroscopy, only a few (51) distance restraints
were used. However, both FRET-restrained molecular dynamics simulations and coarse-grained
structure predictions provided meaningful and consistent all-atom models. Due to its dynamic behavior
and the resulting structural heterogeneity, structure determination of the RNA4WJ by traditional
structural biology approaches is very difficult. Making use of the single-molecule advantage, we were
able to structurally resolve three conformers in parallel by FRET including the coexisting transient minor
conformers. Although the sequence of the RNA4WJ was significantly altered compared to the natural
hairpin ribozyme, we believe that the present results are nevertheless structurally relevant because the
sequence in the junction region was left unchanged; also, because of the absence of interactions
between the arms, the overall conformations are entirely determined by the junction itself. Thus, for the
first time, the structure of an RNA4WJ was determined in a state uninfluenced by, e.g., interactions

between the arms or with other macromolecules.

As demonstrated in this work, experimental restraints from FRET can be used in computational
modeling of structures by post-filtering of, e.g., MD-derived ensembles. However, as a mean to improve
the method, AV modeling could be implemented into a computational method. Using simple starting
structures based on secondary structure elements (e.g. nucleic acid sequence) FRET restraints could
then be used as a guiding potential which leads to relaxed solutions unbiased by the rigid body
assumptions. Moreover, FRET-restrained high-precision structural modeling is also applicable to
structurally heterogeneous and flexible proteins, whose overall structures are notoriously difficult to
determine. Together with filtered fluorescence correlation spectroscopy (Felekyan, Kalinin et al. 2012),
FRET harbors the potential to study conformational control of biomolecular function in complex systems
within a nanosecond to minute time range and associate it to detailed dynamic structures without

spatial averaging.
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1 Materials

1.1 Oligonucleotides

Ultrapure labeled RNA and DNA with hexamethylen linkers (PAGE Grade), and all unlabeled sequences
were purchased from Purimex (Grebenstein, Germany). See Figure 1.1 for chemical structures of
modified U and dG nucleotides with linker and dye and Figure 1 in the main text for the sequences and

labeling positions of the RNA strands.

1.2 DNA sequences

Sequences and labeling positions (green for Alexa488 and red for Cy5) for the dsDNA used for calibration

of the detection efficiency ratio (see Section 3.6).

5'-d(GCA ATA CTT GGA CTA GTC TAG GCG AAC GTT TAA GGC GAT CTC TGT TTA
CAA CTC CGA AAT AGG CCG)-3!

5'-d(CGG CCT ATT TCG GAG TTG TAA ACA GAG ATC GCC TTA AAC GTT CGC CTA
GAC TAG TCC AAG TAT TGC)-3'

1.3 Modified U and dG building blocks

Figure 1.1. Structures of modified U (A) and dG (B) nucleotides with hexamethylen (C6) linkers (blue) and fluorescent dyes
Alexad88 (green).



1.4 Secondary structures of hairpin ribozyme and 4H RNA four-way junction
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Figure 1.2. Secondary structures of (A) the hairpin ribozyme (Rupert, Massey et al. 2002) (PDB-ID: 1M5K) and (B) the RNA
four-way junction used in this work. The matching base pairs are depicted in blue.



2 Procedures

2.1 Hybridization of the RNA four-way junction

The hybridization buffer contained 20 mM KH,P0,/K,HPO,4, 100 mM KCl, and 20 mM MgCl,, pH 6.5. The
concentration of donor-labeled (or acceptor labeled for AO samples) RNA single strand in the buffer
ranged between 0.5 and 2 uM. For FRET molecules the ratio between the amount of donor, acceptor
and the two unlabeled strands was 1 : 3 : 4 : 4. For donor and acceptor only molecules the ratio of
labeled to the three unlabeled strands was 1 : 4 : 4 : 4. The solution was heated up to a temperature of
85°C inside a thermo-cycler (primus 96 advanced, peqlab, Erlangen, Germany) with 0.1°C/s and was

then cooled down to 27°C with 2°C/h. It was then quickly cooled down to 4°C.

2.2 Measurement buffer

The measurement buffer contained 20 mM KH,PO,/K,HPO,4, 100 mM KCl and between 0.03 and 20 mM

MgCl,, pH 6.5. Additionally, approximately 0.5 mM of Trolox (Rasnik, McKinney et al. 2006) was added.






3 Methods

3.1 Calculation of dye distributions via the AV approach

Dye distributions were modeled using the AV approach (Cai, Kusnetzow et al. 2007; Muschielok,
Andrecka et al. 2008) according to (Sindbert, Kalinin et al. 2011). The dyes are approximated by a sphere
with an empirical radius of Rq.e, Where the central atom of the fluorophore is connected by a flexible
linkage of a certain effective length L, and width wj, to the nucleobase. The overall length of the
linkage is given by the actual length of the linker and the internal chemical structure of the dye. A
geometric search algorithm finds all dye positions within the linkage length from the attachment point
which do not cause steric clashes with the macromolecular surface. All allowed positions are considered
as equally probable which allows one to define an accessible volume for the dye (AV). To take the three
quite different dimensions of a fluorophore into account, we used the real physical dimensions for each
calculation of a position distribution and performed three independent AV simulations with three
different radii Rgye and superimposed them. Thus, the obtained position distribution represents an
average weighted by the number of allowed positions. Throughout this work the following values for
Rayeqi) Link and wiine were used: Rgye(1) = 5 A, Raye() = 4.5 A and Raye) = 1.5 A for Alexa488 (D) and Rgye(1y =
11 A, Ruyerz) = 3 A and Ryyeqs) = 1.5 A for Cy5 (A), Liink = 20 A for Alexa488 and Ly = 22 A for Cy5, Wi = 4.5

A. As attachment atoms, C5s and C2s were chosen for labeled Us and dGs (see Figure 1.1), respectively.

3.2 AVsfor Uand dG labeling positions

In Figure 3.1, accessible volumes calculated for dyes attached to modified U and dG bases are
compared. It is apparent that mean dye position is much farther from the helical axis (~17 A) in the case
of dG labeling. This helps us to distinguish “quasi-mirrored” structures. In contrast, in the case of U
labeling, the distance from the helical axis is much smaller (~10 A), and “mirroring” of a structure has
less effect on the mean dye position. As a result, without FRET distances involving (A)Y24a and (A)610a

positions, rigid body docking finds two solutions with similar 77, for the (ad), conformer.



Figure 3.1: Accessible volumes of Alexa488 (A, green) and Cy5 (B, red) attached at positions (D)B8c (A, modified U) and
(A)610a (B, modified G), respectively. The mean dye positions are displayed as green and red spheres. The following
parameters were used for the AV simulation: Alexad88: Liper = 20 A; Winer = 4.5 A; Ruyers) = 5 A; Rayerz) = 4.5 A; Ryyers) = 1.5 A;
Cy5: Linker = 22 A; Wiinier = 4.5 A; Rayeqr) = 11 A; Ryyeny = 3 A; Ruyes) = 1.5 A.

3.3 Fluorescence spectroscopy

3.3.1 Time-resolved polarized fluorescence experiments and data analysis.

Ensemble time-correlated single-photon-counting (eTCSPC) measurements were performed using an
IBH-5000U (IBH, Scotland) system. The excitation sources were either a 470 nm diode laser (LDH-P-C
470, Picoquant, Berlin, Germany) operating at 8 MHz for donor excitation or a 635 nm diode laser (LDH-
8-1 126, Picoquant, Berlin, Germany) operating at 10 MHz for direct acceptor excitation. The emission
wavelength was set to 520 nm for donor emission and to 665 nm for acceptor emission, respectively.
The corresponding monochromator slits were set to 2 nm (excitation path) and 16 nm (emission path)
resolution. Additional cut-off filters were used to reduce the contribution of the scattered light (>500
nm for donor and >640 nm for acceptor emission, respectively). All measurements were performed at

room temperature. The concentrations of RNA molecules were kept below 1 uM.



Fluorescence intensity decay curves were fitted using the iterative re-convolution approach (O'Connor
and Phillips 1984). The maximum number of counts was typically 50,000. The fits approximately range
from the maximum of the instrument response functions (IRF) to the first time channel with less than
100 detected photons. The fluorescence decays F(t) were modeled by double exponential decays (Eq.

3.1):

F(t)=xexp(t/1)+x,exp(t/z,)
Eq. 3.1
with <2'>X =X,T, +X,7,

3.3.2 Single-molecule multi-parameter fluorescence detection (smMFD)

The fluorescent donor molecules (Alexa 488) are excited by a linearly polarized, active-mode-locked
Argon-ion laser (Innova Saber, Coherent, Santa Clara, CA, USA, 496.5 nm, 73.5 MHz, ~ 300 ps) or by a
485 nm diode laser (LDH-D-C 485, Picoquant, Berlin, Germany) operating at 64 MHz. The laser light is
focused into the dilute solution (< 50 pM) of labeled molecules by a 60x/1.2 water immersion objective.
Each molecule generates a brief burst of fluorescence photons as it traverses the detection volume. This
photon-train is divided initially into its parallel and perpendicular components via a polarizing
beamsplitter and then into a wavelength ranges below and above 595 nm by using a dichroic
beamsplitter (595 DCXR, AHF, Tibingen, Germany). Additionally, red (HQ 720/150 nm for Cy5) and
green (HQ 533/46 nm for Alexa 488 and Rh110) bandpass filters (both made by AHF, Tibingen,
Germany) in front of the detectors ensure that only fluorescence photons coming from the acceptor and
donor molecules are registered. An estimate of the focal geometry is acquired by determining the
diffusion correlation time of 200 * 13 us for Rhodamine 110 and knowing its diffusion coefficient of 0.34
+ 0.03 pm?/ms. Detection is performed using four avalanche photodiodes (SPCM-AQR-14, Laser
Components, Germany or alternatively for the green channels PDMO50CTC, or t-SPAD-100, both
PicoQuant, Berlin, Germany) . The signals from all detectors are guided through a passive delay unit and
two routers to two synchronized time-correlated single photon counting boards (SPC 132 or SPC 832,
Becker and Hickl, Berlin, Germany) connected to a PC. Bursts of fluorescence photons are distinguished
from the background of 1-2 kHz by applying certain threshold intensity criteria [Eggeling2001]. Bursts
during which bleaching of the acceptor occurs are excluded from further analysis by applying a criterion

regarding the difference in macroscopic times, |Tg — Tz| < 0.5 ms, where T; and Ty are the average
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macroscopic times in which all photons have been detected in the green and red channels respectively

during one burst (Eggeling, Widengren et al. 2006).

3.4 Distance determination via Photon Distribution Analysis (PDA)

As specified in the main text, we calculate DA distances (Rpa) by measuring the fluorescence intensities
of D and A (Fp and F,, respectively). In Eq. 1 in the main text we use the reduced Forster radius Ro,
(Rothwell 2002), which, in contrast to the Forster radius R, (Sisamakis, Valeri et al. 2010), does not
depend on the quantum yield of D in absence of FRET ®p). Throughout this Ry, = 53.97 A (using Ry, =
53.97 A is equivalent to using Ry = 52 A and Depg) = 0.8). Fp and F, can be calculated from the signals

measured in the green and red detection channels Sg and S, respectively, via Eq. 3.2 and Eq. 3.3:

F,
Fy=—t¢=—7/ Eq.3.2
b4

F,=—= Eq. 3.3

where Fg and Fi are the fluorescence signals in the green and the red signal channels, respectively, « is

the crosstalk factor which is determined as the ratio between donor photons detected in the red

channels and those detected in the green channels (a = FR(D)/FG(D) ) for the D only labeled sample, gg

and gy are the detection efficiencies in the green and red channels, respectively (see Section 3.6 for the
determination of gs/gr), and (Bs) and (Bg) are the mean background intensities in the green and red

channels, respectively.

To accurately predict the shape of S¢/Sr (or equivalently Fp/Fa) histograms in the presence of FRET we
use PDA, which explicitly takes into account shot noise, background contributions and additional
broadening due to complex acceptor photophysics (Antonik, Felekyan et al. 2006, Kalinin, 2010 #2744,
Kalinin, Felekyan et al. 2007; Kalinin, Felekyan et al. 2008). PDA calculates the probability of observing a

certain combination of photon counts P(Sg, Sg)
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P(SG’SR): ZP(F)P(FG’FR|F)P(BG )P(BR) Eq. 3.4
Fg+Bg =S Fr +Br =Sk
The intensity distribution of the fluorescence only contribution to the signal, P(F), is obtained from the
total measured signal intensity distribution P(S) by deconvolution assuming that the background signals
Bs and Bg obey Poisson distributions, P(Bg) and P(Bg), with known mean intensities (Bs) and (Bg). P(Fs, Fr
| F) represents the conditional probability of observing a particular combination of green and red
fluorescence photons, Fg and Fg, provided the total number of registered fluorescence photons is F, and
can be expressed as a binomial distribution (Antonik, Felekyan et al. 2006). Subsequently, P(Sg, Sg) may
be further manipulated to generate a theoretical histogram of any FRET-related parameter as discussed

elsewhere (Kalinin, Felekyan et al. 2007).

In this work we used a model accounting for up to three FRET states and a D-only contribution.
Additional broadening of FRET states was accounted for by a global parameter o,,, as justified in
(Kalinin, Sisamakis et al. 2010). In some cases an impurity (mostly 1-3%) with an apparent distance of
typically 70 - 90 A had to be taken into account. This state was in most of cases present in respective D-
only samples with amplitude of a few percent. Thus, for n FRET states 2n+1 to 2n+3 fit parameters were
required depending on whether the impurity state was considered. The fit quality was judged by the

reduced chi-squared (xzr) parameter and by visually inspecting weighted residuals plots.

In those cases when only 2 FRET states (one major and one minor) where visible the second “invisible”
minor state was assumed to be overlapped by either the visible minor or the visible major depending on
their relative amplitudes. If the amplitude of the visible minor state was larger than 25 %, it was
assumed that this FRET state contained both minor states. Thus, two states with the same distance and
amplitude were used. Else, the “invisible” minor was assumed to have a relative amplitude of 10 % and

the same distance as the major FRET state.

3.5 Static FRET line and distribution of possible opa-values

The static FRET line represents the expected dependence between FRET indicators derived from
intensities (e.g. Fp/Fa) and the fluorescence lifetime of the donor. In the simplest case it is given by the

well-known equation E = 1-tpa/Tp(g). In reality this relationship does not hold because the distributions of
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donor-acceptor distances due to flexible dye linkers are not accounted for. In addition, non-exponential
fluorescence decay of the donor dye itself must be considered (see Section 4.1 for the fluorescence
decay fits for all D positions). These effects can be corrected for as described in (Kalinin, Valeri et al.
2010; Kalinin 2012). As there is no analytical expression for the E(tpa) dependence that considers the

above effects, a polynomial approximation is used. In this work we used the following approximation:

FyF, = 0 (o), 1

D 3 2
FA Cy TD(A)f+CZ TD(A) f+Cl TD(A)f+c0

Eq. 3.5

Where (%), and {z;); are species and fluorescence averaged mean lifetimes, respectively. The polynomial
coefficients c;;) are calculated assuming 6 A half-width of the DA distance distribution (opa) (Sindbert,
Kalinin et al. 2011). See Table 4-1 for the resulting coefficients. For highly asymmetric AVs (see Section
3.2) opa depends also on the mutual orientation of D and A clouds, which implies that individual opa-
values should be used for different samples and/or even FRET states. Considering various possible
orientations of calculated dyes’ AVs, we estimated that op, can vary between ca. 5.5 and 12 A being
somewhat correlated with {Rpa) (Figure 3.2). To fit static FRET lines to the observed FRET states, values

of oba between 6 and 9 A were required, which is within the expected range.

13
12 "

T [A]

10 20 30 40 50 60 70 80 90
<Ry> 1A

Figure 3.2. Possible values of op, calculated for randomly positioned and oriented AVs of Alexa488 and Cy5 initially
calculated for positions (D)B8c and (A)323d, respectively.
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3.6 Determination of detection efficiency ratio gc/gr

To be able to convert model distances into probabilities of observing green photons, the detection
efficiency ratio gs/gr is needed (gs and gr stand for the detection efficiencies of “green” and “red”
channels, respectively). These values are calculated for each measurement session by requiring that the
linker-corrected static FRET line (Kalinin, Valeri et al. 2010) (see Eq. 3.5) goes through the observed FRET
population in a 2D histogram of Fp/Fa Vs ps) for @ measurement of a FRET labeled dsDNA (see Section
1.2). For the FRET line it is assumed that ops = 6 A, Drpo) = 0.8 and 7 = 4.1 ns (mono-exponential

decay).

3.7 Confidence intervals for fit parameters in PDA

To estimate the errors of fitted parameters due to photon statistics, {ARpa(E)}, we explore the parameter
space for sets of variables providing acceptable fits. All free fit parameters are varied simultaneously in a
random manner. The er-value is calculated at 100000 random points yielding 100-1000 points with er-
values below erlmm + (2/Nbins)1/2 (here Npins is the number of histogram bins, and er,min is the reduced chi-
squared of the best fit). The range where such fits are possible is assigned as 1o confidence interval.
Whereas one could calculate er thresholds more strictly from the chi-squared distribution (Soong 2004),
in practice erlmm is often affected by experimental imperfections and can be considerably larger than
one. For this reason, we prefer the simple test mentioned above which relates er values to that of the
best fit. For the cases of overlapped minor states, their amplitudes where allowed to vary by up to

1 50 % while exploring the parameter space.

3.8 Rigid body docking

Rigid body docking was performed as described in ref. (Kalinin 2012). Briefly, we used a mechanical
model where the four RNA helices were assumed to be rigid bodies. Mean dye positions were rigidly
fixed to the labeled RNA helix and connected with “springs” with relaxed lengths given by the

corresponding values of Rn,,. The strengths of the “springs” were derived from experimental errors ARp.
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The system was then relaxed to the nearest minimum of its “energy”, which corresponds to a local er
minimum. The procedure was repeated many times for random initial conditions, which ensures
exhaustive sampling of the configuration space. In a second run (“refinement”) the AVs are re-modeled
for all solutions found in the first run. This takes into account possible sterical clashes of fluorophores
with RNA4WJ arms they are not attached to. All structures are then optimized using the new AVs. The

solutions were sorted by er and clustered as shown in Figure 4D in the main text.

3.9 Rmp-(Rpa)e conversion function

Although the optimization problem (Eq 3 in the main text) can be defined for (Rpa)e values, this would
require re-calculation of the dyes’ AVs after each iteration. To avoid this, we generated a conversion
function between Ry, and (Rpa)e. This was done by generating a large number of random orientations
and positions of dyes’ AVs. For each pair of dye clouds, Rm, and (Rpa)e were calculated. The resulting
Rmp({Rpa)e) dependence was approximated with a 3" order polynomial and used as a conversion
function. The RMS deviation between the polynomial approximation and the Rn({Roa)e) dependence

was typically 0.5-0.7 A.

3.10 Model discrimination of docking results

Model discrimination is done according to (Kalinin 2012). Solutions are considered ambiguous if the

respective ;(f values do not differ significantly. We typically apply a threshold given by Eq. 3.6:

22 < X A2/ = )] = 2 Eq. 3.6
where n is the number of distance restraint (51, the four restraints between the helix ends at the
junction are not considered here as they cause a reduced number of degrees of freedom) and p is the
number of degrees of freedom (9, not 18 as justified before) and which roughly corresponds to the

variance of the chi-squared distribution of 2 x (degrees of freedom)(Soong 2004) (magenta lines in

Figure4D in the main text). The fact that ;(fymm is often larger than one is attributed to systematic
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experimental errors and to possible violations of the AV and/or rigid body models. Other criteria

defining different levels of significance can be applied here in a straightforward way.

3.11 Estimation of model precision by bootstrapping

The precision of rigid body models was estimated by bootstrapping (Efron 1986) as described in (Kalinin
2012). Briefly, all model distances found for the optimized structures were simultaneously perturbed by
adding normally distributed random numbers with a mean of zero and the standard deviation given by
the experimental errors {ARpa}. Afterwards the structures were re-optimized using the perturbed
distances. This procedure was repeated 100 times vyielding a set of structures representing the
distribution of possible positions of the helices. For this set, RMSD values were calculated for each
phosphate atom with respect to the original model. The average RMSD over all P atoms of a structure is

used to characterize the overall precision of the model.

3.12 Molecular Dynamics simulations

Molecular dynamics (MD) simulations were performed with the Amber 11 suite of programs (Case,
Cheatham et al. 2005), together with the force field as described by Hornak et al. (Hornak, Abel et al.
2006), using modifications suggested by Pérez et al. (Perez, Marchan et al. 2007), Banas et al. (Banas,

Hollas et al. 2010), and Joung et al. (Joung and Cheatham 2008).

The starting structure for each conformer, which was obtained from rigid body docking, was placed in an
octahedral periodic box of TIP3P water molecules (Jorgensen, Chandrasekhar et al. 1983). The distance
between the edges of the water box and the closest atom of the RNA was at least 11 A, resulting in a

system of ~250,000 atoms.

The system was minimized by 50 steps of steepest descent minimization followed by 450 steps of
conjugate gradient minimization. The particle mesh Ewald method (Darden, York et al. 1993) was used
to treat long range electrostatic interactions, and bond lengths involving bonds to hydrogen atoms were

constrained using SHAKE (Ryckaert, Ciccotti et al. 1977). The time step for all MD simulations was 2 fs,
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with a direct-space nonbonded cutoff of 8 A. Applying harmonic restraints with force constants of 5 kcal
mol™® A? to all solute atoms, we carried out canonical ensemble (NVT)-MD for 50 ps, during which the
system was heated from 100 to 300 K. Subsequent isothermal isobaric ensemble (NPT)-MD was used for
150 ps to adjust the solvent density. Finally, the force constants of the harmonic restraints on solute

atom positions were gradually reduced to 1 kcal mol™ A during 50 ps of NVT-MD.

From the following 40 ns of NVT-MD at 300 K, conformations were extracted every 20 ps. Harmonic
restraints were applied on phosphorus atoms further away than six bases from the junction region,
using force constants that have been chosen such that the positional uncertainties of the phosphorous

atoms as calculated by bootstrapping for the rigid body docking models are reproduced.
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4 Results

4.1 Measurement of D only fluorescence decays quantum yields @

According to Eq. 1 in the main text, for the determination of Rpa the acceptor quantum yield @, needs
to be known (see also Section 3.4). Furthermore, to determine the static FRET line the fluorescence
decay of the donor in absence of FRET needs to be determined (see Section 3.5). It has been shown that
guenching of Alexa488 and Cy5 attached to dsRNAs using long C6 dye linkers is mostly dynamic
(Sindbert, Kalinin et al. 2011). Thus, to determine @, and the D fluorescence decays for each A and D
labeling position, respectively, eTCSPC measurements for the single labeled molecules were performed
(see Section 3.3.1). Values for ®¢, were assumed to be proportional to the species averaged lifetime
()y=Xx171 + X, and calculated by calibrating against a sample labeled with Cy5 with a known
fluorescence quantum vyield. For calibration we used single labeled dsDNA with a C6-hexamethylen
linker and Cy5 with (7), = 1.16 ns and ®r, = 0.32 due to the presence of ~ 20% cis-trans isomerization
under single-molecule conditions (instead of @, = 0.4 expected for ensemble measurements) (Wozniak,
Schréder et al. 2008; Sindbert, Kalinin et al. 2011). For the calibration of gg/gg with the dsDNA (see
Section 3.6) we also use ®¢, = 0.32 for the static FRET line. Therefore, even if the determined values for
@, are wrong, errors due to wrong calibration cancel out and Eqg. 1 in the main text will yield the correct
distance Rpa. For D samples, we assumed that free Alexa488 has 7p(0) = 4.1 ns and ®rp) = 0.8 (Wozniak,
Schroder et al. 2008; Sindbert, Kalinin et al. 2011). The results of the fits of the fluorescence decays and
resulting values for the fluorescence and the species averaged lifetimes ({7), and {7);, respectively) and
for ®¢, are compiled in Table 4-1. The fitted fluorescence decays of the D-only molecules were used to
calculate static FRET lines according to Section 3.5 while assuming opa = 6 A. The resulting polynomial

coefficients are listed in Table 4-1.
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Table 4-1. Fluorescence lifetimes (7) and quantum yields (®;,) of single labeled RNA4WJ samples

D-only
71, NS (1) 7, NS (X7) () Ns (D ns

(D)B5c 4.10(92%) 1.34(8%) 3.87 4.02

(D)B8c 4.03(90%) 1.23(11%) 3.74 3.93

(D)B11c | 4.03(95%) 2.28(5%) 3.94 3.98

(D)B14c | 4.12(93%) 0.61(7%) 3.86 4.08

(D)B27b | 3.87(79%) 0.40(21%) 3.15 3.77

(D)y8b 3.85(81%) 1.18(19%) 3.34 3.67

(D)y29a | 3.62(75%) 0.79(25%) 2.92 3.43

(D)&7a 3.99(82%) 0.51(18%) 3.35 3.89

A-only

7,ns(x1) | mns(x) [ (Douns | (sns | Dra
(A)a12d | 1.90(27%) | 1.03(74%) 1.26 1.38 |0.35
(A)p14c | 1.82(23%) | 1.03(77%) 1.21 1.30 |0.34
(A)B27b | 1.63(27%) | 0.99(73%) 1.16 1.23 | 0.32
(A)B33b | 1.91(72%) | 1.14(28%) 1.69 1.76 | 0.47
(A)y8b 1.81(25%) | 1.03(75%) 1.23 1.32 | 0.34
(A)y24a 1.53(41%) | 0.93(59%) 1.17 1.25 |0.32
(A)510a 1.68(39%) | 0.99(61%) 1.26 1.35 |0.35
(A)523d | 1.65(22%) | 1.00(78%) 1.15 1.21 | 0.32
(A)526d | 1.76(62%) | 1.20(38%) 1.54 1.59 |0.43
(A)528d | 1.90(79%) | 1.13(21%) 1.73 1.79 |0.48

Table 4-2. Polynomial coefficients c; used for the calculation of the static FRET-lines (see Section 3.5).

D position Co C1 C2 C3
(D)B5c -0.0501 0.5383 0.2748 -0.0391
(D)pB8c -0.0516 0.5528 0.2795 -0.0413
(D)B11c -0.0449 0.5003 0.2837 -0.0391
(D)B14c -0.0518 0.5563 0.2638 -0.0373
(D)B27b -0.0672 0.7212 0.2455 -0.0443
(D)y8b -0.0580 0.6107 0.2937 -0.0500
(D)y29a -0.0675 0.7118 0.2845 -0.0569
(D)67a -0.0644 0.6786 0.2494 -0.0418
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4.2 Fitting data set of (D)f11c_(A)523d with only 2 FRET states
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Figure 4.1. PDA for sample (D)f11c_(A)d23d (selected bursts). Fp/F, histogram of experimental data (gray area) is fitted

(purple solid line) using the following parameters: 47.5 % of (Rpa)en) = 44.5 A (red); 13.9 % of (Rpa)e = 57.8 A (blue); oy, =
(1) (2) pp

o 2
4.5 % of (Rpa)s; 36.5 % of D-only; 2.0 % of impurities with apparent Rpy = 70.5 A; ¥ =4.17. Weighted residuals are shown in

the upper plot.
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4.3 Distances and errors for measurements at 20 mM MgCl; and model
distances for the rigid body models

Table 4-3. Values for measured distances (Rp,)e and their relative amplitudes x, measurement erros ARp, and model
distances Ryoqel resulting from rigid body docking.

(ad). (ad), (ab).
DA'pair Oapp <RDA>E: A ARDA Rmodel <RDA>E: A ARDA Rmodel <RDA>E: A ARDA Rmodel
(x1) (x2) (x3)
(D)B5c_(A)al2d 4.1% | 53.4(78.9%) 5.1% 51.6 53.4(10.2%) 15.5% 50.5 60.2(10.9%) 13.6% 55.3
(D)B8c_(A)a12d 3.9% | 58.7(73.8%) 5.0% 52.8 58.7(11.8%) 10.9% 52.1 48.3(14.5%) 5.5% 50
(D)B11c_(A)al2d | 3.8% | 56.4(85.6%) 5.0% 50.6 46.6(9.7%) 5.7% 47.1 41(4.7%) 7.0% 43.2
(D)B14c_(A)al2d | 5.9% | 44.2(78.3%) 5.0% 38.8 44.2(10.8%) 10.4% 36.2 44.2(10.8%) 10.4% 35.6
(D)Y8b_(A)a12d 4.9% | 46.8(82.2%) 5.0% 43.9 36.9(8.9%) 11.6% 41 36.9(8.9%) 11.6% 38.1
(D)Y29a_(A)al2d | 3.6% | 55.1(85.7%) 5.2% 52.1 47.7(4%) 9.7% 51.1 55.1(10.3%) 11.6% 50.9
(D)67a_(A)al12d 4.6% | 39.8(70.5%) 5.1% 36.6 49.1(14.8%) 10.6% 36.9 49.1(14.8%) 10.6% 343
(D)Y8b_(A)B14c 4.3% | 44.3(80.8%) 5.2% 43.6 50.5(7.5%) 7.2% 43.6 44.3(11.7%) 13.5% 41
(D)Y29a_(A)B14c | 4.5% | 52.2(83.8%) 5.1% 54.9 42.2(3.1%) 6.7% 39.8 56.1(13.1%) 10.7% 69.5
(D)87a_(A)B14c 4.3% 43.9(88%) 5.0% 48.6 38.9(6.2%) 6.7% 30.8 51(5.8%) 6.3% 52.6
(D)Y29a_(A)B27b | 3.7% | 42.1(69.5%) 5.0% 40.9 50.8(7.6%) 7.9% 51.2 60.5(22.9%) 6.7% 58.9
(D)87a_(A)B27b 3.7% | 39.3(66.4%) 5.1% 37.1 46.3(13.5%) 7.8% 49.9 51.8(20.1%) 5.8% 50.8
(D)Y29a_(A)B33b | 4.3% | 49.5(80.7%) 5.0% 515 59.8(8.1%) 6.5% 63.3 75.1(11.2%) 10.4% 79.6
(D)87a_(A)B33b 4.4% | 52.7(67.9%) 5.0% 54.6 59.7(12.6%) 5.7% 65.3 73.4(19.4%) 5.1% 66.1
(D)B11c_(A)Y24a | 3.5% | 51.7(82.3%) 5.1% 47.4 44.9(6.8%) 5.8% 46.7 51.7(10.9%) 9.3% 53.8
(D)B8c_(A)Y24a 4.0% | 48.3(66.3%) 5.1% 46.8 54.6(11.9%) 7.7% 58.8 63.2(21.8%) 5.6% 57.4
(D)B14c_(A)Y24a | 3.5% | 41.8(57.2%) 5.1% 42.4 49.2(24.6%) 6.7% 41.2 54.7(18.2%) 7.0% 54.3
(D)B27b_(A)Y24a | 3.5% | 45.1(54.8%) 5.4% 44.5 41.4(20.7%) 6.3% 40.4 50.3(24.5%) 5.5% 47.4
(D)B5c_(A)Y24a 4.5% | 49.9(57.3%) 5.2% 54.1 45.4(19.5%) 6.5% 57.3 62.6(23.2%) 5.6% 69.9
(D)B5c_(A)Y8b 4.8% | 64.1(73.5%) 5.3% 65.9 64.1(12.2%) 11.4% 65.4 54.3(14.3%) 7.2% 58.4
(D)B8c_(A)Y8b 4.8% | 59.3(72.9%) 5.1% 60.3 59.3(12.7%) 13.3% 60.8 48.9(14.4%) 5.4% 51.8
(D)B11c_(A)Y8b 4.0% | 50.7(78.4%) 5.1% 51.0 50.7(10.4%) 14.4% 49.3 41.2(11.2%) 6.6% 40
(D)B14c_(A)Y8b 4.7% | 46.1(82.5%) 5.3% 43.6 53.1(6.7%) 7.2% 43.6 46.1(10.9%) 9.8% 41.1
(D)67a_(A)Y8b 4.3% 41.2(67%) 5.0% 38.3 48.9(16.5%) 7.2% 48.2 48.9(16.5%) 7.2% 49.2
(D)B11c_(A)610a | 3.5% | 52.8(81.6%) 5.1% 48.5 46.5(8.4%) 8.3% 49.2 52.8(9.9%) 12.3% 51.4
(D)B8c_(A)810a 5.8% | 51.6(75.7%) 5.2% 47.0 63(24.3%) 15.9% 60.6 63(0%) 15.9% 53.9
(D)B27b_(A)810a | 3.5% 45.8(58%) 6.2% 46.5 42.2(16.2%) 7.3% 42.3 50.5(25.8%) 7.2% 48.2
(D)B14c_(A)610a | 3.5% 42(59.5%) 5.1% 42.5 48.8(24.4%) 6.4% 42.5 54.3(16.1%) 6.0% 51.5
(D)B5c_(A)810a 4.5% | 49.8(62.6%) 5.1% 53.1 56.4(21%) 6.5% 57.9 67.9(16.5%) 6.2% 65.9
(D)Y8b_(A)810a 3.5% 46.9(77%) 5.1% 47.2 43.6(15.6%) 6.3% 41 52(7.3%) 8.0% 48.5
(D)B5c_(A)623d 4.4% | 44.4(67.4%) 5.0% 41.0 53.7(10.7%) 8.6% 58.8 62.4(21.9%) 5.8% 63
(D)B8c_(A)823d 4.3% | 45.5(68.5%) 5.1% 46.9 53(21.9%) 7.2% 57.2 58.1(9.6%) 9.6% 60.1
(D)B11c_(A)823d | 4.5% | 43.9(66.6%) 5.1% 45.1 53(11.6%) 6.5% 55.5 62.6(21.8%) 5.8% 56.6
(D)B14c_(A)623d | 4.5% | 39.2(62.5%) 5.2% 35.5 46.8(18.7%) 11.3% 45 46.8(18.7%) 11.3% 44.9
(D)B27b_(A)823d | 4.6% | 53.8(82.1%) 5.1% 55.5 46.2(7.4%) 8.5% 44.9 53.8(10.5%) 11.7% 58.2
(D)Y8b_(A)823d 3.8% 51(79.3%) 5.1% 53.4 43.6(9%) 7.0% 46.7 57.2(11.8%) 7.8% 55.2
(D)Y29a_(A)623d | 4.6% | 65.6(84.9%) 6.7% 68.2 65.6(10.2%) 9.7% 67.6 53.1(4.9%) 6.1% 57.4
(D)B5c_(A)626d 5.6% | 56.6(78.2%) 5.1% 52.2 69.5(10.3%) 7.2% 69.5 85.3(11.4%) 10.1% 76.7
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DA-pair Gapp <RDA>EIA ARoa | Rmodel <RDA>EIA ARpp | Rmodel (RDA>E,A ARpa | Rmodel
(x1) (x) (x3)
(D)B8c_(A)826d | 5.5% | 62.5(59.9%) | 5.3% 59.9 71.2(20%) 10.3% | 70.1 71.2(20%) 10.3% | 716
(D)B11c_(A)626d | 5.4% | 58.8(79.4%) | 5.1% 58.7 70.6(10.3%) 11.8% 66.9 70.6(10.3%) 11.8% 66.3
(D)B14c_(A)826d | 5.5% | 51.6(78%) 5.1% 47.0 62.7(11%) 13.4% 54.3 62.7(11%) 13.4% 55.3
(D)B27b_(A)826d | 4.7% | 63(74.4%) 5.4% 63.0 52.4(13.9%) 9.2% 48.1 63(11.7%) 13.1% 61.1
(D)Y8b_(A)826d | 6.0% | 56.8(82.4%) | 5.5% 61.1 44.4(4.3%) 18.2% 50.8 56.8(13.3%) 15.9% 57.8
(D)Y29a_(A)826d | 5.5% 78(69%) 5.9% 76.6 66(27.4%) 7.3% 743 52.6(3.6%) 10.8% | 49.6
(D)B5c_(A)828d | 5.6% | 53.6(78.2%) | 5.0% 58.2 67.6(9.9%) 8.1% 69.9 85(11.8%) 22.5% | 80.6
(D)B8c_(A)5628d | 5.6% | 58.1(76.8%) | 5.1% 66.0 73.6(11.6%) 11.7% | 722 73.55(11.6%) | 11.7% | 75.7
(D)B11c_(A)828d | 5.8% | 57.7(83.9%) | 5.1% 62.8 73(8.1%) 20.6% | 70.2 73(8.1%) 20.6% 68.7
(D)B14c_(A)828d | 5.0% | 52.1(69.4%) | 5.2% 50.3 62.2(17.3%) 12.7% 57 71.2(13.4%) 13.0% 57.5
(D)B27b_(A)828d | 5.6% | 67.4(64.8%) | 5.3% 62.3 56.8(23.1%) 5.4% 54.3 67.4(12%) 13.8% | 60.2
(D)Y8b_(A)828d | 6.0% | 61.4(81.6%) | 5.3% 60.3 47.2(6.3%) 7.7% 56.9 61.4(12.1%) 21.1% 56.6
(D)Y29a_(A)828d | 6.0% | 80.1(76.5%) | 5.7% 79.0 64.9(11.7%) 153% | 77.3 64.9(11.7%) 15.3% 51.1
4.4 Fit parameters for all PDA fits
Table 4-4 PDA fit parameters for the datasets measured at 20 mM MgCl,
bai (Roayes, A [ (Roadez, A | (Roajes, A D- impuritie | (Bc), | (Bw) 9q/9 2
DA-pair x) [5) @) | % | only | sRonA(x) | kHz | knz | * e | X
(D)B5c_(A)al2d 53.4(62.1%) 53.4(8%) 60.2(8.6%) 4.1% 20% 75.9(1.3%) 1.19 0.79 2.4% 0.4 1.48
(D)B8c_(A)al2d 58.7(59%) 48.3(11.6%) 58.7(9.4%) 3.9% | 18.9% 74.6(1.1%) 1.13 0.75 2.5% 0.4 1.14
(D)B11c_(A)al2d 56.4(67.1%) 46.6(7.6%) 41(3.7%) 3.8% | 20.8% 77.8(0.8%) 113 0.75 2.3% 0.4 0.97
(D)B14c_(A)al2d 44.2(62.1%) 44.2(8.6%) 44.2(8.6%) 5.9% 19% 80.5(1.8%) 113 0.75 2.9% 0.4 3.05
(D)Y8b_(A)a12d 46.8(56.2%) 36.9(6.1%) 36.9(6.1%) 4.9% | 30.6% 57.9(1.1%) 0.99 0.67 2.8% 0.32 2.11
(D]YZ9:;_(A)a12 55.1(66.5%) 55.1(8%) 47.7(3.1%) 3.6% 20% 74.8(2.5%) 1.44 0.99 2.3% 0.4 1.89
(D)87a_(A)a12d 39.8(51.1%) 49.1(10.7%) 49.1(10.7%) 46% | 26.7% 69.9(8%) 1.12 0.73 3.2% 0.35 1.78
(D)Y8b_(A)B14c 44.3(60%) 50.5(5.6%) 44.3(8.7%) 43% | 24.9% 67.3(0.7%) 113 0.75 2.7% 0.4 1.06
(D)Y29a_(A)B14c 52.2(59.5%) 42.2(2.2%) 56.1(9.3%) 45% | 25.9% 72.3(3.1%) 1.27 0.53 1.5% 0.85 12
(D)87a_(A)B14c 43.9(57.9%) 38.9(4.1%) 51(3.8%) 43% | 331% 62.4(1%) 1.42 0.61 1.6% 0.8 1.02
(D)Y29a_(A)B27b 42.1(44.6%) 50.8(4.9%) 60.5(14.7%) 3.7% | 33.3% 68.9(2.5%) 1.43 0.62 2% 0.8 1.03
(D)87a_(A)B27b 39.3(38.4%) 46.3(7.8%) 51.8(11.6%) 3.7% | 38.7% 71.1(3.5%) 1.43 0.62 1.9% 0.8 121
(D)Y29a_(A)B33b 49.5(55.5%) 59.8(5.6%) 75.1(7.7%) 43% | 28.4% 90.7(2.8%) 1.43 0.62 1.9% 0.8 1.42
(D)87a_(A)B33b 52.7(57%) 59.7(10.6%) 73.4(16.3%) 4.4% | 13.7% 95.1(2.3%) 1.50 0.56 1.5% 0.69 2.11
(D)B11c_(A)Y24a 48.7(51.4%) 62.4(8.5%) 62.4(8.5%) 5.5% | 28.7% 78.9(2.9%) 1.54 0.59 1.5% 0.73 1.48
(D)B8c_(A)Y24a 48.3(42.5%) 54.6(7.6%) 63.2(14%) 4% 35.8% 1.81 0.75 1.4% 0.74 24
(D)B14c_(A)Y24a 51.7(59.4%) 44.9(4.9%) 51.7(7.9%) 3.5% | 26.4% 65.6(1.3%) 1.74 0.64 1.4% 0.71 173
(D)B27b_(A)Y24a 41.7(32.5%) 48.7(12.6%) 53.9(11.9%) 35% | 41.7% 64.8(1.3%) 1.73 0.72 1.4% 0.74 1.22
(D)B5c_(A)Y24a 45.3(38.6%) 41.6(17.1%) 50.4(16.7%) 35% | 26.5% 64(1%) 1.54 0.59 1.3% 0.73 1.71
(D)B5c_(A)Y8b 64.1(39.6%) 64.1(6.6%) 54.3(7.7%) 4.8% 44% 77.4(2.1%) 113 0.75 2.2% 0.4 0.78
(D)B8c_(A)Y8b 59.3(47.1%) 59.3(8.2%) 48.9(9.3%) 4.8% | 32.8% 75.9(2.6%) 1.29 0.55 1.3% 0.7 1.99
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papair | St | St | O L om | oy | meekoo | e | e | @ | oo | 27
(D)B11c_(A)Y8b 50.7(46.9%) 50.7(6.2%) 41.2(6.7%) 4.8% | 38.6% 63.8(1.6%) 1.57 0.69 1.3% 0.8 138
(D)B14c_(A)Y8b 46.1(47%) 53.1(3.8%) 46.1(6.2%) 4.7% | 41.5% 66.5(1.5%) 157 0.69 1.3% 0.8 1.42
(D)87a_(A)Y8b 41.2(41.4%) 48.9(10.2%) 48.9(10.2%) 43% | 37.1% 61.9(1%) 1.29 0.67 1.3% 0.75 2.74
(D)B11c_(A)810a 49.8(43.3%) 56.4(14.5%) 67.9(11.4%) 4.5% 28% 83.4(2.8%) 1.95 0.64 1.2% 0.71 2.32
(D)B8c_(A)510a 51.6(25.2%) 61.6(9.8%) 51.6(5.8%) 5.7% | 57.6% 69.1(1.7%) 1.81 0.75 1.3% 0.74 0.78
(D)B27b_(A)810a 52.8(64.8%) 46.5(6.7%) 52.8(7.9%) 35% | 19.7% 66.3(0.9%) 1.74 0.64 1.5% 0.71 1.32
(D)B14c_(A)810a 41.9(35.5%) 47.7(12.7%) 53(13%) 3.5% | 37.7% 61.1(1%) 173 0.72 1.9% 0.74 1.69
(D)B5c_(A)810a 45.8(31.2%) 42.1(8.6%) 50.5(13.9%) 3.5% | 43.1% 66(3.1%) 173 0.72 1.5% 0.74 1.74
(D)Y8b_(A)610a 46.9(56.6%) 52(5.4%) 43.6(11.5%) 3.5% 24% 70.9(2.5%) 1.73 0.72 1.5% 0.73 0.83
(D)B5c_(A)823d 44.4(32.7%) 53.7(5.2%) 62.4(10.6%) 4.4% | 51.5% 1.19 0.79 2.4% 0.4 136
(D)B8c_(A)523d 45.5(38.5%) 53(12.3%) 58.1(5.4%) 4.3% 42% 73.2(1.8%) 1.30 0.54 1.4% 0.85 0.84
(D)B11c_(A)823d 44.2(45.1%) 51.2(4.9%) 58.8(11.9%) 3.8% | 36.2% 71.5(1.9%) 1.66 0.65 1.3% 0.67 1.88
(D)B14c_(A)523d 39.2(31.7%) 46.8(9.5%) 46.8(9.5%) 4.5% | 45.9% 72.6(3.5%) 1.29 0.54 1.5% 0.85 15
(D)B27b_(A)823d | 53.8(50.9%) 46.2(4.6%) 53.8(6.5%) 4.6% | 36.4% 66.5(1.5%) 1.27 0.53 1.2% 0.85 117
(D)Y8b_(A)623d 51(31%) 43.6(3.5%) 57.2(4.6%) 3.8% 60.1% 72(0.9%) 0.99 0.67 2.6% 0.32 0.68
(D)Y29a_(A)823d | 65.6(65.7%) 65.6(7.9%) 53.1(3.8%) 4.6% | 22.6% 1.57 0.69 1.3% 0.8 1.25
(D)B5c_(A)826d 56.6(56.7%) 69.5(7.5%) 85.3(8.3%) 5.6% | 26.3% 90(1.3%) 0.99 0.67 3% 0.32 117
(D)B8c_(A)d26d 62.5(46.1%) 71.2(15.4%) 71.2(15.4%) 5.5% 21% 101(2.2%) 0.99 0.67 2.6% 0.32 0.98
(D)B11c_(A)d26d 58.8(64.7%) 70.6(8.4%) 70.6(8.4%) 5.4% 18.5% 0.99 0.67 2.6% 0.32 1.05
(D)B14c_(A)826d 51.6(39.1%) 62.7(5.5%) 62.7(5.5%) 5.5% | 47.2% 73.5(2.8%) 1.19 0.79 2.7% 0.4 0.78
(D)B27b_(A)826d 63(53.6%) 52.4(10%) 63(8.4%) 4.7% 28% 2.19 1.15 0.7% 0.75 0.99
(D)Y8b_(A)526d 56.8(51.9%) 44.4(2.7%) 56.8(8.4%) 6% 33.6% 72.9(3.4%) 1.44 0.99 2.2% 0.4 1.29
(D)Y29a_(A)526d 78(51.4%) 66(20.4%) 52.6(2.7%) 5.5% | 25.6% 1.44 0.99 2.3% 0.4 0.7
(D)B5c_(A)d828d 53.6(58.2%) 67.6(7.4%) 85(8.8%) 56% | 23.2% 103(2.3%) 1.44 0.91 2.4% 0.4 1.15
(D)B8c_(A)528d 58.1(58.2%) 73.6(8.8%) 73.6(8.8%) 5.6% 23% 82.3(1.2%) 130 0.54 1.4% 0.85 0.67
(D)B11c_(A)828d 57.7(62.5%) 73(6%) 73(6%) 5.8% | 22.6% 84.2(3%) 1.29 0.55 1.2% 0.7 0.78
(D)B14c_(A)628d 52.1(49.8%) 62.2(12.4%) 71.2(9.6%) 5% 27% 86.3(1.3%) 1.30 0.54 1.3% 0.85 0.9
(D)B27b_(A)828d | 67.4(46.3%) 56.8(16.5%) 67.4(8.6%) 5.6% | 28.6% 1.29 0.67 1.2% 0.75 2.06
(D)Y8b_(A)828d 61.4(54%) 47.2(4.2%) 61.4(8%) 6% 32.1% 72.4(1.6%) 1.83 0.79 1.4% 0.67 151
(D)Y29a_(A)828d 80.1(58.1%) 64.9(8.9%) 64.9(8.9%) 55% | 24.2% 1.57 0.69 1.3% 0.8 1.75
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Table 4-5 PDA fit parameters for the datasets of the Mgz"-titrations

. - B, Bg 2
DA-pair [Mg?], | (RoaYes, A | (Roa)ez, A | (Roayes, A o D- lmpuzltle (Ba) | (Br) o | 99 | %,
mM X X; X: “P | only | sR X ’ ’
(x1) (x2) (x3) y o A ) |y | Kz R

20 52.7(49.6%) | 52.7(7.5%) 58.8(9%) 4% | 326% | 71803% | 266 | 156 | 07% | 075 | 104
(D)b5c_(A)a12d 1 55.8(56.8%) | 55.827%) | 58.8(10.4%) | 36% | 265% | 736(36% | 266 | 156 | os% | 075 | 202
01 57.5(613%) | 51(25%) 57.5(7.4%) | 33% | 27.5% | eos@2% | 266 | 146 | os% [ o075 0.9
20 58.7(60%) | 587(8.5%) | 48311.6%) | 39% | 189% | 7461w | 113 | 075 | 25% [ o4 116
(D)b8c_(A)a12d 1 61.6(49.4%) | 616(25%) | 51(20.1%) 4% | 253% | 77.827% | 166 | 070 | 15% [ 073 | 1m
01 603(49.9%) | 60.3(1%) | 5220222%) | 4% | 261% | 715(28% | 144 | o060 | 15% | o071 | 126
20 56.6(33.6%) | 48.2(3.1%) | 432(3.8%) | 25% | 41.9% | 817177%) | 191 | 063 | 15% | o068 | 142

(D)b11c_(A)al2d 1 56.5(42.8%) | 49.9(9.2%) 4a9.7%) | 3.72% | 36.8% | eso4aw) | 191 | 063 | 13% | o6s 17
01 54.826.1%) | 48(9.4%) | 438(28%) | 37% | 61.6% 191 | 063 | 13% | o068 | 117
20 541(533%) | 49.6(9.7%) | s541(7.4%) | 27% | 266% | e6.5(3%) 279 | 131 | o7% | o076 | 124
(D)g29a_(A)a12d 1 56(54.5%) | 49.6(5.1%) s6(6.7%) | 2.8% | 292% | 67(45%) 279 | 131 | o7% | o076 | oss
01 56.6(343%) | 49.6(2%) s566(4.5%) | 32% | s28% | 71263% | 279 | 141 | os% | 076 | 137
20 39.8(51.1%) | 49.1(107%) | 49.1(107%) | 46% | 267% | 69.908%) | 112 | 073 | 32% | o035 | 178
(D)d7a_(A)a12d 1 a1141.6%) | 497(7.7%) | 4977.7%) | 4% | 423% | e5.407% | 144 | o060 | 16% | 071 | 159
01 425(36.9%) | 49.6(8.6%) | 49.6(8.6%) | 45% | 443% | e63(1.6% | 144 | o060 | 16% | 071 | 125

20 49.849.8%) | 558(7.6%) | 721(6.6%) | 32% | 327% | 804(33% | 179 | 074 | 17% [ om 1
(D)g29a_(A)b33b 1 50.3(50.7%) | 531(33%) | 67.4(13.4%) | 32% | 206% | 765(3%) 179 | 074 | 17% | o7 | 151
01 627(45%) | s5.822%) | ese225%) | 32% | 275% | 7a728%) | 179 | 074 | 17% | o071 | 143
20 519(48.8%) | 59.8(8.6%) | 73.1(14%) | 42% | 258% | ee6(27% | 143 | o062 | 2% 08 1.43
(D)d7a_(A)b33b 1 53.4(42.1%) | 61.5(7%) 72(12.5%) 4% | 38.5% 143 | 062 | 14% | o8 112
0.2 53.840.9%) | 61.4201%) | 711(13%) | 41% | 26% 166 | 070 | 14% | 073 | 104
20 487(514%) | 624(85%) | 624(85%) | 55% | 287% | 789(29% | 154 | 059 | 15% | 073 | 166
(D)b5c_(A)g24a 1 45.824.3%) | 562(7.7%) | 68.8(18.9%) | 46% | 446% | 87.1(45% | 164 | 062 | 16% | 07 1.27
01 469(23.4%) | 55.2(11%) | e6.814.1%) | 51% | 468% | 77.847% | 164 | 062 | 16% 0.7 0.94
20 483(425%) | 54.6(7.6%) | 63.2(14%) 4% | 35.8% 181 | 075 | 14% | 074 24
(D)b8c_(A)g24a 1 47.6(23.7%) | s6.4(10.6%) | 65.7(12.9%) | 4% | 52.7% 166 | 070 | 12% | o073 | 109
0.2 483(183%) | 56(18%) | 643(153%) | 4% | 48.4% 166 | 070 | 15% | 073 | 109
20 517(59.4%) | 44.9(4.9%) | 51.7(7.9%) | 35% | 264% | es6(1.3% | 174 | o6s | 14% | o7 | 173
(D)b11c_(A)g24a 1 51.6(63.4%) | 461(17%) | 516(7.6%) | 29% | 253% | 6152%) 166 | 070 | 13% | o073 | 111
0.2 524(637%) | 45.8(1.1%) | 524(7.8%) | 26% | 261% | e26(1.3% | 166 | 070 | 14% | o073 | 141
20 417(325%) | 487(126%) | 539(119%) | 35% | 41.7% | e48(13% | 173 | 072 | 14% | o074 | 228
(D)bl4c_(A)g24a 1 42411.4%) | 503(108%) | 57.267% | 35% | 60.1% | 747(11%) 164 | 062 | 16% | o7 1.49
01 a15(5.3%) | 4s6(87%) | sea0.8% | 35% | e3% | e9s@32%) | 164 | 062 | 18% | 07 2.07
20 45.1(22.8%) | 41.4(7.2%) | 503(103%) | 35% | 58.8% | 64.80.9% | 279 | 141 | o6% | 076 | 202
(D)b27b_(A)g24a 1 45.1(27.9%) | 414(66%) | 503(9.5%) | 35% | 543% | e6717% | 279 | 121 | o6% | o076 | 147
01 451(202%) | 41.4(1%) 503(7.1%) | 35% | es.7% | e9.23%) 279 | 151 | os% | o076 | 226
(D)b5c_(A)g8b 20 63.2(41.6%) | 632(4.9%) | 527(4.7%) | 47% | 48.9% 182 | 077 | 1% 073 | os1
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1 65.5(37.7%) | 65.5(1.4%) 54.3(5%) 47% | 55.9% 1.82 | 077 1% 0.73 1.05
0.1 67.2(45.9%) | 67.2(0.4%) | 57.7(10.6%) | 47% | 43.1% 1.82 0.77 1% 0.73 1.7
2+ . . 2
. Mg™], | (Roades A | (Roadezs A | (Roades A D- impurities | (Bs), | (Br),
DA-pair (o] a g¢/g r
mM (x1) (x2) (x3) * | only | Roa A(x) kHz | kHz el =R
20 59.2(48.9%) 59.2(7.7%) 49(9.7%) 4.8% 30.8% 76.3(2.9 %) 1.29 0.55 1.3% 0.7 1.76
(D)b8c_(A)g8b
0.1 59(42.2%) 59(0.7%) 51.2(19.3%) 4.8% 35% 72.2(2.7 %) 1.35 0.63 1.7% 0.75 2.06
20 52.2(49%) 52.2(6%) 42.8(5.5%) 4.4% 37.3% 68.5(2.3 %) 1.49 0.58 1.5% 0.69 1.3
3 53.2(49.1%) 53.2(3.8%) 40.6(4.9%) 4.4% 37.7% 71(4.5 %) 1.49 0.58 1.5% 0.69 1.82
1 53(49.1%) 53(2.7%) 41.2(4.8%) 4.4% 38.1% 73.4(5.3 %) 1.49 0.58 1.5% 0.69 1.37
(D)b11c_(A)g8b
03 53.4(46.2%) 53.4(1.7%) 45(6.9%) 4.4% 42.2% 69(3 %) 1.69 0.62 1.6% 0.66 2.14
0.1 52.6(40.8%) 52.6(0.5%) 44.7(7.3%) 5% 47.8% 71.7(3.6 %) 1.62 0.54 1.5% 0.71 2.01
0.03 52.4(41.5%) 52.4(0.2%) 44.7(6.8%) 5% 46% 71(5.6 %) 1.62 0.54 1.5% 0.71 2.12
20 49.8(43.3%) 56.4(14.5%) 67.9(11.4%) 4.5% 28% 83.4(2.8 %) 1.95 0.64 1.2% 0.71 2.32
(D)b5c_(A)d10a 1 46.6(8.9%) 55.7(10.6%) 68.9(3.7%) 4.5% 69.8% 74.8(7 %) 1.64 0.62 1.5% 0.7 1.26
0.1 47.1(6.6%) 55.5(13.7%) 69.2(6.6%) 4.5% 69.6% 79.5(3.5 %) 1.64 0.62 1.7% 0.7 1.17
20 51.3(20.7%) 61.6(9.4%) 51.3(4.6%) 4.5% 65.3% 1.82 0.81 0.9% 0.75 1.19
(D)b8c_(A)d10a 1 58(15.5%) 58(1.4%) 50(9.9%) 3.9% 69.7% 66.7(3.6 %) 1.82 0.81 1% 0.75 0.9
0.1 58.7(19.5%) 58.7(0.6%) 51.1(5.7%) 4.7% 71.2% 66.8(3 %) 1.82 0.81 1.1% 0.75 1.51
20 52.8(64.8%) 46.5(6.7%) 52.8(7.9%) 3.5% 19.7% 66.3(0.9 %) 1.74 0.64 1.5% 0.71 1.32
(D)b11c_(A)d10a 1 52.6(56.6%) 46.5(2%) 52.6(7%) 3.5% 30.3% 64.3(4.2 %) 1.44 0.60 1.6% 0.71 1.46
0.1 53.7(43.7%) 46.5(1.5%) 53.7(5.9%) 3.5% 45.4% 65.3(3.6 %) 1.44 0.60 1.6% 0.71 0.92
20 41.9(35.5%) | 47.7(12.7%) 53(13%) 3.5% 37.7% 61.1(1 %) 1.73 0.72 1.9% 0.74 1.69
(D)b14c_(A)d10a 1 42(11.6%) 49.9(9%) 56.2(8.8%) 3.5% 56.4% 73.1(14.2 %) 1.64 0.62 2.1% 0.7 1.77
0.1 43.2(6.5%) 50.9(10.9%) 59.6(7%) 3.5% 59.7% 74.5(15.8 %) 1.64 0.62 2.1% 0.7 3.57
20 46.7(29.8%) 42.8(14.4%) 51.4(9.3%) 3.5% 43.6% 64.3(2.9 %) 1.73 0.72 1.6% 0.74 1.51
(D)b27b_(A)d10a 1 47.8(41.3%) 42.8(4.8%) 51.8(11%) 3.5% 41.2% 65.4(1.8 %) 1.73 0.72 1.4% 0.74 1.29
0.1 47.9(34.4%) 42.8(2%) 52.4(7.5%) 3.5% 54.5% 65.7(1.6 %) 1.73 0.72 1.3% 0.74 1.99
20 46.4(59.3%) 50.8(9.1%) 42.4(4.9%) 3.5% 24.1% 69.7(2.6 %) 1.73 0.72 1.4% 0.74 0.86
(D)g8b_(A)d10a 1 51.4(46.2%) 42.4(1.2%) 51.4(5.5%) 3.5% 46.2% 62.7(0.9 %) 1.73 0.72 1.6% 0.74 217
0.1 52.8(65.4%) 42.4(0.9%) 52.8(7.5%) 7.5% 25% 64.8(1.1 %) 1.73 0.72 1.6% 0.74 1.15
20 44.1(28.3%) 51.1(5%) 62.5(15.7%) 4.4% 51% 1.56 0.65 1.6% 0.71 0.78
(D)bSc_(A)dZBd 1 50.5(36.1%) 50.5(1.5%) 62.6(13.6%) 4.4% 48.8% 1.56 0.65 1.6% 0.73 0.93
0.1 53.5(30.5%) 53.5(0.6%) 61(13.5%) 4.4% 55.4% 1.56 0.65 1.5% 0.71 0.83
20 44.2(45.1%) 51.2(4.9%) 58.8(11.9%) 3.8% 36.2% 71.5(1.9 %) 1.66 0.65 1.3% 0.67 1.88
(D)b11c_(A)d23d 1 43.1(40.5%) 50.9(9%) 58.7(12.1%) 3.7% | 38.4% 1.82 0.81 0.9% 0.75 1.16
0.1 44.3(25.4%) 51.2(15.7%) 58.5(12.4%) 4.1% 46.4% 1.82 0.81 1.1% 0.75 1.16
(D)b27b_(A)d23 20 53.7(52.4%) 46.3(5.3%) 53.7(6.9%) 4.5% 34.3% 68.2(1.1 %) 1.27 0.53 1.4% 0.85 1.02
d 0.1 53.4(60.2%) 46.3(1.8%) 53.4(7.1%) 4.5% 28.3% 75(2.7 %) 1.27 0.53 1.8% 0.85 0.83
20 49.9(34.5%) 42.9(3.8%) 57.5(2.8%) 3.1% 55.5% 69.9(3.4 %) 1.82 0.77 1.1% 0.73 1.19
(D)g8b_(A)d23d
1 46.9(20.7%) 42.1(1.4%) 51.5(9.9%) 3% 65.6% 62(2.4 %) 1.82 0.69 1.1% 0.73 1.54
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0.1 47.5(20.1%) 43(1.8%) 51.4(14.5%) 3% 62.6% 62.1(1.1 %) 1.82 0.67 1.1% 0.73 0.88
2. 2 2 2 . . 2
DA-pair [Mg™], | (Rowder, A | (Roadeas A | (Roabes A o D- impurities | (Bg), | (Bg), o 96/gx e
mM (x1) (x2) (x3) P 1 only Roa, A (x) kHz | kHz
20 63.1(55.4%) 52.6(10%) 63.1(8%) 4.9% 26.7% 2.19 1.15 0.7% 0.75 1.03
(D)mﬂ;-(A)d% 1 62.6(61.6%) 52.6(3%) 62.6(7.1%) 4% | 283% 219 | 111 | 05% 0.75 0.69
0.1 62.8(64.2%) 52.6(0.8%) 62.8(8.1%) 4.6% 26.9% 2.19 111 0.5% 0.75 1.8
20 52.2(52.4%) 63.1(12.8%) 71.1(8.2%) 5.1% 25.2% 89.6(1.4 %) 1.29 0.54 1.3% 0.85 1.26
(D)b14c_(A)d28d
0.1 54.8(23.6%) 62(43.1%) 71.4(12.9%) 4.7% 20.4% 135 0.63 1.7% 0.75 0.73
20 68.4(57.7%) 56.8(14.1%) 68.4(8.1%) 5.5% 17.5% 90.7(2.7 %) 1.49 0.55 1.5% 0.68 1.27
3 66.8(68.9%) 55.7(4.1%) 66.8(8.1%) 5.33% 16.2% 102(2.7 %) 1.69 0.62 1.6% 0.66 0.96
(D)b27b_(A)d28 1 67.2(62.4%) 57(2.8%) 67.2(7.4%) | 54% | 21% 86.5(6.3 %) 149 | oss | 15% 0.68 1.23
d 0.3 67.7(54.8%) 56.7(2.7%) 67.6(6.2%) 5.3% 15.5% 96.9(20.9 %) 1.49 0.55 1.5% 0.68 1.09
0.1 66.9(68%) 56.9(3.8%) 66.9(7.9%) 4.4% 16.9% 96.6(3.4 %) 1.49 0.55 1.5% 0.68 0.93
0.03 67.3(67.4%) | 57.4(3.7%) 67.3(8%) 47% | 191% | 92.5(1.8%) 149 | o055 | 15% 0.68 138
20 61.4(54.1%) 47.2(4.2%) 61.4(8%) 6% 32.1% 72.4(1.6 %) 1.83 0.79 1.4% 0.67 15
(D)g8b_(A)d28d 1 59.5(54.7%) 51.5(1.8%) 59.5(8.7%) 5.4% 34.8% 2.00 0.90 0.9% 0.72 1.85
0.1 59.7(52.7%) 48.9(0.7%) 59.7(7.8%) 4.5% 38.8% 2.00 0.90 0.9% 0.72 13
20 77.5(62.3%) 65.1(13.1%) 65.1(13.1%) 5.5% 11.4% 154 0.59 1.1% 0.73 1.15
(D)g29a_(A)d28d 1 75.9(64.9%) | 66.2(12.4%) | 66.2(12.4%) | 55% | 10.3% 154 | 059 | 1.4% 0.73 1.49
0.1 79.4(48.2%) | 70(18.6%) 70(18.6%) 55% | 14.7% 154 | os9 | 15% 0.73 0.9

4.5 Conformer (ad). at 0.1 mM MgCl:

Docking the RNA4WJ with the 30 distances for conformer (ad), measured at 0.1 mM MgCl, (see Table

4-6) yields two solutions (see Figure 4.2 and Figure 4.3) with very similar values for ;(,.2 (;(,2 =1.9 and

2.0, respectively, ;(imax = 2.2). For the docking an error of 7 % was assumed for each distance. The

solution with the second lowest ;(f

is very similar to the one found for 20 mM MgCl, (RMSD over all P

atoms is 7.8 A, see Figure 4.2) with the same helix stacking but with angles between the stacked helix

pairs closer to 90° compared to the structure at 20 mM MgCl,. The solution with the lowest ;(f (see

Figure 4.3) resembles a “rough” quasi-mirrored image of the second best one with clearly distorted helix

stacking. In our opinion it results from an instability in the rigid body docking due to an insufficient

amount of distance restraints.
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Table 4-6. (Rpa)e measured at 0.1 mM MgCl, and corresponding ones at 20 mM.

DA pair 0.1 mM | 20 mM DA pair 0.1 mM | 20 mM
MgCIz MgCIz MQCIZ MQCIZ
<Rpa>g, <Rpa>g, <Ropa>e <Ropa>e

A A A A
(D)B5c_(A)a12d 57.5 53.4 (D)B5c_(A)510a 471 49.8
(D)B8c_(A)a12d 60.3 58.7 (D)B8c_(A)310a 58.7 51.6
(D)B11c_(A)a12d 54.8 56.4 (D)B11c_(A)510a 53.7 52.8
(D)y29a_(A)a12d 56.6 55.1 (D)B14c_(A)610a 43.2 41.9
(D)67a_(A)a12d 42.5 39.8 (D)B27b_(A)510a 47.9 458
(D)y29a_(A)B33b 62.7 49.5 (D)y8b_(A)310a 52.8 46.9
(D)57a_(A)B33b 53.8 52.7 (D)B5c_(A)523d 53.5 444
(D)B5c_(A)y24a 46.9 48.7 (D)B11c_(A)523d 443 442
(D)B8c_(A)y24a 48.3 48.3 (D)B27b_(A)523d 53.4 53.8

(D)B11c_(A)y24a 52.4 51.7 (D)y8b_(A)523d 47.5 51

(D)B14c_(A)y24a 41.5 41.7 (D)B27b_(A)526d 62.8 63
(D)B27b_(A)y24a 451 451 (D)B14c_(A)528d 54.8 52.1
(D)B5c_(A)y8b 67.2 64.1 (D)B27b_(A)528d 66.9 67.4
(D)B8c_(A)y8b 59 59.3 (D)y8b_(A)528d 59.7 61.4
(D)B11c_(A)y8b 52.6 50.7 (D)y29a_(A)528d 794 80.1

Figure 4.2. (A and B) Docking result with second lowest Zrz of conformer (ad), with distances measured at 0.1 mM MgCl,

(colored) overlaid with 100 structures (grey transparent) indicating the uncertainties of the helix positions and orientations
resulting from bootstrapping and with best solution for 20 mM MgCl, (orange).
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Figure 4.3. (A and B) Docking result with lowest )(rz of conformer (ad), with distances measured at 0.1 mM MgCl, (colored)
overlaid with 100 structures (grey transparent) indicating the uncertainties of the helix positions and orientations resulting
from bootstrapping.
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4.6 Rigid body models

&

* URGDY).
A ,«g&"' &

G

2
Figure 4.4. Structures (cartoon representation) of the rigid body models with the lowest . for conformer (ad), (A and D),

(ad), (B and E) and (ab), (C and F) overlaid with the respective MD models with lowest } rz (orange, A - C) and with 100

structures (D — F, grey transparent) indicating the uncertainties of the helix positions and orientations resulting from
bootstrapping.
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4.7 “2ndpest” docking results
best solution 2" pest solution

(ad),

(ad),

(ab),

Figure 4.5. Comparison of structures with lowest (left) and 2nd lowest (right) ;(rz resulting from rigid body docking for
conformers (ad), (top), (ad), (middle) and (ab), (bottom).
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4.8 SimRNA models

Figure 4.6. Structures (cartoon representation) determined by coarse-grained modeling with SimRNA for (ad), overlaid with
MD model with best agreement to FRET restrains (orange, transparent). RMSD over all P atoms 3.52 A.
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Complementary measurement data and PDA fits for “RNA4W]
manuscript”

1 2D-Histograms

1.1 Measurments at 20 mM MgCl.
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Figure 1.1. 2D burst frequency histograms of F/F, versus the donor fluorescence lifetime 7 (upper panel) and the donor
fluorescence anisotropy rp versus 7p(s) (lower panel) for samples (D)f#5¢_(A)a12d (A), (D)B8c_(A)cl2d (B), (D)F11c_(A)ad2d
(C), (D)P14c_(A)ai12d (D), (D)y8b_(A)al2d (E), and (D)y29a_(A)al2d (F). The number of molecules (fluorescence bursts) in
each bin is gray scale, shaded from white (lowest) to black (highest). 1D histograms are shown as projections. In the Fy/F, vs
Toa) Plot, the theoretical relationship between Fp/F, and 1 (static FRET line; red) is overlaid. The solid red line in the rp-
Tp(a) diagram is given by the Perrin equation rp = ro/(1+7p(a)/ p), with ro = 0.374 and p = 0.8 ns (A), 0.8 ns (B), 1.4 ns (C), 1.3 ns

(D), 1.0 ns (E) and 0.2 ns (F).
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Figure 1.2. 2D burst frequency histograms of F/F, versus the donor fluorescence lifetime 7 (upper panel) and the donor
fluorescence anisotropy rp versus 7p(s) (lower panel) for samples (D)é7a_(A)a12d (A), (D)y8b_(A)F14c (B), (D)y29a_(A)f14c
(C), (D)67a_(A)B14c (D), (D)y29a_(A)B27b (E), and (D)S7a_(A)[27b (F). The number of molecules (fluorescence bursts) in each
bin is gray scale, shaded from white (lowest) to black (highest). 1D histograms are shown as projections. In the Fp/Fj VS Tp()
plot, the theoretical relationship between Fy/F, and 74 (static FRET line) is overlaid. The solid red line in the rp- () diagram
is given by the Perrin equation rp = ro/(1+1pa)/ ), With ry = 0.374 and p= 0.8 ns (A), 1.0 ns (B), 0.6 ns (C), 0.9 ns (D), 0.25 ns (E)
and 0.6 ns (F).
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Figure 1.3. 2D burst frequency histograms of Fp/F, versus the donor fluorescence lifetime 74 (upper panel) and the donor
fluorescence anisotropy rp versus 7p(s) (lower panel) for samples (D)y29a_(A)333b (A), (D)67a_(A)33b (B), (D)f5c_(A)y24a
(C), (D)B8¢c_(A)y24a (D), (D)F11c_(A)y24a (E), and (D)B14c_(A)y24a (F). The number of molecules (fluorescence bursts) in each
bin is gray scale, shaded from white (lowest) to black (highest). 1D histograms are shown as projections. In the Fp/Fj VS Tp()
plot, the theoretical relationship between Fy/F, and 74 (static FRET line) is overlaid. The solid red line in the rp- () diagram
is given by the Perrin equation rp = ro/(1+7pa)/ p), With ry = 0.374 and p= 0.5 ns (A), 1.3 ns (B), 1.1 ns (C), 1.1 ns (D), 1.4 ns (E)

and 1.3 ns (F).
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Figure 1.4. 2D burst frequency histograms of F/F, versus the donor fluorescence lifetime () (upper panel) and the donor
fluorescence anisotropy rp versus (s (lower panel) for samples (D)#27b_(A)y24a (A), (D)f5¢c_(A)y8b (B), (D)f8c_(A)y8b (C),
(D)S11c_(A)y8b (D), (D)fB14c_(A)y8b (E), and (D)67a_(A)y8b (F). The number of molecules (fluorescence bursts) in each bin is
gray scale, shaded from white (lowest) to black (highest). 1D histograms are shown as projections. In the Fp/F, Vs 7 plot,
the theoretical relationship between Fy/F, and 7p(s) (static FRET line) is overlaid. The solid red line in the rp-7p(s) diagram is
given by the Perrin equation ry = ro/(1+pa)/ p), With ry = 0.374 and p = 1.4 ns (A), 1.0 ns (B), 0.8 ns (C), 1.3 ns (D), 1.5 ns (E)
and 0.9 ns (F).
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Figure 1.5. 2D burst frequency histograms of F/F, versus the donor fluorescence lifetime () (upper panel) and the donor
fluorescence anisotropy rp versus (s (lower panel) for samples (D)#5¢c_(A)610a (A), (D)B8c_(A)510a (B), (D)B11c_(A)510a
(C), (D)pB14c_(A)S10a (D), (D)B27b_(A)S10a (E), and (D)y8b_(A)S10a (F). The number of molecules (fluorescence bursts) in
each bin is gray scale, shaded from white (lowest) to black (highest). 1D histograms are shown as projections. In the Fy/F, vs
Toa) Plot, the theoretical relationship between Fy/F, and 7p(s) (static FRET line; red, see Sl for details) is overlaid. The solid
red line in the rp-7p(s) diagram is given by the Perrin equation rp = ro/(1+pa)/p), With ry = 0.374 and p = 1.0 ns (A), 0.7 ns (B),
1.4 ns (C), 1.5 ns (D), 1.1 ns (E) and 1.2 ns (F).
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Figure 1.6. 2D burst frequency histograms of Fp/F, versus the donor fluorescence lifetime 7 (upper panel) and the donor
fluorescence anisotropy rp versus 7p(s) (lower panel) for samples (D)f5¢_(A)d623d (A), (D)B8c_(A)523d (B), (D)p11c_(A)523d
(C), (D)p14c_(A)d23d (D), (D)B27b_(A)S23d (E), and (D)y8b_(A)523d (F). The number of molecules (fluorescence bursts) in
each bin is gray scale, shaded from white (lowest) to black (highest). 1D histograms are shown as projections. In the Fp/F, vs
Tp(a) Plot, the theoretical relationship between Fp/F, and 7p(s) (static FRET line; red, see Sl for details) is overlaid. The solid
red line in the rp-7p(s) diagram is given by the Perrin equation rp = ro/(1+pa)/ ), With ry = 0.374 and p = 0.8 ns (A), 0.8 ns (B),
p1=2.0nsand p, =1.0ns (C), p=1.3 ns (D), 0.6 ns (E) and 1.0 ns (F).
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Figure 1.7. 2D burst frequency histograms of F/F, versus the donor fluorescence lifetime 7 (upper panel) and the donor
fluorescence anisotropy rp versus s (lower panel) for samples (D)y29a_(A)d23d (A), (D)fB5¢c_(A)526d (B), (D)B8c_(A)526d
(C), (D)B11c_(A)d26d (D), (D)B14c_(A)A26d (E), and (D)B27b_(A)d26d (F). The number of molecules (fluorescence bursts) in
each bin is gray scale, shaded from white (lowest) to black (highest). 1D histograms are shown as projections. In the Fp/F, vs
To(a) Plot, the theoretical relationship between Fp/Fy and 4 (static FRET line; red) is overlaid. The solid red line in the rp-
To(a) diagram is given by the Perrin equation rp = ro/(1+7p(a)/ p), With ro = 0.374 and p = 0.7 ns (A), 0.6 ns (B), 0.9 ns (C), 1.1 ns
(D), 1.0 ns (E) and 1.7 ns (F).
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(C), (D)B8c_(A)d28d (D), (D)B11c_(A)S528d (E), and (D)S14c_(A)628d (F). The number of molecules (fluorescence bursts) in
each bin is gray scale, shaded from white (lowest) to black (highest). 1D histograms are shown as projections. In the Fp/F, vs
To(a) Plot, the theoretical relationship between Fp/Fy and 4 (static FRET line; red) is overlaid. The solid red line in the rp-
Toa) diagram is given by the Perrin equation rp = ro/(1+1ps)/p), With ro = 0.374 and p; = 1.3 ns and p, = 0.3 ns (A), p= 0.5 ns
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Figure 1.9. 2D burst frequency histograms of F/F, versus the donor fluorescence lifetime 7 (upper panel) and the donor
fluorescence anisotropy rp versus ) (lower panel) for samples (D)f27b_(A)528d (A), (D)y8b_(A)628d (B) and
(D)y29a_(A)528d (C). The number of molecules (fluorescence bursts) in each bin is gray scale, shaded from white (lowest) to
black (highest). 1D histograms are shown as projections. In the Fy/Fa Vs 7p(s) plot, the theoretical relationship between Fp/Fj
and 7p(s) (static FRET line; red) is overlaid. The solid red line in the rp-7p4) diagram is given by the Perrin equation rp =
ro/ (1+7p(a)/ p), with ry = 0.374 and p=1.2 ns (A), 1.2 ns (B) and 0.7 ns (C).
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Figure 1.10. 2D burst frequency histograms of Fp/F, versus the donor fluorescence lifetime 7p(s) (upper panel) and the donor
fluorescence anisotropy rp versus 7ps) (lower panel) for samples (D)fA5¢_(A)c12d (A - C) and (D)f8c_(A)a12d (D - F) measured
at 0.1 (left), 1 (middle) and 20 mM MgCl, (left). The number of molecules (fluorescence bursts) in each bin is gray scale,
shaded from white (lowest) to black (highest). 1D histograms are shown as projections. In the Fp/Fs vs o) plot, the
theoretical relationship between Fy/F, and 7p(,) (static FRET line; red) is overlaid. The solid red line in the rp-7p() diagram is
given by the Perrin equation rp = ry/(1+2p(a)/ p), With ro = 0.374 and p= 0.7 ns (A), p= 0.7 ns (B), p=0.8 ns (C), p=0.7 ns (D), p
=0.7 ns (E) and p=0.8 ns (F).
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Figure 1.11. 2D burst frequency histograms of F/F, versus the donor fluorescence lifetime 7,5 (upper panel) and the donor
fluorescence anisotropy rp versus p(s (lower panel) for samples (D)B11c_(A)a12d (A - C) and (D)y29a_(A)ca12d (D - F)
measured at 0.1 (left), 1 (middle) and 20 mM MgCl, (left). The number of molecules (fluorescence bursts) in each bin is gray
scale, shaded from white (lowest) to black (highest). 1D histograms are shown as projections. In the Fy/Fa Vs 7p(s) plot, the
theoretical relationship between Fp/F, and 74 (static FRET line; red) is overlaid. The solid red and purple lines in the rp-7ps)
diagram is given by the Perrin equation rp = ry/(1+12p(a)/p), With ry = 0.374 and p=1.1ns (A), p=1.3 ns (B), py =0.5ns and p, =
1.5ns (C), p1=0.2 ns and p, = 0.8 ns (D), p=0.7 ns (E) and p= 0.8 ns (F).
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Figure 1.12. 2D burst frequency histograms of F/F, versus the donor fluorescence lifetime 7p(s) (upper panel) and the donor
fluorescence anisotropy rp versus 7 (lower panel) for samples (D)67a_(A)ai2d (A - C) and (D)y29a_(A)f333b (D - F)
measured at 0.1 (left), 1 (middle) and 20 mM MgCl, (left). The number of molecules (fluorescence bursts) in each bin is gray
scale, shaded from white (lowest) to black (highest). 1D histograms are shown as projections. In the Fp/Fa Vs 7p(s) plot, the
theoretical relationship between Fy/F4 and 7p(a) (static FRET line; red) is overlaid. The solid red line in the rp-7p) diagram is
given by the Perrin equation rp = ro/(1+2pa)/ p), With ry = 0.374 and p=0.6 ns (A), p=0.8 ns (B), p=0.8 ns (C), p=0.5 ns (D), p
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Figure 1.13. 2D burst frequency histograms of Fy/F, versus the donor fluorescence lifetime 7,5 (upper panel) and the donor
fluorescence anisotropy rp versus 7p(s) (lower panel) for samples (D)57a_(A)£33b (A - C) and (D)S5¢_(A)y24a (D - F) measured
at 0.1/0.2 (left), 1 (middle) and 20 mM MgCl, (left). The number of molecules (fluorescence bursts) in each bin is gray scale,
shaded from white (lowest) to black (highest). 1D histograms are shown as projections. In the Fp/Fs vs o) plot, the
theoretical relationship between Fy/F, and 7p(,) (static FRET line; red) is overlaid. The solid red line in the rp-7p() diagram is
given by the Perrin equation rp = ry/(1+2p(a)/ p), With ro = 0.374 and p= 0.7 ns (A), p= 1.0 ns (B), p=0.8 ns (C), p= 0.8 ns (D), p
=0.8 ns (E) and p=1.1ns (F).
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shaded from white (lowest) to black (highest). 1D histograms are shown as projections. In the Fp/Fs vs o) plot, the
theoretical relationship between Fy/F, and 7p(,) (static FRET line; red) is overlaid. The solid red line in the rp-7p() diagram is
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Figure 1.15. 2D burst frequency histograms of F/F, versus the donor fluorescence lifetime 7,5 (upper panel) and the donor
fluorescence anisotropy rp versus 7p) (lower panel) for samples (D)f14c_(A)y24a (A - C) and (D)527b_(A)y24a (D - F)
measured at 0.1 (left), 1 (middle) and 20 mM MgCl, (left). The number of molecules (fluorescence bursts) in each bin is gray
scale, shaded from white (lowest) to black (highest). 1D histograms are shown as projections. In the Fp/Fa Vs 7p(s) plot, the
theoretical relationship between Fy/F, and 7p(,) (static FRET line; red) is overlaid. The solid red line in the rp-7p() diagram is
given by the Perrin equation rp = ry/(1+2p(a)/ p), With ro = 0.374 and p= 0.8 ns (A), p=0.8 ns (B), p=1.3 ns (C), p=1.0ns (D), p
=0.7 ns (E) and p=1.3 ns (F).
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Figure 1.17. 2D burst frequency histograms of F/F, versus the donor fluorescence lifetime 7(s) (upper panel) and the donor
fluorescence anisotropy rp versus 7, (lower panel) for sample (D)f11c_(A)y8b measured at 0.03 (A), 0.1 (B), 0.3 (C), 1 (D), 3
(E) and 20 mM MgCl, (F). The number of molecules (fluorescence bursts) in each bin is gray scale, shaded from white (lowest)
to black (highest). 1D histograms are shown as projections. In the Fp/F, vs 7o) plot, the theoretical relationship between
Fp/Fa and 1) (static FRET line; red) is overlaid. The solid red line in the rp-7p(s) diagram is given by the Perrin equation rp =
ro/ (1+7pa)/ p), with ry=0.374 and p=1.2 ns (A), p=1.2 ns (B), p= 1.2 ns (C), p= 1.4 ns (D), p=1.6 ns (E) and p= 1.6 ns (F).
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Figure 1.18. 2D burst frequency histograms of F/F, versus the donor fluorescence lifetime 7(s) (upper panel) and the donor
fluorescence anisotropy rp versus 7p(s) (lower panel) for samples (D)fA5¢_(A)510a (A - C) and (D)S8c_(A)S10a (D - F) measured
at 0.1 (left), 1 (middle) and 20 mM MgCl, (left). The number of molecules (fluorescence bursts) in each bin is gray scale,
shaded from white (lowest) to black (highest). 1D histograms are shown as projections. In the Fp/Fs vs 7p(s) plot, the
theoretical relationship between Fy/F, and 7p(s) (static FRET line; red) is overlaid. The solid red line in the rp-7p() diagram is
given by the Perrin equation rp = ry/(1+1p(s)/ p), With ro = 0.374 and p= 0.6 ns (A), p= 0.6 ns (B), p=1.0ns (C), p=1.0 ns (D), p
=1.1ns (E) and p=1.1 ns (F).
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Figure 1.19. 2D burst frequency histograms of F/F, versus the donor fluorescence lifetime 7,5 (upper panel) and the donor
fluorescence anisotropy rp versus 7ps) (lower panel) for samples (D)B11c_(A)d10a (A - C) and (D)p14c_(A)610a (D - F)
measured at 0.1 (left), 1 (middle) and 20 mM MgCl, (left). The number of molecules (fluorescence bursts) in each bin is gray
scale, shaded from white (lowest) to black (highest). 1D histograms are shown as projections. In the Fp/Fa Vs 7p(s) plot, the
theoretical relationship between Fy/F, and 7p(,) (static FRET line; red) is overlaid. The solid red line in the rp-7p() diagram is
given by the Perrin equation rp = ro/(1+7pa)/ p), with ry = 0.374 and p=1.2 ns (A), p=1.2 ns (B), p=1.4ns (C), p= 0.6 ns (D), p
=0.9 ns (E) and p=1.5 ns (F).
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Figure 1.20. 2D burst frequency histograms of F/F, versus the donor fluorescence lifetime 75 (upper panel) and the donor
fluorescence anisotropy rp versus 7, (lower panel) for samples (D)527b_(A)610a (A - C) and (D)y8b_(A)é10a (D - F)

measured at 0.1 (left), 1 (middle) an

d 20 mM MgCl, (left). The number of molecules (fluorescence bursts) in each bin is gray

scale, shaded from white (lowest) to black (highest). 1D histograms are shown as projections. In the Fp/Fa Vs 7p(s) plot, the
theoretical relationship between Fp/F, and 7, (static FRET line; red) is overlaid. The solid red and purple lines in the rp-7ps)
diagram is given by the Perrin equation rp = ro/(1+2pa)/p), With ry = 0.374 and p= 0.8 ns (A), p=0.9 ns (B), p=1.1ns (C), p=

0.9 ns (D), o1 =0.9 ns and p, =0.3 ns

(E) and p=1.2 ns (F).
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Figure 1.21. 2D burst frequency histograms of F/F, versus the donor fluorescence lifetime 7,5 (upper panel) and the donor
fluorescence anisotropy rp versus 7 (lower panel) for samples (D)fA5c_(A)623d (A - C) and (D)p11c_(A)623d (D - F)
measured at 0.1 (left), 1 (middle) and 20 mM MgCl, (left). The number of molecules (fluorescence bursts) in each bin is gray
scale, shaded from white (lowest) to black (highest). 1D histograms are shown as projections. In the Fy/Fa Vs 7p(s) plot, the
theoretical relationship between Fy/F, and 7p(,) (static FRET line; red) is overlaid. The solid red line in the rp-7p() diagram is
given by the Perrin equation rp = ro/(1+7p(a)/ p), with ry = 0.374 and p= 0.8 ns (A), p=1.0 ns (B), p=1.1ns (C), p= 1.3 ns (D), p
=1.5ns (E) and p=1.5 ns (F).
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Figure 1.22. 2D burst frequency histograms of F/F, versus the donor fluorescence lifetime 7,5 (upper panel) and the donor
fluorescence anisotropy rp versus 7 (lower panel) for samples (D)f27b_(A)823d (A and B) and (D)y8b_(A)523d (C - E)
measured at 0.1 (left), 1 (middle) and 20 mM MgCl, (left). The number of molecules (fluorescence bursts) in each bin is gray
scale, shaded from white (lowest) to black (highest). 1D histograms are shown as projections. In the Fy/Fa Vs 7p(s) plot, the
theoretical relationship between Fp/F, and 74 (static FRET line; red) is overlaid. The solid red and purple lines in the rp-7p(s)
diagram is given by the Perrin equation rp = ro/(1+7(a)/ p), With ry = 0.374 and p= 0.7 ns (A), p= 0.6 ns (B), p; =1.0ns and p, =
0.2ns (C), p1 = 1.2ns and p, = 0.2ns (D) and p=1.3 ns (E).
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Figure 1.23. 2D burst frequency histograms of F/F, versus the donor fluorescence lifetime 7,5 (upper panel) and the donor
fluorescence anisotropy rp versus 7p(s) (lower panel) for samples (D)#27b_(A)826d (A - C) and (D)S14c_(A)528d (D and E)
measured at 0.1 (left), 1 (middle) and 20 mM MgCl, (left). The number of molecules (fluorescence bursts) in each bin is gray
scale, shaded from white (lowest) to black (highest). 1D histograms are shown as projections. In the Fp/Fa Vs 7p(s) plot, the
theoretical relationship between Fy/F, and 7p(,) (static FRET line; red) is overlaid. The solid red line in the rp-7p() diagram is
given by the Perrin equation rp = ry/(1+2pa)/p), With ry = 0.374 and p= 1.2 ns (A), p= 1.5 ns (B), p = 1.9ns (C), p= 1.2 ns (D)

and p=

1.7 ns (E).
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Figure 1.24. 2D burst frequency histograms of F/F, versus the donor fluorescence lifetime 75 (upper panel) and the donor
fluorescence anisotropy rp versus 7ps) (lower panel) for sample (D)#27b_(A)528d measured at 0.03 (A), 0.1 (B), 0.3 (C), 1 (D),
3 (E) and 20 mM MgCl, (F). The number of molecules (fluorescence bursts) in each bin is gray scale, shaded from white
(lowest) to black (highest). 1D histograms are shown as projections. In the Fy/Fa Vs (s plot, the theoretical relationship
between Fp/Fa and 7p() (static FRET line; red) is overlaid. The solid red line in the rp-7p(s) diagram is given by the Perrin
equation rp = ro/(1+7p(a)/p), with ro = 0.374 and p= 1.0 ns (A), p=1.1ns (B), p=0.9 ns (C), p=1.3 ns (D), p=1.2 ns (E) and p=

1.6 ns (F).
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Figure 1.25. 2D burst frequency histograms of F/F, versus the donor fluorescence lifetime 7,5 (upper panel) and the donor
fluorescence anisotropy rp versus 7y (lower panel) for samples (D)y8b_(A)628d (A - C) and (D)y29a_(A)528d (D and E)
measured at 0.1 (left), 1 (middle) and 20 mM MgCl, (left). The number of molecules (fluorescence bursts) in each bin is gray
scale, shaded from white (lowest) to black (highest). 1D histograms are shown as projections. In the Fy/Fa Vs 7p(s) plot, the
theoretical relationship between Fy/F, and 7p(,) (static FRET line; red) is overlaid. The solid red line in the rp-7p() diagram is
given by the Perrin equation rp = ry/(1+1p(a)/ p), With ro = 0.374 and p=1.0 ns (A), p= 1.0 ns (B), p=1.2ns (C), p= 0.6 ns (D), p
=0.7 ns (E) and p= 0.8 ns (F).
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2 PDAplots

2.1 Measurements at 20 mM MgCl:

2.1.1 Labeling on helix pairs ab and cd
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Figure 2.1. PDAs for samples (D)f5c_(A)al2d (A), (D)B8c_(A)ax12d (B), (D)f11c_(A)al2d (C), (D)f14c_(A)al2d (D),
(D)y29a_(A)p27b (E), (D)o7a_(A)p27b (F), (D)y29a_(A)p33b (G), (D)67a_(A)F33b (H), (D)B27b_(A)y24a (1),
(D)o7a_(A)y8b (J), (D)S27b_(A)510a (K), (D)y8b_(A)d10a (L) (selected bursts). Fp/F, histograms of experimental
data (gray area) are fitted (violet solid line) with three FRET states ({Rpa)e1) red solid line for (ad),, (Roa)es)
green solid line (dashed if overlapped) for (ad), and (Rpa)3), blue solid line (dashed if overlapped) for (ab),,), a
D-only state (black solid line) and, if necessary, a state accounting for impurities (dark yellow solid line).
Weighted residuals are shown in the upper plot. The right panel shows the distances, relative amplitudes (solid
lines, dashed if overlapped) and the confidence intervals (striped boxes) of the three FRET states (green for
(ad),, red for (ad), and blue for (ab),). See Table 4-4 in the SI of “RNA4WIJ manuscript” for all parameters used.
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Figure 2.2. PDAs for samples (D)f5¢c_(A)623d (A), (D)f8c_(A)823d (B), (D)F11c_(A)S823d (C), (D)P14c_(A)d23d (D),
(D)p5c_(A)o26d (E), (D)pP8c_(A)d26d (F), (D)P1ic_(A)d526d (G), (D)f14c_(A)S26d (H), (D)P5c_(A)d28d (1),
(D)F8c_(A)o28d (), (D)S11c_(A)528d (K), (D)B14c_(A)o28d (L) (selected bursts). Fp/F histograms of experimental
data (gray area) are fitted (violet solid line) with three FRET states ({Rpa)e1), red solid line for (ad),, (Roa)es)
green solid line (dashed if overlapped) for (ad), and (Rpa)es), blue solid line (dashed if overlapped) for (ab),,), a
D-only state (black solid line) and, if necessary, a state accounting for impurities (dark yellow solid line).
Weighted residuals are shown in the upper plot. The right panel shows the distances, relative amplitudes (solid
lines, dashed if overlapped) and the confidence intervals (striped boxes) of the three FRET states (green for
(ad),, red for (ad), and blue for (ab),). See Table 4-4 in the SI of “RNA4W) manuscript” for all parameters used.
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2.1.2 Labeling on helix pairs ac and bd
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Figure 2.3. PDAs for samples (D)y8b_(A)al12d (A), (D)y29a_(A)B14c (B), (D)é7a_(A)B14c (C), (D)B5¢c_(A)y24a (D),
(D)8c_(A)y24a (E), (D)Blic_(A)24a (F), (D)S14c_(A)y24a (G), (D)B5c_(A)S10a (H), (D)B8c_(A)510a (1),
(D)F11c_(A)610a ()), (D)B14c_(A)S10a (K), (D)B27b_(A)o23d (L) (selected bursts). Fp/Fs histograms of
experimental data (gray area) are fitted (violet solid line) with three FRET states ((Rpa)g1), red solid line for (ad),,
{Roa)e2) green solid line (dashed if overlapped) for (ad), and {Rpa)g3), blue solid line (dashed if overlapped) for
(ab),,), a D-only state (black solid line) and, if necessary, a state accounting for impurities (dark yellow solid line).
Weighted residuals are shown in the upper plot. The right panel shows the distances, relative amplitudes (solid
lines, dashed if overlapped) and the confidence intervals (striped boxes) of the three FRET states (green for
(ad),, red for (ad), and blue for (ab),). See Table 4-4 in the SI of “RNA4WIJ manuscript” for all parameters used.

29



3 3 3
2 2
0 2 Lﬂfﬂuﬂuﬂu X, 0.78 a0 L Wﬁuﬂuﬂﬂ U’-Huﬂuﬂn X, = 0.99 {80 0 JUHUUH HLF iR S 80
3 3 3
(D)y8b_(A)523d 0y )B27b_(A)526d 0y (D)y8b_(A)526d 0g
© S S
: Y ; 405 ; 400
g 2 8 = 8 =
& 2 = 20 ha 20
0 R o i 4 ,
1 10 100 40 50 60 70 80 90 1 10 100 40 50 60 70 80 90 1 10 100 40 50 60 70 80 90
A FDIFA <RDA>E B FD’FA <RDA>E c FD/FA <RDA>E
3 [ 2 s g 2
0 LLVFHU ﬂi_lfﬂ Lyl x, =2.06 a0 oj mmqﬂuﬂu”ﬂﬂu”u %, =p]-51 0
3 60 3 60
(B)p27b_(A)528d @ (Dy8b_(A)528d e
© ©
kS 5
o 00 o 40 u:
g = ¢ =
= 20 - 20
J s
III S 7 d o T 0
1 10 100 40 50 60 70 80 90 1 10 100 40 50 60 70 80 90
D FF, <R,>; E FF, <R>.

Figure 2.4. PDAs for samples (D)y8b_(A)523d (A), (D)B27b_(A)d26d (B), (D)y8b_(A)526d (C), (D)F27b_(A)528d (D)
and (D)y8b_(A)628d (E) (selected bursts). Fp/Fa histograms of experimental data (gray area) are fitted (violet
solid line) with three FRET states ((Rpa)z1), red solid line for (ad)., (Roa)ep2), green solid line (dashed if overlapped)
for (ad), and (Rpa)g3), blue solid line (dashed if overlapped) for (ab),,), a D-only state (black solid line) and, if
necessary, a state accounting for impurities (dark yellow solid line). Weighted residuals are shown in the upper
plot. The right panel shows the distances, relative amplitudes (solid lines, dashed if overlapped) and the
confidence intervals (striped boxes) of the three FRET states (green for (ad),, red for (ad), and blue for (ab),).
See Table 4-4 in the Sl of “RNA4W)J manuscript” for all parameters used.
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2.1.3 Labeling on helix pairs ad and bc
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Figure 2.5. PDAs for samples (D)y29a_(A)a12d (A), (D)67a_(A)ad2d (B), (D)y8b_(A)F14c (C), (D)F5¢c_(A)y8d (D),
(D)F8c_(A)y8b (E), (D)F11c_(A)y8b (F), (D)F14c_(A)y8b (G), (D)y29a_(A)o623d (H), (D)y29a_(A)o26d (1) and
(D)y29a_(A)528d () (selected bursts). Fp/F, histograms of experimental data (gray area) are fitted (violet solid
line) with three FRET states ((Rpa)e1), red solid line for (ad),, (Roa)e2), green solid line (dashed if overlapped) for
(ad), and {Rpa)e3), blue solid line (dashed if overlapped) for (ab),,), a D-only state (black solid line) and, if
necessary, a state accounting for impurities (dark yellow solid line). Weighted residuals are shown in the upper
plot. The right panel shows the distances, relative amplitudes (solid lines, dashed if overlapped) and the
confidence intervals (striped boxes) of the three FRET states (green for (ad),, red for (ad), and blue for (ab),).

See Table 4-4 in the Sl of “RNA4W)J manuscript” for all parameters used.
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2.2 Mg?2+-titrations

2.2.1 Labeling on helix pairs ab or cd
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Figure 2.6. PDAs of Mg-titrations for samples (D)f5c_(A)al2d (A), (D)fF8c_(A)al2d (B), (D)F11c_(A)al2d (C),
(D)y29a_(A)f33b (D), (D)57a_(A)p33b (E) and (D)B27b_(A)y24a (F) (selected bursts). Fp/F, histograms of
experimental data (gray area) are fitted (violet solid line) with three FRET states ((Rpa)e), red solid line for (ad),,
(Roa)e2), 8reen solid line (dashed if overlapped) for (ad), and (Rpa)g3), blue solid line (dashed if overlapped) for
(ab),,), a D-only state (black solid line) and, if necessary, a state accounting for impurities (dark yellow solid line).
Weighted residuals are shown in the upper plot. The right panel shows the distances and relative amplitudes
(solid lines, dashed if overlapped) of the three FRET states (green for (ad),, red for (ad), and blue for (ab),). See
Table 4-5 in the Sl of “RNA4WJ manuscript” for all parameters used.
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Figure 2.7. PDAs of Mg-titrations for samples (D)527b_(A)610a (A), (D)y8b_(A)d10a (B), (D)fF5¢c_(A)d23d (C),
(D)f11c_(A)S623d (D) and (D)B14c_(A)o28d (E) (selected bursts). Fp/F, histograms of experimental data (gray
area) are fitted (violet solid line) with three FRET states ((Rpa)e1), red solid line for (ad)., (Roa)e2), green solid line
(dashed if overlapped) for (ad), and (Rpa)es3), blue solid line (dashed if overlapped) for (ab),,), a D-only state
(black solid line) and, if necessary, a state accounting for impurities (dark yellow solid line). Weighted residuals
are shown in the upper plot. The right panel shows the distances and relative amplitudes (solid lines, dashed if
overlapped) of the three FRET states (green for (ad),, red for (ad), and blue for (ab),). See Table 4-5 in the S| of
“RNA4WIJ manuscript” for all parameters used.
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2.2.2 Labeling on helix pairs ac and bd
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Figure 2.8. PDAs of Mg-titrations for samples (D)S5c_(A)y24a (A), (D)pB8c_(A)y24a (B), (D)P11c_(A)y24a (C),
(D)S14c_(A)y24a (D), (D)B5c_(A)610a (E) and (D)FS8c_(A)S10a (F) (selected bursts). Fp/Fa histograms of
experimental data (gray area) are fitted (violet solid line) with three FRET states ((Rpa)e1) red solid line for (ad),,
(Roa)eq2), 8reen solid line (dashed if overlapped) for (ad), and (Rpa)g3), blue solid line (dashed if overlapped) for
(ab).,), a D-only state (black solid line) and, if necessary, a state accounting for impurities (dark yellow solid line).
Weighted residuals are shown in the upper plot. The right panel shows the distances and relative amplitudes
(solid lines, dashed if overlapped) of the three FRET states (green for (ad),, red for (ad), and blue for (ab),). See
Table 4-5 in the Sl of “RNA4WJ manuscript” for all parameters used.
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Figure 2.9. PDAs of Mg-titrations for samples (D)fB11c_(A)d10a (A), (D)F14c_(A)S610a (B), (D)S27b_(A)623d (C),
(D)y8b_(A)523d (D) and (D)527b_(A)526d (E) (selected bursts). Fp/F4 histograms of experimental data (gray area)
are fitted (violet solid line) with three FRET states ((Rpa)g1), red solid line for (ad),, (Roa)ep), green solid line
(dashed if overlapped) for (ad), and (Rpa)es), blue solid line (dashed if overlapped) for (ab),,), a D-only state
(black solid line) and, if necessary, a state accounting for impurities (dark yellow solid line). Weighted residuals
are shown in the upper plot. The right panel shows the distances and relative amplitudes (solid lines, dashed if
overlapped) of the three FRET states (green for (ad),, red for (ad), and blue for (ab),). See Table 4-5 in the Sl of

“RNA4WIJ manuscript” for all parameters used.
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Figure 2.10. PDA of Mg-titrations for sample (D)$327b_(A)528d (A and B) and (D)8b_(A)528d (C) (selected bursts).
Fp/Fa histograms of experimental data (gray area) are fitted (violet solid line) with three FRET states ((Rpa)es1),
red solid line for (ad),, (Roa)eq2), green solid line for (ad), and (Rpa)e(s), blue dashed line for (ab),,), a D-only state
(black solid line) and a state accounting for impurities (dark yellow solid line). Weighted residuals are shown in
the upper plot. The right panel shows the distances and relative amplitudes (solid lines, dashed for overlapped
minor states) of the three FRET states (green for (ad),, red for (ad), and blue for (ab),). See Table 4-5 in the SI of
“RNA4WIJ manuscript” for all parameters used.
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2.2.2.1 Labeling on helix pairs ad and bc
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Figure 2.11. PDAs of Mg-titrations for samples (D)y29a_(A)a12d (A), (D)67a_(A)a12d (B), (D)f5¢c_(A)y8b (C),
(D)8c_(A)y8b (D) and (D)fB11c_(A)y8b (E and F) (selected bursts). Fp/F, histograms of experimental data (gray
area) are fitted (violet solid line) with three FRET states ((Rpa)e1), red solid line for (ad).,, (Roa)(2), green solid line
(dashed if overlapped) for (ad), and (Rpa)es), blue solid line (dashed if overlapped) for (ab),,), a D-only state
(black solid line) and, if necessary, a state accounting for impurities (dark yellow solid line). Weighted residuals
are shown in the upper plot. The right panel shows the distances and relative amplitudes (solid lines, dashed if
overlapped) of the three FRET states (green for (ad),, red for (ad), and blue for (ab),). See Table 4-5 in the SI of
“RNA4WIJ manuscript” for all parameters used.
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Figure 2.12. PDAs of Mg-titrations for sample (D)y29a_(A)528d (A) (selected bursts). Fp/Fa histograms of
experimental data (gray area) are fitted (violet solid line) with three FRET states ((Rpa)¢1), red solid line for (ad),,
(Roa)ep2), green solid line (dashed if overlapped) for (ad), and (Rpa)e3), blue solid line (dashed if overlapped) for
(ab).,,), a D-only state (black solid line) and, if necessary, a state accounting for impurities (dark yellow solid line).
Weighted residuals are shown in the upper plot. The right panel shows the distances and relative amplitudes (solid
lines, dashed if overlapped) of the three FRET states (green for (ad),, red for (ad), and blue for (ab),). See Table 4-5
in the SI of “RNA4WJ manuscript” for all parameters used.
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3 eTCSPC fluorescence decay measurements of single labeled RNA4W]s
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Figure 3.1. eTCSPC measurements of fluorescence decay for RNA4WIJs single-labeled with Alexa488. Labeling at positions
(D)B5¢ (A), (D)p8c (B), (D)B11c (C), (D)B14c (D), (D)B27b (E) and (D)y8b (F). Experimental data (purple filled squares),
instrument response function (IRF, black open circles) and fits to the data (black solid lines) are shown. Weighted residuals
are presented above each plot (gray solid lines). See Table 4-1 in the SI of “RNA4WJ manuscript” for all fit parameters.
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Figure 3.2. eTCSPC measurements of fluorescence decay for RNA4W!Is single-labeled with Alexa488 (A and B) and Cy5 (C - F).
Labeling at positions (D)y29a (A), (D)67a (B), (A)a12d (C), (A)S14c (D), (A)B27b (E) and (A)33b (F). Experimental data (purple
filled squares), instrument response function (IRF, black open circles) and fits to the data (black solid lines) are shown.

Weighted residuals are presented above each plot (gray solid lines). See Table 4-1 in the Sl of “RNA4WJ manuscript” for
all fit parameters.
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Figure 3.3. eTCSPC measurements of fluorescence decay for RNA4W!Js single-labeled with Cy5. Labeling at positions (A)8b
(A), (A)y24a (B), (A)510a (C), (A)523d (D), (A)S26d (E) and (A)528d (F). Experimental data (purple filled squares), instrument
response function (IRF, black open circles) and fits to the data (black solid lines) are shown. Weighted residuals are
presented above each plot (gray solid lines). See Table 4-1 in the SI of “RNA4WIJ manuscript” for all fit parameters.
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