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Zusammenfassung

Heutzutage nimmt die Bedeutung von Ober�achene�ekten bei der Entwick-

lung neuer Materialien und Produkte zu. Diese E�ekte dominieren Systemen so

divers wie biologische Zellprozesse, das Aufbringen von Farbe auf Ober�achen,

anti-haftbeschichtete T�opfe, anti-reexbeschichtete Brillen und sogar Skiwachse.

In dieser Arbeit untersuchen wir die Auswirkungen einer Ober�ache auf das Be-

netzungsverhalten von Fl�ussigkeiten. Ein Schwerpunkt ist hierbei ein ungew�ohn-

liches Benetzungsph�anomen, das Benetzen einer Ober�ache durch eine kristalline

Schicht bei Temperaturen oberhalb, bzw. Dr�ucken unterhalb, dem Gefrierpunkt.

Anhand eines theoretisch einfach zu behandelnden Systems, dem Harte-Kugel

System untersuchen wir systematisch welchen Einu� sowohl glatte als auch

strukturierte Ober�achen in der N�ahe des Gefrierpunktes haben. Unser beson-

deres Augenmerk gilt dabei den Ober�achenspannungen der Fl�ussigkeit und des

Festk�orpers an einer Ober�ache, dem Benetzen von glatten und strukturierten

Ober�achen durch kristalline Schichten, sowie den strukturellen Korrelationen

und Symmetrien, die ein Ober�achenmuster in einer dichten Fl�ussigkeit hervor-

ruft. Hierzu verwenden wir sowohl Monte-Carlo Computersimulationen als auch

analytische Theorien.

Wir haben die Ober�achenspannungen der Harten-Kugel Fl�ussigkeit und des

Kristalls f�ur verschiedene Orientierung mit Computersimulationen und Zellen-

theorie bestimmt. Weiterhin haben wir den Einu� eines Substratmusters mit-

tels Computersimulationen und einer thermodynamisch-elastischen Theorie un-

tersucht. Wir fanden, da� spezielle Ober�achenmuster, das Benetzen durch eine

kristalline Schicht extrem beg�unstigen. Schon bei sehr niedrigen Dr�ucken von bis

zu 29% unterhalb des Gefrierdruckes setzt die vollst�andige Benetzung ein. Bei

nicht so idealen Mustern, wie z.B. ein verzerrtes ideals Muster, kann eine teilweise

Benetzung erreicht werden. In diesem Fall dominieren elastische E�ekte und die

komplette Benetzung durch einen Kristall wird verhindert. Werden die elastischen

Energien oder Ober�achenenergien zu gro�, erh�alt man eine inhomogene Fl�ussig-

keit an der Ober�ache. Hier haben wir strukturelle Korrelationen und Symmetrien

untersucht und stellen Daten als Vergleich f�ur Experimente bereit.

Da sich besonders kolloidale Suspensionen nahezu identisch wie ein Harte--

Kugel System verhalten lassen sich unsere Ergebnisse direkt auf ein Experiment

�ubertragen. Unsere Ergebnisse und Theorien k�onnen dazu dienen, ma�geschnei-

derte Ober�achen zu erzeugen, welche ein genau de�niertes Verhalten haben und

so zum Beispiel Kolloidkristalle erzeugen k�onnen.
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Chapter 1

Introduction

Nowadays, the bulk phenomena of many materials are well analysed and mostly

understood. This understanding however, is not yet achieved for surface e�ects

as the presence of a surface can profoundly change the behavior of a system. It

induces a much richer scenario for interfacial phase transitions such as wetting

[1, 2] or surface reconstruction [3] which are interesting from a fundamental point

of view. However, surface and interface e�ects are very important and their im-

portance is ever increasing with the development of new materials and products.

They govern many technical applications, biological systems and even daily life

phenomena [4, 5]. Prominent examples are the interaction of cells, the application

of paint, the convenient e�ect of non-stick pots and pans, anti-reecting glasses

or super polished skis.

The understanding and use of surfaces even allows one to design new colloidal

materials with a wide range of optical and mechanical properties. Progress in

this area can lead to new materials for new lithographic techniques or photonic

applications [6, 7, 8]. In particular, the three dimensional periodicity of a colloidal

structure could be used to create a band structure e�ect for photons analogous to

the electronic band structure in semiconductors. Although not yet seen in three

dimensional materials such a band gap has been reported for visible light in a

two dimensional structure [9]. However, fabrication of such materials which could

be based on three dimensional colloidal crystals grown on patterned templates

could lead to optical gates and switches necessary for optical computers. Yet

another application can be imagined by creating bioactive substrates as well as

biochemical sensors by using specially tailored colloid surfaces [10]. These struc-

tured substrates could be tailored as guiding systems for tiny amounts of chemical

1
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Figure 1.1: Confocal microscopy images of colloidal crystals (friendly per-

mission by A. van Blaaderen [12]). Top left: Colloids form a fcc (111) crys-

tal, top right: colloids form a fcc (100) crystal, bottom left: colloids form a

hcp (110) crystal and bottom right: three dimensional reconstruction of a

colloidal fcc crystal.

uids or medical drugs leading to microfactories or chemical chips [11]. However,

the manufacturing of such new materials requires a thorough understanding of the

underlying fundamental physical principles and any progress in the development

of new technologies has to be accompanied by the understanding of the phase

behavior and the interaction of the liquids at the surfaces. A primary starting

point for this understanding is discussed within this work.

Modern technology already allows one to create solid surfaces with stable geo-

metrical structures. This can be done using techniques such as holographic, X-ray

or chemical lithography as well as microcontact printing [13, 14, 15]. These two

dimensional templates can then serve as a starting point for a more complex three

dimensional structure. One important way to create arbitrary three dimensional

colloidal structures is by preparing a substrate with one of the above mentioned

techniques and then choosing the experimental conditions so that a three dimen-

sional structure grows on this substrate. Depending on the exact conditions this

can be a regular crystal, a quasicrystal or an irregular structure. Such experiments

are currently in progress by van Blaaderen et. al [12]. In Figure (1.1) we show

some experimental results of colloidal crystals viewed by confocal microscopy [12].

Various stable crystals can be grown like the fcc (111), fcc (100) or even a hcp

(110) crystal. Layers of these crystals are depicted in Figure (1.1) together with
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a full three dimensional reconstruction of a colloidal crystal.

Our work will in particular analyse such situations where a system is in contact

with a structured wall. By changing parameters such as the topology of the wall,

its attraction or the pressure of the bulk system, we are able to show a variety

of di�erent behaviors in these systems. A particular interesting type of wetting

transition is surface freezing, where a liquid surface spontaneously builds up several

crystalline layers at temperatures signi�cantly above bulk freezing. In our work

we will investigate the occurrence of surface freezing in more detail. In fact,

well-characterized substrates with periodic nano-sized chemical and topographic

structures can now be prepared using lithographic procedures or microcontact

printing [15, 16], thus allowing our results to be directly veri�ed in experiments

where the principle inuence of a patterned substrate, used as a template on

the nature of wetting transitions, has recently been demonstrated for chemically

heterogenous surfaces [17, 18, 19, 20].

In this work we focus on a model system of spherical particles modeled as hard

spheres in the neighborhood of a substrate composed also of hard spheres forming

a periodic two-dimensional array. This approach has the advantage that the model

is kept simple as the thermodynamics and phase diagram of the bulk hard sphere

system depend only on the density or equivalently, the packing fraction of the

hard-spheres. Understanding the underlying molecular principles of the system

is thus possible within this \minimal" framework. In Figure (1.2) we depict the

principal setup of our research system, where we present a patterned substrate

to a hard-sphere system. One approach is to investigate the hard-sphere uid in

contact with the structured substrate as shown in Figure (1.2a). The substrate can

induce interesting structural or symmetry e�ects in the uid. Moreover, a special

case arises in which only a at wall is analysed, that is, in which no pattern

appears at all. This then produces an even more simple model in which very basic

fundamental properties of freezing can be studied. In particular, the calculation of

surface free energies is of interest as these key quantities determine the nature of

a wetting transition. The interesting case of surface freezing, that is, the wetting

of the substrate by crystalline layers is depicted in Figure (1.2b). Here the focus

is on the creation and analysis of the crystalline sheet forming at the substrate.

However, our theoretical model is actually applicable for index-matched

sterically-stabilized colloidal suspensions on periodic patterned substrates which

can be prepared by \gluing" colloidal spheres onto a periodic pattern [12, 21, 22].

Moreover, our model may also serve as a simple microscopic description of molec-

ular systems such as liquid metals on crystalline surfaces [23].
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Figure 1.2: Schematic drawing of a hard sphere uid (red) in contact with

a patterned wall (blue). It can either just ow around the structure forming

an inhomogeneous uid (a) or form a crystalline layer of thickness ` following

the structure imprinted on the surface (b).

Within chapter 2 we review the properties and phase behavior of a hard sphere

system and its direct connection to experimental systems of sterically-stabilized

colloids. Hard sphere systems are a very peculiar type of physical system which

contain many surprising e�ects like an entropically driven phase transition into

a fcc crystal. However, the behavior of a hard sphere system has been shown

to be very generic for many real world systems which exhibit a hard core in

their interaction potential. Therefore, this model can serve to make quite general

predictions and it is ideally suited for a theoretical study of interfacial e�ects of

uids.

In chapter 3 we shall discuss the relevance of computer simulations in this �eld.

We will describe di�erent simulation approaches and give an extensive overview

over suitable order parameters used to detect surface freezing and in particular

layerwise surface freezing. At this point we also introduce a novel order parameter

which is especially suited for the detection of freezing into a crystal with ambiguous

stacking order such as the fcc crystal.

Applying theses tools to the actual interfacial problems leads in chapter 4 to

the analysis of interfacial free energies of hard sphere uids and solids near a at

wall. Most of the physical properties of a solid or liquid in contact with a sub-

strate such as wetting, spreading and heterogeneous nucleation, are governed by

the interfacial free energies between the substrate and the material. Therefore a

microscopic theory of surface tensions is highly desirable in order to predict the

wettability of a given substrate for di�erent materials. However, this quantity de-

pends on the microscopic interactions between the particles both of the substrate

and the material and therefore is a highly complex problem. By mapping the key
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features of this problem onto a hard sphere model we are able to make very general

predictions on the interfacial free energies. Using computer simulations and an

analytical cell theory we are able to obtain the uid-wall and solid-wall interfacial

free energy over the whole range of possible densities of the hard-sphere system.

Here in particular, our approach and the results for the solid-wall interfacial en-

ergies for various crystal orientations are novel. These results then allow one to

make general predictions about whether a hard-sphere uid can precrystallize at

a surface or not.

The actual e�ects of hard sphere uids near at and structured walls is in-

vestigated within chapter 5. A surface pattern has a strong e�ect on the wetting

properties of a system and its understanding is important from a fundamental

point of view as well as for guiding experiments or developing new applications.

Within the hard-sphere system we �nd a peculiar type of wetting transition where

a liquid surface builds up spontaneously several crystalline layers at temperatures

well above bulk freezing. Such a precrystallization has been seen in experiments

for molecules such as alkanes [24, 25, 26, 27, 28] and alcohols [29, 30]. However,

both of these systems have shapes and interaction potentials far more complex

and more diÆcult to analyse than spherical particles with a radial symmetric

interaction potential. However, precrystallization e�ects have not yet been thor-

oughly studied for spherical particles, which are a much more generic case and

allow a fundamental understanding of the problem. Using computer simulations

and introducing a new theory suitable for the calculation of the surface phase

transitions of precrystallization we investigate the inuence of the surface pattern

on the behavior of the uid in contact with such a pattern. Depending on the

type of the surface pattern, the behavior can be tuned from complete wetting by

crystal over partial wetting by crystal to no wetting at all. Moreover, we analyse

the e�ect of elastic strains onto the prefreezing transition by o�ering substrate

patterns which do not exactly match the ideal bulk crystal. This lattice mismatch

is particularly important for experiments where the parameters of the substrate

pattern can not be chosen completely freely and a natural lattice mismatch is in-

troduced into the system. Surprisingly, we �nd that this mismatch can even shift

the onset of prefreezing away from coexistence to lower pressures or respectively

higher temperatures. However, elastic strains always prevent complete freezing.

These results can be used to make quite general predictions on the behavior

of uids in contact with structured substrates which consequently allow especially

tailored surfaces to be made. It may therefore serve as a guideline in the creation

of unstable phases by a surface pattern which can be used to prepare \exotic"
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six−fold five−fold disordered

Figure 1.3: Schematic drawing of a super-cooled hard sphere uid in con-

tact with an strongly attractive surface. Close to the surface the structure

of the surface is imprinted into the uid. Further away from the surface the

high density uid exhibits �ve-fold symmetry which decays when approach-

ing bulk uid densities even further away from the surface.

structures such as quasicrystalline sheets on a suitably patterned template.

Finally, we investigate structural correlations in the uid controlled by an

underlying topographically patterned substrate and present them in chapter 6.

In particular, we focus upon the occurrence of �ve-fold symmetries in liquids at

interfaces. By applying an attractive potential perpendicular to the wall we were

able to raise the local density of the uid well above the bulk freezing density.

This is possible as a topographically unfavorable structured wall pattern prevents

the uid from freezing. This particular setup allows one to study the cross-over of

the symmetry de�ned by the surface pattern and induced into the uid close to

the interface to a �ve-fold symmetry in a high density super-cooled liquid farther

away from the interface. This cross-over is depicted in Figure (1.3).

In chapter 7 we �nally conclude with a summary and discussion.



Chapter 2

Hard sphere systems

At �rst glance a hard particle system is a very simple system. Let us consider a

system of N spherical particles in a volume V at a �xed temperature T , interacting

with each other only through an in�nite repulsion on contact. One can best

imagine this as a huge box �lled with N billard balls. More formally, we can

de�ne the system using a radial symmetric interaction potential U acting between

two particles i and j as

U(~ri; ~rj) � U(j~ri � ~rjj) =
(

0 if j~ri � ~rjj � �

1 otherwise
; (2.1)

where � is the diameter of a sphere, the center-of-mass positions of the spheres

are denoted by ~ri = (xi; yi; zi) with (i = 1; : : : ; N). This interaction scheme is

depicted in Figure (2.1). The �nite number density of the spheres is � = N=V

which can conveniently be expressed in terms of the dimensionless packing fraction

� = ���3=6. Using such an interaction energy yields a system without internal

energy, which follows directly from the interaction potential Eqn. (2.1) as particles

do not experience any potential for any valid con�guration, that is a con�guration

where no particles overlap. All overlapping con�gurations are forbidden as the

energy is in�nite. As there is no relevant energy de�ned, the system is purely

governed by entropy and the (irrelevant) temperature sets only the energy scale

and does not a�ect phase transitions or structural quantities.

Besides the fact that it is very interesting to study the pure entropic e�ect of a

system, it has been found that many e�ects of physical systems are dominated by

entropy [31]. This includes structural properties as well as phase transitions. One

particular interesting example is the freezing transition of a hard sphere system.

7
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ri rj

U

rσ

σ σ

Figure 2.1: Two hard spheres with diameter � at positions ~ri and ~rj inter-

act with the interaction potential U(r) from Eqn. (2.1) with r = j~ri � ~rjj.
The interaction potential is in�nite for r < � and zero for r � �.

It has been long debated whether or not it is possible for a system to exhibit

entropy driven freezing. Intuitively one could argue that a crystal as a more

ordered system has a lower entropy as a uid at the same density. According to

the second law of thermodynamics which requires a maximization of the entropy

it would follow that a hard sphere crystal could never be stable. However, around

1957, Alder, Wainwright et al. [32] computationally discovered the hard sphere

uid-solid �rst order phase transition, where the hard sphere system freezes above

a certain density into a face-centered-cubic (fcc) crystal. This, at �rst surprising

and counter-intuitive result is nowadays well acknowledged [33, 34] and can be

explained by considering the con�gurational entropy of a crystal. In a crystal,

although particles are well ordered on a lattice, the particles have a maximum

amount of free volume to move around their lattice positions. On the other hand,

in a uid of the same density many particles are so crammed together that they

are immobile or have a very limited movement. As each of these con�gurations

contributes to the entropy and a crystal has much more accessible volume, that

is, more available con�gurations than the uid at high density, this results in a

higher entropy for the crystal. From this argument we can conclude that a crystal

can form a stable state for the entropical governed hard sphere system. However,

this argument does not allow to deduce at which density this phase transition

occurs. In particular it could theoretically only occur at close packing. Computer

simulations [32, 35] however have shown that a hard sphere crystal is stable at
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Figure 2.2: Phase diagram of a hard sphere system. The uid state is

thermodynamical stable at packing fractions � < 0:494 and the solid state

is stable at packing fractions � > 0:545.

packing fractions � = 0:545 up to the maximum packing fraction for a hard sphere

system of � = �
p
2=6 = 0:741 : : : [36]. Crystals at this maximum packing fraction

are called closed packed crystals and 1998 T. C. Hales [37] could prove the general

Kepler Conjecture which states that no packing, that is also no irregular packing, of

spheres in three dimensions can have a packing fraction greater than � = �
p
2=6 =

0:741 : : :. This packing fraction is achieved for a face-centered-cubic (fcc) or its

equivalent modi�cations hexagonal-closed-packed (hcp) or random-closed-stacking

(rcs) [38]. Nowadays, space shuttle zero-gravity experiments of colloids with nearly

hard-sphere interaction potential, indeed revealed a stable solid phase of a hard-

sphere crystal [39].

The hard sphere uid on the other hand is the stable thermodynamical state

at packing fractions below � = 0:494. In between these packing fractions there is

a large coexistence region. The hard sphere system can also form an interesting

metastable glass like state at packing fractions above � = 0:545. Up to packing

fractions of � = 0:59 this state can be reached by super-cooling the uid and

numerical analysis found that it is possible to pack hard spheres in an unordered,

randomly closed packed (rcp) state at packing fractions up to � = 0:64 [40, 41,

42, 43, 44] These results are summarized in a phase diagram for hard spheres in

Figure (2.2).

However, hard spheres are not only a theoretical model of high abstraction.

It has been found that real systems, like colloidal particles, can be prepared in

very good approximation to a hard-sphere like interaction. This hard sphere

interaction is actually realized in suspensions of sterically-stabilized colloids [45].
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In such systems with mesoscopic particles one has the further advantage that real-

space methods allow the possibility to explore the structure of the bulk and of the

interfaces directly [12, 46, 47].

Colloids are extremely small particles which can form solid or liquid phases.

The word colloid arises from the Greek words ��o��� (glue) and ���Æo& (kind).

Its original meaning, \sticky stu�" was introduced by Thomas Graham around

1831 to label substances which appeared similar to uids but had anomalously

small di�usion rates. Only much later it could be shown that colloids are not

homogeneous substances but actually small particles dissolved into a solution.

These colloidal particles are about 10nm to 1�m in diameter and larger colloids

can be even viewed by light microscopy. To give some examples:

� Smoke or dust are colloidal suspensions of a solid (carbon, silica or sand) in

the air.

� Fog or mist is an aerosol, a colloidal suspension of liquid (water) molecules

in the air.

� Milk is an emulsion, a colloidal suspension of liquid (fats and oils) in another

liquid.

� Gold-ruby glass is a colloidal suspension of one solid (gold) in another solid

(glass).

� Blood is a colloidal suspension of a solid (blood cells) in a liquid.

The interaction potential of colloids in a solution can be adjusted by adding

salt to the solution so that the screening e�ect of the ions in solution just leaves

a hard sphere like potential (index matched colloids). Furthermore, colloids can

be designed which are coated with polymer brushes on their surface. Entropic

repulsion of these polymer brushes creates a hard sphere like repulsion (sterically

stabilized colloids).

Moreover, from a more theoretical point of view, many of the atomic interac-

tions can be approximately mapped onto an e�ective hard-sphere systems. How-

ever, even atomic systems, such as liquid metals often behave in leading order as

hard spheres. The study of the hard-sphere interaction is therefore often useful as

a reference case for these systems [48, 49]. The validity of this generic behavior

results from interactions which are governed by the repulsion of the hard core of

the potential which is caused by the Born-Fermi repulsion of the electron shells of
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the atoms or molecules. An attractive part of the potential does not a�ect many

structural quantities and even thermodynamic properties. Only a liquid-gas phase

transition does not exist within the hard sphere system as in this case an attractive

part of the potential is needed to create such a phase transition.
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Chapter 3

Computer simulations

Computer simulations have proven to be a very valuable tool for analysing prob-

lems in modern science and technology. Wherever an exact solution is impossible

or tedious to obtain computer simulations can serve as an alternative to gain in-

sight into the problem or obtain numerical or approximate solutions. This is par-

ticularly true for thermodynamical systems which have many degrees of freedom

(in the order of the particle number) as is investigated in the following chapters.

For some systems under consideration some analytical approximations exists but a

major part of the analysis, especially when leaving the bulk regime and analysing

surface e�ects, cannot be done analytically [50, 51, 52, 53, 54, 55]. Typically par-

ticle numbers for real systems are in the range of the Avogadro number of 1023

particles. Although these high particle numbers are even outside the scope of

computer simulations, we are still able to use model systems in the order of 104

particles. Already this is far too complex to analyse with conventional methods.

Theoretical calculations, which we also perform in our work require a massive

simpli�cation of the system. Computer simulations on the other hand give very

precise access to most quantities of the systems and can be used to verify the

theories as well as predict new e�ects or serve as benchmark data for theories.

3.1 History

The idea of computer simulations is quite old. Already in the 18th century people

were beginning to think and construct calculation machines and algorithms for

them. Although these early ideas resemble quite remarkably the computers of

today only with the invention of modern electronics and semiconductor devices

13
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have computer simulations become feasible, a�ordable and a standard tool in

physics and other sciences.

Going back into the history of computer simulations we �rst encounter Charles

Babbage, born in 1792, who is the originator of the idea of nowadays computers.

Babbage faced continuous diÆculties in calculating logarithms and around 1812

these diÆculties made him aware of the need for an automated calculation device.

In the following years until 1822 he constructed a \di�erence" engine and by

1834 he completed the �rst drawings of an analytical engine, the ancestor of the

modern electronic computer. Due to the lack of mechanical engineering technology

Babbage was never able to built an operational, mechanical computer. Yet his

design concepts have been shown to be correct and recently such a computer has

been built following Babbage's own design criteria.

Around the same time as Babbage was designing his mechanical computer,

the �rst programming language was derived by Augusta Ada King Countess of

Lovelace, the daughter of the famous poet Lord Byron. She heard about Babbage's

analytic engine around 1833, became interested in the subject and during the

following years suggested methods on how to program such a machine. In doing so

she invented the �rst programming language. And today in honor of her memory

a programming language (Ada) is named after her.

At the beginning of the 20th century Konrad Zuse began to develop the �rst

functional modern computer. After failures with a mechanical computer he con-

structed the �rst electronic computer in 1941. The �rst computers were mainly

used for mathematical calculations and military applications. However, a big step

forward was achieved by the invention of the Monte-Carlo method around 1948

by Nicholas Metropolis who was born in 1915 and mainly developed and imple-

mented the Maniac computer system at Los Alamos Scienti�c Laboratory and by

Stanislaw Marcin Ulam who was born in 1909 and who mainly worked on the

hydrogen bomb at Los Alamos. They both developed the Monte-Carlo method

as a method to solve mathematical problems using a statistical sampling method

with random numbers around 1948. With this simulation technique it began to

become possible to computationally tackle problems with extremely many degrees

of freedom.

3.2 Monte-Carlo simulations

Monte-Carlo simulations are widely used in physics, e.g. in quantum mechanics,
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thermodynamics or meteorology as well as in other areas like economics, �nance

and risk analysis. They are a method to approximately solve mathematical equa-

tions, usually high dimensional integrals which cannot be solved by other means

or without unreasonable e�ort. The name Monte-Carlo (MC) stems from the

fact that the algorithm is not deterministic but relies upon random numbers to

calculate the result. Despite the randomness in the calculation the method ap-

plies to problems with non probabilistic content as well as to those with inherent

probabilistic structure. Compared to other numerical methods it is also quite

eÆcient.

In our work we are confronted with the calculation of averages of thermody-

namical quantities for uid and solid systems [56, 57]. These averages are de�ned

as integrals spanned by the whole con�guration space of all particles, that is 6N

coordinates for N particles. For a real system N is of the order of 1023 and even

for computer simulated systems N is still of the order of 104. In hardly any case

these integrals can be solved analytically and also standard numerical treatment

fails at these high dimensional integrals. Moreover, we will consider problems

at interfaces [58] which provide an additional challenge. However, Monte-Carlo

simulations provide an eÆcient way of approximately calculating these quantities

[59, 60, 61].

3.2.1 The de�nition of the Monte-Carlo method

All thermodynamical quantities can be derived from the partition function

Q =
1

N !h3N

Z
d~p1d~r1 � � �

Z
d~pNd~rNe��H(f~r� ;~p�g); (3.1)

where N is the particle number, d~rN and d~pN indicate the integration over co-

ordinates f~r�g = (~r1; : : : ; ~rN ) and momenta f~p�g = (~p1; : : : ; ~pN ) of all particles.

H = U +Ek is the Hamilton function of the system with potential energy U and

kinetic energy Ek, � = 1=(kBT ) with T the temperature of the system and kB the

Boltzmann constant.

Thermodynamical quantities can be de�ned as averages of the distribution

function

�(f~r� ; ~p�g) = e��H(f~r� ;~p�g)

Q
(3.2)

namely

hai =
Z

d~p1d~r1 � � �
Z

d~pNd~rNa(f~r� ; ~p�g)�(f~r� ; ~p�g) (3.3)
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where hai is any thermodynamical average. We note that with this de�nition of

the thermodynamical average we measure thermodynamical ensemble averages.

However, according to Boltzmann's ergodic hypothesis any system which behaves

ergodic will have the same ensemble and time averages. This assumption is justi-

�ed if the physical trajectory of the system will sooner or later cover all conceivable

micro-states of the system, that is access the whole phase space.

Solving thermodynamical problems leads then to the necessity of evaluating

the integral in Eqn. (3.3). In all but the most trivial systems this cannot be done

analytically. And even numerically it is quite tricky as it is clearly not feasible to

scan the whole con�guration space using normal integration methods.

However, we can make a very good approximation by using Monte-Carlo sim-

ulations [59, 60] which does not evaluate the whole con�guration space but only

a small portion of it. This part of the con�guration space is sampled by moving

the particles of the system around to create new con�gurations. As the reduction

of the con�guration space does not represent the true physical situation anymore

it is not necessary to move particles following true physical trajectories. A rep-

resentative subspace of the con�guration space is scanned instead by randomly

moving the system around. However, although in Monte-Carlo simulations the

particles are moved at random it is still important to follow physical rules so that

the con�guration space is sampled properly and represents the original system.

Only this approach guarantees a good representation of the real thermodynamical

system.

There are many approaches on how to sample the con�guration space but an

often used and well established algorithm is the Metropolis algorithm [62, 63]. It

guarantees ergodic behavior of the system and ful�lls detailed balance between

moves, that is the transition probability �(I ! II) going from system state I to

system state II ful�lls

N (I)�(I! II) = N (II)�(II! I) (3.4)

where N (x) is the probability density

N (x) =
e��U(f~r�g)R

d~r1 � � � R d~rNe��U(f~r�g) (3.5)

to �nd the system in state x represented by the coordinates of the particles f~r�g.
According to the Metropolis algorithm [62, 63] the transition probabilities are
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given as

�(I! II) =

(
M(I! II) ; ifN (II) < N (I)

M(I! II) (N (II)=N (I)) ; otherwise
(3.6)

and

�(I! I) = 1�
X
I6=II

�(I! II) (3.7)

withM being an arbitrary symmetric matrix left to our choice while the acceptance

rate going from state I to state II is

acc(I! II) =

(
N (I)=N (II) ; ifN (II) < N (I)

1 ; otherwise
(3.8)

In our work we analyse systems which consist of an ensemble of spherical

particles with a radial symmetric pair interaction potential in the bulk and at the

surface. A general Metropolis algorithm applied to these type of simulations, with

N particles leads to the following programming scheme:

1. Choose an arbitrary particle i 2 1; : : : ; N

2. Calculate the energy EI of the current con�guration I

3. Create a new con�guration II (see the section 3.2.2)

4. Calculate the energy of the new con�guration EII

5. Accept the move with the probability acc(I! II)

6. Calculate the average of any desired quantity hai for all con�gurations, that
is accepted and rejected

7. For performance reasons, all changes in the Monte-Carlo system variables,

e.g. the displacement of the particles, should be modi�ed so that around

40% of the moves are accepted

Using this algorithm we are able to calculate all thermodynamical properties

in the form of Eqn. (3.3).

However, using standard Monte-Carlo algorithms it is in principle not possible

to calculate free energies or the partition sum itself. This is due to the fact that we

are only sampling a subspace of the full con�guration space and therefore cannot

make any predictions about the full con�guration space. We will later on explain

a method on how to overcome this limitation.
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3.2.2 Monte-Carlo simulations in various ensembles

Although in the thermodynamical limit, that is in in�nite systems all thermody-

namical calculations converge towards the same value this does not necessarily

apply to small systems. Also, it is not guaranteed that equilibrium values are

approached at the same speed. Therefore, it is important to choose an thermody-

namic ensemble which suits the problem under consideration best. To judge the

e�ects of ensemble di�erences it is also helpful to check results in various ensemble

to estimate ensembles dependent artifacts.

Although computer Monte-Carlo simulations are not restricted to the shape of

the simulation box we choose a rectangular simulation box for all further studies.

The reason for doing so is twofold. First, all crystals under consideration have

rectangular shapes so that the choice of a rectangular simulation box is the most

appropriate and natural one. Second, for uids the shape of the simulation box is

not of real consequence and the rectangular simulation box is a convenient choice.

In the following sections we describe di�erent thermodynamical ensembles use-

ful to our study.

The canonical ensemble - NV T

The canonical ensemble is the most intuitive one. The independent variables which

are held constant during a simulation run are the particle number N , the volume

of the simulation box V = L3 and the temperature T . The partition sum is

Q =
1

N !�3N

Z L

0
d~r1 � � �

Z L

0
d~rNe��U(f~r�g); (3.9)

with the irrelevant de Broglie wavelength � =
p
h2=(2�mkBT ), where h denotes

the Planck constant andm the mass of a particle. Eqn. (3.9) yields the probability

of �nding a con�guration

N (f~r�g) / e��U(f~r�g) (3.10)

and an acceptance rate of

acc(I! II) = min
�
1; e��U(I)�U(II)

�
: (3.11)

This leads to the following rule for the creation of a new con�guration in section

3.2, algorithm step number 3:
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a. Choose a random particle i (i = 1::N)

b. Move the particle by an arbitrary displacement vector �~r

The canonical ensemble is easy to implement and very fast as there are just

particle movements. As the box shape is not changing it is well suited for crystals

forming at the walls. Its main disadvantage for crystallization studies is that

inhomogeneous density distributions like adsorbtion at the surface will deplete

the bulk and therefore lower the overall bulk density. Despite having the density

as input parameter into a NV T simulation one nevertheless has to measure the

bulk density which results in statistical errors in this variable. Furthermore, a

NV T ensemble does not give very sharp phase transitions when investigating

crystallization.

The isobaric-isothermal ensemble - NPT

The isobaric-isothermal ensemble [64] is de�ned with a constant particle number

N , a constant external pressure P applied to the system and a constant temper-

ature T . The simulation box is of volume V = L3. The partition sum is

Q =
1

N !�3N

Z L

0
d~r1 � � �

Z L

0
d~rNe��U(f~r�g); (3.12)

which can be rewritten using the scaled coordinates ~ri
0 = ~ri=L as [59, 60] have

shown. This is equivalent to writing the partition sum as

Q =
�P

N !�3N

Z
d(lnV )V N+1e��PV

Z
d~r0e��U(~r

0
� ;L) : (3.13)

Eqn. (3.9) yields the probability of �nding a con�guration

N (f~r0�g) / V N+1e��PV e��U(f~r
0
�g;L) (3.14)

and an acceptance rate of

acc(I! II) = min
�
1; e��U(II)�U(I)

�
+ P (V 0 � V )� (N + 1)

�
ln

�
V 0

V

�
: (3.15)

This yields following rule for the creation of a new con�guration in section 3.2,

algorithm step number 3:

a. Choose a random particle i (i = 1::N)
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b. Move the particle by an arbitrary displacement vector �~r

c. Every N particle move changes the volume of the simulation box from L3

to L03 by scaling the particle coordinates ~r0 = ~rL=L0 and accept the change

with the probability acc(I! II)

The isobaric-isothermal ensemble is in some respects more suitable for phase

transition studies. A phase transition is easier driven when the system can change

its density with the pressure given. The bulk density is automatically adjusted

but remains as a measurement variable. Its main disadvantage is that the system

volume can change in all spatial directions. This creates box shapes which do

not �t the crystals under investigation well. Introduced strains will make crystal

formation more diÆcult. Although the system will usually �nd the thermodynam-

ical equilibrium, it is very ineÆcient and takes a long time to simulate. We do

therefore not use this ensemble but a slightly modi�ed version which is described

in the next section.

The quasi isobaric-isothermal ensemble - NPzT

More suitable for the simulation of wetting of a surface by a crystal is the quasi

isobaric-isothermal ensemble. It corresponds to the isobaric-isothermal ensemble

in all but one property. The simulation box is �xed in two directions x,y and only

variable in size in the remaining z-direction. Its volume will be V = L2Lz with

Lz the length in z-direction. Therefore only a component of the pressure Pz in

z-direction is applied to the system and the scaling of the system a�ects only its z

coordinate. The x and y coordinates are treated as a constant volume simulation.

Therefore all equations and algorithms of the NPT algorithm apply as well.

This leads to the following rule for the creation of a new con�guration in section

3.2, algorithm step number 3:

a. Choose a random particle i (i = 1::N)

b. Move the particle by an arbitrary displacement vector �~r

c. Every N particle move changes the length of the simulation box from Lz to

L0z by scaling the particle coordinates z0 = zLz=L
0
z and accept the change

with the probability acc(I! II)
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Figure 3.1: Pressure P � = P�3=kBT versus packing fraction � of a hard

sphere uid in NPzT simulation. The inset shows the �nite size dependency

of � versus the box length L�z = Lz=� for a �xed pressure P � = 8:1. The

dashed lines are the respective values as obtained by the Carnahan-Starling

equation of state [65].

This ensemble inherits its advantages from the isobaric-isothermal ensemble

but does not have the diÆculties to �t a crystal into the simulation box as we can

choose the box size a priory to �t the expected crystal. It is superior in �nding

phase transitions to the canonical ensemble but still has the disadvantage of longer

equilibration especially with a crystal forming at the surface and it involves higher

computation cost for the extra scaling moves.

In Figure (3.1) we show the equation of state for a hard sphere uid as obtained

by the NPzT simulation as compared to the Carnahan-Starling equation of state

[65]. We see that they agree well.

For comparison of the results we use both, the NPzT and the NV T ensemble

and generally �nd good agreement between both of them.

The grand canonical ensemble - �V T

Yet another ensemble used inMonte-Carlo studies is the grand canonical ensemble.

Here the chemical potential �, the system volume V and the temperature T are

held constant. This ensemble has a key di�erence to the ones discussed above as

the total number of particles in the system is not �xed. Thus, it is very well suited
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Figure 3.2: The simulation box is shown in the middle. Around this

central box some virtual boxes containing mirror images of the central box

are drawn. For particle A the interaction partners are indicated by dashed

lines.

for investigating phase transitions or adsorption problems as the system will insert

and remove particles as required to form or melt crystals which means that more

or less particles are needed in the system.

Unfortunately, for our studies it is not feasible to use grand canonical Monte-

Carlo simulations as we are investigating very high densities of a hard sphere

system. With hard particles new particles can only be inserted when there is

enough empty space to fully �t one hard particle in. For high densities this

becomes extremely unlikely and therefore the algorithm becomes highly ineÆcient

and will basically not equilibrate. Therefore, although this ensemble is suitable

for this type of studies it cannot be applied to our work.

3.2.3 Boundary conditions

In our simulations we can only simulate a small number of particles compared

to a real world system. This has the consequence that a high percentage of the

particles in the system are at the surface as the surface per volume ratio scales

as N�1=3 and is therefore much larger for small systems. This means that we are

either dealing with a system which is governed mostly by surface e�ects or we

increase the number of particles into the simulation which strongly increases the

simulation time.
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However, there is a trick to eliminate most surface e�ects in simulations. If

the system under consideration is a bulk system or has bulk behavior in some of

its spacial directions we can use periodic boundary conditions in these directions.

Using periodic boundary conditions, the simulation box is replicated throughout

space to form an in�nite lattice of mirrors of itself. A two-dimensional version of

such a periodic system is depicted in Figure (3.2). All particles are mirrored from

the central simulation box into virtual boxes in all directions. When a particle

in the simulation moves in the central box, its periodic image in every one of

the other boxes moves exactly the same way. If it leaves the central box, one

of its images will enter through the opposite surface. There are no walls at the

boundary of the central box, and therefore the system has no surface. In Figure

(3.2) a particle with its neighbors is shown. It interacts with the particles inside

the dashed box, which are partly the mirror images of the next boxes.

However, these periodic boundary conditions can be applied only for bulk

systems. As we are interested in surface e�ects we loose part of the advantage

of the periodic boundary conditions as we have to apply a wall in one spacial

coordinate (z). However, we can still use the periodic boundary conditions in

the two other spacial coordinates (x,y). In this way we obtain an in�nite system

in the x � y directions but a �nite system in z-direction. However, for technical

reasons it is not possible to just introduce one wall into a computer simulation1.

Introduction of one wall in a computer simulation will always generate a mirrored

wall on the other end of the simulation box. The inuence of these two walls onto

each other has to be considered in the simulation as it can lead to capillary e�ects

and other spurious inuences [67].

3.3 Finite-size e�ects

When studying any macroscopic system with a very large number of degrees of

freedom on the computer, we inevitably make an approximation and simulate

a smaller model system. This introduces systematic errors so called �nite size

e�ects. These �nite size e�ects need to be understood and we need to be able to

estimate their importance so that we can either extrapolate to the correct value

of the in�nite system or can give an estimation on the �nite size error introduced

1There exists simulation methods which try to simulate a system with just one wall by intro-

ducing a sampling method which biases particles close to the second wall in a way to simulate

bulk behavior [66]. However, this method introduces other diÆculties connected to the choice of

this arti�cial bias.
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Figure 3.3: The phase transition pressure P � versus surface area. The

pressure saturates at surface areas about A� � 100 showing that this value

is beyond �nite size e�ects.

[68, 69, 70].

Usually we do this by performing simulations on a set of equal systems where

only the number of simulated particles change. Plotting the measured quantities

against the system size shows the �nite size dependency and allows to obtain the

true value by extrapolation to an in�nite system size.

For an example we show in Figure (3.3) a measured quantity versus the system

size. In the example the scaled phase transition pressure P � = P�3=kBT is plotted

versus the size of the system, in this example its scaled surface area A� = A=�2.

We clearly see for small values of the area a strong dependency on the area whilst

for larger systems the curve converges against an asymptotic value.

In all our studies we did this �nite size analysis and we were able to choose sys-

tems of a size which introduced �nite size errors smaller than the normal statistical

uctuations.

3.4 Thermodynamical integration

In section 3.2 we have seen that theMonte-Carlo method gives a very good approx-

imation of thermodynamical quantities which are derivations of the free energy F

or other equivalent thermodynamical potentials. However, it is not possible to
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obtain the free energies or the partition sum directly. However, it is possible to

directly measure derivatives of the free energy

~� =

�
@F

@�

�
NT

(3.16)

like e.g. P = � �@F@V �NT
. These quantities can be used to calculate the free energy

by integrating its derivatives

F (�) = F (�0) +

Z �

�0

�
@F

@�0

�
d�0 (3.17)

for any suitable derivative
�
@F
@�

�
from an arbitrary starting point �0. The choice

of the derivative is arbitrary and can be chosen to suit the problem best.

In doing so we obtain the free energy di�erence F (�) � F (�0). However to

calculate the full free energy the free energy F (�0) has to be known independently

of the simulation. Usually one chooses a known reference system such as the ideal

gas or the Einstein crystal. These systems then de�ne the free energy for �0 and

increasing � leads to the free energy F (�). Of course, we have to keep in mind

that every single integration step requires a full Monte-Carlo simulation of the

system at the thermodynamical state corresponding to �0.

Note however, that it is important not to cross any phase transition points

during the integration as the derivatives of the free energy might behave there non

analytical, rendering the integration scheme worthless. So either the starting point

of the integration has to be chosen close enough to the system under investigation

or an integration path which evades phase transitions has to be selected.

3.5 Order parameters

In the computer simulations we monitor various thermodynamical quantities like

the pressure P or the density �. These quantities are usually well understood

and also measured in real experiments. Yet they are often not suitable or precise

enough to detect phase transitions, in particular surface phase transitions. To get

a quantitative measure for these phase transitions an order parameter [71, 72] is

introduced which changes its value ideally from 0 in one phase to 1 in the other

phase. It is not always easy to �nd such a good order parameter and a large part

of the study of a new problem is often to �nd a suitable order parameter. As a

crystal is characterized by two distinct types of order which do not exist in an
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Figure 3.4: Density pro�le of the hard sphere uid at a pressure of P � =
10:87 near to a structured wall with a triangular pattern imprinted.

isotropic uid there are two straightforward approaches to an order parameter.

First, this is the translational order, that is shifting the system by a given amount

will reproduce an identically system. Second, this is orientational order, that

is, rotating the system about a given angle will reproduce the system identically.

The amount of translation respective rotation are of course dependent on the exact

crystal structure. Both types of order parameter will be used by us and in the

following section we will describe the various order parameters used throughout

our computer simulations. In general we �nd consistency between these di�erent

diagnostics but often one of them is much more sharp and pronounced than the

others.

As we are in particular interested in a two dimensional freezing in layers parallel

to the surface we �rst have to start by de�ning a layer. We do so by determining

the position of the minima in the laterally integrated density pro�le �(z) de�ned

via

�(z) =

Z 1

�1
dx

Z 1

�1
dy�(x; y; z) (3.18)

and shown in Figure (3.4) where

�(~r) � �(x; y; z) =

*
NX
i=1

Æ(~ri � ~r)

+
(3.19)

is the full inhomogeneous one-particle density �eld de�ned for the N particles at

positions ~ri. Æ(~r) denotes the Dirac-Delta function. The minima of �(z) de�ne the
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Figure 3.5: Order parameter distribution P (	
(4)
n ) for the �rst six layers of

a hard sphere uid near a square-patterned wall with four-fold symmetry at

� = 0:488 respectively P � = 11:06.

spacing of the nth layer in the z-direction. The analysis of an order parameter in

the nth layer can be performed for each layer, that is for all particles in a chosen

layer.

3.5.1 2D bond order parameter

One basic order parameter to detect a crystal at a surface is a bond-order param-

eter as frequently used in 2D hard disk systems [71, 72]. These bond-orientational

order parameters detect the symmetry of the \bonds" between particles. De-

pending on the lattice symmetry di�erent order parameters are used. A crystal

with six-fold symmetry like a triangular surface pattern will be analysed with the

	(6) parameter. Quadratic patterns invoke the 	(4) parameter and linear ordered

systems are analysed using the 	(2) order parameter.

In general the order parameter 	
(k)
n for k-fold symmetry in the nth layer is

de�ned as

	(k)
n =

*������
1

Nn

NnX
l=1

NlX
j=1

eki�lj

������
+

(3.20)

where �lj is the angle between the separation vector of the particles l and j and

an arbitrary but �xed reference axis. The sum l is over all Nn particles of the

nth layer and the sum j is over the Nl neighbors of particle l in the same layer.
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For simulation purposes particles are de�ned as neighbors if the distance between

particle l and j is less than 1:35 : : : 1:40�. This somewhat arbitrary de�nition for

neighbors can be used as the resulting 	
(k)
n only weakly depends on the exact

de�nition of a neighbor distance.

An example for the order parameter distribution in di�erent layers for k = 4 is

shown in Figure (3.5). The distributions clearly shows whether the layer has uid

or solid like bond orientational order: The �rst layer shows a very pronounced

four-fold symmetry. The second layer is still well ordered but less pronounced.

The third layer is just at the transition to the ordered four-fold symmetry and all

other layers are uid like.

3.5.2 3D bond order parameter

The two dimensional bond order parameters can be extended to three dimensions.

Although these parameters are not well suited for the analysis of surface freezing

they �nd their application in bulk freezing problems. However, we will use a

three dimensional bond order parameter for one particular analysis. It had been

reported [23] that a structured surface can be used to observe icosahedral order

in a uid below bulk freezing. The analysis of the icosahedral order can be best

performed by three dimensional order parameters which are applied to a uid

sheet close to the surface.

According to [73, 74, 75, 76] we can de�ne this order parameter by assigning

a set of numbers

Qlm(ij) = Ylm (�ij ; 'ij) (3.21)

to every bond between neighboring particles i and j. Neighboring particles are

joined by a bond if their distance j~ri�~rjj is less than a given distance 1:35 : : : 1:40�.
As above the order parameter only weakly depends of the exact de�nition of a

neighbor. The set of functions Ylm(�; ') are spherical harmonics and �ij and 'ij
are the polar angles of the bond between particles i and j with respect to an

arbitrary reference axis. Eqn. (3.21) de�nes a local order parameter which has to

be averaged over all bonds to obtain a global order parameter

�Qlm =
1

Nb

X
Qlm(ij) ; (3.22)

where the sum is taken over all Nb bonds of the sample or respectively a layer.

The order parameter of Eqn. (3.22) is still dependent on the choice of the

reference axis but we can obtain an invariant order parameter by considering the
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and C de�ning the stacking order parameter.

second order combination

Ql =

 
4�

2l + 1

lX
m=�l

j �Qlmj2
!1=2

(3.23)

and the third order invariant

Wl =
X 

l l l

m1 m2 m3

!
�Qlm1

�Qlm2

�Qlm3
; (3.24)

where the sum goes over all m1,m2 and m3 with m1 +m2 +m3 = 0 and 
l l l

m1 m2 m3

!
(3.25)

are the Wigner 3j symbols [77]. A particular good measure [73] for di�erent

orientational symmetries can be obtained by the further invariant

Ŵl =
Wl�Pm

l=�m j �Qlmj2
�3=2 : (3.26)

We will use Eqn. (3.23), Eqn. (3.24) and Eqn. (3.26) to analyse the inhomoge-

neous uid for icosahedral order near the surface.

3.5.3 Stacking order parameter

A crystal on top of a triangular or rhombic wall pattern can have di�erent stacking

orders. If the wall has the �xed stacking A, the next layer is either packed in B or

C and the following can then be either A or C respectively A or B depending on
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the second one. This can be exploited to de�ne a stacking order parameter �n,

which probes how ideal the stacking in the nth layer is and is sensitive to layerwise

precrystallization.

In what follows, we explain the de�nition of �n for a triangular pattern, the

generalization to other patterns, in particular the rhombic pattern is straightfor-

ward. However, this order parameter cannot be applied to a crystal with unique

stacking order.

For each layer n the stacking properties are probed by projecting the particle

positions onto the surface. Figure (3.6) depicts the honeycomb like cells A, B and

C which correspond to the three stacking possibilities that the projection can fall

into. Hence one obtains the averaged probabilities fp(A)n ; p
(B)
n ; p

(C)
n g for a particle

in the nth layer to be projected into a honeycomb of type A, B or C. The stacking

order parameter �n for the nth layer is now de�ned as the di�erence between the

two largest numbers of the set fp(A)n ; p
(B)
n ; p

(C)
n g. For a uid near a non-structured

wall, all stacking probabilities are equal, hence �n vanishes. For the �rst layer of

a structured wall, an inhomogeneous liquid has p
(A)
1 < p

(B)
1 as it is unlikely for

a particle to sit on top of the �xed wall sphere. Furthermore due to symmetry,

p
(B)
1 = p

(C)
1 and therefore �1 vanishes again. A freezing transition in the nth layer

is indicated when �n > 0 corresponding to a broken discrete symmetry between

the two stacking possibilities. Finally, in a perfect solid with close-packing density,

�n = 1.

The order parameter �n has the important property that it is zero in the

inhomogeneous uid phase but nonzero in a crystalline layer. Hence it yields

precise information about precrystallization. Figure (3.7) shows an example of the

order parameter of the �rst four layers for a triangular wall as a function of the

bulk pressure proving that �n provides a sharp diagnostic for precrystallization.

3.5.4 Minima of the density pro�le

Another possibility to check the freezing of the system is to analyse the depth of

the minima of the lateral integrated density pro�le �(z) as given by Eqn. (3.18)

and shown in Figure (3.4). We �nd that the precrystallization can be detected

by a rough empirical criterion. This occurs if the minimal density drops at about

5% of the corresponding bulk density. This criterion is in accordance with the

diagnostics using the other order parameters and has the additional advantage that

it is robust close to coexistence. In Figure (3.8) we show the direct correspondence

of the 	(6) order parameter and the minima of the density pro�le �min for a
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Figure 3.7: Order parameter �n (n = 1; 2; 3; 4) versus reduced pressure P �

for a triangular wall pattern with P �
c indicating the coexistence pressure of

the bulk system. The system size is Lz=� = 45 and A� = 106.

system showing triangular crystal layers. For a large part of the order parameter

a linear dependency can be found. The data can be �t into the equation �min =

0:56(0:88 �	(6)) over the major part of the possible parameters. Only for a very

low order parameter, that is, a very uid like system these characteristics fail as

the order parameter saturates whilst the density approaches bulk values.

In Figure (3.4) an example of a density pro�le is shown where the freezing of

the �rst two layers can be clearly seen by a very small density minimum. The

third layer is about to freeze consistent with the diagnostics of the �n and 	
(6)
n

order parameters.

3.5.5 Lindemann parameter

Another order parameter which has proven to be useful in the freezing of a bulk

solid is the Lindemann parameter [78]. The normalized root-mean-square dis-

placement of particles around their ideal lattice positions ~ri

L :=

rD
(~ri � h~ri)2

E
h~ri (3.27)

is known as this Lindemann parameter L of the solid [79]. It is assumed that a solid

melts when the root mean square amplitude of vibration exceeds critical fraction of
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the straight line is the best linear �t to all data.

lattice spacing which leads to the traditional Lindemann melting rule [78]. It states

that a bulk solid melts if L is roughly about 10%. In our computer simulations in

the following chapters we will check if this rule applies also for interfacial freezing.

In order to do so, we de�ne a layer-resolved Lindemann parameter Ln by applying

Eqn. (3.27) to all particles in the nth layer.



Chapter 4

Surface free energy

Most of the physical properties of a solid or liquid in contact with a substrate

such as wetting, spreading and heterogeneous nucleation, are governed by the

interfacial free energies between the substrate and the material [80]. Thus, a

microscopic theory of surface tensions is highly desirable in order to predict the

wettability of a given substrate for di�erent materials [1]. Since the surface tension

clearly depends upon the microscopic interactions between the particles of both

the substrate and the material, such a theoretical calculation generally represents

a formidable task.

In this chapter we calculate equilibrium surface free energies for one speci�c

type of microscopic interaction. To achieve a principal understanding of the surface

free energies we model the interaction between the particles as hard spheres and

describe the substrate as a hard structureless planar wall.

The hard sphere uid near a hard wall is a standard situation which has

been studied in numerous publications. Computer simulations for the density

pro�les are available and theories, in particular density functional approximations

of inhomogeneous systems [2, 81], have been tested against the simulation data.

However, much less investigated is the interfacial free energy  itself which is

harder to extract from the simulation data since it either requires evaluation of

the pressure tensor at the wall [82] or thermodynamic integration over a set of

simulation runs [59]. Only few density functional studies are available using the

weighted density approximation [83] or variants of it [84] and an analytical scaled-

particle expression is known [48, 85, 86]. In this chapter we revisit the surface free

energies for the uid hard sphere system and show that the scaled-particle theory

and density functional theory compare well with the simulation data. However,

33
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for high densities close to freezing the published density functional calculation

deviates signi�cantly from our simulation data.

Further, we then have extended the study to encompass a hard sphere solid

near a hard wall where knowledge remains sparse. The associated interfacial free

energy  now depends also on the orientation of the solid with respect to the wall

normal. Apart from a density functional study at the melting point [83], no data

for  have been published in the literature.

4.1 The model

We consider a hard sphere model as described in chapter 2 where we consider

N hard spheres with diameter � in a large volume V at a �xed temperature T .

The �nite number density of the spheres is � = N=V which can conveniently

be expressed in terms of the dimensionless packing fraction � = ���3=6. In

detail, the center-of-mass positions of the spheres are denoted by ~ri = (xi; yi; zi)

(i = 1; : : : ; N). Two hard spheres i and j interact via the pair potential Eqn.

(2.1). In the following we extend the model by including a surface in the hard

sphere system. The presence of such a wall is described by an additional external

potential

W (zi) =

(
0 jzij > �=2

w(zi) otherwise
(4.1)

which acts on the centers of the ith hard sphere (i = 1; : : : ; N). For the sake of

convenience the wall position is at z = 0 in a plane parallel to the x � y plane.

The actual wall area is A. Although we have a hard impenetrable wall in mind

we keep the description more general by allowing also penetrable wall potentials

where the function w(z) is �nite. For symmetry reasons, w(z) should be an even

function, that is w(�z) = w(z). The bulk system is recovered for a vanishing

w(z) while a hard wall is described by w(z)!1 for any jzj � �=2.

4.2 Computer simulations

We simulate the hard sphere uid and the hard sphere crystal using a rectangular

simulation box of size V = LxLyLz with periodic boundary conditions in all

directions. Moreover we can add any given wall potential W (z) according to

Eqn. (4.1) to the system. The total surface area of the simulation box is then
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Figure 4.1: Geometry of the hard sphere system under consideration. The

simulation box has a volume V = LxLyLz and contains N particles of diam-

eter �. The total hard sphere system - hard wall contact area is A = 2LxLy.

A = 2LxLy since in our set-up any single wall applied to the system will appear

doubled at both ends of the simulation cell, see Figure (4.1).

We use standard NV T Monte-Carlo simulation techniques as described in

section 3.2.2 keeping the volume and the particle number of the system �xed.

However, we apply these Monte-Carlo simulations to interfacial problems [87, 88].

In order to check ensemble independence we have also performed constant pressure

simulations (NPzT ) as also described in section 3.2.2. The advantage of this

approach is that it allows the system to compensate internal stress. Within the

statistical uncertainties both set-ups yield the same interfacial tensions up to high

densities of about � � 0:66 which shows a posteriori that the system size in our

NV T -simulation was large enough. For even higher densities the stress introduced

in the NV T simulation is responsible for the slight di�erences and thus the NPT

simulation prove to be more suitable.

As discussed in chapter 3.3 the size of the system in the z-direction, that

is perpendicular to the wall must be large enough to avoid capillary e�ects and

other spurious mutual inuences on the two walls. In addition, large surface areas

are required to exclude any line e�ects. System sizes of about 500-2000 particles

yielding surface areas A=2 of about 30�60�2 and an extension into the z-direction
of about Lz = 30� 40� have been used during our simulations. In order to avoid

lateral compressional strains in the crystal, the length Lx and Ly where adjusted

to the given crystallographic orientation such that a laterally periodic bulk crystal
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�ts exactly into the simulation box.

4.3 Calculating surface tensions

The total potential energy of the system is

Up(f~rkg) =
NX
i=1

W (zi) +
NX

i;j=1;i<j

U(~r
i
; ~rj) (4.2)

resulting in the canonical partition function

Q(N;V;A; T ) =
1

�3NN !

Z
d3r1 : : :

Z
d3rN e��Up(f ~rkg) (4.3)

where f~rkg = (~r1; : : : ; ~rN ), � = 1=(kBT ) and � being the (irrelevant) thermal

wavelength. The canonical free energy is �nally gained as

F (N;V;A; T ) = �kBT lnQ(N;V;A; T ) : (4.4)

In the bulk case (w(z) � 0), the density is not dependent of area A. Hence we

can simply write F (N;V;A; T ) = kBTF
�
Bulk(�) where F

�
Bulk is a dimensionless

quantity. Introducing a wall of area A adds A as an additional thermodynamical

variable. In leading order, the full free energy splits into a bulk and a surface

contribution [2]

F (N;V;A; T ) = kBTF
�
Bulk(�) + (�; T )A +O(L) (4.5)

where (�; T ) is the interfacial free energy of the system and L is a typical edge

length of the system. In other words, the interfacial free energy is the excess free

energy per area

(�; T ) =
F (N;V; T;A) � kBTF

�
Bulk(�)

A
(4.6)

and can be equivalently de�ned via

 =
@F (N;V; T;A)

@A

���
N;V;T

: (4.7)

We �nally note that for a hard wall (�; T ) = kBT ~(�) such that the only non-

trivial dependence is on the bulk packing fraction. A suitably reduced quantity is

�(�) = ~(�)�2. It is this target quantity which we calculate and discuss in the

sequel over the whole range of packing fractions both in the uid and crystalline
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Figure 4.2: Schematic drawing of the insertion of a wall with triangular

wall potential into the hard sphere system.

bulk phase. In the non-homogeneous crystalline phase, the interfacial free energy

� will additionally depend on the orientation of the solid with respect to the wall.
Of course, due to thermodynamic stability, � has to be positive.

To gain access to the interfacial free energy, there are basically two routes one

can follow. One can use microscopic relations relating the pressure tensor to the

interfacial free energy [82]. This has the advantage of needing less computer runs

but requires exact knowledge of the density and the one-particle correlation func-

tions at contact. Extrapolating these quantities with high precision is extremely

diÆcult, as they change rapidly near contact for high densities. We therefore

choose another method namely thermodynamic integration as discussed in chapter

3.4, which gives the free energy of the simulated system with respect to that of a

known reference system. From the free energy di�erence of the system with wall

compared to the bulk system we can calculate the surface energy directly from

Eqn. (4.6). To compute �, this method requires a whole set of simulations but

is still applicable for high densities.

Applying the technique of thermodynamic integration from section 3.4, we

start from the known bulk hard sphere system and insert a gradually increasing

wall potential, that is we simulate a less and less penetrable wall. The wall poten-

tial W (z) �W (z;�) is parameterized with a parameter � which is chosen to give

no wall for � = 0, a less and less penetrable wall for increasing � and �nally a hard
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wall for � ! 1. Di�erent wall potentials w(z;�) or the details of the switching

on procedure do not change the �nal result for the free energy and interfacial free

energy as long as a reversible integration path is followed. The details of the pa-

rameterization, however, will inuence the equilibration time and the accuracy of

the numerical integration. For the uid we found the square potential w(z;�) = �

suÆcient for the thermodynamical integrations. A better choice of the parameter-

ization is a triangular potential w(z;�) = 2�(1� 2jzj=�) which leads to a quicker

equilibration and a smoother integrand especially for a bulk solid. A schematics

of this process is shown in Figure (4.2).

For consistency, we have checked that both parameterizations lead to the same

�nal result.

To integrate the free energy we need its derivative with respect to the inte-

gration parameter �. This quantity can be written as a statistical average and is

thus directly accessible by computer simulations. Consequently,

@F

@�

���
NV AT

= �kBT 1

Q

@Q

@�

���
NV AT

=
1

Q

1

�3NN !

Z
d3r1 : : :

Z
d3rN

 
NX
i=1

@W (zi;�)

@�

!
exp��U(f~rg;�)

=

*
NX
i=1

@W (zi;�)

@�

+
�

(4.8)

=: �(�) (4.9)

where < ::: >� denotes a canonical average with a penetrable wall. A typical

example of the integrand �(�) of the thermodynamical integration is shown in

Figure (4.3) for a triangular potential. One sees that typically 10-20 integration

points are necessary. For large �, the integrand could be well �tted by an algebraic

decay / ��2 which was used to estimate the tail of the integrand. The integrand

�(�) is positive which implies that the interfacial tension for a penetrable wall is

smaller than that for a hard wall.

Using Eqn. (4.6) the interfacial free energy  of the system with a hard wall

can be written as

 =

R1
0 d� �(�)

A
: (4.10)

We used di�erent system sizes and surface areas to estimate the statistical and

�nite size errors in the calculation. Within the di�erent system sizes used in our
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Figure 4.3: Integrand �(�) as dimensionless quantity versus � for a hard

sphere FCC crystal at � = 0:63 in (111) orientation using a triangular wall

potential.

simulations, we do not �nd any systematic corrections. This indicates that our

systems are large enough.

4.4 Hard sphere uid near a hard wall

The interfacial tension of a hard sphere uid (that is � < �f ) at a hard wall can

be analytically calculated within scaled-particle theory (SPT) [48, 85]. The key

quantity of SPT is  �  � P�=2 (with P being the bulk pressure) which is in

general negative. SPT yields

SPT = �kBT 9

2��2
�2

1 + �

(1� �)3
: (4.11)

In SPT the bulk pressure is equivalent to the bulk pressure obtained by the Percus-

Yevick compressibility equation of state [48]. Therefore remaining inside SPT one

has to add

PPY�=2 = kBT
6

�
�
1 + � + �2

(1� �)3
(4.12)
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� � N A=2�2

0:100 0:124 �0:05 684 59.22

0:200 0:325 �0:02 504-1008 49.74

0:300 0:656 �0:03 480-1024 50.61

0:400 1:195 �0:11 1024 41.78

0:436 1:543 �0:08 1024 39.42

0:472 1:726 �0:07 1008 28.10

0:490 1:890 �0:09 1008-2500 57.02

Table 4.1: Simulation results for the uid: Given are the packing fraction

�, the interfacial free energy � with its statistical error and number N of

particles in the simulation box as well as the maximal surface area A=2 used

in the simulation.

as bulk pressure in order to get SPT. Yet a more accurate alternative is to use

the Carnahan-Starling equation of state [65] to obtain the bulk pressure

PCS�=2 = kBT
6

�
�
1 + � + �2 � �3

(1� �)3
: (4.13)

In the following we will use bulk pressure Eqn. (4.13) to obtain the interfacial free

energy SPT = SPT + PCS�=2.

Another theoretical approach to obtain  is via the classical density functional

theory (DFT) of inhomogeneous systems. Using di�erent variants of the weighted-

density-approximation, the interfacial free energy was calculated by G�otzelmann

et al. [84] for moderate densities and by Ohnesorge et al. [83] near freezing.

Data for  from Molecular-Dynamics (MD) simulations were known already

for four di�erent densities in Ref. [82]. Moreover [86] uses simulation results to �t

the interfacial free energy to an empirical formula for .

We have applied our scheme of thermodynamic integration to this problem

and obtained further data for  on a �ner density grid and up to higher densities

which are given in Table 4.1.

All data available are summarized in Figure (4.4). The scaled-particle theory

is in good agreement with the simulation if the bulk pressure is taken from the

Carnahan-Starling equation. DFT provides good data for moderate densities but

fails near freezing. We remark here that the discrepancies at freezing might be

due to the actual approximation used for the density functional.
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Figure 4.4: Reduced interfacial free energy � of the hard sphere uid in

contact with a hard wall versus packing fraction �. Solid line: scaled-particle

theory with Carnahan-Starling equation of state; dashed line: empirical �t

from Ref. [86]; �: our simulation data; open circle: MD simulation from

Ref. [82]; diamonds: DFT from Ref. [84]; triangles: DFT from Ref. [83].

We �nally remark that precrystallization on the hard wall occurs very close to

the bulk freezing transition [89]. The thermodynamic integration method, how-

ever, is not applicable if a phase transition is crossed along the integration. As

is common in any wetting problem, we have consequently extrapolated the data

from lower densities � � 0:49 to the freezing density �f = 0:494 to extract the

metastable wall-uid surface tension at freezing. We obtained � = 1:99 � 0:18

which is about 7% above the theoretical value predicted by scaled-particle theory

combined with the Carnahan-Starling equation of state.

4.5 Cell theory of the hard sphere crystal

4.5.1 General idea

The cell theory (CT) provides a simple analytical estimate of the bulk free energy

of the hard sphere crystal [90, 91, 92]. It was also applied to compute the elastic
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Figure 4.5: Two-dimensional hard disk crystal in (11) orientation near

the hard wall. The Wigner-Seitz cell volume (respectively area) for a bulk

particle, Vb, and for a wall particle, Vw, is shown. Inside these cells the free

volume cell is indicated as Vwf and Vbf . The distance of the �rst layer of

particles to the wall is d and the bulk mean particle distance is a.

constants of the hard sphere solid [93] and the location of solid-solid transitions

in con�ning geometry [94]. In the following we shall generalize this concept to

extract the interfacial free energy of a hard sphere solid near a hard wall for

di�erent orientations. The situation is schematically shown for a two-dimensional

hard disk crystal along (11) orientation in Figure (4.5).

As there are no major di�erences between the two- and three-dimensional

analysis, we calculate in the general spatial dimension D and apply the parameter

for the dimensions (D = 2; 3) later on. Let us �rst recapitulate on the bulk theory:

In a given solid lattice, the particles have a bulk mean particle distance a which

is the distance between nearest neighbors of the lattice. We consider the particles

to be con�ned in independent Wigner-Seitz (or Voronoi) cells of the solid. This

cell has a volume Vb = gba
D where gb is a geometrical prefactor that depends on

the lattice type and on dimensionality D. Each center-of-mass coordinate of the

hard spheres can move within a free volume [36] of

Vbf = gb(a� �)D (4.14)
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without touching the neighboring spheres. Hence one obtains a lower bound for

the bulk partition function, Q �
�
Vbf
�D

�N
, which provides an upper bound to the

bulk free energy:

F � �NkBT ln

�
gb(a� �)D

�D

�
: (4.15)

This upper bound becomes asymptotically exact for close-packing occurring for

� ! �CP = �
p
2=6 = 0:741::: (3D) [36].

We now include a hard wall which induces an inhomogeneity in the problem.

We assume that the wall will only inuence the �rst layer of the crystal. This

introduces the distance of the center of-mass coordinates in the �rst layer to the

wall as new parameter d, see again Figure (4.5). All other layers of the crystal

are treated within the bulk-approach. To be speci�c let us �rst consider a closed

packed orientation, the (111) orientation in 3D respectively the (11) orientation

in 2D. The form of the Wigner-Seitz cell of the wall particles is di�erent from the

bulk. It has a volume

Vw =
Vb
2
+ gwda

D�1 (4.16)

where gw is a further geometric prefactor depending on the lattice type, the ori-

entation and on D. The free volume accessible for the wall particles is

Vwf =
Vbf
2

+ gw(d� �

2
)(a� �)D�1 : (4.17)

Again we get an upper bound for the free energy within this approach. If one

optimizes this bound one gets Vbf = Vwf which yields

d =
gb
2gw

(a� �) +
�

2
(4.18)

resulting in the same free energy per particle as in the bulk case. Equivalently

this can be deduced from the principle of maximization of entropy. The principal

di�erence now is that the mean distance a = a(N;V;A) depends implicitly on

the particle number N , the physical total volume V and on the area A. The

dependence is explicitly obtained by splitting the total volume into a bulk and a

surface part

V = (N �Nw)Vb +NwVw

= Ngba
D � A

gwaD�1
�gb
2
aD � gwda

D�1
�

= Ngba
D + �A

�
gw � gb
2gw

�
(4.19)
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where Nw = A=(gwa
D�1) is the number of particles touching the wall. Eqn.

(4.19) gives the desired relation a = a(N;V;A). Finally, the interfacial tension is

analytically obtained by combining Eqn. (4.15) to Eqn. (4.7) as

 � CT = kBT
�

(a� �)aD�1
1

2gwgb
(gw � gb) (4.20)

where a now is the bulk mean particle distance. Di�erently to the bulk theory,

CT does not provide an upper bound for the exact interfacial tension. Before

inserting the appropriate geometric factors for the di�erent crystal orientations

we note that this model applies well for fairly close packed surfaces, that is crys-

tal orientations in 3D along (111) or even (100) orientation and in 2D along the

(11) orientation. For looser packed orientations as the (110) orientation in 3D

and the (10) orientation in 2D the calculation becomes more complicated as the

free cells and Wigner-Seitz cells of the second layer cannot be neglected anymore.

Nevertheless the principles of the cell theory can be applied as well but the cal-

culations become more tedious. We therefore refer to the Appendix for details of

the calculations.

Explicitly, for D = 2 in (11) orientation, gb =
p
3=2 and gw = 1. Hence Eqn.

(4.20) reduces to

CT � 
(11)
CT = kBT

1p
3

�

(a� �)a

 
1�

p
3

2

!
(4.21)

with the bulk mean particle distance a = �
q

�
2
p
3�
, � denotes the area fraction. In

(10) orientation, we can expand the exact solution given in the Appendix to �rst

order and obtain gb =
p
3=2 and gw �

p
3.

For D = 3 in (111) orientation, on the other hand, gb = 1=
p
2 and gw =

p
3=2

and Eqn. (4.20) yields

CT � 
(111)
CT = kBT

p
3�p

2p
3
p
2

�

(a� �)a2
(4.22)

with the bulk mean particle distance a = �
�p

2�
6�

�1=3
. In (100) orientation, we

obtain gb = 1=
p
2 and gw = 1 and in (110) orientation the �rst order expansion

of the exact solution as calculated in the Appendix gives the geometric factor

gb = 1=
p
2 and gw �

p
2.
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4.5.2 Cell theory with �xed neighbors

The cell theory neglects con�gurations of collective movements of neighboring

particles from their lattice position. These can be approximately included by

keeping all neighbors �xed on their lattice positions. This yields a better free

energy for densities away from close-packing and also locates the melting point

better than the original CT. Then, of course, the bulk theory is no longer an upper

bound to the exact free energy. This assumption can be directly transferred to

the interfacial situation by assuming larger free volume cells. The �nal result in

this cell theory with �xed neighbors (CTFN) is

CTFN = kBT
�

(a� �)aD�1
1

gwgb

�gw
2
� gb +

gb
2

a

�

�
(4.23)

which gives for D = 2 in (11) orientation


(11)
CTFN = kBT

2p
3

�

(a� �)a

 
1

2
�
p
3

2
+

p
3

4

a

�

!
(4.24)

and for D = 3 in (111) orientation


(111)
CTFN = kBT

�

(a� �)a2

�
1p
2
� 2p

3
+

1p
3

a

�

�
: (4.25)

The results for the 2D (10) orientation and the (100) and (110) orientations

in 3D can be readily calculated by inserting the geometric factors from above into

Eqn. (4.23).

Intuitively, it is expected that the true interfacial free energy will be bounded

by the CT and the CTFN theory and that the CTFN theory will work better than

the CT theory.

4.5.3 Results in two dimensions

Results within the CT and CTFN theory are displayed for D = 2 in Figure

(4.6) for (11) and (10) orientation. A crystal is stable for area fractions between

freezing at �s = 0:71 [95] and close-packing occurring at �cp = �=(2
p
3) = 0:907:::.

The whole stability region of the 2D-crystal is shown in Figure (4.6). The CTFN

produces higher interfacial free energies than the simple CT. Furthermore, the (11)

orientation has a signi�cantly lower interfacial free energy than the (10) orientation

since a linear chain of disks is better packed along a hard line than a zig-zig
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Figure 4.6: Reduced interfacial free energy � = �=(kBT ) of a two-

dimensional hard disk crystal in contact with a hard line versus bulk area

fraction �. Both (11) and (10) orientations are shown for the CT (dashed

lines) and the CTFN (solid lines).

structure as realized for the (10) orientation which is rotated about an angle of

30o with respect to the (11) orientation. Clearly, in both cases,  diverges as

close-packing is approached.

4.6 Simulation results for the hard sphere crystal

4.6.1 The interfacial free energy in 3D

Results for � for di�erent orientations and bulk densities are shown in Figure (4.7)
and collected in Table 4.2. The statistical errors results from averaging over a set

of identical simulations. However, with our choice of the integration parameters

we are not able to fully equilibrate the systems for densities larger than � � 0:70.

This is due to the fact that inserting a wall will shift particles away from the

wall. At these high densities this leads to longer and longer equilibration times.

Therefore, a more sophisticated wall insertion and longer computer runs would be

needed to extend the simulations beyond these densities. We did not pursue this
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Figure 4.7: Reduced interfacial free energy � of a hard sphere crystal in

contact with a hard wall versus bulk packing fraction �. The dashed lines

are from CT and the solid lines from CTFN. The crosses are the simulation

results. From top to bottom: (110), (100) and (111) orientation.

further as the asymptotic results are known from the CT and CTFN.

As becomes evident from Figure (4.7) there is good agreement of the simulation

data with the simple cell theory over the whole range of packing fractions �. In

particular, the CTFN almost perfectly reproduces the simulation data for (111)

and (100) orientation. The relative di�erences between the CTFN theory and

simulation at freezing (� = 0:545) is less than two percent.

Moreover it is interesting to compare the ratio of the surface tension for di�er-

ent orientations. Simulation data yields a ratio of �110 : 
�
100 : 

�
111 = 2:2 : 1:4 : 1:0

near bulk freezing (� = 0:545) and a ratio of �110 : �100 : �111 = 2:8 : 1:5 : 1:0

for higher bulk densities of � = 0:63. It is appealing to compare these ra-

tios with a picture of broken bonds to the nearest neighbors where one gets

�110 : �100 : �111 = 2:0 : 1:3 : 1:0 for all densities. Indeed these ratios are very

similar for the hard sphere system although there are actually no bonds generated

by our interaction potential.

Finally, the interfacial tensions for (110) and (100) orientations are larger than

that for the (111) orientation. This implies that a solid will pick the (111) orien-
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� �(111) �(100) �(110) N A=2�2

0:545 1:42 � 0:10 2:01 � 0:26 3:08� 0:26 504-1500 53.12

0:550 1:43 � 0:09 2:08 � 0:24 3:24� 0:24 504-1408 33.79

0:570 1:59 � 0:12 2:32 � 0:21 3:83� 0:21 1024-1408 32.99

0:600 1:74 � 0:21 2:95 � 0:30 5:03� 0:30 1500 49.82

0:630 2:49 � 0:24 3:97 � 0:59 7:18� 0:89 504-1408 30.86

0:680 4:93 � 0:58 8:26 � 1:16 15:08 � 3:20 1024 29.33

0:700 7:85 �1:40 1024 28.77

Table 4.2: Simulation results for the crystal. Shown are the packing frac-

tions �, the interfacial free energy � for di�erent orientations of the crystal
with their statistical error and number N of particles in the simulation box

as well as the maximal surface area A=2 used in the simulation.

tation which provides the most eÆcient packing near a planar hard wall.

4.6.2 Cumulants of the density pro�le in the �rst layer

Another important quantity which is the output of any density functional calcu-

lation is the inhomogeneous equilibrium one-particle density �(~r). Our simple cell

theory assumes a homogeneous density distribution within the free cells. We have

tested this against computer simulation data. To be speci�c we introduce cumu-

lants of the density pro�le within the �rst adjacent crystalline layer by de�ning

the moments

zm =

R1
�1dx

R1
�1dy

R z0
0 dz zm�(x; y; z)R1

�1dx
R1
�1dy

R z0
0 dz �(x; y; z)

: (4.26)

where z0 denotes the position of the �rst minimum in the laterally averaged den-

sity pro�le. From this sequence of moments one can deduce several important

quantities. First the averaged distance of the �rst layer from the wall can be

gained by z. We normalize this quantity appropriately by considering d� = z=�.

The second moment z2 is related to the width of the density pro�les in z-direction.

We de�ne the reduced second cumulant by

w� :=

p
z2 � z2

a
: (4.27)

In the bulk system this quantity is proportional to the Lindemann parameter

L of the solid describing the root-mean-square displacement around the lattice
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positions normalized by a. In fact, w� = L=
p
3. Finally we de�ne the third

cumulant (or the reduced skewness) s� via

s� :=

�
(z � z)3

�1=3
p
z2 � z2

=

�
z3 � 3z2z + 2z3

�1=3
p
z2 � z2

: (4.28)

The skewness s� characterizes the degree of asymmetry of a distribution around

its mean. Positive skewness indicates a distribution with an asymmetric tail ex-

tending towards more positive values. Negative skewness indicates a distribution

with an asymmetric tail extending towards more negative values. The skewness

for a normal distribution is zero, and any symmetric data should have a skewness

near zero. Obviously, s� = 0 in the bulk system due to inection symmetry.

In the cell theory the density �(x; y; z) is assumed to be uniformly distributed

over the free cell. Hence the moments are directly obtained by integrating over

the free cell. In the simulation the density �(x; y; z) is readily calculated and used

as input into Eqn. (4.26).

Results for the distance d� of the �rst layer from the wall are presented in

Figure (4.8). d� varies almost linearly with the bulk packing fraction �. The

cell theory yields reasonable values in comparison with the simulation. As close-

packing is approached, the �rst layer sticks to the wall, hence d� ! 0:5 in this

limit.

In Figure (4.9) we present the reduced width w� of the �rst layer versus pack-
ing fraction �. The presence of the wall signi�cantly restricts the motion of the

particles in the �rst layer into z-direction. This becomes evident by comparing

the simulation data with the bulk Lindemann parameter at bulk freezing [79]:

The bulk width is 0:074 while the wall results in a strongly reduced width of

w� = 0:043 � 0:001. Again the cell theories yield reasonable values and correct

trends when compared with the simulation data. The �-dependence is again al-

most linear.

Finally, in Figure (4.10), the skewness s� of the �rst layer is shown. It is of the
order of unity indicating a signi�cant asymmetric density distribution distorted

by the wall. The reduced skewness is practically independent of �. The cell

theories both underestimate s� by a factor of one half but also do not exhibit any
�-dependence. The increasing deviations between cell theory and simulation as

the order of the cumulants grows is due to the fact that the higher moments are

more sensitive to the tail of the distribution. This tail is not correctly described

by a sharp-kink density pro�le as assumed in cell theory. We remark that a better
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Figure 4.8: Reduced distance d� of the �rst layer from the wall for FCC

(111) orientation versus bulk packing fraction �. The dashed lines are from

CT and the solid lines from CTFN. The crosses are the simulation results.

theoretical description of the cumulants can be obtained by density functional

calculations. A detailed comparison with our simulation result should provide a

stringent test of the current density functional approximations.

4.7 Conclusions

We have calculated the interfacial free energy of a hard sphere uid and a hard

sphere solid near a hard wall over the whole range of bulk densities for the uid and

for the solid at (111), (110) and (100) orientation. Furthermore, we proposed a

simple solid cell model for this interface resulting in a simple analytical expression

for  and we found good agreement between the computer simulations and the

analytical cell theory. Our work demonstrates that the thermodynamic integration

method can be applied to surface problems and provides benchmark data to test

the ability of more elaborate theories as the recently developed Rosenfeld density

functional theory [96, 97, 98].

Recently, the equilibrium interfacial free energy between a uid and a solid

[99] at coexistence have been calculated for di�erent orientations by Davidchack
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Figure 4.9: Same as Figure (4.8) but now for the reduced width w�.

et al. [100]. Their results are for the (111) orientation sf = 0:58 � 0:01kBT=�
2,

for the (100) orientation sf = 0:62 � 0:01kBT=�
2 and for the (110) orientation

sf = 0:64 � 0:01kBT=�
2. Combining these results with our data for the surface

free energies does in principle allow a de�nite answer to the long discussed question

whether a hard sphere uid prefreezes close to a at hard wall. If the surface free

energies ful�ll ws + sf < wf , it will be favorable for the system to form a

crystalline layer inbetween the wall and the uid. However, if we add the surface

free energies from our work and [100] we obtain from the above equation for the

(111) direction ws + sf = 2:00 � 0:19kBT=�
2 and wf = 1:99 � 0:18kBT=�

2

which shows that the energies are nearly equal and cannot be distinguished inside

the range of the error bars. Therefore we are unable to make a de�nite prediction

using these results. However, we can conclude that this small energy di�erence

will in any case produce a very strong metastable state of either a crystalline

layer that is only slowly melting or a uid layer only slowly crystallizing in the

thermodynamic limit. For computer simulations this problem remains a challenge.

On the other hand, if we compare the data for the (100) and (110) orientation

we �nd quite clearly that they will not form a crystalline layer as we obtain from

the surface tension ws + sf = 2:63 � 0:27kBT=�
2 for the (100) orientation and

ws + sf = 3:08 � 0:27kBT=�
2 for the (110) orientation. Both values are much
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Figure 4.10: Same as Figure (4.8) but now for the reduced skewness s�.
We note that the CT (dashed line) and CTFN (solid line) fall onto the same

curve.

larger than wf = 1:99�0:18kBT=�2 and well outside the error bars. We therefore

conclude that these orientations do not exhibit surface freezing.

Let us �nally discuss some interesting open questions: It would be of interest

to simulate the hard disk crystal near a hard line which we did not discuss in

our present work. The problem here is that even the nature of the bulk melting

transition is controversial [95, 101]. Also, for very loosely packed orientations,

a facetting transition towards stable vicinal orientations [102] is expected. This

should be veri�ed for hard sphere crystals. Moreover, it would be of interest

to calculate the surface free energies for the hard sphere uid in contact with

a structured wall as this is expected to lower the surface free energies. Finally

the method of thermodynamic integration is also applicable to calculate surface

free energies of solid-solid interfaces such as twin boundaries [103] and interfaces

between di�erent stacking sequences [104].



Chapter 5

Surface freezing of hard spheres

Freezing at interfaces or in con�ned geometries is an interesting phenomenon which

can modify the phase bulk phase diagram or even introduce new phases [105, 106,

107, 108] which have been observed in computer simulations as well as in real

experiments [109]. For the at hard wall [89, 110, 111] have found a prefreezing

transition just before the onset of the bulk freezing transition, that is a crystalline

sheet forms at the wall at pressures lower than the bulk freezing pressure. In this

chapter we focus on a hard sphere uid in contact with a hard at and structured

wall. We will briey verify the prefreezing transition of the hard sphere uid

at a at hard wall but then focus the study on structured substrates [112]. It is

expected that the structure of a substrate pattern drastically inuences the nature

of surface freezing. Using phenomenological theory and computer simulations of a

hard sphere uid next to a substrate formed by a periodic array of �xed spheres,

we expect to �nd a whole range of interesting phenomena.

5.1 The model

As before we consider N hard spheres with diameter � in a large volume V at

a �xed temperature T . The number density of the spheres is � = N=V which

can be conveniently expressed in terms of the dimensionless packing fraction is

� = ���3=6. In detail, the center-of-mass positions of the spheres are denoted

by ~ri = (xi; yi; zi) (i = 1; : : : ; N). Two hard spheres i and j interact via the pair

potential of Eqn. (2.1) In the following we include a surface in the hard sphere

system. The presence of such a surface is described by an additional external

potential which in general can model any wall pattern. In order to simplify the

53
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Figure 5.1: Order parameter 	
(6)
n for the �rst four layers (from top to

bottom) and the thickness of the wetting layer `� = `=� (crosses) versus

reduced pressure P � for a at wall. The system size is Lz = 92� and

A = 112�2.

model this interaction is modeled as Nw �xed hard spheres interacting with the

mobile ones with the potential from Eqn. (2.1) which acts on the centers of the

ith hard sphere (i = 1; : : : ; N) and the jth wall particle j = 1; : : : ; Nw. The

actual wall area is A and the positions of the �xed spheres on the given lattice are

denoted with ~rwj .

5.2 Surface freezing at at walls

In chapter 4 we have discussed the surface free energies of a hard sphere uid and

solid in contact with a hard at wall. We showed that for a hard sphere system

it is possible to form a crystalline sheet inbetween the wall and the uid to lower

the free energy. However, the calculation of the surface free energies was unable

to make a de�nite prediction because of the large error bars.

However, the authors of [89, 110] have performed computer simulations of a

hard sphere uid in contact with a hard wall and they could observe crystalline

layers forming below the bulk freezing pressure. As �nite size e�ects and equi-

libration times are particularly important for the surface freezing of hard sphere

systems we will analyse this con�guration again.
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Figure 5.2: Density pro�le �(z�) versus z� = z=� for four di�erent pressures

P �. The arising of crystalline layers can be seen (bottom to top) by the low

density minima. The system size is Lz = 92� and A = 112�2.

In particular we study a hard sphere system with a very large extension into

the z-direction of Lz = 92� which is more than twice the size used by [89, 110] and

corresponds to N � 10000 particles. Long equilibration times of several million

Monte-Carlo cycles have been performed to improve equilibration.

Resulting from these simulations we indeed �nd a surface freezing of a hard

sphere uid at a hard at wall. Pinpointing the exact onset of this transition

is diÆcult because of high hysteresis e�ects in the simulations but in various

simulations we found the onset of freezing to occur between � = 0:489 : : : 0:492

respective at pressures P � = 11:15 : : : 11:44 which is slightly higher than the values

found by [89, 110]. In Figure (5.1) we show the order parameter 	
(6)
n for the �rst

four layers. Its rise gives the onset of the surface crystallization for each layer.

Moreover, in Figure (5.2) we present the density pro�le �(z) for four di�erent

pressures. A frozen layer can be identi�ed by a nearly zero minimum of the

density pro�le.
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5.3 Surface freezing at structured walls

While a at wall induces prefreezing just before the onset of the bulk freezing

transition, a much richer and more pronounced scenario of surface wetting is

expected when we present a patterned surface to the hard sphere uid system

[113, 114, 115, 116, 117, 118]. In this section we therefore focus on the wall-

induced surface freezing of hard sphere uids in contact with a structured wall.

However, we limit our study to periodic patterns which are commensurable or

incommensurable with respect to the bulk crystal at coexistence. We do not in-

vestigate the e�ects of random patterns or roughness [119, 120, 121, 122] although

our theory can be applied to these cases as well [123]. We show that a surface

pattern plays a decisive role in determining the details of the wetting scenario by

presenting di�erent surface patterns to the system [124, 125]. In particular we

choose a triangular wall pattern, a square pattern and two wall patterns forming

linear rows. These di�erent scenarios are also motivated by recent lithographic

techniques [4, 8] by which chemical and topological wall patterns can be imprinted

onto a substrate [12, 21, 116, 126, 127]. A profound inuence on the wetting be-

havior of uids on patterned substrates, similar to those reported in other recent

studies [17, 18, 19, 20] was found. Furthermore, our model is actually applicable

for index-matched sterically-stabilized colloidal suspensions on periodic patterned

substrates which can be prepared by \glueing" colloidal spheres onto a periodic

pattern [12, 21, 128, 129]. Such colloidal model systems [22] bear the further ad-

vantage that real-space experiments can be performed, as the relevant length scale

is shifted from the microscopic to the mesoscopic regime.

In the following we will concentrate on a few selected wall structures which are

either interesting for experiments [21, 126] or which show a generic behavior. We

choose the triangular wall pattern, resulting from a cut along the (111) plane of

a fcc crystal as it is intuitively the most favorable surface we can o�er for a solid.

This substrate pattern is shown in Figure (5.5a). It corresponds to a triangular

crystal whose lattice constant a4 = 1:1075� matches the coexisting bulk crystal.

With this example we investigate in detail the e�ects of a strained crystal by

distorting this pattern to form a rhombic crystal as well as growing and shrinking

the wall pattern lattice spacing to create a lattice constant mismatch compared

to the ideal bulk system.

This rhombic pattern can be derived from the ideal triangular one by squeezing

the particles in x-direction and stretching them in y-direction as depicted in Figure

(5.3). a4 is the ideal lattice spacing from the triangular pattern, h4 =
p
3=2 and
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Figure 5.3: Geometry of the triangular and rhombic substrate pattern.

The rhombic pattern results from the triangular one by distorting the lattice

as indicated by the arrows such that the area Ac of the unit cell remains

constant.

a and h are the lattice spacing of the distorted wall pattern in x respectively y-

direction. This leads to strain tensor components �x = (a � a4)=a4 and �y =

(h � h4)=h4 with all other components being zero. For our analysis we restrict

ourselves to systems where the surface area Ac = A4 of the original and the

distorted unit cell at the wall is constant. The advantage of doing so is that this

strain leads to a simpli�ed form of the elastic energy as we obtain

A4 � a4h4 = a4(1 + �x)h4(1 + �y) � Ac : (5.1)

Eqn. (5.1) gives a relationship between the two strain tensor components �x and

�y which allows one to de�ne the distortion with only one dimensionless strain

parameter

� =

s�
a� a4
a4

�2

+

�
h� h4
h4

�2

: (5.2)

Furthermore we study the e�ects of a lattice constant mismatch within this

example. This is done by assuming an unit cell which is shrunken or grown in

comparison to the ideal one by a relative distortion which is equal in x and y-

direction, see Figure (5.4). Although not keeping the surface area constant, we

can again de�ne the distortion by just one dimensionless strain parameter

� =
p
2
a� a

4

a
4

=
p
2
h� h

4

h
4

: (5.3)
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Figure 5.4: Geometry of the triangular substrate pattern which is shrunken

(� < 0) or grown (� > 0) compared to the lattice de�ned by the coexisting

bulk crystal.

Another type of wall pattern which we investigate is a square wall pattern

which is generated by cutting a fcc crystal along the (100) plane as depicted in

Figure (5.5b). This results in a square lattice of �xed spheres. We consider that

the lattice constant a
�
= 1:1075� exactly matches the coexisting bulk crystal but

again include the e�ects of a slight lattice constant mismatch within this example,

as this is of particular experimental interest. In the same way as in Eqn. (5.3) we

de�ne the relative distortion which shall be equal in x and y-direction as

� =
p
2
a� a

�

a
�

=
p
2
h� h

�

h
�

: (5.4)

Furthermore, we investigate a pattern made out of linear rows by cutting a

hexagonal-close-packed (hcp) as well as a fcc crystal along the (110) plane as shown

in Figure (5.5c) and Figure (5.5d). We again exactly match the lattice constants

to the coexisting bulk crystal. This leads to wall patterns which are quite tightly

packed particles in one direction with a separation of h = 1:1075� forming one

dimensional rows. These rows represent a zig-zag structure relative to each other,

the spacing in the other direction is a =
p
3a4 for the hcp (110) and a =

p
2a4

for the fcc (110) pattern, see Figure (5.5c) and Figure (5.5d). These substrate

patterns are interesting from an experimental point of view [130].



5. Surface freezing of hard spheres 59

Figure 5.5: Sketch of di�erent wall patterns: a) fcc (111) (triangular)

wall pattern with lattice constant a4 = 1:1075�. b) fcc (100) (square) wall

pattern with lattice constant a
�
= 1:1075�. c) fcc (110) wall pattern with

lattice constants h = 1:1075� and a =
p
3h. d) hcp (110) zig-zag wall

pattern with lattice constants h = 1:1075� and a =
p
2h.

5.4 Phenomenological theory

Let us now describe a phenomenological theory for wetting by a crystalline layer.

The key quantity of any wetting theory [1] is the di�erence � of the grand canon-

ical free energies per unit area for a wetting and a non-wetting situation. This

quantity is discussed as a function of the thermodynamic and system parameters

and the width ` of the adjacent solid sheet. Minimizing � with respect to ` yields

the equilibrium pro�le provided the quantity � evaluated at its minimum is neg-

ative. There are several contributions to the total free energy � resulting from

bulk and surface thermodynamics as well as e�ective interface interactions and

additional free energy contributions resulting from elastic distortions of the solid

[131]. Therefore � splits into three terms,

� = �1 +�2 +�3 (5.5)

which we will subsequently discuss.

5.4.1 Bulk thermodynamics and elastic free energy

Near bulk uid-solid coexistence, an expansion of the energy around coexistence

yields both the bulk thermodynamics and the elastic energy. We assume that
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the adjacent crystalline layers pick up exactly the structure of the wall pattern

and exhibit no spontaneous shearing. This causes a strain � if the wall pattern

is incommensurate with the coexisting bulk crystal [132], which in turn gives rise

to a free energy penalty due to the wall-induced elastic distortion of the solid.

Harmonic elasticity theory [133] can be used to calculate the penalty �1 by an

expansion of the grand potential per area around the coexisting bulk crystal:

�1=` = fs(�s) + f 0s(�s)(�� �s) +
C11

2
(�2x + �2y + �2z)

+ C12(�x�y + �y�z + �z�x)� ��+ P (5.6)

where � is the mean density of the solid which has to be minimized, � is the given

chemical potential, P is the bulk equilibrium uid pressure, fs(�) is the Helmholtz

free energy per volume of the solid, �x,�y,�z are the relative strains in direction

x; y; z, and Cij are the bulk elastic constants of the fcc solid at coexistence. For a

hard sphere fcc crystal these elastic constants have been determined by computer

simulation [134]. As the density is directly dependent on the elastic distortions

we can write � = �s(1 � �x � �y � �z) and take �z rather than � as the variation

parameter with �x and �y �xed by the wall pattern. Furthermore we use the

relations

�c =
@fs(�)

@�

����
�=�s

= f 0s(�s) and Pc = �fs(�s) + �c�s (5.7)

with �c; Pc denoting the chemical potential and the bulk pressure at coexistence.

De�ning �P = Pc � P > 0 and �� = �c � � we obtain

�1=` = ��P +���s ����s(�x + �y + �z)

+
C11

2
(�2x + �2y + �2z) + C12(�x�y + �y�z + �z�x) : (5.8)

Minimizing with respect to �z yields �z = ���s=C11� (�x+ �y)C12=C11. Inserting

this into Eqn. (5.8), the bulk thermodynamics and elastic energy contribution

becomes

�1=` = ��P + ��s � (�x + �y)���s
C11 � C12

C11

+ (�2x + �2y)
C2
11 � C2

12

2C11
+ �x�y

C12C11 � C2
12

C11
� (���s)

2

2C11
: (5.9)

Using thermodynamical relations and the hard sphere equation of state we can

approximate Eqn. (5.9) to second order in �2x,�
2
y and (�P )2. We introduce the

density ratio ~� = �s=�f = 1:103 and � = 1� ~� = 0:103 the relative density jump
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across bulk freezing. From the Carnahan-Starling hard sphere equation of state

[65], we obtain

� = ��1f =
@P

@�

����
�=�f

= 0:020�3=(kBT ) : (5.10)

Using these abbreviations, we can substitute �� via �P near the coexistence via

��

�P
� @�

@P
� 1

�f

�
1� ��

�f

�
; (5.11)

with �� being the density di�erence of the uid phase to coexistence. As near

coexistence we can also write

��

�P
� 1

@P
@�

= ��f (5.12)

we obtain combining Eqn. (5.11) and Eqn. (5.12) an approximate relationship for

�� as

�� =
�P ~�

�s
+
(�P )2 ~��

�s
: (5.13)

This can be inserted into Eqn. (5.9) and yields terms of second order.

For the rhombic case, with �x = �=
p
2, �y = ��=p2 we obtain using this

procedure

�1 = ��P`+

�
�� ~�2

2C11

�
(�P )2`

+ �r�
2`+O

�
�3; �2�P; �(�P )2; (�P )3

�
(5.14)

where �r = (C11 � C12)=2 = 24:43kBT=�
3.

For the lattice constant mismatch case, on the other hand, we use �x = �=
p
2,

�y = �=
p
2 and insert it into Eqn. (5.9). This yields

�1 = ��P`+

�
�� ~�2

2C11

�
(�P )2`

+ �m�
2`� ~����P�`+O

�
�3; �2�P; �(�P )2; (�P )3

�
(5.15)

with the coeÆcients �m =
�
C11 + C12 � 2C2

12=C11

�
=2 = 38:23kBT=�

3 and �� =p
2 (C11 � C12) =C11 = 1:03. Note that there is a mixed term proportional to �P�

which vanishes for the rhombic case due to area conservation.
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5.4.2 Surface thermodynamics

The next leading thermodynamic term in an expansion for large ` involves inter-

facial free energies

�2 = ws + sf � wf : (5.16)

Here, three interfacial free energies extrapolated to coexistence occur: these are

tensions between the patterned wall and the solid (ws), between the patterned

wall and the uid (wf ) and between the bulk solid and uid (sf ). A necessary

condition for complete wetting to occur is

ws + sf � wf : (5.17)

Note that in our calculation we use extrapolated interfacial free energies and there-

fore Eqn. (5.17) is an extension of Antonow's rule to an inequality. We remark

that ws and wf depend on the wall pattern [131] while sf only depends on the

relative orientation of the planar solid surface with respect to the uid. However,

in contrast to the author of [131] in our scenario the wall pattern is �xed and

immobile. A possible dependency of the interfacial energies does not enter the

minimization of the free energy. Although ws and wf can in principle be cal-

culated using the methods of chapter 4 we need not do so as they only enter as

constant terms into Eqn. (5.5) and drop out after the minimization of the energy.

We remark that sf has recently been calculated for hard spheres by computer

simulation for di�erent orientations [135].

5.4.3 E�ective interface potential

The next leading contribution is the e�ective interface interaction �3 between

the wall-solid and the solid-uid interface as a function of their average distance

`. This quantity can be derived from microscopic density functional theory by

minimizing the functional with respect to a constraint of �xed width ` [83].

For large widths `, as we are dealing with short-ranged interparticle interac-

tions, the asymptotic behavior of �3(`) is

�3 = 0e
�`=`0 (5.18)

where 0 is a positive prefactor implying that the interaction is repulsive and `0
is a correlation length in the bulk solid at uid coexistence.

More subtle information is contained in �3(`) for smaller `. First, if �3(`) is

monotonically decreasing with ` there is complete wetting provided the relation
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(5.17) is ful�lled. Second, non-monotonic behavior with a minimum of �3(`) at

` = `� leads to incomplete wetting with a �nite width of `� at coexistence. Finally,
if �3(`) exhibits oscillations on the scale of the molecular layer widths, wetting

may proceed via a �nite or in�nite cascade of layering transitions [136, 137].

5.4.4 Prediction of scaling laws

In summary, our theory works for small �P , small � and large `. We further

assume that the parameters 0 and `0 characterizing the asymptotic form of the

e�ective interface potential �3(`) are not a�ected by the small distortion �. We

further note that the phenomenological approach does not predict whether com-

plete wetting occurs as it does not �x the sign of ws+ sf � wf . This requires a

full microscopic calculation. However, putting Eqn. (5.5) to Eqn. (5.18) together

and minimizing � with respect to ` one �nds the following quite general scaling

relations which no longer depend on the interfacial free energies ws, sf and wf .

The asymptotic relations are valid close to coexistence:

i) For vanishing �, the thickness ` diverges logarithmically with �P ,

` = �`0 ln
�
`0��P

0

�
(5.19)

provided there is complete wetting.

ii) Again assuming that there is complete wetting for � = 0. Then, for � 6= 0,

there is incomplete wetting and themaximal thickness which is achieved at �P = 0

varies logarithmically with �:

` = �`0 ln
�
�`0�

2

0

�
; (5.20)

with � = �r or respectively � = �m.

iii) For an area conserving, for example the rhombic case: If there are layering

transition, these transitions occur when

��P =
0
`0
e�naz=`0 � �r�

2 ; (5.21)

where az is the layer spacing in z-direction. In detail, az =
p
2=3a4 for a tri-

angular wall pattern and az =
p
2=2a4 for a square wall pattern. Eqn. (5.21)

shows that in the plane spanned by �P and �2, the transition lines are linear. The

slope is predicted to be the very general ratio �=�r which can be tested against
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simulations. Note that a linear relation with a slope �=�r is valid both for wetting

and incomplete wetting at � = 0.

iv) For a stretched or shrunken lattice the surface freezing of the nth layer at

�xed �P at a distortion � is determined by the quadratic form

��P � ~��P� =
0
`0
e�naz=`0 � �m�

2 : (5.22)

Eqn. (5.22) shows that in the plane spanned by �P and �, the transition lines

are parabolic with their apices laying on the straight line �(�P ) = ��=(2�m)�P .
The lowest possible prefreezing pressure is

�Pmin =
2�m�� 2

p
�2m�

2 + (��)2�m��Pn
(��)2

; (5.23)

with �Pn being the prefreezing pressure of the undistorted nth layer as obtained

by inverting Eqn. (5.19) or by computer simulations. Note the interesting fact

that a slightly expanded lattice will have a lower prefreezing pressure than the

ideal matching lattice. However, it will not show complete wetting.

5.5 Simulation technique

We simulate the hard sphere uid using a rectangular simulation box of size V =

LxLyLz with periodic boundary conditions in x and y-direction. In z-direction

the system is con�ned by two patterned walls at distance Lz. The surface area

of the simulation box under consideration is A = LxLy. Onto these walls any

pattern can be imprinted as described in section 5.1. We use standard NV T

Monte-Carlo simulation techniques as described in section 3.2. with system sizes

of about N = 640 to N = 10400 particles yielding surface areas of about A =

16�2 to A = 271�2 and an extension into the z-direction of about Lz = 40�

to Lz = 100� have been used during our simulations. In order to avoid lateral

compressional strains in the crystal, the length Lx and Ly were adjusted to the

given crystallographic orientation such that a laterally periodic bulk crystal �ts

exactly into the simulation box.

In Figure (5.6) we show a typical snapshot of a computer simulation, where a

hard sphere uid is in contact with a triangular wall pattern. The system shows

the prefreezing of the �rst few layers and inherits the structure of the triangular

wall pattern.



5. Surface freezing of hard spheres 65

Figure 5.6: Snapshot at � = 0:490 respectively P � = 11:25 for a triangular

wall. The �rst few layers are marked with di�erent colors to show their

frozen nature (left) while toward the bulk (right) the system becomes fully

uid. On the front area of the �rst layer the system mimics the triangular

wall pattern which is not shown for the sake of clarity.

5.6 Analysis of �nite system size

As described in section 3.3 particular attention has to be paid to �nite size e�ects

in the system under consideration. In both, the length in z-direction as well as

in the area A = LxLy �nite size e�ects could a�ect the results. We use the

system with the commensurate triangular wall pattern to investigate these �nite

size e�ects in more detail.

We mentioned the importance of �nite size e�ects in section 3.3 to avoid �nite

size e�ects such as capillary condensation. Therefore we check our simulations

results with box lengths ranging from Lz = 40� to Lz = 100� and can con�rm no

�nite size dependency above the statistical uncertainties. Especially, we conclude

that we are no a�ected by capillary e�ects which have been shown by [138] to occur

in the system close to bulk freezing for box length below 30 � 40� but become

negligible for greater box length as well as for being farther away from the bulk

freezing point.

Yet more important is the �nite size e�ect of the surface area A. Hence we

made a careful analysis of surface areas between A = LxLy = 16�2 and A =

LxLy = 271�2. As depicted in Figure (5.7) we �nd a size dependency for small

surface areas. Only around 100�2 the curves begin to approach asymptotic values.

Explicit data for this are collected in Table 5.1. We also extract the average value

for the freezing densities for the triangular wall from the data of Figure (5.7)
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Figure 5.7: The transition pressure P �
n in di�erent layers n = 1; 2; 3; 4

versus surface area for a triangular wall pattern. The pressure saturates for

all layers at about A � 100�2.

respectively Table 5.1 for values of A > 100�2. This gives rise to the statistical

errors which are also presented in this table.

From the �nite size analysis in z-direction and A area we �nd that systems of

around Lz = 45� and areas of A = 106�2 are suÆcient. Our further studies are

based on systems with such a size.

5.7 Results

5.7.1 Triangular (fcc (111)) and rhombic wall pattern

The most favorable wall pattern which we can o�er the system is a triangular pat-

tern with a lattice spacing which exactly matches the bulk crystal at bulk melting

[139, 140]. We use this con�guration as a reference point for the investigation of

wall patterns.

Performing simulations on such systems yields complete wetting by crystalline

layers starting at very low bulk pressures of P � = 8:53 (corresponding to a packing

fraction of � = 0:457) well below bulk freezing. From this pressure onwards we

�nd a cascade of layered freezing transitions whose pressures are summarized in

Table 5.1.
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A=�2 layer 1 layer 2 layer 3 layer 4

17:0 9:84 11:06 10:96 11:25

38:2 9:30 10:87 10:93 10:96

67:9 8:71 10:70 10:93 11:20

106:2 8:53 10:60 11:10 11:28

152:9 8:52 10:53 11:08 11:15

271:9 8:51 10:40 10:97 11:15

average 8:53� 0:13 10:51 � 0:12 11:05 � 0:11 11:20 � 0:05

Table 5.1: Freezing pressures P � for the �rst four layers of a triangular

wall pattern for various surface areas A. The average is formed from the

data A > 100�2 which does not exhibit �nite size e�ects anymore.

The fact that the wetting proceeds layer-by-layer is a subtle e�ect. For in-

stance, in sedimentation pro�les [141] the contrary, namely a continuous growth,

as a function of the gravitational constant was found. The layerwise freezing tran-

sitions in our system can be understood intuitively as follows: when the �rst layer

freezes at the pressure P �
1 , the spheres become much more localized reecting the

triangular pattern. These frozen layers then act as template for freezing of the

second layer at P �
2 . P

�
2 is larger than P �

1 as the spheres in the �rst layer are still

mobile. This is repeated for the third layer and so on forming a whole cascade of

layering transitions.

As predicted by asymptotic theory, complete wetting is achieved by a logarith-

mic growth of the wetting layer ` / � ln�P � as shown in Figure (5.8). Here we

show the prefreezing as found with the order parameter �n. Except for the �rst

layer, which is not expected to follow a logarithmic growth law as the theory is

only valid for large `, we �nd a good agreement with a logarithmic growth of the

wetting layer. Although we only have data for a limited range of layer thicknesses

as shown in Figure (5.8) the fact that the logarithmic growth law is ful�lled very

well gives strong evidence that the wetting is really complete, that is every layer

is frozen for P ! Pc.

From a �t of the data from Figure (5.8) we can extract the two parameters

0 and `0 which we used in the phenomenological theory, see Eqn. (5.18). The

actual numbers for the correlation length is `0 = 2:50� and the amplitude is

0 = 0:47kBT=�
2.

Moreover, we verify the Lindemann melting rule for surface freezing. The

traditional Lindemann melting rule [78] states that a bulk solid melts if the Lin-
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Figure 5.8: The thickness of the crystalline wetting layer ` versus � ln�P �

as measured by the order parameters �n. The straight line is the best linear

�t to the data excluding the �rst layer.

demann parameter L as given by Eqn. (3.27) is roughly about 10%. For the

analysis of surface freezing we de�ne this parameter now layer per layer, that is

we apply Eqn. (3.27) to the nth layer yielding the layerwise Lindemann parameter

Ln.

In Figure (5.9) we present simulation data for Ln for the �rst four layers of

the triangular wall pattern. First, it can be seen that Ln varies very slowly with

the pressure thus providing not a sharp diagnostics for interfacial freezing. If the

interfacial freezing is �xed by the clearcut diagnostics of �n, however, then one

can check how large Ln is at interfacial melting. Indeed Ln at melting varies from

0:18 for the �rst layer to 0:14 for the fourth layer but is close to the bulk value

of 0:13 [78] as presented by a dashed line in Figure (5.9). This implies that the

rough Lindemann melting rule does also apply for interfacial freezing.

We now distort the triangular wall pattern to create a rhombic pattern with

� > 0, see Eqn. (5.2). The maximal distortion is given for two spheres touching

and occurs at �2 ! �2m � 0:021. At this point the cost in free energy due to the

lateral distortion diverges. As the theory considers only harmonic distortions, any

higher order e�ects and especially this divergence are not accounted for. Com-

puter simulations prove this behavior. We obtain for a rhombic distortion again

a wetting by a cascade of crystalline layers but at shifted freezing pressure. The

actual data are collected in Table 5.2.
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Figure 5.9: The Lindemann parameter Ln for the �rst four layers (from

bottom to top) for a triangular wall pattern. The horizontal dashed line

indicating the bulk freezing Lindemann parameter and the vertical dashed

line indicating the bulk freezing pressure P �
c .

Putting the parameters 0 and `0 into Eqn. (5.20) and Eqn. (5.21) we can

verify the two other theoretical predictions. We show the results in Figure (5.10).

The inset of Figure (5.10) shows our simulation data using a log-linear plot for

Eqn. (5.20) where indeed we �nd qualitative agreement. However the uncertainty

of the data is large since the measured thickness of the layer is actually a multiple

of the layer spacing az =
p
2=3a4 in the z-direction. Note that the solid line in

the inset of Figure (5.10) involves no �t parameters as these are �xed by the �t

as shown in Figure (5.8).

Furthermore, the layering transition of the nth layer can be estimated by the

theory to occur according to Eqn. (5.21). In the plane spanned by �P and �2,

these transition lines are predicted to be linear. In fact, as shown in Figure (5.10),

most of our computer simulation data for the layering transitions fall upon straight

lines. We emphasize that the slope does not involve any �t parameter, therefore

quantitative agreement between theory and simulation is obtained within the error

bars of the simulation data.

However, there are deviations for large strains which we attribute to anhar-

monic elasticity. In fact, when �2 ! �2m � 0:021, the divergence in free energy

is not accounted for in the theory. Furthermore the logarithmic growth law does

not hold for the very �rst layer as it is derived asymptotically only for large `.
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�2 a=� layer 1 layer 2 layer 3 layer 4 layer 5

0:0 1:108 8:53 10:51 11:05 11:20 11:32

0:0009 1:063 8:65 10:73 11:20 11:38 11:52

0:0022 1:072 9:26 11:19 11:64 | |

0:0036 1:085 9:53 11:23 | | |

0:0050 1:054 9:96 11:64 | | |

0:0079 1:040 10:89 | | | |

0:0092 1:035 11:15 | | | |

0:0115 1:027 | | | | |

0:0143 1:018 | | | | |

0:0190 1:005 | | | | |

Table 5.2: Prefreezing pressures P � of the �rst �ve layers for a triangular
wall pattern which is distorted to a rhombic one by a distortion �2.

As we did not include the data for the �rst layer into the linear �t, this leads us

to adjust the o�set of the theoretical lines in Figure (5.10) for the �rst two layers

to the actual measured data from the computer simulation. However the slope of

these lines is still in agreement with the theory as the theory is quite robust to the

exact form of the e�ective interface potential �3(`). We emphasize that all other

layers do not need any additional �t parameter. Slope and o�set are given by the

theoretical prediction of the phenomenological theory.

A further notable fact drawn from Figure (5.10) is that there is no surface

freezing at all if � exceeds a critical value �c. The theory predicts �
2
c = 0:014 while

the simulations yield a smaller value, �2c = 0:011 � 0:001 due to the anharmonic

elastic free energy. For �2c < �2 < �2m = 0:021 the large free energy cost of elastic

distortion prevents the system from surface freezing. The actual situation is a

strongly inhomogeneous uid reecting the surface pattern which remains stable

up to the bulk freezing point. However, it is possible that in real systems the

system can still freeze but introduce crystal defects to reduce the high stress

applied to it. We have not included any e�ects of defects in our work [142].

As discussed within the framework of the phenomenological wetting theory we

investigated the e�ect of a lattice constant mismatch for the triangular lattice.

This results in a growing or shrinking of the wall pattern compared to the ideal

one. In Figure (5.11) we plot the theoretical prediction of the resulting prefreezing

pressures versus the distortion �, see Eqn. (5.3) and Eqn. (5.15) and compare it

with the computer simulation data as summarized in Table 5.3. There is a good
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Figure 5.10: Location of the �rst �ve layering transitions in the plane

spanned by �P � and �2. The symbols represent simulation data with their

statistical error. The straight lines are the theoretical predictions. The

simulation result for �2c is indicated by the dashed line. The inset shows

the maximal thickness ` versus � ln �2. The straight line is the theoretical

prediction, see Eqn. (5.21). Symbols represent simulation data with the size

of the symbols marking the error.

agreement between the computer simulation data and the theoretical prediction.

For the �rst layer, there are deviations which we attribute to the non-quadratic

corrections in the thermodynamical part of the theory.

For � = 0 there is complete wetting by crystal. When increasing or decreasing

� a crystalline sheet of prefrozen layers still exists. However, the shrinking or

growing of the pattern leads to a shift in the onset of the freezing density as well

as to a reduction of the maximal achieved thickness of the wetting layer. No

complete wetting is possible anymore. Comparing this situation with the rhombic

distortion we �nd that the onset of prefreezing no longer follows a pure quadratic

�2 behavior. The additional expansion or shrinking of the crystal leads to a linear

term in ��P which shifts the wetting curves. For a slightly stretched crystal with

� > 0, the pressure for which there still exists surface freezing is now shifted to

lower values compared to the ideal matching substrate pattern with � = 0. We

note though that there is no complete wetting anymore if � 6= 0. The theoretical

critical distortion above which there is no surface freezing at all is �c = 0:10.

There is no maximal distortion for a grown lattice and a maximal distortion of
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� layer 1 layer 2 layer 3 layer 4

�0:061 10:80 � 0:4 | | |

�0:044 10:25 � 0:4 11:63 � 0:03 | |

�0:030 9:70� 0:12 11:10 � 0:05 11:63 � 0:03 |

�0:022 9:65� 0:15 10:96 � 0:05 11:52 � 0:02 11:57 � 0:01

0:000 8:53� 0:12 10:51 � 0:07 11:05 � 0:05 11:20 � 0:04

0:012 8:45� 0:08 10:53 � 0:08 11:13 � 0:01 11:59 � 0:04

0:025 8:28� 0:21 10:46 � 0:16 11:42 � 0:025 |

0:045 8:46� 0:22 10:81 � 0:09 | |

0:054 9:09� 0:35 11:62 � 0:08 | |

0:067 8:95� 0:33 | | |

0:080 10:14 � 0:27 | | |

0:093 11:57 � 0:07 | | |

Table 5.3: Freezing pressures P � for the �rst four layers of a triangular

wall pattern with lattice constant mismatch �.

j�mj = 0:14 for a shrunken lattice. The lowest possible prefreezing pressure is

P � = 8:16 as predicted by the theory and P � = 8:28 � 0:21 as found in the

computer simulations.

5.7.2 Hard sphere uid near a fcc (100) wall

We continue the analysis with a square wall pattern which is a cut through a (100)

plane of a fcc crystal as shown in Figure (5.5)b. In contrast to the results of the

triangular wall we do not �nd complete wetting in this case not even for the ideal

lattice spacing. This can be concluded from Figure (5.12) where the growth of the

wetting layer seems to saturate at around `m = 3:9� leading to incomplete wet-

ting by the crystal. However, approaching coexistence further possesses enormous

equilibration problems in the simulations. However, the decreasing slope in the

`=� versus � ln�P � plot seems to indicate incomplete wetting.

As discussed within the framework of the phenomenological wetting theory we

also investigated the e�ect of a lattice constant mismatch for the square lattice.

This results in a growing or shrinking of the wall pattern compared to the ideal

one.

In Figure (5.13), the theoretical prediction and computer simulation data of

the resulting prefreezing pressures versus the distortion � are plotted, see Eqn.
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Figure 5.11: Location of the �rst four layering transitions in the plane

spanned by �P � and �. The curves are the theoretical predictions for a

crystal lattice constant which is shrunk (� < 0) or grown (� > 0) compared to

the coexisting bulk crystal. The di�erent symbols show computer simulation

results for the crystallization transitions in the di�erent layers with their

error bars.

(5.4) and Eqn. (5.15). We start at � = 0 with the prefreezing pressures as found

in the computer simulation and shown in Figure (5.12) and extend these points

by the data as obtained by Eqn. (5.21).

For � = 0 we have incomplete wetting by a few prefrozen layers. When increas-

ing � a crystalline sheet of prefrozen layers still exists. However, the shrinking or

growing of the pattern leads to a shift in the onset of the freezing density as well

as to a reduction of the maximal achieved thickness of the wetting layer similar

to the one detected for the triangular lattice. In fact, the theoretical critical dis-

tortion is �c = 0:09 while there is no maximal distortion for a grown lattice and a

maximal distortion of j�mj = 0:14 for a shrunken lattice. The theoretical value for

the lowest prefreezing pressure is P � = 8:92 which is higher than that for the cor-

responding (111) case but lower than the prefreezing pressure of the undistorted

(100) crystal.
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Figure 5.12: Thickness ` of the wetting layer versus � ln�P �. as measured
with the order parameters 	

(4)
n . The thickness seems to converge toward

3:9� as shown in the inset where the thickness ` is plotted versus P �.

5.7.3 Hard sphere uid near a fcc (110) wall

We now focus our analysis on a wall pattern which is a cut through the (110)

plane of a fcc crystal as shown in Figure (5.5)c. To analyse this system we mainly

apply the 	
(2)
n order parameter. As this order parameter only indicates a one

dimensional ordered system which is not necessarily two dimensional ordered we

compare the data with the order parameter as obtained by the minima of the

density pro�le. We �nd good agreement in locating surface freezing by the two

di�erent order parameters.

Similar to the square lattice we �nd incomplete wetting by the crystal. The

crystallization proceeds via discrete layering but stops at P � ! P �
c . The width

of the wetting layer converges toward a maximum thickness of about `m = 5:5�

when approaching the bulk freezing point. Again, the deviation from a logarithmic

growth law is small so that there is still some uncertainty in this prediction.

5.7.4 Hard sphere uid near a hcp (110) wall

Using the 	
(2)
n order parameter for the hcp (110) wall, we �nd surface freezing

starting at very low values of P � = 9:5 leading to complete wetting by the crystal.

This wetting behavior is summarized in Figure (5.15) where we show the thickness
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spanned by �P � and �. The curves are the theoretical predictions for a

crystal lattice constant which is shrunk (� < 0) or grown (� > 0) compared to

the coexisting bulk crystal. The di�erent symbols show computer simulation

results for the crystallization transitions in the di�erent layers.

of the wetting layer ` versus � ln�P �. Although we were not able to resolve the

order parameter to a very high layer thickness the measured thickness from the

minima of the density pro�le clearly indicates a logarithmic growth of the wetting

layer.

Again, complete wetting proceeds via a cascade of discrete layering transitions.

From a �t of the data of Figure (5.15) we extract the correlation length of `0 =

1:01� and the amplitude of 0 = 0:56kBT=�
2. `0 is remarkably lower than for

a triangular pattern. Clearly, `0 depends on the surface pattern as described in

more detail in a di�erent context of surface melting [143, 144].

5.8 Conclusions

In this chapter we have discussed the inuence of the structure of a substrate pat-

tern. We found that it inuences profoundly the wetting scenario by crystalline

phases. The most intriguing fact is that the onset of surface freezing can be sig-

ni�cantly shifted away from coexistence when the system is in contact with a wall

pattern that favors the crystal. Here we have investigated di�erent patterns like
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Figure 5.14: Thickness ` of the crystalline wetting layer versus � ln�P � as
measured with the order parameters 	

(2)
n . The thickness seems to converge

toward 5:5� as shown in the inset where the thickness ` is plotted versus

P �.

the triangular and the hcp (110) one which lead to complete wetting by crystalline

sheets.

However, by applying patterns which are distorted from the ideal form as the

rhombic pattern or an ideal pattern which has lattice constant mismatch we �nd

incomplete wetting by a crystal. There is only a �nite number of crystalline sheets

as bulk coexistence is approached from below. This number depends crucially

on the lattice distortion with respect to an ideal one which is commensurate to

a coexisting bulk crystal. Furthermore, even commensurate wall patterns can

lead to incomplete wetting as demonstrated for the square wall and the fcc (110)

pattern. In the case of very unfavorable structures such as the highly distorted

rhombic pattern, surface freezing is completely prevented.

Our theoretical predictions also set a scenario for modern experimental tech-

niques using sterically stabilized colloidal suspensions near a patterned wall

[12, 46], where it should be possible to observe our predictions in real-space or

scattering experiments.
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Chapter 6

Surface induced structural

correlations

In this chapter we focus on structural correlations as found by the authors of [23].

These correlations are induced by the inuence of a patterned substrate on a uid

system. In particular structural correlations expressed by the structure factor and

symmetry parameters are of interest and shall be discussed here.

Again we will use a hard sphere system as described in chapter 2 to gain

a better understanding of the fundamental concepts. We will focus on two main

approaches: First, we will adjust the hard sphere system to �t the experiments [23]

and we will investigate the properties of the structure factor of the uid exposed

to the structure surface. To be in correlation with the experiments we simulate

a measurement done with evanescent wave scattering. The data obtained by our

computer simulations can then serve as benchmark for real X-ray experiments,

especially to detect any deviation in the behavior from a pure hard sphere system

[145].

In the second part of this chapter we will focus upon the recently found �ve-fold

symmetry of liquids at interfaces. The authors of [23] were able to use a patterned

surface to measure a �ve-fold symmetry in the liquid. The occurrence of �ve-

fold symmetry in bulk liquids has often been discussed [146] and has even been

reported for some systems like glasses [147, 148]. However, most of the systems

exhibiting �ve-fold symmetry have either a high density and form glass-like states

or they have non radial symmetric potentials which favor a �ve-fold symmetry.

However, by bringing the liquid into contact with a surface it might be possible

to enhance, measure or create this �ve-fold symmetry.

79
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6.1 The model

The hard sphere system in contact with a structured surface serves as a theoretical

model. This is justi�ed as we are interested only in the structural and symmetrical

properties of the system and not in the exact details governed by the interaction

potential and chemical bonding. Certainly, we cannot make any prognosis on these

properties but structural and entropic properties are reected well by a hard sphere

system and it serves as an ideal test case for real experiments. In particular, it

can be used to elucidate which e�ects seen in the experimental structure factor

are due to the hard core interaction of the real particles and which are due to

energetic interactions or spurious e�ects not considered in the hard sphere theory.

As before we simulate a system of N hard spheres of diameter � at positions

~ri = (xi; yi; zi) at temperature T con�ned in a rectangular box of �xed volume

V = LxLyLz. The hard spheres interact with the interaction potential as given

in Eqn. (2.1) and again temperature only sets the energy scale and does not

a�ect structural correlations. We therefore e�ectively describe the system with

one parameter, the packing fraction �.

For computational purposes we apply periodic boundary conditions in the x-

and y-directions while in the z-direction two surfaces at z = 0 and z = Lz are

modeled. Although the real system has only one surface the simulation requires

the second surface at z = Lz. However, from chapters 4 and 5 we know that the

lateral distance Lz between the two surfaces needs to be large enough so that no

surface-surface interactions will occur.

To study the interaction of the uid with the structured surface the surfaces

have an imprinted pattern which consists, for the sake of simplicity, also out of

hard spheres positioned on a prede�ned lattice f~rwi g. This procedure has the

advantage that we avoid the introduction of another energy scale which would

correspond to considering a temperature scale. The surface-uid interaction is

therefore also hard sphere like as given by Eqn. (2.1).

However, to take a varying strength of the surface potential into account we

change the penetration depth l = s� of the surface particles entering the uid.

Maximal interaction is achieved for s = 1=2, where exactly half a sphere is pen-

etrating the uid creating a very strong surface-uid interaction. Reducing the

interaction by lowering the penetration depth yields in the limit of s = 0, a hard

at wall, where no structural quantities in the x� y plane are left. These surface

spheres are designed so that they are either �xed spherical caps protruding from

a at surface by a given height l, representing a very rigid wall or they are al-
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Figure 6.1: Structured surface made out of �xed hard spheres forming a

(100) plane of an fcc crystal.

lowed to move statistical around their ideal lattice positions ~rwi to model thermal

uctuations. We will investigate both situations to �nd out the role of thermal

uctuations.

6.2 Structure factor of inhomogeneous hard sphere

uids

To di�erentiate between various spurious e�ects seen in the experiments [23] when

measuring the structure factor, we analyse in a simple hard sphere computer sim-

ulation also the structure factor. In the experiments evanescent waves are used

to probe the vicinity of the surface. We mimic this measurement in the computer

simulation be a special algorithm to calculate the structure factor at the interface.

We will then focus on various experimental e�ects and disturbances and evaluate

their importance on the measured data. In particular, we are interested in the

e�ects of a thermal motion of the particles at the surface, in varying penetra-

tion depths of the evanescent wave and in the comparison of commensurable and

incommensurable surface patterns.
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6.2.1 Evanescent wave measurements

Evanescent wave measurements are used to analyse the microscopic structure of a

surface. In contrast to normal scattering experiments an evanescent wave probes

only a very small portion of the material around the surface, that is its penetra-

tion depth into the material is very small. Analysing the scattering information

obtained from these experiments yields information about the structure of the

material near or at the surface.

Experiments are usually performed by shining a beam, often an X-ray beam at

a grazing angle onto the material. If this angle is small enough, that is atter than

the angle of total reection the beam will be totally reected. Despite this total

reection parts of the electromagnetic wave will penetrate the material and travel

inside the probed material. Although this part of the wave decays exponentially

with the penetration depth it can be used for obtaining information about the

structure of the surface in scattering experiments [149].

The model system should be used to compare characteristic structural data

with real evanescent wave X-ray experiments. Therefore the analysis will be fo-

cused on measuring the structure factor of the uid gained by evanescent wave

scattering at the surface. In particular, the dependency of the structure factor on

the ~k-vector and on the direction of the crystal relative to the incoming beam will

be investigated.

Evanescent waves [149, 150, 151] are produced by an incoming electromagnetic

wave with wave vector ~ki as depicted in Figure (6.2). The wave hits a surface at

an angle �i less than the angle of total reection �c. Although the wave is totally

reected, leaving the surface with an outgoing wave vector ~kf , part of the wave

penetrates the surface material with a depth of a few wavelengths. The intensity

of the wave in the medium is given as

Iev = I0e
�2�z=� (6.1)

where � is the penetration depth given by

� =
�0

2�=n

p
sin2 �i � sin2 �c ; (6.2)

where �0 is the wavelength of the electromagnetic wave, n the refraction index,

z the distance from the interface and I0 the initial intensity at the interface.

This exponentially damped wave can be described by a wave vector which has an

additional imaginary part into the z-direction and real parts in all other directions

~k = kx~ex + ky~ey + (kz + i=�)~ez (6.3)
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Figure 6.2: Geometry of evanescent wave scattering. An incoming beam
~ki hits the surface at an angle �i atter than the angle of total reection. It

is therefore totally reected but an evanescent wave penetrates the surface

up to a penetration depth �. This evanescent wave travels parallel to the

surface and the incoming beam.

where ~ex,~ey,~ez denotes the unit vectors into the x; y; z-direction. The imaginary

component in the exponent leads to the description of the damping. In the medium

the evanescent wave travels parallel to the surface in the same direction as the

incoming beam and it can be used to probe the structure of the interface as the

interference pattern will bear resemblance to the interference of the evanescent

wave with the surface structure.

In the computer model, the measurement of the interference pattern of the

evanescent wave is equivalent to analyzing the structure factor of the uid using

an imaginary wave vector in the z-direction respectively the Laplace transform of

the bulk structure factor. The bulk structure factor is derived from the Fourier

transform [2, 49, 84]

�̂~k =

NX
j=1

e�i~k ~rj (6.4)
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of the number density �(~r), that is

S(~k) =
1

N



�~k�~k�

�
: (6.5)

To analyze the angular dependency of the surface pattern the incoming beam
~ki is rotated in the real X-ray experiments. This is taken into account by writing

the k vector in polar coordinates

~k = kjj cos(�)~ex + kjj sin(�)~ey + (k? + i=�)~ez (6.6)

where � is the angle to the [010]-direction and varying the angle �. Inserting the

complex ~k-vector into the structure factor we obtain

S(~k) =
1

N

*
NX
j=1

e�2=�~ez~rj
+
+ (6.7)

1

N

*
NX
l=1

NX
j=1

e�i<~k(~rl�~rj)e�1=�~ez(~rl+~rj)
+
:

Eqn. (6.7) is now used for further analysis in particular in the computer Monte-

Carlo simulations. These simulations are standard Monte-Carlo simulations in a

constant volume (NV T ) ensemble as described in section 3.2. In these simula-

tions we can directly measure thermodynamical averages and therefore obtain the

structure factor of Eqn. (6.7).

6.2.2 Adjustment to the experimental data

The experiments from the authors of [23] are done for a silicon Si(100) solid surface

in contact with liquid lead (Pb) at a temperature of T � 645K slightly above the

melting temperature Tmelt = 600K of lead. The critical angle of reection for this

system is �c = 0:043 Æ at a wavelength of � = 0:177 �A .

Moreover from the experimental details [23] we obtain a penetration depth of

� � 50 : : : 60�Awhile the real part of the z component of the wave vector k? � 0

can be neglected.

To compare the hard sphere model with the experimental data of lead on a

silicon surface we need to adjust the free parameters of the hard sphere model

namely the packing fraction � and the diameter � and the surface structure f~rwi g
to �t the given experimental parameters best.



6. Structural correlation 85

0 5 10 15 20 25 30

k

0

1

2

3

S(k)

*

*

Figure 6.3: Bulk structure factor S(k�) versus k� = j~kj=��1 of a hard

sphere uid of packing fraction � = 0:445 in PY approximation.

First, it has to be veri�ed that that structure factor of liquid lead is mainly

dominated by a hard sphere core. By comparing the bulk structure factor of liquid

lead as given in [152] with the structure factor measured in hard sphere simulations

or directly calculated by the Percus-Yevick (PY) analysis

S�1PY(
~k) = 1� 3

2
�
��3�(1 + 4� + 4�2 + 4k2 + 4�k2 + �2k2)

+ [4k4 � 12�2(k2 � 1) + �(3 + 6k2 � 6k4)

+�3(12 � 21k2 + 2k4)] cos 2k

� 2k(�3� � 12�2 � 12�3 + k2 � 6�k2 + 5�3k2) sin 2k
	

/
�
(�1 + �)4k6

	
(6.8)

we �nd a very good agreement of both structure factors. Figure (6.3) shows

the structure factor as obtained by PY analysis. It is almost identical to the one

measured and shown in [152]. From this good agreement we assume that the

surface structure factor measured with evanescent waves will also compare well

with the hard sphere model.

In the following we use the data of [152] for the temperature of T = 613K

kmax = 2:21 �Aand S(kmax) = 2:64 and compare it with the PY results for � =

0:46 which gives kmax = 3:426��1 and S(kmax) = 2:63. For the temperature of
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T = 873K we obtain on the other hand kmax = 2:21 �Aand S(kmax) = 2:12 and

compare it with the PY results for � = 0:41 which gives kmax = 3:34��1 and

S(kmax) = 2:13. The third comparison to �t is for the approximate experimental

temperature of T = 645K used in [23] which has a measured S(kmax) � 2:42 : : : 2:5.

The best �t packing fraction for these experiments from [23] is therefore � = 0:445

with a mean particle distance a = ��1=3 = 1:185� with the PY results for � =

0:445 which gives kmax = 3:40��1 and S(kmax) = 2:46. Using the lead mean

particle distance of 4:9505 �A [23] and solving for � we obtain � = 4:1776 �A . We

measure all theoretical lengths in units of this hard sphere diameter �. From the

experimental penetration depth of 50 : : : 60 �Awe further obtain � = 11:97 : : : 14:36

or respectively 1=� = 0:0835 : : : 0:0696.

In the experiments [23] liquid lead is in contact with the (100) surface of the

silicon crystal, therefore we have to model the surface in the computer simulation

as representation of the (100) plane of a hard sphere crystal. This is done by

cutting an fcc crystal along its (100) plane and imprinting it onto the surface.

The lattice constant aw of this crystal can be still adjusted to study commensurate

(aw = ac = a) and incommensurate (aw = ai 6= a) surface patterns as depicted in

Figure (6.1).

6.2.3 Results

Analysis of large kjj

The �rst question posed in the experiments [23] had been the dependences of the

structure factor as de�ned in Eqn. (6.7) for large wave vectors kjj. In particular,

for the described experiments [23] a deviation for incommensurate substrates of

these values from the bulk values could be seen.

Analysing Eqn. (6.7) for jkjjj ! 1 while keeping the imaginary part � non

in�nite yields a structure factor

S1 := S1(�) =
1

N

*
NX
j=1

e�2=�~e~rj
+
: (6.9)

However, this expression no longer depends on the structure of the surface pattern

or the x � y arrangement of the particles. With given penetration depth � it is

solely determined by the z-position of the particles. This z-position generally does

not depend on the surface pattern or the orientation of the surface to the incoming

beam but only on the properties of the uid itself.
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We can approximately write Eqn. (6.9) as

S1(�) �
Z 1

0
dz �(z)e�2z=� (6.10)

where �(z) is the lateral integrated density

�(z) =

Z 1

�1

Z 1

�1
dxdy �(x; y; z): (6.11)

To compare the measured structure factors for di�erent penetration depths � with

each other and especially with bulk measurements it is actually recommended

using the quantity S1 as normalization constant, that is we de�ne

S�(~k) :=
S(~k)

S1
(6.12)

yielding structure factors which are all commonly normalized onto 1 for large wave

vectors.

Structure factor for mobile surface spheres

First we use the computer simulations to analyse the e�ects of thermal uctuations

of the surface particles on the structure factor. We mimic these uctuations by

allowing the surface particles to uctuate around their ideal lattice position. This

is done by choosing randomMonte-Carlo moves of a radial distribution as provided

by the Lindemann parameter L de�ned in section 3.5.5, ranging from L = 0,

that is completely �xed surface particles, to L = 0:15 which is very mobile and

uid like surface particles. The more uctuations the surface particles experience

the less they behave as a rigid surface forcing its structure onto the uid. The

surface itself becomes more and more uid like. However, a certain mobility of

the surface particles models more closely to reality, in which particles of a solid

uctuate around 10�15% around their ideal lattice positions. This e�ect has to be

taken into account when comparing computer simulations with the experimental

situation.

In Figure (6.4) we present the resulting structure factor for the mobile surface

particles for an incident beam along the [010] respective ~ey direction of the crys-

tal. The surface particles interact strongly with the uid given by a surface-uid

interaction parameter of s = 0:5 but the uctuations of the spheres is changed

from L = 0 : : : 0:15.
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Figure 6.4: Structure factor S(k�) versus k� = k=��1 of the hard sphere

uid at � = 0:445 with strong interaction potential s = 0:5 and mobile

surface spheres forming a square surface pattern. Di�erent curves show in-

creased mobility (from top to bottom: L = 0:0; 0:05; 0:1; 0:15) of the surface

particles. The transition from a strongly crystalline peak in the structure

factor to a uid structure factor can be seen clearly. The inset is a enlarged

portion of the curve around the �rst maximum.

In the simulations we �nd that for very mobile uctuating surface particles

there is hardly any e�ect of the surface on the structure factor. We �nd almost

the exact the bulk uid structure factor. Yet for reduced uctuations a crystal

peak at the �rst maximum emerges from the bulk structure factor. This clearly

shows how the surface pattern forces its structure more and more onto the uid

which has to form around the given pattern for a rigid structure.

From this analysis we obtain that a chosen uctuation of L = 0:10 �ts the

experimental data [23] best.

Structure factor for �xed surface spheres

As a second step we analyze the e�ect of the strength of the surface-uid po-

tential on the structure factor. As the hard sphere model does not include any

energy e�ects but all interactions are entropical governed by the excluded volume

interaction we do not introduce an attraction of the surface but model the surface

interaction by hard spherical caps which extend a given distance l = s� into the
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Figure 6.5: Structure factor S(k�) versus k� = ~k~ey=�
�1 of the hard

sphere uid at � = 0:445 with varying interaction potential strength

s = 0:5; 0:3; 0:2; 0:0 (top to bottom) and �xed surface spheres forming a

(100) plane of a fcc crystal. The transition from a strongly crystalline peak

in the structure factor to a uid structure factor can be clearly seen. The

inset enlarges the �rst maximum.

uid. For large s, the uid will be forced to ow around the surface particles

adopting the surface structure. In the limit s ! 0 the surface reduces to a hard

at surface which gives the rotational invariant bulk structure factor.

In Figure (6.5) the e�ect of increased surface potential is depicted for an in-

coming beam along the [010] respective ~ey direction. For increased surface-uid

interaction we �nd the formation of crystal peaks at the position of the ideal

Bragg crystal peaks. For small surface-uid interactions we are left with a bulk-

like structure factor.

We note that the e�ect of the reduced surface potential is similar to that of

the moving surface spheres. We choose a potential of s = 0:25 to represent the

experimental data [23] well.

Variation of the penetration depth

As already seen in section 6.2.3 the penetration depth of the evanescent wave

does not a�ect the properties of the structure factor for large ~k. However, the

properties for small ~k and especially of the �rst maximum are changed. A smaller
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Figure 6.6: Structure factor S(k�) versus k� = ~k~ey=�
�1 of the hard sphere

uid at � = 0:445 for a commensurate surface pattern. Di�erent curves

show the e�ect of reduced penetration depth � (bottom to top: 1=� =

0:0; 0:07; 0:14; 1:0). Larger 1=� pronounces the e�ects of the surface structure

while a smaller 1=� superimposes a larger bulk part onto the structure factor.

The inset shows the enlarged �rst maximum of the structure factor.

penetration depth pronounces the e�ect of the surface as it mainly measures layers

close to the surface. A larger penetration depth superimposes more of the bulk

behavior to the structure factor.

In Figure (6.6) we show the e�ect of varying penetration depths. It can be

clearly seen that for smaller penetration depths the crystal structure in the �rst

maximum is becoming more pronounced while for larger penetration depth this

information is lost. We point out that it is important for experiments to reduce

the penetration depth, that is the angle of the incident beam in order to analyse

the surface structure e�ects.

However to comply with the experimental situation we choose the penetration

depth of 1=� = 0:070 as given in the experiments [23].

E�ects of an incommensurate surface pattern

In Figures (6.7), (6.8) and (6.9) we investigate the e�ects of an incommensurate

surface pattern for an incoming beam along the [010] direction. The other param-

eters are held constant to �t the experiments best, that is s = 0:25 and L = 0:1.
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Figure 6.7: Structure factor S(k�) versus k� = ~k~ey=�
�1 of the hard sphere

uid at � = 0:445 for a at surface (straight line), a commensurate surface

(dotted line) and an incommensurate surface (dashed line) for an incident

beam along the [010]-direction. The high penetration depth 1=� = 0:0 does

not allow one to resolve any details of the surface structure.

We compare the structure factor of the bulk uid with the commensurate surface

pattern and the incommensurate pattern. We �nd that while the bulk structure

factor does not naturally show any e�ects of a crystal structure the commensurate

pattern superimposes a clearly visible crystal peak at the position 2�=ac. Choos-

ing an incommensurate surface pattern does in principle yield the same e�ect but

the peak is shifted to the lattice spacing of the incommensurate surface pattern

2�=ai.

However, we do not �nd any general changed quantities of the incommensurate

surface pattern. This is in contrast to the results as seen in the experiments [23].

These experimental e�ects must be attributed to the fact that the surface uid

interaction in the experiment is more complicated than a pure hard-sphere hard-

surface interaction and the energetic e�ects such as electromagnetic attraction and

repulsion between the electron shells takes place and has a signi�cant e�ect on the

uid surface interaction.
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Figure 6.8: Same as Figure (6.7) but for a shorter penetration depth � =

1=0:070. The surface pattern of the commensurate produces a clearly visible

crystal peak at 2�=ac. The incommensurate pattern does the same though

shifted and with reduced intensity.

Rotation of the crystal surface

Another measurement done in the experiments is the rotation of the surface of the

silicon crystal relative to the incoming beam, that is varying angle �. This allows

the evanescent wave which travels parallel to the surface and the incoming beam to

probe di�erent directions of the liquid lead. In a crystal this would correspond to

probing di�erent lattice planes. In an ideal uid we would expect no dependency

on the angle of rotation �.

In our simulation system it is very diÆcult to analyze this angular dependency

in detail as we are restricted to very small surface areas due to restriction in

the available computer power. It is only possible to simulate systems of a few

thousand upto ten thousand particles. Yet these particles have to be used to

simulate a bulk system large enough to guarantee that the two surfaces do not

inuence one another. The surface area will only be A / N2=3�2 and therefore

only a few hundred �2 in size. Probing higher order lattice planes is virtually

impossible as there are not enough interfering wave vectors to produce a proper

signal. So only a probing in the main lattice directions like [100], [110] or [111] is

feasible.

Due to these restrictions it is not possible to gain simulation data to verify the
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Figure 6.9: Same as Figure (6.8) but for a even shorter penetration depth

� = 1=0:140. The e�ect of the surface pattern is further pronounced and the

surface structure can be clearly identi�ed.

experimentally found rotational symmetries. Yet it is possible to make a theoret-

ical prediction as we found that the structure factor is only a superposition of the

bulk structure factor and damped crystal peaks. As the bulk uid structure fac-

tor is rotational invariant, it provides only a common background to the structure

factor and therefore no additional components arise which depend upon the angle

of rotation �.

The remaining crystal parts should yield a normal crystal structure factor

representing the scattering Bragg planes of the crystal [153, 154]. For the exper-

imental evaluation it is recommended to subtract the bulk uid structure factor

from the measured structure factor to obtain the crystal part of the structure fac-

tor and then to analyze this further for rotational symmetries respective crystal

lattice peaks.

6.3 Surface induced �ve-fold symmetry in hard-sphere

uids

The authors of [23] revived an old question in whether a bulk liquid is a completely

unordered substance or exhibits �ve-fold symmetry corresponding to the local

occurrence of icosahedral or dodecahedral clusters [146]. Such a symmetry has
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been found in computer simulations for hard spheres and other systems with a

simple radial symmetric potential and experiments with colloidal particles [155].

when the liquid was strongly super-cooled or glass like. Yet it is still debated

whether or not non super-cooled bulk liquids exhibit this symmetry.

This question arises from the di�erence between a uid and a crystal and the

possibility to strongly super-cool many liquids. On one hand a crystal is a regular

structure which �lls the whole space. This is only possible for certain rotational

symmetries like 2; 3; 4; 6 fold. Other rotational symmetries such as the above

discussed �ve-fold symmetry lead to icosahedral or dodecahedral building blocks

which do not allow space to be �lled completely with a regular structure. Due to

this fact it is a long debated issue [146, 156, 157, 158, 159, 160] whether a liquid

is completely unstructured or built by local �ve-fold symmetric clusters. Such a

structure would explain the possibility to super-cool a liquid. Super-cooling occurs

if a liquid remains liquid below its freezing point and could be due to the fact that

only after rearranging the �ve-fold symmetric clusters in a crystalline symmetry

would the system freeze.

However, experimental studies are diÆcult because techniques such as scatter-

ing experiments average over all orientations of the molecular clusters and there-

fore cannot detect local order. Computer simulations on the other hand have been

performed for a variety of bulk liquids [73, 74, 75, 161]. However, for simple po-

tentials such as the hard-sphere potential or a Lennard-Jones potential �ve-fold

symmetry was not found for a bulk liquid. In both systems, �ve-fold symme-

try only occurred for high density, super-cooled liquids or glasses or by directly

applying potentials which inherently favor a �ve-fold symmetry [146].

In the following we take a di�erent approach to analyze the experiments de-

scribed in the �rst part of this chapter. We focus on the creation of a uid at the

surface which exhibits the �ve-fold symmetry by locally increasing the density.

6.3.1 The model

To focus on the analysis of the �ve-fold symmetry we modify the model described

in section 6.1 in two ways. First, we increase the incommensurability by making

the lattice constant of the surface pattern very large. We analyse a triangular

pattern as cut through the fcc (111) crystal1 with a lattice constant of a = 1:37�.

1We have also performed these simulations for a fcc (100) pattern but could not raise the uid

densities high enough. Crystallization always set in before reaching packing fractions � � 0:6.

As the surface pattern serves only as means to prevent crystallization we focus in the following
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structure Q4 Q6 Ŵ4 Ŵ6

fcc 0:191 0:575 �0:159 �0:013
hcp 0:097 0:485 0:134 �0:012
bcc 0:036 0:511 0:159 0:013

sc 0:764 0:354 0:159 0:013

icosahedral 0:0 0:663 0:0 �0:169
dodecahedral 0:0 0:369 0:0 0:169

liquid 0:0 0:0 0:0 0:0

Table 6.1: Three dimensional bond orientational parameter for various

cluster geometries.

This spacing is large enough so that we expect to prevent any surface freezing even

for very high densities as discussed in chapter 5 where we analysed the dependence

of the surface freezing from the surface pattern.

Second, we apply an attractive potential perpendicular to the surface. This

does not correspond to the experiments [23] but allows to increase the local den-

sity while keeping the bulk system at uid densities. By doing so we investigate

a possible e�ect of the interface in the experiments, namely that it creates a in-

homogeneous uid of high density. As our investigation does not strongly depend

on the exact choice of the potential we choose the interface-uid potential to be

the attractive tail of a 9� 3 van der Waals potential

V (z) =

8<
:

Vmin if z < zmin

�3
p
3

8 Vmin

��
l0

z�z0
�9 � � l0

z�z0
�3�

otherwise
(6.13)

with Vmin being the minimum of the potential occuring at zmin = 31=6l0, l0 its

range and with the o�set z0 of the potential chosen so that the minimum of the

potential is close to the surface (z = 0). Our choice for z0 is z0 = �zmin+�. Note

that Eqn. (6.13) relates to the usual van der Waals equation for the attraction of

a surface by �vdW = �3
p
3

8 Vmin and Vmin being the depth of the minimum of the

potential. Applying the potential Eqn. (6.13) to a hard sphere system will create

a very inhomogeneous hard-sphere uid with a strongly enhanced density close to

the surface.

In contrast to the structure factor investigated in the �rst part of this chapter,

the detection of the symmetry of the uid is done by analysing a specially tailored

on the fcc (111) pattern.
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Figure 6.10: Analysis of the symmetry of the hard-sphere liquid for V (z) =

0. The Ŵ6 (diamonds) and 	(6) (circles) parameters are shown. Close to

the interface the inuence of the interface can be seen in a slight raise of

the six-fold symmetry in 	(6). However, there is no noticeable �ve-fold

symmetry.

order parameter which is sensitive to rotational symmetries and therefore better

suited to locating �ve-fold symmetries than the structure factor. As an order

parameter we take the layer resolved order parameters as de�ned in section 3.5.

In order to detect how the structure of the surface is transferred into the uid,

we measure the layer resolved order parameter 	(k). Therefore, for a triangular

pattern we expect an increase of 	(6). The �ve-fold symmetry is measured using

the layer resolved three dimensional bond order parameter Q4, Q6 and Ŵ4, Ŵ6.

According to [146] a high value of jŴ6j is a clear indication for �ve-fold symmetry
as it shows icosahedral or dodecahedral bond statistics in the system. Q4, Q6

and Ŵ4 are used as additional control parameters. In Table 6.1 we summarize

all values of these bond-order parameters for the ideal crystals. Note however,

that for the icosaderon and dodecahedron it is geometrically not possible to form

a crystal as it is not possible to awlessly �ll a three dimensional space with

them. The values of the order parameters are therefore calculated for a single

ideal icosaderon and dodecahedron centered around the origin. Naturally, it is

not possible in a real system to come even close to the ideal values. The authors

of [146] suggest that values of jŴ6j < 0:02 indicate crystal ordering and values of

around jŴ6j > 0:05 show the occurrence of �ve-fold symmetries in the system. For

evaluation we take the absolute value jŴ6j as the sign of jŴ6j only di�erentiates
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Figure 6.11: Analysis of the symmetry of the hard-sphere liquid for Vmin =

1000. The Ŵ6 (diamonds) and the 	(6) (circles) parameters are shown.

The inset depicts the external potential. The interface induces a six-fold

symmetry as seen in 	(6) close to the interface. Further apart the occurrence

of a uid sheet with �ve-fold symmetry can be detected.

between icosahedral and dodecahedral order and has no real meaning in a bulk

system [146]. Furthermore, experimental measurements within real hard-sphere-

like colloidal systems of high densities �nd values of jŴ6j � 0:045 suÆcient for at

least moderate �ve-fold symmetries in the system.

6.3.2 Results

We prepare a hard-sphere uid system of packing fractions of about � = 0:49 which

is still well into the uid regime. This system is equilibrated and then put into

contact with a structured surface where the imprinted pattern is a cut through a

fcc (111) crystal with lattice spacing of a = 1:37�. However, the exact spacing

does not profoundly inuence the results as long as it is chosen large enough to

prevent crystallization.

We then apply an attractive potential of Eqn. (6.13) with l0 = 2:0� at the

surface. This will attract particles to the surface and thereby increase the density

of the uid in proximity of the surface. Starting from no potential, that is V (z) � 0

we increase the potential until we achieve uid densities high enough to show �ve-

fold symmetry. This is reported by the authors of [155] to happen at � � 0:6.
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For vanishing potential we �nd a weak transfer of the surface structure onto

the uid recognized by a value of 	(6) = 0:22 in the �rst layer. Close to the

surface we also �nd a very weak indication of �ve-fold symmetry. This is shown

by a value of jŴ6j = 0:014. However, both rotational symmetries decay very fast

when approaching the bulk uid with densities of � = 0:49. These results are

summarized in Figure (6.10).

To increase the density of the uid to packing fractions of � � 0:6 we increase

the potential to several hundred kBT and �nd increasing values of jŴ6j. We

present our results for a value of Vmin = 1000kBT . Due to the high attraction the

surface pattern transfers more profoundly into the uid than before. We �nd a

value of 	(6) = 0:4 for the �rst layer indicating a high degree of order in the �rst

layer. However, as depicted in Figure (6.11) this order decays fast farther away

from the surface and is replaced by a well pronounced �ve-fold order indicated by

jŴ6j = 0:069 at densities of about � � 0:62. With reducing density this �ve-fold

symmetry is lost farther away from the surface.

Summarizing we �nd an interesting behavior for a very strongly attractive

surface. Close to the surface the surface pattern is transferred into the uid. This

leads to an inhomogeneous uid exhibiting the symmetry of the surface. In the

case of the fcc (111) surface we obtain a six-fold symmetry in the uid. Further

away from the surface the symmetry of the surface pattern is lost and the high

density uid shows a moderate �ve-fold symmetry. To exhibit this behavior the

packing fraction of the uid needs to be about � � 0:60. Even further away from

the surface, the weakening attraction of the surface leads to a reduction of the

density of the uid and consequently to a loss of the �ve-fold symmetry. This

behavior is summarized in Figure (6.12). However, if the attraction of the surface

is not strong enough to increase the packing fraction of the uid above � � 0:60

no �ve-fold symmetry is found.

6.4 Conclusions

From our analysis we �nd that a surface pattern in contact with a hard sphere

liquid at densities well below bulk freezing induces a structure factor which mainly

corresponds with the bulk uid structure factor but superimposed onto it we �nd

crystal peaks corresponding to the usual Bragg peaks of a crystal. However, this

structure stems from an inhomogeneous uid induced by the surface pattern. De-

pending on the strength of the surface interaction and on the uctuations of the
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Figure 6.12: Schematic drawing of a dense hard sphere uid in contact

with an strongly attractive surface. Close to the surface the structure of the

surface is imprinted into the uid yielding a six-fold or four-fold symmetry

depending on the pattern. Further away from the surface the high density

uid exhibits �ve-fold symmetry which decays when approaching bulk uid

densities even further away from the surface. The inset shows the attractive

surface potential Eqn. (6.13).

surface particles around their ideal lattice positions the crystal peaks in the struc-

ture factor can be more or less pronounced. Clearly, a weak surface potential

or highly uctuating surface particles smear out any crystal peaks and yield a

structure factor which converges toward the bulk uid structure factor. However,

by changing the penetration depth � to very small values this e�ect can be com-

pensated and details of the surface structure can be resolved. A high penetration

depth � on the other hand gives only a superposition with the bulk structure factor

where all e�ects of the surface pattern are lost.

In the scope of the hard sphere model incommensurate substrates do not gen-

erally alter the structure factor. Again crystal peaks superimposed onto the bulk

structure factor are found but they are shifted in position and their intensity is

lowered compared to the commensurate case. However, these peaks correspond

directly in position to ideal crystal lattice peaks.

Moreover from Eqn. (6.10) it follows that the surface structure cannot have

any inuence on the structure factor for large kjj. Therefore a commensurate and
an incommensurate surface have the same limiting S(kjj) for kjj ! 1. Proper

normalization using Eqn. (6.12) takes this into account and guarantees a value of

S(kjj !1) = 1.

As previous studies [155] indicate that �ve-fold symmetry of a hard sphere liq-
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uid can be seen if the density reaches about � � 0:60 we furthermore investigated

the e�ects of a high density liquid near the interface. We can increase the local

density of the hard sphere uid by applying an attractive potential perpendicular

to the surface. However, as the necessary density is much higher then the bulk

freezing density of � = 0:545 we need the interface to prevent the adjacent uid

from freezing. This can be done by o�ering a substrate pattern which is extremely

unfavorable for the crystal as we demonstrated in chapter 5. Evaluating suitable

order parameters, which can detect local rotational symmetry, we �nd that con-

trary to the intuitive belief, the surface structure is only weekly projected into the

uid. Only very close to the surface does the uid exhibit the o�ered symmetry

of the surface. After the �rst layers of inhomogeneous uid, the system forms a

high density glass like state which shows moderate �ve-fold symmetry. Farther

away from the surface the decreasing potential leads to reduced density of the uid

which in turn results in a loss of the �ve-fold symmetry when a critical density of

about � = 0:60 is reached. Overall we are able to see a �ve-fold symmetry in a

hard sphere liquid at an interface. The e�ect of the interface is twofold: First, the

attractive potential serves to increase the local density and second the topological

structure of the pattern prevents the high density uid from freezing.



Chapter 7

Summary

Over the past several years research on hard sphere systems has uncovered nu-

merous surprising features with just one example, the entropical driven uid-solid

phase transition. However, there has been little research concerning hard sphere

systems at interfaces and many problems and subtle e�ects concerning interfaces

are still unsolved. Research in this direction is necessary and the hard sphere

system is a good example as many basic properties of real physical systems can

often be understood by assuming the interaction potential contains a hard core

part. Moreover, colloidal suspensions can be prepared in such a manner that they

interact in an extremely good approximation with a pure hard sphere potential.

These systems can then serve as a prototype for analytical theories. Besides the

theoretical understanding of interfaces, surface e�ects play an important role in

many physical and biological phenomena and the development of new materials.

This makes their study a state of the art topic.

We used Monte-Carlo computer simulations, analytic cell theory, as well as a

phenomenological elasticity theory to investigate hard sphere systems at interfaces.

Overall, we were able to �nd a very good correlation between the theoretical

descriptions and the computer simulations. The advantage of this procedure is

twofold: First, the development of a theory which is easy to use and can be very

generally applied helps to understand the basic properties of a system and can

point experiments using similar systems into the right direction. Second, our

quantitatively correct computer simulation data can be compared directly with

experiments of, for example, colloidal suspensions and can furthermore serve as

benchmark test to other theories such as density functional theories.

The key results of our work have been: First, we were able to calculate the

101
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interfacial free energies of hard sphere uids and solids in contact with a at hard

wall over the whole range of bulk densities for the uid and for the solid at the

(111), (110) and (100) orientations. We could determine these quantities using

thermodynamic integration techniques in Monte-Carlo computer simulations as

well as applying an analytical cell theory to surface problems. Using our results we

prognose that a hard sphere system will not show surface freezing in contact with

a at hard wall in its (100) or (110) direction or any other loosely packed surface

orientation. However, with closed packed surfaces such as the (111) direction,

surface freezing is possible.

Second, we studied the inuence of a substrate pattern on the surface and

found that a substrate pattern profoundly inuences the wetting scenario. We

achieved our results using computer Monte-Carlo simulations as well as a new

phenomenological theory which combines elastic energies of the crystal arising

from elastic strains with thermodynamical bulk and surface energies. In all cases

we found a close agreement between the theoretical predictions and the computer

simulation results.

Choosing an appropriate surface pattern like a triangular pattern, which is

commensurable with the (111) surface of the bulk solid at coexistence, can create

complete wetting by crystal well below the bulk freezing pressure. Surprisingly,

the minimum achieved freezing pressure can be even further lowered by making

the pattern in an appropriate way non-commensurable. However, in this case the

surface cannot be completely wetted by a crystal anymore.

Incomplete wetting is found by o�ering a substrate pattern which is not as

favorable as the triangular one. We can distinguish two cases here. First, the

substrate pattern is derived from a pattern which is commensurable with the

bulk crystal at coexistence but the uid-wall interfacial energy is too high to give

complete wetting. This applies to the (100) and (110) orientation of the fcc crystal.

Second, we can distort a pattern which actually exhibits complete wetting. This

also leads to incomplete wetting due to the elastic strain energies. We have studied

a rhombic distortion and a shrinking or enlarging of the surface pattern.

No wetting at all is found if the surface pattern is so unfavorable so that either

the interfacial free energies or the elastic strain become too large. In this case a

strongly inhomogeneous uid will be found at the interface.

The above results can be used to make predictions on the behavior of uids

in contact with structured substrates which consequently allow especially tailored

surfaces to be made. This would allow one to investigate surface freezing phenom-

ena in future experiments with, for example, colloidal suspensions or can serve
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as guideline in the creation of unstable phases by a surface pattern which can be

used to prepare \exotic" structures such as quasicrystalline sheets on a suitably

patterned template.

Furthermore, our results can also serve as benchmark data for other theories

as the recently developed density functional theories of hard-sphere freezing in

inhomogeneous situations [96, 97, 98].

As a future outlook we remark that we did not address the more subtle question

on what e�ect the roughness [162] of the solid-uid interfaces and the formation of

crystal defects at the interface have. This will be important if the wall pattern is

very di�erent from the bulk crystal structure. Both e�ects are neither encaptured

by our simple theory nor by our �nite-size simulations.

In chapter 6 we analysed the e�ects of a surface pattern onto a hard sphere

uid. We investigated the structure factor of this system as measured by evanes-

cent wave measurements and consequently have provided benchmark data for ex-

periments. In particular, we focused upon experimental e�ects on the structure

factor, as thermal motion of the surface particles, varying penetration depths

of the evanescent waves and the e�ects of commensurable and incommensurable

surface patterns. The interesting results from the authors of [23] concerning an

observed �ve-fold symmetry were investigated in more detail by creating a high

density uid near to a structured substrate pattern. By applying an attractive

potential perpendicular to the wall we were able to raise the local density of the

system which was prevented from freezing by choosing a topologically unfavorable

wall pattern. We found that in this high density case the structure of the pattern

is only weekly projected into the uid. After the �rst few layers this e�ect decays

and indeed a �ve-fold symmetry of the liquid can be detected for uid densities

larger than � � 0:60.
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Abbreviations and symbols

� relative density jump

~� density ratio

� Boltzmann constant � = 1=kBT

�m; �r elastic constants

 surface free energy

0 surface free energy �t parameter

�; �x; �y; �z strain components

� penetration depth

� packing fraction

� incident angle

� compressibility

�; �0 wavelength

� de Broglie wavelength

� chemical potential

� transition probability

� number density � = N=V

�̂~k Fourier transform of number density

� particle diameter

� grand potential per area

� angle of rotation

� stacking order parameter

	 2D bond order parameter


 grand potential
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a mean particle distance

a4; a� size of unit cell

acc acceptance rate

A (surface) area

Cij bulk elastic constants

d distance

D spacial dimension

E system energy

Ek kinetic energy

~ex; ~ey ; ~ez Cartesian unit vectors

f free energy density f = F=V

F Helmholtz free energy

gb; gf geometrical factor

h Planck constant h = 6:6260755 � 10�34Js
h4; h� size of unit cell

H(~r; ~p) Hamilton operator

I; I0 wave intensity

kB Boltzmann constant kB = 1:380658 � 10�23J=K
~k wave vector ~k = (kx; ky; kz)

` thickness of wetting layer

`0 correlation length

L;Lx; Ly; Lz length (in direction x; y; z)

Ln Lindemann parameter

n refraction index

N particle number

N probability density

~p particle momentum

P pressure

Q partition sum

Ql; Qlm 3D bond order parameter

~r particle coordinate ~r = (x; y; z)

s strength of wall potential

S(~k) structure factor

T temperature

U(~r) (particle) potential

V volume

Wl 3D bond order parameter

W (z) wall potential

x; y; z spatial coordinates
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CS Carnahan-Starling

CT cell theory

CTFN cell theory with �xed neighbors

DFT density functional theory

fcc face centered cubic

hcp hexagonal closed packed

MC Monte-Carlo (simulation)

MD Molecular-Dynamics (simulation)

NV T Monte-Carlo simulation with constant N ,V ,T

NPT;NPzT Monte-Carlo simulation with constant N ,P ,T

Pb lead

PY Percus-Yevick

rcp random closed packed

rcs random closed stacking

Si silicon

SPT scaled-particle theory
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Appendix

The calculation of more open wall structures like the (10) orientation in 2D or the

(110) orientation in 3D is more complicated. The reason is that the crystal layers

near the wall are so open that not only the �rst layer of the crystal is inuenced

by the wall but also at least the second layer. To �nd the minimum of the free

energy one needs to minimize the position of both layers.

As an approximation, we do not minimize the volume of the Wigner-Seitz cells

of the second layer. We include its full volume into the calculation. This will

slightly overestimate the free interfacial energy of the crystal-wall interface.

a) The 2D (10) orientation

For the (10) orientation in 2D we have a free volume of

Vwf =
Vbf
2

+

�
d� 1

2

� 
2
p
3a

3
+

p
2d

3
� 1

!
(7.1)

which gives after minimization of the free energy the distance of the �rst layer as

d =

p
3

2
+
1

4
� a+

1

4

q
25� 4

p
3� 16

p
3a+ 28a2 : (7.2)

For evaluating the volume change of the system induced by the wall it is necessary

to include the volume occupied by the second layer Wigner-Seitz cells into the

calculation. The total volume is therefore

V = Ngba
2 +A(d � a

4
) (7.3)

which can be combined with Eqn. (4.7) to obtain the surface tension

CT � 
(10)
CT = kBT

1

2
p
3

�

a(a� �)

�
2
p
3 + 1� 5a

+

q
25� 4

p
3� 16

p
3a� 16a + 28a2

�
(7.4)
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Figure 7.1: Same as in Figure (4.5) but now for (10) orientation. The

distance of the �rst layer of particles to the wall is d. It can be seen that

the e�ect of the second layer is not negligible.

which can be expanded around a = � by the leading term in �
a(a��) to �t the form

of Eqn. (4.20) using a geometric factor of gw =
p
3.

b) The 3D (110) orientation

In (110) orientation we get a free volume term of

Vwf =
Vbf
2

+
p
2

�
d� 1

2

�
(a� 1)2 �

p
2

24
(a� 1)3

+

p
2

3

�a
2
� d
�3

: (7.5)

The minimization of the free energy results in a wall distance of the �rst layer of

d = a(c� +
1

2
)� c� : (7.6)

where c� =
p
3 sin�� cos� and � = arctan(

p
231=5)=3. The total volume is

V = Ngba
3 +A(d� a

4
) (7.7)
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which can be combined with Eqn. (4.7) to obtain the surface tension as

CT � 
(110)
CT = kBT

p
2�

a2(a� �)

�ac�
�

+
a

4�
� c�

�
: (7.8)

Again this can be expanded around a = � by the leading term in �
a(a��) to �t the

form of Eqn. (4.20) by a geometric factor of gw =
p
2.

The expressions for the CTFN can be obtained by the same calculation by

assuming the enlarged free volume cells or by inserting the geometric prefactors

into Eqn. (4.23).
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