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Summary

In this thesis, we present recently obtained results on binary colloidal mixtures in
two dimensions. It contains three parts, each deals with a different typical colloidal
system, characterized by a class of pair interactions.

In the first part, we study the zero-temperature phase diagram of binary mixtures
of like-charged particles interacting via a screened Coulomb pair potential. The
ground-state (i.e. zero-temperature) phase diagram for a two-component Yukawa
monolayer has been determined, via lattice sums calculations, at various pressures
for arbitrary compositions and a broad range of charge asymmetries. A wealth of
different composite lattices have been found to be stable and it is observed that the
larger the charge asymmetry, the more complex the phase diagram becomes.

In the second, part we focus on the crystallization of binary mixtures of super-
magnetic colloidal particles confined at a two dimensional water-air interface. Using
lattice sums, the phase diagram is computed at zero temperature as a function of
composition and the ratio of their magnetic susceptibilities. In addition, we employ
Monte Carlo computer simulations to investigate this system. In the simulations,
the interaction is modelled as a pairwise dipole-dipole repulsion. While the ratio
of the magnetic dipole moments is fixed, the dipolar interaction strength governed
by the external magnetic field and the relative composition is varied. Excellent
agreement between simulation and experiment is found when comparing the partial
pair distribution functions including the fine structure of the neighbour shells at
high coupling. These mixtures exhibit local crystal nuclei in the melt, which can
be identified by bond-orientational order parameters and their contribution to the
pair structure is discussed. Furthermore, we realize a virtually instantaneous cool-
ing, which is impossible in molecular systems, by a sudden increase of the external
magnetic field. Using Brownian dynamics computer simulations, the relaxation be-
havior after such a quench is explored. Local crystallites with triangular and square
symmetry are formed on different time scales and the correlation peak amplitude of
the small particles evolves nonmonotonically in time in agreement with experiments.

The third part deals with two-dimensional ionic mixtures composed of oppositely
charged spheres. The ground state at zero pressure is determined as a function of
the size asymmetry by using a novel penalty method. We consider two different
set-ups, the “interfacial model” and the “substrate model”. In the interfacial model
which can be considered as a purely two-dimensional situation, the centres of all
spheres are confined to a plane. In the substrate model, on the other hand, all
spheres are touching the same underlying plane. The cascade of stable structures
includes square, triangular and rhombic crystals as well as “empty” crystals made
up of dipoles and chains, which have a vanishing number density. We confirm the
square structure, found experimentally on charged granulates.
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Zusammenfassung

Die vorliegende Arbeit besteht aus drei Hauptprojekten, in denen drei verschiedene
kolloidale Suspensionen studiert werden.

Im ersten Teil untersuchen wir die Phasenverhalten von binären geladenen kol-
loidalen Mischungen in zwei Dimensionen im Grundzustand (T = 0), deren Wech-
selwirkung mit einem Yukawa-Paarpotential beschrieben wird. Mit Hilfe der Gitter-
summe wird die freie Enthalpie pro Teilchen minimiert. Die Maxwell-Konstruktion
wird benutzt, um die globalen Phasendiagramme unseres Systems als Funktion der
Komposition und des Ladungsverhältnisses zu berechnen.

Im zweiten Teil der Arbeit analysieren wir die Wechselwirkung von Mischungen
aus superparamagnetischen Kolloiden unter dem Einfluss eines äußeren Magnet-
feldes. Die Partikel sedimentieren an einer Wasser-Luft Grenzfläche eines Wasser-
tropfens. Das System kann als ideal zweidimensionalen betrachten werden, da die
vertikalen Bewegungen der Teilchen klein im Vergleich zum Teilchendurchmesser
sind. Das zu dieser Ebene senkrecht stehende magnetische Feld induziert in den
Partikeln magnetische Dipolmomente und führt zu einer repulsiven Teilchenwechsel-
wirkung. Die stabilen Phasen im Grundzustand werden als Funktion von Dipolstärk-
enverhältnis und Komposition mit Hilfe der effizienten Leknersummation bestimmt.
Für endliche Temperaturen werden mit Hilfe der Monte Carlo Simulationsmeth-
ode die radialen Paarkorrelationsfunktionen berechnet und mit denen von Experi-
menten verglichen. Außerdem werden lokale Kristallnukleationen durch Bond-Order
Parameter identifiziert. Durch eine Änderung des externen Magnetfeldes kann die
effektive Systemtemperatur leicht kontrolliert werden. Eine ultraschnelle Abkühlung
(Quench) kann durch eine schnelle Erhöhung des externen Magnetfeldes auf einer
Zeitskala von Milisekunden realisiert werden. Dies ist mit atomaren oder moleku-
laren Systemen nicht zu erreichen. Die quadratischen und hexagonalen kristalli-
nen Bereiche können direkt nach dem Quench bestimmt und ihr Wachstum zeitlich
verfolgt werden. Die Daten aus dem Experiment von Ebert et al. zeigen sehr
gute Übereinstimmungen mit den Ergebnissen unserer Brownsche Dynamik (BD)-
Simulationen.

Im letzten Teil geht es schießlich um eine zweidimensionale ionische Mischung
aus entgegengesetzt geladenen Kugeln. Wir beschäftigen uns hier mit dem Grundzu-
stand des Systems bei verschwindendem Druck (p = 0). Mit Hilfe einer neuen
Methode (Penalty), die Minimierungprobleme bei harten Kugeln aufhebt, wird eine
Kaskade von stabilen Strukturen (quadratische, dreieckige, rhombische Kristalle und
sogenannten “empty” Kristalle) gefunden. Die Quadratstruktur ist in granularen
Systemen experimentell bestätigt worden.
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Introduction

The thesis at hand deals with the study of two-dimensional colloidal crystals with
long-ranged and short-ranged interactions. These systems belong to the field of
physics known as soft matter, which is synonymous to “complex fluids” and “col-
loidal systems” [1]. Soft matter systems consist of particles with typical sizes be-
tween 1nm and 1μm, so-called “mesoscopic” particles, and include liquids, colloids,
polymers, foams, gels, granular materials, and a number of biological substances.
Colloidal science (also called the study of colloidal suspensions) has been introduced
in 1861 by the Scottish scientist Thomas Graham, who noticed that some substances
like gelatine, caramel and starch diffuse more slowly than substances like salt, alco-
hol and sugar [2]. Colloidal particles are significantly larger than atoms but much
smaller than macroscopic objects. Being mesoscopic, colloidal particles are small
enough to exhibit collective behaviour similar to that of atomic systems. An ex-
ample of this analogy is the similarity in structure and phase diagrams. However,
due to their large size, colloidal particles have in many aspects a different collec-
tive behaviour in comparison to atoms and micro-molecules. For example, atomic
system has a relaxation time of the order of 0.1 ps whereas this time is shifted to
1 − 10000 ns for a colloidal suspension [3]. We may get a better understanding of
molecular and colloidal systems by comparing corn schnapps and milk. Schnapps is
a molecular liquid whereas milk is a colloidal one [1].

Crystallization is a central topic in condensed matter physics and is of great
importance for many applications in material science chemistry, geographic and
polymer physics [4]. Colloidal crystals are studied, for example, to understand
phenomena such as freezing and melting [3]. The interparticle potentials in such
colloidal crystals are in most cases precisely known and, more importantly, externally
controllable. Moreover, the relevant time and length scales in colloidal systems
are comparatively easy to access experimentally. Both aspects suggest that their
study directly enables us to probe the connection between microscopic interaction
potentials and macroscopic crystal properties. An other major topic is the study
of glasses which are important in many industrial applications and are a part of
daily life. A glassy state is formed if crystallization is avoided upon cooling or
increasing density [5]. The interplay between vitrification and crystallization has
been discussed in detail in for instance Ref. [6].

The macroscopic behaviour of crystalline systems sensitively depends on the
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dimensionality. Consider, for instance, the crystallization in two dimensions: a
classical problem has been formulated since KTHNY theory of melting for 40 years.
According to this theory, which has been developed by Kosterlitz-Thouless-Halperin-
Nelson-Young, melting is based on the decoupling of pairs of topological defects and
it predicts the existence of an intermediate equilibrium phase, namely the hexatic
phase, between the crystal and the liquid state [7–9]. The prediction of this the-
ory was successfully confirmed experimentally by Maret and co-workers using video
microscopy and image processing [10–12].

The situation is much more complex for binary mixtures in two-dimensions be-
cause multicomponent mixtures show an enormously rich phase behaviour than one-
component systems [13,14]. In particular, a fluid may freeze into many more diverse
class crystal structures than is possible for one-component fluids.

Why should we be interested in binary mixtures? The first reason is that for
mixtures of hard disks a wealth of close-packed [15] and thermodynamically sta-
ble [16] binary crystalline structures already exist. Our aim is to understand the
topology of phase diagrams for systems of binary mixtures with various explicit
forms of the interaction potentials. The second reason is technological. Most sys-
tems in nature and technology are mixtures of differently sized (charged) particles.
Each distinct particle size (charge) introduces another length scale, which gives rise
to an especially rich phenomenology in comparison with one-component systems.

In the present thesis we investigate Yukawa, dipolar pointlike particles and op-
positely charged sphere mixtures. The Yukawa (screened Coulomb) potential is a
widely used description for an effective pair interaction in charged colloidal sus-
pensions [17] and dusty plasmas [18]. Highly charged colloidal suspensions confined
between charged parallel glass plates [19–21], which restricts their motion practically
to two dimensions, exhibit structural and dynamical behaviour quite different from
the corresponding bulk state [22,23]. The interaction between these mesoscopic par-
ticles is described by an intermediate screened Coulomb Yukawa pair potential [24]
which involves the screening length as an additional parameter in the system, re-
sulting in even more possible complexity in the topology of the phase diagram.
Such crystalline monolayers can also be realized experimentally for a confined bi-
nary mixture of like-charged colloids [19]. Another realization of two-dimensional
Yukawa particles are dusty plasma sheets [25]. The two known extreme limits of zero
and infinite screening length corresponding to hard disks [15] and the unscreened
Coulomb case [26] are recovered. At various pressures for arbitrary compositions and
a broad range of charge asymmetries, the ground-state (i.e. zero-temperature) phase
diagrams have been explored. The predicted structures are observed in experiments
on confined mixtures of like-charge colloids or dusty plasma sheets.

Two-component (binary) systems with large and small magnetic dipole moments
represent ideal glass formers in two spatial dimensions [27–30]. In experiments,
colloidal glasses have the advantage over atomic system that single particle resolution
is provided by microscopy [27, 31–33]. The idea here is to consider two kinds of
spherical and super-paramagnetic colloidal particles with different diameters and
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thereby magnetic susceptibilities, which are confined by gravity to an air-water
interface formed by a pending water drop [34]. To this, a magnetic field H is
applied perpendicularly to the water-air interface which induces magnetic dipole
moments in the particles, of the form m = χH, χ being the magnetic susceptibility.
This leads to a repulsive dipole-dipole pair interaction between the particles which
can be described by a pairwise potential ∝ 1/r3 [35]. The zero-temperature phase
diagram was calculated by lattice sums as a function of composition and the ratio of
their magnetic susceptibilities (see Chapter 2), showing a variety of different stable
solid lattices. The topology of the phase diagram is different from that of hard disks.

The theoretical prediction of crystal nucleation formation is still far from being
explored and understood [36–38]. Binary mixtures of super-paramagnetic colloids
confined to an air-water interface are excellent model systems for studying crys-
tal nucleation [30], crystallization [13] and glass formation [39] in real space. By
controlling an external magnetic field, the interparticle interactions can be tuned.
In this thesis we study the local crystallites in the bulk. Furthermore, we find an
excellent agreement between Monte Carlo computer simulation and experiment for
the partial pair distribution functions (see Chapter 3). Since the magnetic field
strength corresponds to temperature, an ultrafast temperature quench can be real-
ized experimentally, which is very difficult for molecular systems. In Chapter 4, we
show that an ultrafast quenching is possible for colloidal particles on the diffusive
time scale of their motion. We perform nonequilibrium Brownian dynamics (BD)
computer simulations and we compare them to experiments. Both, experiments and
Brownian dynamics computer simulation data are in good agreement.

The third model system under study, described in Chapter 5, is a two-component
mixture of oppositely charged particles in two spatial dimensions. Due to a hard
core part in the potential, a new technique, the so-called penalty method, has been
applied to overcome this difficulty. This method is developed to eliminate some
or all of the constraints and add to the potential energy a penalty term which
prescribes a high cost to infeasible points. By minimizing the Madelung potential
energy per particle pair with respect to various periodic equimolar candidate lattices,
the ground state of the system at zero temperature and zero pressure is explored.
Our motivation for studying the ionic mixtures in two dimensions is twofold. First,
and more fundamentally, the stability of two-dimensional ionic monolayers has not
been addressed for differently sized ions. Previous theoretical studies focused on
ionic criticality [40] at finite temperature and on equal ion size [41]. Second, two-
dimensional ionic crystals can be experimentally realized on microscopic, mesoscopic
and macroscopic length scales. Two set-ups are considered, the “interfacial model”
in which all centers of mass belong to a common plane, and the “substrate model”
in which all particle surfaces touch a common plane.

The outline of the thesis is organized as follows: in Chapter 1 the ground-state
phase diagram for a two-component Yukawa monolayer at various pressures is stud-
ied for arbitrary compositions and a broad range of charge asymmetries. In Chapter
2, 3 and 4 we introduce the model of a two-component system of parallel dipoles.
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This model can be realized in magnetic colloidal suspensions confined to an air-
water interface. The zero-temperature phase diagram is explored in Chapter 2. In
Chapter 3 we consider the model presented in the preceding Chapter 2. Results of
experiments and Monte Carlo computer simulations are presented and discussed.
Chapter 4 discusses the realization of an ultrafast quench in two-dimensional col-
loidal mixtures. The magnetic field can be almost instantaneously be changed on
the diffusive time scale of motion of the colloidal particle. The experimental data
are compared with Brownian dynamic computer simulation.

Finally, in Chapter 5, the stable ground state structures of two-dimensional ionic
crystals at zero pressure are explored.



Chapter 1

Binary crystals in two-dimensional

two-component Yukawa mixtures 1

Abstract

The zero-temperature phase diagram of binary mixtures of like-charge particles in-
teracting via a screened Coulomb pair potential is calculated as a function of com-
position and charge ratio. The potential energy obtained by a Lekner summation is
minimized among a variety of candidate two-dimensional crystals. A wealth of dif-
ferent stable crystal structures is identified including A, B, AB2, A2B, AB4 structures
[A (B) particles correspond to large (small) charge.] Their elementary cells consist
of triangular, square or rhombic lattices of the A particles with a basis comprising
various structures of A and B particles. For small charge asymmetry there are no
intermediate crystals besides the pure A and B triangular crystals. The predicted
structures are detectable in experiments on confined mixtures of like-charge colloids
or dusty plasma sheets.

1.1 Introduction

Two-component mixtures in general exhibit much richer crystallization phenomena
and polymorphism than their one-component counterparts [42] as witnessed by a
huge variety of possible stable binary crystals, e.g. for binary hard sphere sys-
tems [43–46]. How the whole crystal phase behavior in mixtures depends on the
interparticle interactions is far from being understood even in equilibrium [47, 48].
This is true also in two spatial dimensions where the number of Bravais lattices is
smaller than in three dimensions. Binary mixtures in two dimensions have been
studied for hard disks [15] and a complex diagram of close packing was obtained as
a function of their diameter ratio. More recently, a two-dimensional binary mixture

1This chapter was published by L. Assoud, R. Messina, and H. Löwen in J. Chem. Phys. 129

(2008).
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with soft interactions was considered, [13] namely that for parallel dipoles where
the pair potential scales with the inverse cube of the interparticle separation. A
variant of this model has been considered in Ref. [49]. Such systems can be real-
ized in granular matter [50] and in magnetic colloidal suspensions confined to an
air-water interface [51]. Again, as a function of the ratio of dipole moments of the
two species, a complex phase diagram of stable binary crystals was obtained that
qualitatively differs from the hard disk case [15]. In particular for low asymmetries,
the hard disk system shows a complete separation into pure A and B triangular
crystals [15] while the soft dipolar systems possesses two stable mixed crystals as
well with stoechiometric ratio A2B and AB2 [13]. These differences show that the
topology of the phase diagrams depend on details of the interactions and there is
certainly a need to understand this dependence in more detail.

In this paper, we consider a two-dimensional binary system of Yukawa point-
like particles, i.e. the pair interaction potential V (r) between the particles is a
screened Coulomb interaction ∝ exp(−κr)/r where κ is the screening constant (or
the inverse screening length). This repulsive potential interpolates between the case
of hard disks (as obtained in the limit of high κ) and the unscreened Coulomb case
(as obtained for κ = 0). The latter limit, V (r) ∝ 1/r is even softer than the dipolar
case where V (r) ∝ 1/r3. The two components are defined by two different charges,
i.e. different prefactors in front of the Yukawa interaction. In previous works, such a
classical binary mixture with Yukawa interactions in three-dimensions has been used
as a model to study mixing rules [52], effective forces [53], fluid-fluid phase separation
[54–56], dynamical correlations [57, 58] and transport properties [59]. Likewise the
pure (one-component) Yukawa system was also studied in two-spatial dimensions
for fluid structure [60–63], dynamics [64–67] and transport properties [68]. Binary
mixtures of Yukawa particles in two dimensions have also been studied for fluid
structure [69], adsorption [70], interfaces [71] and transport [72].

The Yukawa potential is a good description for an effective pair interaction in
charged colloidal suspensions [17] and in dusty plasmas [18], both for one compo-
nent systems and mixtures. Here the microions establish a responding neutralizing
background and they only enter via a Debye screening length and any microscopic
details (as manifested e.g. in the Hofmeister series) are neglected. In fact, highly
charged colloidal suspensions can be confined between highly charged parallel glass
plates [19–21] which restricts their motion practically to two dimensions. As in three
dimensions, the Debye-Hückel screened Coulomb interaction is a reasonable model
for confined charged colloids [73, 74]. Crystallization of binary charged colloids has
been studied experimentally in the bulk. For instance, the phase diagram for oppo-
sitely charged colloids can be found in Refs [75,76]. A crystalline monolayer has also
been realized experimentally for a confined binary mixture of like charged colloids
(see Fig. 1 in Ref. [77])2. Similar studies exist also for sterically-stabilized [78] and

2However, intrinsic charge polydispersity has to be small enough in order to keep the charge
distribution bimodal.
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magnetic colloids [29]. On the other hand, sheets of highly charged dust particles in
plasmas (so-called complex plasmas) can also be confined to two dimensions, e.g. by
levitating electric fields. The interaction between the dust particles is again screened
such that a Yukawa model is appropriate [18, 79, 80]. Highly charged microspheres
suspended in a plasma settled in a horizontal monolayer were studied experimentally
and compared to a two-dimensional Yukawa model [81–83]. There is no principle
problem in studying binary mixtures of dust particles but a concrete realization in an
experiments still has to be performed as well. Finally, another possible realization of
the binary charged Yukawa system might be in two-component Langmuir-Blodgett
films [84–86].

Apart from its important realizations, the major motivation for our studies is to
understand the interplay between the interparticle interaction and the stability of
different two-dimensional crystal lattices. A control of colloidal composite lattices
may lead to new photonic crystals [87] to molecular-sieves [88] and to micro- and
nano-filters with desired porosity [89]. The electric properties of a nanocrystal de-
pend on its superlattice structure [90]. For these type of applications, it is crucial
to understand the various stable lattice types in binary mixtures.

For the two-component two-dimensional Yukawa mixture, we obtain the full
phase diagram at zero-temperature as a function of the charge asymmetry using
lattice sums. As a result, we find a variety of different stable composite lattices.
They include A, B, AB2, A2B, AB4 structures. Their elementary cells consist of
(equilateral) triangular, square and rhombic lattices of the big particles. These are
highly decorated by a basis involving either A particles alone or both B and A
particles. The topology of the resulting phase diagram differs qualitatively from
that of hard disk mixtures [15] and dipoles [13].

The paper is organized as follows: In Sec. II the model is described and possible
candidate structures for crystal lattices in two dimensions are proposed. Results
for the thermodynamics and for the phase diagrams are presented in Sec. III. We
conclude finally in Sec. IV.

1.2 Model

The model used in our study is a binary mixture of (repulsive) charged particles made
up of two species denoted as A and B. Each component A and B is characterized
by its charge valency ZA and ZB, respectively. These point particles are confined to
a two-dimensional plane, and interact via a Yukawa pair potential. Introducing the
charge ratio Z = ZB/ZA

3, the pair interaction potentials between two A particles,

3There is a trivial Z ↔ 1/Z symmetry upon which one can safely reduce the phase diagram to
Z > 1.
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an A- and a B-particle, and two B-particles at distance r are

VAA(r)= κV0ϕ(r), VAB(r) = κV0Zϕ(r),

VBB(r) = κV0Z
2ϕ(r), (1.1)

respectively. The dimensionless function ϕ(r) is given by

ϕ(r) =
exp(−κr)

κr
, (1.2)

where the energy amplitude V0κ sets the energy scale. In Debye-Hückel theory, the
prefactor reads as V0 = ZA

2/ε where ε is the dielectric permittivity of the solvent
(ε = 1 for the dusty plasma). Typically [91, 92], ZA is of the order of 100 − 100000
elementary charges e such that V (r)/kBT at typical interparticle distances r = 1/κ
equals Z2

AκλB/e2. Typically, the Bjerrum length λB = e2/εkBT is a few Angstroms
at room temperature and the Debye screening length 1/κ is a micron, such that
V (r)/kBT is much larger than unity for high charges ZA. This justifies formally
zero-temperature calculations for the Yukawa particles. On the other hand, the
screening microions possess a finite temperature which enters in the inverse Debye
screening length κ.

Our goal is to determine the stable crystalline structures adopted by the system
at zero temperature. We consider a parallelogram as a primitive cell which contains
nA A-particles and nB B-particles. This cell can be described geometrically by the
two lattice vectors a = a(1, 0) and b = aγ(cos θ, sin θ), where θ is the angle between
a and b and γ is the aspect ratio (γ = |b|/|a|). The position of a particle i (of
species A) and that of a particle j (of species B) in the parallelogram is specified by
the vectors rA

i = (xA
i , yA

i ) and rB
j = (xB

j , yB
j ), respectively. The total internal energy

(per primitive cell) U has the form

U =
1

2

∑
J=A,B

nJ∑
i,j=1

∑′

R

VJJ

(∣∣rJ
i − rJ

j + R
∣∣)

+

nA∑
i=1

nB∑
j=1

∑
R

VAB(
∣∣rA

i − rB
j + R

∣∣), (1.3)

where R = ka + lb with k and l being integers. The sums over R in Eq. 1.3 run
over all lattice cells where the prime indicates that for R = 0 the terms with i = j
are to be omitted. In order to handle efficiently the long-range nature of the Yukawa
interaction at moderate screening strength, we employed a Lekner-summation (see
Appendix A).

We choose to work at prescribed pressure4 p and zero temperature (T = 0).
Hence, the corresponding thermodynamic potential is the Gibbs free energy G. Ad-
ditionally, we consider interacting particles at composition X := nB/(nA + nB),

4For a confined colloidal suspension, p is the total lateral osmotic pressure of the colloids.
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so that the (intensive) Gibbs free energy g per particle reads: g = g(p, Z, X) =
G/(nA + nB). At vanishing temperature, g is related to the internal energy per
particle u = U/(nA + nB) through g = u + p/ρ, where the pressure p is given by
p = ρ2(∂u/∂ρ)|nA,nB

, and ρ = (nA + nB)/|a × b| is the total particle density. The
Gibbs free energy per particle g has been minimized with respect to γ, θ and the po-
sition of particles of species A and B within the primitive cell. In order to decrease
the complexity of the energy landscape, we have limited the number of variables
and considered the following candidates for our binary mixtures: A4B, A3B, A2B,
A4B2, A3B2, AB, A2B2, A3B3, A2B3, AB2, A2B4, AB3, AB4 and AB6. Note that
crystalline alloys with chemical disorder which are stable due to mixing entropy are
not considered here since our study is limited to zero temperature. For the AB6 and
A3B3 case we have only considered a triangular lattice formed by the A particles.
An overview of the resulting stable crystalline phases can be found in Fig. 1.1. The
corresponding nomenclature of the phase labeling is summarized and explained in
Table 1.1. The crystalline structures are getting increasingly complex from top to
bottom in Fig. 1.1 and Table 1.1. Pure triangular lattices [T(A) resp. T(B)] and
checkerboard structures with equal molarities [S(AB)] are the simpler structures
while more complex basic unit cells with a complicated basis are included as well.

1.3 Results

1.3.1 Thermodynamical properties

Gibbs free energy

We first would like to address the behavior of the reduced Gibbs free energy per
particle g∗ ≡ g/(V0κ) at prescribed charge ratio Z. The (discrete) profiles of g∗ for
different values of Z as a function of the composition X are depicted in Fig. 1.2. The
different data points shown in Fig. 1.2 correspond to the phase (see Table 1.2) with
the lowest energy at given composition and charge ratio. This does not necessarily
imply that this particular phase is globally stable, see our discussion below. The
qualitative trends of g∗ are not affected upon varying the pressure. In the following
we introduce a reduced pressure p∗ = p/(V0κ

3).
At given composition X, Fig. 1.2 shows that g∗ decreases with decreasing charge

ratio Z. Recalling that g∗ = u∗ + p∗/ρ∗ [with u∗ ≡ u/(V0κ)], this feature can be
discussed in terms of u∗ and ρ∗. More precisely, at prescribed value for X, the
system has to lower its density such as to keep the pressure constant when Z is
enlarged. This clearly explains why the term in p∗/ρ∗ increases here with growing
Z at fixed X. What is less straightforward to clarify, is the resulting behavior of u∗

(with respect to Z and ρ∗) which can only be specified after the explicit numerical
calculations.

The other general trend revealed in Fig. 1.2 is that g∗ decreases with growing
composition X at prescribed charge ratio Z. This feature is fully consistent with the
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Figure 1.1: The stable binary crystal structures and their primitive cells. The discs
(open circles) correspond to A (B) particles.
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Table 1.1: The stable phases with their Bravais lattice and their basis.

Phase Bravais lattice [basis]
T(A) Triangular for A [one A particle]
T(B) Triangular for B [one B particle]
S(AB) Square for A and B together [one A and one B particles]
S(A)Bn Square for A [one A and n B particles]
Rh(A)AmBn Rhombic for A [(m + 1) A and n B particles]
T(A)AmBn Triangular for A [(m + 1) A and n B particles]

idea that upon enlarging X, the proportion of weakly charged B-particles increases
accordingly, so that to keep the pressure constant the system has to increase its
density and therefore the term 1/ρ∗ in g∗ decreases. Again, the behavior of u∗ is
not trivial à priori.

Phase coexistence

In this part, we explain how a phase coexistence sets in. The onset of phase coexis-
tence is based on the common tangent construction also called Maxwell construction.
At coexistence, two conditions must be fulfilled: (i) the pressure p∗ needs to be equal
for each phase (in our situation this is always guaranteed since we are working at
prescribed pressure) and (ii) the chemical potential for any component must be the
same for the two coexisting phases. If we denote by μ

πj

i , with i = A, B and j = 1, 2
the chemical potential associated to particles of i-species for phase πj , then the
thermodynamical condition (ii) can be mathematically expressed as: μπ1

A = μπ2

A and
μπ1

B = μπ2

B .

The geometrical interpretation of this latter thermodynamical condition com-
bined with that of the minimization of g∗ is exemplified in Fig. 1.3. Thereby, we
have plotted Δg∗(X) = g∗(X) − [(1 − X)g∗

A + Xg∗
B], where g∗

A = g∗(X = 0) and
g∗

B = g∗(X = 1). The common tangent construction for crystalline phases consists
merely of excluding all metastable phases in the discrete profile of Δg∗(X). For the
examples chosen in Fig. 1.3 it turns out that for Z = 0.7 all mixtures are unstable
so that the resulting equilibrium system will always split into a pure A and pure
B triangular crystals. On the other hand, when Z = 0.3, three stable mixtures for
X = 1/2, 2/3 and 4/5 set in which are explicitly mentioned in Figure 3. They are all
hit by the two double tangents. In total, there are four pieces of common tangents
shown in Figure 3 (lower part) for Z = 0.3 as a dashed line.
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Figure 1.2: Reduced Gibbs free energy g∗ as a function of the composition X for
various charge ratios Z at prescribed reduced pressure p∗ = 100. The different
data points shown correspond to the phase with the lowest energy at given compo-
sition and charge ratio. The case Z = 1 corresponds to the pure phase T(A) (or
equivalently T(B)). All the other phases are gathered in Table 1.2.
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Table 1.2: The phases with the lowest Gibbs free energy g∗ appearing in Fig. 1.2.
The labels Re and Pa correspond to rectangular and parallelogram shaped primitive
cells.

X Z 0.2 0.3 0.4 0.5 0.7
0 T(A) T(A) T(A) T(A) T(A)
1/5 Rh(A)A3B Rh(A)A3B Rh(A)A3B Rh(A)A3B Rh(A)A3B
1/4 Re(A)A2B Re(A)A2B Re(A)A2B Re(A)A2B Re(A)A2B
1/3 Rh(A)AB Re(A)A3B2 Pa(A)A3B2 Pa(A)A3B2 T(A2B)
2/5 Rh(A)A2B2 Re(A)A2B2 Pa(A)A2B2 Pa(A)A2B2 Rh(A)A2B2

1/2 S(AB) Rh(A)AB2 Rh(A)AB2 Rh(A)AB2 Re(A)AB2

3/5 Re(A)AB3 Re(A)AB3 Pa(A)AB3 Pa(A)AB3 Rh(A)AB3

2/3 Rh(A)AB2 Rh(A)AB2 Rh(A)AB4 Rh(A)AB4 T(AB2)
3/4 Pa(A)B3 Re(A)B3 Re(A)B3 Re(A)B3 Re(A)B3

4/5 T(A)B4 Rh(A)B4 S(A)B4 S(A)B4 Rh(A)B4

6/7 T(A)B6 T(A)B6 T(A)B6 T(A)B6 T(A)B6

1 T(B) T(B) T(B) T(B) T(B)

Particle density

The reduced density ρ∗ as a function of the charge ratio Z at different compositions
X is sketched in Fig. 1.4. At given composition X, the density decreases monoton-
ically with Z, see Fig. 1.4. This effect can be simply explained as follows: Upon
increasing Z the repulsive A−B and B−B pair interactions increase accordingly, so
that to keep the pressure fixed the system has to decrease its density. Moreover, at
prescribed charge ratio, Fig. 1.4 indicates that the density increases with the com-
position. This feature can also be explained with simple physics: Upon enlarging the
composition X, the proportion of weakly charged B-particles increases accordingly,
so that to keep the pressure constant the system has to increase its density. This
particle density behavior is important to better understand later the phase diagram
which is shown for prescribed pressure.

1.3.2 Phase diagram

The ultimate phase diagrams in the (Z, X) plane has been obtained by employing
the Maxwell construction. To allow an easier comparison with earlier works, [13,15]
we have chosen the same y-axis, namely here the composition X. We recall here
that the both dimensionless quantities, namely the charge ratio Z as well as the
composition X, can vary between zero and unity. A low charge ratio (i.e., Z is
close to zero) indicates a strong charge asymmetry, whereas a high charge ration
(i.e., Z is close to unity) represents a large charge symmetry or equivalently a weak
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Figure 1.3: Common tangent construction for crystalline phases at prescribed re-
duced pressure p∗ = 100. The filled (open) circles correspond to Z = 0.7 (Z = 0.3).
The stable phases are indicated explicitly.
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charge asymmetry. Given the fact that the phase behavior is getting increasingly
complicated upon lowering Z, involving a huge basket of candidates, we only present
results starting from Z = 0.2. Furthermore, in contrast to situations where the pair
potential can be described as a power law of the separation distance (as it was the
case in our previous work on dipolar mixtures, [13]) the phase diagram becomes
pressure dependent for Yukawa systems. To capture this feature, we present results
at three well distinct pressures, namely p∗ ≡ p/(V0κ

3) = 0.01, 1 and 100.

The phase diagrams in the (Z, X) plane for the three reduced pressures p∗ =
0.01, 1 and 100 are depicted in Fig. 1.5(a), Fig. 1.5(b), and Fig. 1.5(c), respectively.
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Figure 1.4: Reduced density ρ∗ (prior the Maxwell construction) as a function of the
charge ratio Z for various compositions X at prescribed reduced pressure p∗ = 100.
The arrow indicates growing X.

Weak charge asymmetry

Let us first focus our discussion on the apparently simple phase behavior reported at
weak charge asymmetry (here roughly Z � 0.5, see Fig. 1.5). Thereby, the system
phase separates into a pure A and a pure B triangular crystalline phase (see also
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Figure 1.5: The phase diagram in the (Z, X) plane of charge asymmetry and com-
position at T = 0 for an effective pressure (a) p∗ = 0.01, (b) p∗ = 1, (c) p∗ = 100.
The symbol # denotes a discontinuous transition. The y-axis is represented by two
equivalent scales: The left side indicates the phase symbols whereas the right one
shows the corresponding value of the composition.
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Fig. 1.1). This triangular structure obviously corresponds to the single-component
ground-state.

What is now less obvious, still in the regime of weak charge asymmetry, is the
phase separation reported in Fig. 1.5(c) for p∗ = 100. Recently, we have shown for
dipolar binary mixtures, [13] whose pair potential is governed by 1/r3, that, at weak
dipolar asymmetry (the analogous quantity to the charge ratio in our present study),
the stable mixtures A2B and AB2 (who are globally triangular) set in. This phase
behavior contrasts therefore strongly with that reported here for Yukawa mixtures,
see Fig. 1.5(c). Given the fact that at weak screening the Yukawa pair potential
is well approximated by a 1/r dependence, which is even softer than 1/r3, it is
legitimate to expect stable mixtures in the regime of weak screening and charge
asymmetry. In order to check this idea we have performed additional calculations
at p∗ = 1010 with Z = 0.99 leading to reduced screening strengths of the order
of 10−2. Those values for κ∗ turn out to be still too large to recover the phase
behavior found at 1/r3-pair interactions [13]. The consideration of even much smaller
screening strengths (say roughly of the order of 10−7) are numerically not tractable
within reasonable CPU time. Unfortunately, the implementation of a direct Lekner
and/or Ewald sum for the 1/r-pair interactions is delicate at prescribed pressure,
since the lack of electroneutrality involves the presence of an artificial homogeneous
neutralizing background which is thermodynamically only consistent at prescribed
density [93]. Consequently, although we have a strong intuition about the stability
of mixtures at weak charge asymmetry and screening, we can not prove it here on
computational basis.

Large charge asymmetry

We now address the more complicated phase behavior reported at strong charge
asymmetry, see Fig. 1.5 with Z � 0.5. As a clear general trend, it is found that
the number of stable phases increases with growing pressure. This feature is in
agreement with the idea that mixing is favored upon softening the pair potential.

A common and remarkable feature in this regime of strong charge asymmetry
(see Fig. 1.5) is the imposing stability of equal composition X = 1/2. This feature
was also reported for dipolar mixtures [13]. Let us discuss the behavior at X = 1/2
in more detail. In fact, the following cascade S(AB) → T(A)A2B3 → Rh(A)AB2 is
found upon increasing Z, see Fig. 1.5 and Fig. 1.1 for the corresponding structures.
Thereby, the transitions S(AB) → T(A)A2B3 and T(A)A2B3 → Rh(A)AB2 are
discontinuous, see Fig. 1.5. These discontinuous transitions stem merely from the
lattice-geometry incompatibility among the phases, see Fig. 1.1. Note that, for
p∗ = 0.01 shown in Fig. 1.5(a), the stability of the square phase S(AB) occurs for
values of Z smaller than 0.2 that are not shown here.

In order to compare the phase behavior with that of hard disk mixtures, we have
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considered the following dimensionless geometrical order parameter:

r∗ ≡ 2dAB
min − dAA

min

dAA
min

(r ≤ 1), (1.4)

where dAB
min corresponds to the shortest distance between A- and B-particles whereas

dAA
min stands for that between A-particles within the Wigner-Seitz cell (see Fig. 1.6).

Physically, this quantity r∗ is the size-ratio between big and small particles in a
(packed) binary hard disk crystal [15], i.e. for touching configurations. The profile
of r∗ along the cascade S(AB) → T(A)A2B3 → Rh(A)AB2 depicted in Fig. 1.5(c)
is sketched in Fig. 1.6 as a function of Z. As expected, r∗ undergoes two jumps
at Z = 0.255 and Z = 0.285 which are the signatures of discontinuous transitions.
Fig. 1.6 reveals that r∗ is growing with Z except for the tiny interval where the
T(A)A2B3 phase is stable. This demonstrates an interesting analogy between the
charge ratio Z in like charged binary mixtures and the size ratio r∗ in hard disk
binary mixtures consistent with earlier investigations where size-polydispersity was
mapped onto charge polydispersity [94] and a strong correlation between size and
charge polydispersity was found. In fact, for hard-disk mixtures there is also a
first-order transition from the S(AB) directly to the Rh(A)AB2 phase at a size
asymmetry between 0.4 and 0.5 [15]. This is the analogy of the start and end of the
cascade S(AB) → T(A)A2B3 → Rh(A)AB2. It is interesting that the hard-disk
transition occurs at similar size asymmetries as indicated on the y axis of Fig. 1.6.
However, in our case, the additional structure T(A)A2B3 (with a decreasing r∗)
intervenes.

1.4 Concluding remarks

In conclusion we have determined the ground-state (i.e. zero-temperature) phase
diagram for a two-component Yukawa monolayer at various pressures for arbitrary
compositions and a broad range of charge asymmetries. Among a big number of
candidate phases, a wealth of different composite lattices has been found to be sta-
ble. The larger the charge asymmetry, the more complex is the phase diagram. At
low asymmetry the system shows demixing into pure A and B crystals similar to
hard disks but different from the soft inverse cube interaction valid for dipoles. At
higher asymmetries and same composition of high-charge and low-charge particles,
there are two first-order transitions between three different crystalline structure with
incompatible symmetry. The latter transitions were compared with the correspond-
ing hard-disk behavior. The results are in principle detectable in binary mixtures of
charged colloids confined between two charged plates [77] or levitated dusty plasma
sheets [95].

It would be interesting to study the effect of finite temperature. We expect
that the topology of the phase diagram does not change upon gently increasing
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the temperature though this could change close to melting. In this respect, colloid-
polymer mixtures are useful model systems where the concentration of non-adsorbing
polymers plays the role of inverse temperature, see e.g. Refs. [96, 97].

When cooling a two-component fluid down, glass formation in the binary systems
at finite temperature may be a fascinating topic as well [98] to be studied in the
future. In fact, it has been speculated that the underlying crystallization into the
stable crystal lattices may control vitrification [99] and therefore our findings are
directly relevant for the structure of glasses.

We thank T. Palberg and H. Tanaka for helpful discussions. This work was
supported by the DFG via the SFB TR6 (project D1).

1.5 Lekner sums for Yukawa interactions in two

dimensional systems

We consider a primitive cell in the shape of a parallelogram, which contains a set
of n = nA + nB particles interacting via Yukawa potentials. The parallelogram
repeated in the xy plane gives a 2-dimensional lattice, and can be described by two
lattice vectors a = (ax, 0) and b = (bx, by). In the parallelogram, the position of a
charge valency Zi is defined by ri = (xi, yi).

The total interaction energy per cell is given by

U

V0

=
1

2

n∑
i=1

n∑
j �=1

ZiZjΦ(rij) +
1

2

n∑
i=1

Z2
i Φ0 (1.5)

with

Φ(r) =
∑
R

exp(−κ|r + R|)
|r + R| and Φ0 =

∑
R �=0

exp(−κ|R|)
|R| , (1.6)

where

|r + R| =
√

(x + axl + bxm)2 + (y + bym)2 and |R| =
√

(axl + bxm)2 + (bym)2.

Here R = la + mb with l and m being integers. The slowly convergent sums over
lattice sites (Eq. 1.6) can not be efficiently used in a numerical calculation, so that we
will transform them into rapidly convergent forms using a Lekner Method [100,101].
With the help of the following integral representation

exp(−κ|r + R|)
|r + R| =

1√
π

∫ ∞

0

dt√
t
exp (−κ2

4t
− |r + R|2t), (1.7)

we obtain

Φ(r) =
1√
π

∫ ∞

0

dt√
t

{
exp(−κ2

4t
)

∞∑
m=−∞

∞∑
l=−∞

exp
[−(y + mby)

2t
]
exp

[
−

(
x

ax

+ l + m
bx

ax

)2

a2
xt

]}
.

(1.8)
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Now, to get further, we apply a 1-dimensional Poisson summation

∞∑
l=−∞

exp
[−(α + βl)2t

]
=

√
π

β
√

t

∞∑
k=−∞

exp

(
i2πk

α

β

)
exp

(
−π2k2

β2

1

t

)
, (1.9)

which provides

+∞∑
l=−∞

exp

[
−(

x

ax

+ l + m
bx

ax

)2a2
xt)

]
=

1

|ax|

√
π

t

[
1 + 2

+∞∑
k=1

cos

[
2πk

(
x

ax

+ m
bx

ax

)]
exp

(−π2k2/a2
xt

)]
.

(1.10)
Inserting Eq. (1.10) into Eq. (1.8) yields:

Φ(r) =
1

|ax|
∞∑

m=−∞

∫ ∞

0

dt

t
exp

[
−κ2

4t
− (y + mby)

2t

]

+
2

|ax|
+∞∑
k=1

+∞∑
m=−∞

cos

[
2πk

(
x

ax

+ m
bx

ax

)]

×
∫ ∞

0

dt

t
exp

[
−

(
κ2 +

4π2k2

a2
x

)
1

4t
− (y + mby)

2t

]
(1.11)

Now, taking into account the following relation∫ ∞

0

dt

t
exp

(
−B2

4t
− C2t

)
= 2K0(BC) (1.12)

where K0 is the zeroth order modified Bessel function of the second kind. The final
expression for Φ(r) reads:

Φ(r) =
2

|ax|
+∞∑

m=−∞
K0 (κ|y + mby|)

+
4

|ax|
∞∑

k=1

+∞∑
m=−∞

cos

[
2π

(
x

ax

+ m
bx

ax

)]

×K0

[
|y + mby|

√
κ2 +

4π2k2

a2
x

]
for y 	= 0 (1.13)

and the “self” contribution Φ0

Φ0 =
4

|ax|
∞∑

m=1

K0(κmby)

+
8

|ax|
∞∑

k=1

∞∑
m=1

cos

(
2πkm

bx

ax

)
K0

[
mby

√
κ2 +

4π2k2

a2
x

]

− 2

|ax| ln [1 − exp(−κax)] (1.14)
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In the limit of a rectangular based cell, i.e setting bx = 0, one obtains the formulas
for the cross and self-energies that are identical to those derived in [101] with z = 0.

The sums in Eqs. (1.13) and (1.14) are truncated (i.e., the criterion of con-
vergence is realized) when the Bessel function values are smaller than 10−12. This
typically leads to a relative error in the energy that is smaller than 10−11. In the
case of double sums the cut-offs are identical, i.e., kc = mc, such that all terms with
k ≤ kc and |m| ≤ mc are included in the sums.



Chapter 2

Stable crystalline lattices in

two-dimensional binary mixtures

of dipolar particles 1

Abstract

The phase diagram of binary mixtures of particles interacting via a pair potential
of parallel dipoles is computed at zero temperature as a function of composition and
the ratio of their magnetic susceptibilities. Using lattice sums, a rich variety of
different stable crystalline structures is identified including AmBn structures. [A
(B) particles correspond to large (small) dipolar moments.] Their elementary cells
consist of triangular, square, rectangular or rhombic lattices of the A particles with
a basis comprising various structures of A and B particles. For small (dipolar)
asymmetry there are intermediate AB2 and A2B crystals besides the pure A and B
triangular crystals. These structures are detectable in experiments on granular and
colloidal matter.

While the freezing transition and the corresponding crystal lattice in one-compon-
ent systems is well-understood by now [102, 103], binary mixtures of two different
particle species exhibits a much richer possibility of different solid phases. For
example, while a one-component hard sphere system freezes into the close-packed
face-centered-cubic lattice [43], binary hard sphere mixtures exhibit a huge vari-
ety of close-packed structures depending on their diameter ratio. These struc-
tures include ABn superlattices, where A are the large and B the small spheres,
with n = 1, 2, 5, 6, 13. These structures were found in theoretical calculations [44],
computer simulations [45, 104] and in real-space experiments on sterically stabi-
lized colloidal suspensions [46, 105]. Much less is known for soft repulsive inter-
particle interactions; most recent studies on crystallization include attractions and

1This chapter was published by L. Assoud, R. Messina, and H. Löwen in Europhys. Lett. 80

(2007), 48001.
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consider Lennard-Jones mixtures [106, 107] or oppositely charged colloidal parti-
cles [75, 76, 108].

In this letter we explore the phase diagram of a binary mixture interacting via
a soft repulsive pair potential proportional to the inverse cube of the particle sep-
aration. Using lattice sums, we obtain the zero-temperature phase diagram as a
function of composition and asymmetry, i.e. the ratio of the corresponding prefac-
tors in the particle-particle interaction. Our motivation to do so is threefold:

i) First there is an urgent need to understand the effect of softness in general and
in particular in two spatial dimensions. The case of hard interactions in two spatial
dimensions, namely binary hard disks, has been obtained by Likos and Henley [15]
for a large range of diameter ratios. A complex phase behavior is encountered and
it is unknown how the phase behavior is affected and controlled by soft interactions.

ii) The model of dipolar particles considered in this letter is realized in quite
different fields of physics. Dipolar colloidal particles can be realized by imposing a
magnetic field [109]. In particular, our model is realized by micron-sized superpara-
magnetic colloidal particles which are confined to a planar water-air interface and
exposed to an external magnetic field parallel to the surface normal [109–113]. The
magnetic field induces a magnetic dipole moment on the particles whose magnitude
is governed by the magnetic susceptibility. Hence their interaction potential scales
like that between two parallel dipoles with the inverse cube of the particle distance.
Binary mixtures of colloidal particles with different susceptibilities have been studied
for colloidal dynamics [114], fluid clustering [29, 115], and the glass transition [27].
A complementary way to obtain dipolar colloidal particles is a fast alternating elec-
tric field which generates effective dipole moments in the colloidal particles [116].
This set-up has been applied for two-dimensional binary mixtures in Ref. [117]. In
granular matter, the model has been realized by mixing millimeter-sized steel and
brass spheres [50] which are placed on a horizontal plate and exposed to a vertical
magnetic field such that the repulsive dipole-dipole interaction is the leading term.
Stable triangular AB2 crystalline lattice were found [50]. Layers of dusty plasmas
involve particles whose interactions can be dominated by that of dipoles [118–120].
Other situations where two-dimensional mixtures of parallel dipoles are relevant con-
cern amphiphiles (confined to a monomolecular film at an air-water interface [121]),
binary monolayers [122–124], ferrofluid monolayers [125] exposed to a perpendicular
magnetic field, or thin films of molecular mixtures (e.g. of boron nitride and hydro-
carbon molecules) with a large permanent dipole moment [126]. Hence, in principle,
our results can be directly compared to various experiments of (classical) dipolar
particles with quite different size in quite different set-ups.

iii) It is important to understand the different crystalline sub-structures in detail,
since a control of the colloidal composite lattices may lead to new optical band-gap
materials (so-called photonic crystals) [87] to molecular-sieves [88] and to micro- and
nano-filters with desired porosity [89]. Nano-sieves and filters can be constructed on
a colloidal monolayer confined at interfaces [89]. Their porosity is directly coupled
to their crystalline structure. For these applications, it is mandatory to understand
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the different stable lattice types which occur in binary mixtures.
As a result, we find a variety of different stable composite lattices. They include

AmBn structures with, for instance, n = 1, 2, 4, 6 for m = 1. Their elementary cells
consist of (equilateral) triangular, square, rectangular and rhombic lattices of the A
particles. These are highly decorated by a basis involving either B particles alone or
both B and A particles. The topology of the resulting phase diagram differs quali-
tatively from that of hard disk mixtures [15]. For small (dipolar) asymmetries, for
instance, we find intermediate AB2 and A2B structures besides the pure triangular
A and B lattices which are absent for hard disks. Our calculations admit more can-
didate phases than considered in earlier investigations [127] where two-dimensional
quasicrystals were shown to be metastable. We further comment that we expect
that colloidal glasses in binary mixtures of magnetic colloids [27] are metastable
as well but need an enormous time to phase separate into their stable crystalline
counterparts.

The model systems used in our study are binary mixtures of dipolar particles
made up of two species denoted as A and B. Each component A and B is character-
ized by its dipole moment mA and mB, respectively. The particles are confined to a
two-dimensional plane and the dipole moments are fixed in the direction perpendic-
ular to the plane. Thereby the dipole-dipole interaction is repulsive. Introducing the
ratio m = mB/mA of dipole strengths mA and mB, the pair interaction potentials
between two A dipoles, a A- and B-dipole, and two B-dipoles at distance r are

VAA(r)= V0ϕ(r), VAB(r) = V0mϕ(r),

VBB(r) = V0m
2ϕ(r), (2.1)

respectively. The dimensionless function ϕ(r) is equal �3/r3, where � stands for a
unit length. The amplitude V0 sets the energy scale.

Our task is to find the stable crystalline structures adopted by the system at
zero temperature. We consider a parallelogram as a primitive cell which contains
nA A-particles and nB B-particles. This cell can be described geometrically by the
two lattice vectors a = a(1, 0) and b = aγ(cos θ, sin θ), where θ is the angle between
a and b and γ is the aspect ratio (γ = |b|/|a|). The position of a particle i (of
species A) and that of a particle j (of species B) in the parallelogram is specified by
the vectors rA

i = (xA
i , yA

i ) and rB
j = (xB

j , yB
j ), respectively. The total internal energy

(per primitive cell) U has the form

U =
1

2

∑
J=A,B

nJ∑
i,j=1

∑′

R

VJJ

(∣∣rJ
i − rJ

j + R
∣∣)

+

nA∑
i=1

nB∑
j=1

∑
R

VAB(
∣∣rA

i − rB
j + R

∣∣), (2.2)

where R = ka+ lb with k and l being integers. The sums over R in Eq. 2.2 run over
all lattice cells where the prime indicates that for R = 0 the terms with i = j are to
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be omitted. In order to handle efficiently the long-range nature of the dipole-dipole
interaction, we employed a Lekner-summation [100, 128].

We choose to work at prescribed pressure p and zero temperature (T = 0). Hence,
the corresponding thermodynamic potential is the Gibbs free energy G. Addition-
ally, we consider interacting dipoles at composition X := nB/(nA +nB), so that the
(intensive) Gibbs free energy g per particle reads: g = g(p, m, X) = G/(nA + nB).
At T = 0, g is related to the internal energy per particle u = U/(nA + nB)
through g = u + p/ρ, where the pressure p is given by p = ρ2(∂u/∂ρ), and
ρ = (nA + nB)/|a × b| is the total particle density. The Gibbs free energy per
particle g has been minimized with respect to γ, θ and the position of particles of
species A and B within the primitive cell. To reduce the complexity of the energy
landscape, we have limited the number of variables and considered the following can-
didates for our binary mixtures: A4B, A3B, A2B, A4B2, A3B2, AB, A2B2, A2B3,
AB2, A2B4, AB3, AB4 and AB6. For the AB6 case we considered a triangular lattice
formed by the A particles.

Table 2.1: The stable phases with their Bravais lattice and their basis.
Phase Bravais lattice [basis]

T(A) Triangular for A [one A particle]
T(B) Triangular for B [one B particle]
S(AB) Square for A and B together

[one A and one B particles]
S(A)Bn Square for A

[one A and n B particles]
Re(A)AmBn Rectangular for A

[(m + 1) A and n B particles]
Rh(A)AmBn Rhombic for A

[(m + 1) A and n B particles]
P(A)AB4 Parallelogram for A

[two A and four B particles]
T(AB2) Triangular for A and B together

[one A and two B particles]
T(A2B) Triangular for A and B together

[two A and one B particles]
T(A)Bn Triangular for A

[one A and n B particles]

The final phase diagram in the (m, X)-plane has been obtained by using the
common tangent construction. The dipole-strength ratio m can vary between zero
and unity. A low value of m (i.e., close to zero) corresponds to a large dipole-strength
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asymmetry, whereas a high one (i.e., close to unity) indicates a weak dipole-strength
asymmetry. Our calculations show that all the mixtures, except AB3 and A4B2, are
stable. Their corresponding crystalline lattices are depicted in figure 2.1 and the
nomenclature is explained in Table 2.1. For the one component case [X = 0 (pure
A) and X = 1 (pure B), see figure 2.2], we found an equilateral triangular lattice
T(A) and T(B), respectively, as expected (see figure 2.1).

The most relevant and striking findings certainly concern the phase behavior at
weak dipole-strength asymmetry (0.5 � m < 1), see figure 2.2. Thereby, the only
stable mixture AB2 over such a large range of m corresponds to the (“globally”
triangular) phase T(AB2) (see figure 2.1 and figure 2.2). This is in strong contrast
to what occurs with hard disk potentials [15], where no mixture sets in at low size
asymmetry. At sufficiently low dipole-strength asymmetry (m > 0.88), see figure
2.2, the mixture A2B, that also corresponds to a globally triangular crystalline
structure [namely T(A2B), see figure 2.1], is equally stable. The stability in the
limit m → 1 of those globally triangular structures are fully consistent with the fact
that one-component dipolar systems are triangular.

In the regime of strong dipole-strength asymmetry (0.06 < m � 0.5), see figure
2.2, the stability of the composition X = 1/2, corresponding to the mixtures AB
and A2B2, is dominant and the phase diagram gets richer involving all the different
structures [except T(AB2)] shown in figure 2.1. More specifically, for the composi-
tion X = 1/2, we have two phases S(AB) and Rh(A)AB2. The transition between
these two phases is continuous as marked by a symbol # in figure 2.2. For X = 2/3,
many stable phases emerge as depicted in figure 2.2. In the B-rich region at large
asymmetry, the stability will involve many different structures which are probably
not considered here. Therefore we leave this region open, see the gray box in figure
2.2. Below X = 2/3, at large asymmetry (m � 0.2), the true phase diagram will
also involve a very dense spectrum of stable compositions, as suggested by the al-
ready many stable compositions (see figure 2.2), which are not among the candidate
structures considered here. This feature is very similar to the behavior reported in
hard disk mixtures [15], where a continuous spectrum of stable mixtures is found
for X ≤ 2/3 at high size asymmetry. In the limit m → 0, a triangular lattice for the
A particles will be stable with an increasingly complex substructure of B particles.

In conclusion, the ground-state phase diagram of a monolayer of two-dimensional
dipolar particles shows a variety of different stable solid lattices. The topology of
the phase diagram is different from that of hard disks. Whereas short-ranged inter-
actions lead to a phase separation into pure A and B crystals at low asymmetries,
there are two intermediate A2B and AB2 mixtures for softer interactions. This ex-
plains the experimental findings of Hay and coworkers [50] who found an AB2 crystal
structure in millimeter-sized steel and brass spheres [50] which does not occur to be
stable for hard particles. A further more quantitative experimental confirmation of
our theoretical predictions are conceivable either in suspension of magnetic colloids
or for binary charged colloidal suspensions [129] confined between two parallel glass
plates [21] or for any other situation where two-dimensional dipolar particles are
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Figure 2.1: The stable binary crystal structures and their primitive cells. The red
dark (green light) discs correspond to A (B) particles.
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involved.
We finish with a couple of remarks: First, based on the present studies it would be

interesting to study the behavior of tilted dipoles where anisotropies and attraction
play a significant role [35]. Our data may also serve as a benchmark to perform
further studies on melting of the composite crystals and crystal nucleation out of
the melt in two spatial dimensions. The extension to one-component bilayers [26,61]
made up of dipolar particles would certainly be relevant. It would also be interesting
to apply the method of evolutionary algorithms [130] to the present problem in order
to increase the basket of candidate phases.
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Chapter 3

Crystal nuclei and structural

correlations in two-dimensional

colloidal mixtures: experiment

versus simulation 1

Abstract

We examine binary mixtures of superparamagnetic colloidal particles confined to a
two-dimensional water-air interface both by real-space experiments and Monte-Carlo
computer simulations at high coupling strength. In the simulations, the interaction
is modelled as a pairwise dipole-dipole repulsion. While the ratio of magnetic dipole
moments is fixed, the interaction strength governed by the external magnetic field
and the relative composition is varied. Excellent agreement between simulation and
experiment is found for the partial pair distribution functions including the fine
structure of the neighbour shells at high coupling. Furthermore local crystal nuclei in
the melt are identified by bond-orientational order parameters and their contribution
to the pair structure is discussed.

3.1 Introduction

The mechanisms and principles of heterogeneous crystal nucleation and the subse-
quent microstructure formation are still far from being explored and understood
[36–38]. Steering the nucleation behaviour has important implications relevant
for protein crystallization [131] and the formation of new glasses and metallic al-
loys [132, 133]. Colloidal suspensions have been exploited as model systems for

1This chapter was published by L. Assoud, F. Ebert, P. Keim, R. Messina, G. Maret and H.
Löwen in J. Phys.: Condens. Matter 21 (2009), 464114.
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crystal nucleation [134–138]. For instance, it is possible to watch crystal nucleation
in real space by using confocal microscopy [139]. In particular, two-dimensional
suspensions of superparamagnetic particles confined to the air-water-interface of a
pending droplet [140] can easily be controlled by an external magnetic field. This
allows to tune the interparticle interactions and to quench the systems quickly into a
supercooled state [141]. The external field induces magnetic dipole moments in the
particles [51]. If the field direction is normal to the air-water interface, the resulting
dipole moments are parallel and the interparticle pair potential is repulsive scaling
with the inverse cube of the particle separation [142]. Binary mixtures of these su-
perparamagnetic colloids are ideal model systems to study crystal nucleation [30],
crystallization [13] and glass formation [39] in real-space.

In this paper, we consider a binary mixture of superparamagnetic particles both
by real-space microscopy experiment and Monte-Carlo computer simulations of a
binary dipole-dipole interaction model [29,30]. In the simulations, the interaction is
modelled as a pairwise dipole-dipole repulsion. While the ratio of magnetic dipole
moments fixed, the interaction strength governed by the external magnetic field and
the relative composition is varied. We compare the pair correlation functions for
strong interactions (i.e. for large external magnetic fields) and find good agreement
between experiment and simulations. Moreover, we discuss the occurrence of peaks
in the distance-resolved pair correlations in conjunction with local crystallites. The
latter are patches of triangular and square ordering which are crystalline ”seeds” in
the amorphous fluid and building blocks from the globally stable crystalline structure
[13]. These crystallites actually could act as nucleation centers for homogeneous
nucleation if the system is quenched deeply into the supercooled state [141]. Though
heterogeneous nucleation is not tackled in the present paper, an understanding of
the local crystallites in the bulk is a first necessary step in order to access possible
pathways of inhomogeneous systems leading to heterogeneous nucleation.

As regards to previous work, we here address strong couplings different from the
weakly-coupled case where partial clustering of the small particles was found [29] and
equilibrated systems. In Ref. [141], a quench was performed and the pair correlation
functions were found to be widely different from their equilibration counterparts. For
this genuinely non-equilibrium phenomenon, Brownian dynamics computer simula-
tions were employed.

The paper is organized as follows: in section II briefly describe the experimental
set-up and the simulation method. In section III, results of experiment and computer
simulations are presented and discussed. Finally we conclude in section IV.
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3.2 Methods

3.2.1 Experimental system and techniques

The experimental system consists of a suspension of two kinds of spherical and super-
paramagnetic colloidal particles. The two species are called A and B respectively
with B referring to the smaller particles. The hard-core diameters of the two species
are dA = 4.5 μm, and dB = 2.8 μm and their magnetic susceptibilities are χA =
6.2 · 10−11 Am2/T and χB = 6.6 · 10−12 Am2/T . The details of the experimental
set-up are explained elsewhere [30, 34, 140]. Due to their high mass density, the
particles are confined by gravity to a flat water-air interface formed by a pending
water drop. The droplet is suspended by surface tension in a top sealed cylindrical
hole with a diameter of 6mm and a depth of 1mm of a glass plate. A coil produces a
magnetic field H perpendicular to the water-air interface which induces a magnetic
moment (i.e., mi = χiH with i = A, B) in each particle. This leads to a repulsive
dipole-dipole pair interaction [35]. By microscopy, trajectories of all particles in
the field of view can be recorded over several days providing sufficient phase space
information. The ensemble can be considered as ideally two-dimensional as the
thermally activated ’out of plane’ motion of the particles is in the range of a few
nanometer.

While temperature is fixed to room temperature the strength of the interparticle
interactions is tunable by the external magnetic field strength. A second parameter
which is varied is the relative composition or the mixing ratio of the particles,

X ≡ NB

NA + NB

(3.1)

3.2.2 Monte Carlo simulation technique

In our Monte Carlo computer simulations, we model the system in two spatial
dimensions by a pairwise additive potential

uij(r) =
μ0

4π

χiχjH
2

r3
(i, j = A, B), (3.2)

where r denotes the distance between two particles. For this inverse power poten-
tial, at fixed composition X, all static quantities depend solely on a dimensionless
interaction strength - or coupling constant -

Γ =
μ0

4π

χ2
AH2

kBTa3
(3.3)

where kBT is the thermal energy and a = 1/
√

ρA the average interparticle separation
between A-particles [143]. Hence effective temperature corresponds to the inverse
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of the coupling Γ, and the system is completely characterized by three parameters:
1) dipolar moment (or susceptibility) ratio

m ≡ mB

mA

=
χB

χA

, (3.4)

2) the relative composition X, and 3) the interaction strength Γ. While we fix
the former to m = 0.1, the coupling Γ and the relative composition X are varied.
Standard Monte-Carlo simulations were performed with NA = 400 A-particles and
a corresponding number NB of B particles determined by the prescribed relative
composition X. The particles are in a square box with periodic boundary conditions
in both directions. Typically 4 × 106 Monte Carlo steps per particle are used for
equilibration and statistics is gathered over additional 106 Monte Carlo steps.

3.3 Results

We present our results for the two considered compositions X = 0.29 and X = 0.44.
Various coupling strengths Γ are then investigated by (i) microstructural analysis
and (ii) partial pair distribution functions. In both cases, real-space experiments
and Monte Carlo computer simulations have been performed. As a reference, we
have gathered on table 3.1 the different stable crystalline structures at m = 0.1 from
the ground state (T = 0) theoretical study [13].

3.3.1 Microstructural analysis

A visual overview of typical microstructures from the experiments are provided in
figure 3.1. From the theoretical study [13] (see also table 3.1), it is known that the
relevant stable ground-state crystals consist of pure A-triangular [T(A)] structures
(X = 0) and intersecting squares of A and B particles [S(AB) phase] at X =
0.5. Local crystallites in the fluid which possess this order are detected by coloring
particles which have a pure triangular and square order2.

2In detail, we have used criteria to define A particles which have a pure triangular surrounding
of other A particles, i.e. which are close to a cut-out of a pure triangular A crystal, and, likewise,
we have identified A and B particles which form locally an equimolar square lattice S(AB). The
corresponding two structure elements are shown in Table 3.1. In detail, we associate a triangular
surrounding to an A particle if the following two criteria are fulfilled simultaneously [30]: 1) The

6-fold bond order parameter p6 =
√

Ψ∗
6
Ψ6 (where Ψ6 = 1

6

∑
6

NN
exp (i6θNN) with θNN denoting

the angles of the six nearest neighbour bonds relative to a fixed reference) is larger than 0.94. 2)

The relative bond length deviation b6 = 1

6

∑6

NN

|lNN−l̄|

l̄
where l̄ is the average length of the six

bond lengths lNN is smaller than 0.04. This double condition selects local configurations close
to those of a perfect triangular lattice where p6 is unity and b6 vanishes. Likewise we define
a square surrounding around a B particle by the criteria: 1) The 4-fold bond order parameter

p4 =
√

Ψ∗
4
Ψ4 (where Ψ4 = 1

4

∑4

NN
exp (i4θNN) with θNN denoting the bond angles of the four

nearest neighbour AB bonds) is larger than 0.92. 2) The corresponding relative AB bond length
deviation b4 is smaller than 0.05.
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Figure 3.1: Experimental snapshots for the parameter combination (a) X = 0.29,
Γ = 4.9 (b) X = 0.29, Γ = 38.9 (c) X = 0.29, Γ = 82.9 (d) X = 0.44, Γ = 22.6 (e)
X = 0.44, Γ = 49.5 (f) X = 0.44, Γ = 93.9. Big particles are shown in blue if they
belong to a triangular surrounding and in red if the belong to a square surrounding.
All other big particles are shown in white color. Few big particles belonging to both
triangular and square surroundings are shown in pink color. The small particles
are shown in green if they belong to a square center of big particles, otherwise they
appear in yellow.

One can clearly see from figure 3.1 that the triangular T(A) and square phases
S(AB) are indeed predominant at strong enough couplings. More precisely, at X =
0.29, see figure 3.1 (a-c), there is a strong presence of triangular T(A)-crystallites.
This fraction of triangular crystallites is growing with increasing Γ see figure 3.1
(a-c).

At nearly equimolarity with X = 0.44, see figure 3.1 (d-f), the situation differs
qualitatively (compare with figure 3.1 (a-c)), where we have now a strong fraction
of squared S(AB)-crystallites. This fraction is increasing with growing Γ, which is
consistent with the zero temperature limit predicting the stability of the squared
S(AB)-lattice at X = 0.5 (see table 3.1 and Ref. [13]).

The simulation snapshots are presented in figure 3.2 for the same (Γ, X) parame-
ters as in figure 3.1. In a general manner, there is an excellent qualitative agreement
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Figure 3.2: Simulation snapshots for the parameter combination (a) X = 0.29,
Γ = 4.9 (b) X = 0.29, Γ = 38.9 (c) X = 0.29, Γ = 82.9 (d) X = 0.44, Γ = 22.6 (e)
X = 0.44, Γ = 49.5 (f) X = 0.44, Γ = 93.9. Big particles are shown in blue if they
belong to a triangular surrounding and in red if the belong to a square surrounding.
All other big particles are shown in grey color. Few big particles belonging to both
triangular and square surroundings are shown in pink color. The small particles
are shown in green if they belong to a square center of big particles, otherwise they
appear in grey.

between the experimental and simulational microstructures, compare figure 3.1 with
figure 3.2. Very interestingly, the theoretically predicted intermediate rectangular
phase Re(A)A2B, see table 3.1 for X = 0.25, is remarkably well present in the snap-
shot of figure 3.2(c). This feature was not detected in the experiments, compare with
figure 3.1(c), possibly due to a slightly imperfect equilibration thereby.

The emergence of crystalline clusters in the strongly interacting system gives
some insight into the nucleation behaviour. Presumably the system is in a stable
crystalline phase at high Γ but since it is undercooled it does not find the ultimate
stable state [144]. The intermittent crystal nucleation “self poisons” [145] further
crystal growths which may be similar to nucleation in liquid crystalline systems [145].
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Figure 3.3: Partial radial pair-distribution functions gAA(r), gBB(r) and gAB(r).
Experimental data (EXP) are compared to simulation results (MC) for (a) Γ = 4.9,
(b) Γ = 38.9 and (c) Γ = 82.9. The composition X = 0.29 is fixed.

3.3.2 Pair distribution functions

We now discuss more quantitatively the structural aspects by inspecting the radially
averaged partial pair distribution functions, whose corresponding microstructures
can be found in figure 3.1 and figure 3.2 for the experimental and simulational data,
respectively.

The case X = 0.29 is reported on figure 3.3. In a general fashion, there is good
quantitative agreement between experiment and simulation, see figure 3.3. The only
situation that slightly deviates from this quality of agreement, concerns the partial
pair distribution gBB(r) at Γ = 82.9, see figure 3.3(c). We explain this with a
small drift of the colloidal system in the field of view. The whole systems contains
more than 100000 particles and is susceptible to perturbations. The drift induced
some shear which may constrained here the ordering of the system at Γ = 82.9 and
X = 0.29. The primary peaks found at r/a = 1 in gAA(r) and at r/a = 1/

√
2 ≈ 0.71

in gAB(r) are the signature of the squared S(AB)-crystallites, see figure 3.3(b,c).

The disordered aspect of the material can be best identified by analyzing at
the partial pair distribution gBB(r). Figure 3.3 (b,c) shows that the first peak in
gBB(r) is located at r/a ≈ 0.45, which is much smaller than the (square) unit lattice
parameter, which is at r/a = 1. This is reminiscent to the similar trend for the
small particles to form pairs and/or clusters at lower coupling [29], as can also be
easily observed on the microstructures of figures 3.1 and 3.2.
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The case X = 0.44 is reported on figure 3.4. The agreement is now even bet-
ter than at X = 0.29, becoming perfect for all the partial distribution functions
(including gBB(r)).
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Figure 3.4: Partial radial pair-distribution functions gAA(r), gBB(r) and gAB(r).
Experimental data (EXP) are compared to simulation results (MC) for (a) Γ = 22.6,
(b) Γ = 49.5 and (c) Γ = 93.9. The composition X = 0.44 is fixed.

3.4 Conclusion

In conclusion we have put forward the idea that two-dimensional binary mixtures
are excellent model systems for crystal nucleation as they are easily supercooled by
increasing an applied external field and crystallize into a variety of crystal struc-
tures. As revealed by the excellent agreement in the pair correlation functions, the
system can be modelled by a simple dipole-dipole interaction potential [35]. The
strongly interacting fluid bears some crystallites which were identified and could act
as possible nucleation centers both for homogeneous and heterogeneous nucleation.

Future investigations should consider the nucleation at fixed imposed nucle-
ation seeds which was studied theoretically for one-component two-dimensional sys-
tems [146]. Steering the nucleation and growth for binary systems is expected to
be much richer since there are several competing crystalline structures. Exploring
more asymmetries in the magnetic moments is possible by exploiting nonlinear sat-
uration effects in the magnetic susceptibility at high external magnetic fields. This
is another parameter which is crucially determining the phase behaviour. Finally,
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it might be interesting to use binary charged suspensions confined between charged
glass plates [77, 147] as two-dimensional model system for crystal nucleation. The
interactions are then well-approximated effective Yukawa potentials [74, 148] where
the screening length is steered by the salinity. Again the ground state crystal struc-
tures show a wealth of possible crystals as recently revealed by lattice-sum calcu-
lations [14]. Therefore a rich scenario of crystal nucleation and growth phenomena
are expected to occur here as well. Another realization of dipolar mixtures in 2d
are granular systems [149] which show interesting 2d ordering effects [150]. Finally
binary colloid mixtures with added nonadsorbing polymers will result in effective
attractions and possibly liquid-gas phase separation [151,152]. The interplay of vit-
rification or gelation and the fluid-fluid phase separation in two-dimensions should
be an interesting topic for future research [153].
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Chapter 4

Ultra-fast quenching of binary

colloidal suspensions in an

external magnetic field 1

Abstract

An ultra-fast quench is applied to binary mixtures of superparamagnetic colloidal
particles confined at a two-dimensional water-air interface by a sudden increase of an
external magnetic field. This quench realizes a virtually instantaneous cooling which
is impossible in molecular systems. Using real-space experiments, the relaxation
behavior after the quench is explored. Local crystallites with triangular and square
symmetry are formed on different time scales and the correlation peak amplitude of
the small particles evolves nonmonotonically in time in agreement with Brownian
dynamics computer simulations.

Temperature quenching belongs to the key processing techniques to produce
amorphous and crystalline solids which are considerably different from their thermo-
dynamically stable counterparts. Possible applications can be found in metallurgy,
ceramics and semiconductor doping. For example, quenching is used to construct
ceramic material with a high mechanical stability [154], to design resistance de-
vices for integrated circuits [155], and to improve the optoelectronic properties of
semiconductors [156].

Temperature quenching techniques are most efficient if they are performed sud-
denly, i.e. if the system temperature changes on a time scale that is much shorter
than a time upon which a typical particle motion is performed. While this can be
realized in computer simulations, see e.g. [157–159], it is practically impossible to
be achieved for molecular systems where the quench is performed by a coupling to
an external heat bath. There, it takes some time until the prescribed temperature

1This chapter was published by L. Assoud, F. Ebert, P. Keim, R. Messina, G. Maret, and H.
Löwen in Phys. Rev. Lett. 102 (2009), 238301.
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is realized in the sample. However, as we shall show in this Letter, an ultra-fast
quenching is possible for colloidal particles which move much slower and are highly
susceptible to external fields.

If a suspension of superparamagnetic particles is used, an external magnetic field
induces magnetic dipoles in the particles which gives rise to dipolar interactions be-
tween them [27]. In equilibrium, temperature and magnetic field strength determine
the dimensionless coupling strength between the particles such that temperature
is strictly equivalent to the inverse square of the magnetic field strength [29, 30].
Therefore a sudden increase of the external magnetic field corresponds to an ultra-
fast quench towards lower temperature. It is important to note that the increase of
the external magnetic field occurs on a time scale of a few ms much smaller than a
couple of seconds typically needed by a colloidal particle to diffuse over its own size.
Thereby - unlike molecular systems - colloidal systems can be exposed to ultra-fast
temperature quenches.

In this Letter, we exploit this idea of quasi instantaneous quenching for a binary
suspension of two-dimensional superparamagnetic colloidal particles confined to a
planar water-air interface. At high temperatures - or equivalently at low external
magnetic field strengths - the system is weakly correlated. After an abrupt increase
of the external magnetic field, the response of the system and the early stage relax-
ation towards its new state is monitored by real-space imaging. For the prescribed
composition of the mixture, the equilibrium state is a crystalline lattice with alter-
nating stripes of pure triangles of the majority component and mixed squares [13].
This complicated stable crystal is not reached on the time scale explored but the sys-
tem reveals structural heterogeneities corresponding to local metastable patches of
crystalline order. These crystalline zones are forming on different time scales which
also gives rise to nonmonotonic behaviour in time for structural correlation peaks of
the small particles. The real-space experiments are in agreement with our Brownian
dynamics computer simulations. Our results can be used to steer the microstructure
of composite materials upon quenching and reveal the interplay between vitrification
and crystal nucleation [6].

The experimental system consists of a suspension of two kinds of spherical super-
paramagnetic colloidal particles denoted by A and B. Those particles are character-
ized by different diameters (dA = 4.5 μm, dB = 2.8 μm) and magnetic susceptibili-
ties (χA = 6.2 × 10−11 Am2/T, χB = 6.6× 10−12 Am2/T). The relative composition
X = NB/(NA + NB) of B particles is fixed at 40%. Due to their high mass density,
the particles are confined by gravity to a flat water-air interface formed by a pending
water drop. The droplet is suspended by surface tension in a top sealed cylindrical
hole (6 mm diameter, 1 mm depth) on a glass plate. The system can be considered
as ideally two dimensional since the thermally activated “out of plane” motion of
the particles is of the order of a few tens of nanometer. A coil produces a mag-
netic field �H perpendicular to the water-air interface inducing a magnetic moment
(�mi = χi

�H with i = A, B) in each particle which leads to a repulsive dipole-dipole
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pair interaction of the form

uij(r) =
μ0

4π
χiχjH

2/r3 (i, j = A, B). (4.1)

For this inverse power potential, at fixed composition X and susceptibility ra-
tio χB/χA, all static quantities depend solely [143] on a dimensionless interaction
strength (or coupling constant)

Γ =
μ0

4π

χ2
AH2

kBTa3
(4.2)

where kBT is the thermal energy at room temperature and a = 1/
√

ρA the average
interparticle separation between A particles. The partial A particle density is set to
ρA = 1.97×10−3μm−2 so that a � 22.5μm. The pair interaction is directly controlled
over a wide range via the magnetic field. Making use of video microscopy, trajectories
of all particles in the field of view can be recorded over several days providing
the whole phase space information. The quench was realized upon suddenly rising
the coupling Γ from 1 to 71 at time t = 0 by increasing the magnetic field. The
time scale of the quench is only limited by the electronics of power supply and
was measured to be 5 ms. This is much faster than the typical Brownian time
τ = d2

A/(4DA)(≈ 50s) needed for an A particle to diffuse over its own radius with
DA = 0.11μm2/s being the short-time diffusion constant for A particles. Hence the
quench can be considered to be ultra-fast2. In a unquenched system clear deviations
from purely diffusive behavior appear already at about Γ ≈ 30 [27]. For Γ = 71 a
well pronounced plateau between t/τ = 2 and t/τ = 200 is observed in the mean
square displacement with an inflection point at t/τ = 40 [27]. Additional computer
simulations reveal that the equilibrium crystallization from a liquid occurs again at
Γ = 30. Hence the ultra-fast quench leads deeply into the supercooled state.

In parallel, we perform nonequilibrium Brownian dynamics (BD) computer sim-
ulations3 of our experimental system described above neglecting hydrodynamic in-
teractions as the area fraction is small, on the 1% level. We employ point-like dipoles
that interact following Eq. (4.1) with χB/χA = 10% and X = 40% in accordance
to the experimental parameters. Knowing that the diffusion constant scales with
the inverse of the radius of a particle, DB was chosen such that DB/DA = dA/dB.
NA = 400 A particles and NB = 267 B particles were placed in a square box
with periodic boundary conditions applied in the two directions. A finite time step
δt = 6 × 10−4τ was used. The early stage of the system response to the ultra-fast
quench has been observed both in real-space experiments and BD computer simula-
tions and was characterized by various time-dependent correlations. Our first aim is
to identify the dynamical formation of local crystallites after the quench and detect

2For a molecular glass-former such as orthoterphenyl the time for a fast quench is about 109

slower than a typical molecular motion.
3For an equilibrium molecular dynamics simulation for a similar model, see T. Stirner, and J.

Sun, Langmuir 21, 6636 (2005).
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Figure 4.1: (a) Fraction of B particles belonging to a crystalline square surround-
ing (see inset) and (b) fraction of A particles belonging to a crystalline triangular
surrounding (see inset) versus reduced time t/τ for an ultrafast quench from Γ = 1
to Γ = 71. The lines are experimental data while the symbols (∗) are data from BD
simulations. Two experimental snapshots for a time t/τ = 0.6 just after the quench
(left configuration) and a later time t/τ = 60 (right configuration) are shown. Big
particles are shown in blue if they belong to a triangular surrounding and in red if
the belong to a square surrounding. All other big particles are shown in white color.
Few big particles belonging to both triangular and square surroundings are shown in
pink color. The small particles are shown in green if they belong to a square center
of big particles, otherwise they appear in yellow. Also included are simulation data
for an instantaneous ”steepest descent” quench from Γ = 1 to Γ = ∞ (�) and for
a linear increase of Γ from Γ = 1 to Γ = 71 on a time scale of 30τ (+).
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building blocks of the underlying equilibrium crystal. The latter consists of alter-
nating stripes of pure A triangles and intersecting squares of A and B particles [13].
Therefore we have used criteria to define A particles which have a pure triangular
surrounding of other A particles, i.e. which are close to a cut-out of a pure triangu-
lar A crystal, and, likewise, we have identified A and B particles which form locally
an equimolar square lattice S(AB)4. The corresponding two structure elements are
shown as insets in Figure 4.1. In detail, we associate a triangular surrounding to
an A particle if the following two criteria are fulfilled simultaneously [30]: 1) The 6-
fold bond order parameter p6 =

√
Ψ∗

6Ψ6 (where Ψ6 = 1
6

∑6
NN exp (i6θNN ) with θNN

denoting the angles of the six nearest neighbour bonds relative to a fixed reference)

is larger than 0.94. 2) The relative bond length deviation b6 = 1
6

∑6
NN

|lNN−l̄|
l̄

where
l̄ is the average length of the six bond lengths lNN is smaller than 0.04. This double
condition selects local configurations close to those of a perfect triangular lattice
where p6 is unity and b6 vanishes. Likewise we define a square surrounding around a
B particle by the criteria: 1) The 4-fold bond order parameter p4 =

√
Ψ∗

4Ψ4 (where

Ψ4 = 1
4

∑4
NN exp (i4θNN ) with θNN denoting the bond angles of the four nearest

neighbour AB bonds) is larger than 0.92. 2) The corresponding relative AB bond
length deviation b4 is smaller than 0.05.

Experimental snapshots before and after the instantaneous quench are shown in
Figure 4.1 with color-coded particles indicating the locations of A and B particles
which belong to local triangular and square clusters. If an A particle has a triangular
surrounding all seven A particles including the central one with its full surrounding
are shown in blue. Conversely, if a B particle has a square surrounding it is colored
in green and its four A neighbours are colored in red. All particles which belong
both to the blue and red class are shown in pink. From the snapshots of Fig. 4.1,
it is evident that the crystalline clusters form locally and grow as a function of
time. Preferentially triangular structures form in an area depleted from B particles
while square structures nucleate around ”seeds” which possess a structure close to
an underlying square. The resulting crystalline patches are then fluctuating with
a life-time of about 30τ . The fraction of A particles with a triangular and of B
particles with a square surrounding are shown as a function of time in Figure 4.1 a)
and b), respectively. On the time scale considered in this plot one finds an increase
from almost zero before the quench to 12 percent for the triangular A particles
and the square B particles. The time scales upon which triangular and square
structures are formed are different by a factor of about 2. The triangular structure
is forming more rapidly than the square one. This follows from the fact that an
AB square structure requires more fine-tuning of structural correlations of both
species than a triangular one which can directly emerge in regions depleted from
small particles. The number of pink A particles which belong to both triangular

4The selection criteria used here are more sensitive to the underlying crystal structure than
the ordinary Voronoi tessellation, see J.-P. Eckmann and I. Procaccia, Phys. Rev. E 78, 011503
(2008).
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and square surroundings is growing on a time scale slightly longer than that for
the square structure to a fraction of only 1-2 percent far away from the equilibrium
structure where the fraction of pink particles is 2/3.

After a relaxation time of t = 10τ , we have further calculated the mean-square
displacements for particles which are crystalline (i.e colored in blue, red, green) and
non-crystalline particles during a time of 60τ , see Figure 1. In both experiment and
simulation, for both particles species the mean-square displacement of the uncolored
particles is twice as large as that of the colored ones. This gives clear evidence for
a correlation between local slow dynamics and local crystallinity.

By simulation we have finally explored a different depth and rate of the quench
(see Fig. 1). While a ”steepest descent” quench leads to a faster growth of crystalline
patches and to an almost doubled crystalline fraction of particles, a linear increase
of Γ within a time window of 30τ delays their formation accordingly.
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Figure 4.2: Partial pair distribution functions gAA(r),gAB(r) and gBB(r) of A- and
B-particles versus reduced distance r/a at three different reduced times (a),(d),(g)
t/τ = 0; (b),(e),(h) t/τ = 1; (c),(f),(i) t/τ = 80. BD results (solid lines) are
compared to experimental data (symbols).

Next we show the time evolution of the partial pair distribution functions gAA(r),
gAB(r) and gBB(r) for three times t/τ = 0, 1, 80 in Figure 4.2. While the correlations
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in the starting configurations before the quench are weak, they are quickly increasing
as a function of time towards a strongly correlated glass. An averaged square order
can be extracted from the growth of an intermediate peak in gAA(r) at r =

√
2a.

This peak grows much slower than the first peak amplitude. The growth of the
first peak amplitude in gAA(r) and gAB(r) are monotonic in time, whereas there is
a non-monotonicity in that of gBB(r). This is clearly visible in Figure 4.3 where the
dynamical evolution of the amplitudes of all three partial pair distribution function
is shown. With in the statistical accuracy, the peaks of gAA(r) and gAB(r) grow
on the same time scale in a monotonic way, while the peak of gBB(r) overshoots its
final equilibrium limit, both in experiment and simulation5. We explain this striking
effect by a two-stage relaxation process of the small particles which are first excluded
from the triangular crystallites regions of the big ones. Concomitantly they show a
strong correlation since they are compressed until the total system relaxes back to
a state where the small particle optimize their correlations in the network dictated
by the big ones.
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Figure 4.3: Amplitude gmax of the first correlation peak in the partial pair distri-
bution function gAA(r) (triangles), gAB(r) (crosses), gBB(r) (stars) as a function
of reduced time t/τ . Note the non-monotonicity in the amplitude of gBB(r). (a)
Brownian dynamics data, (b) experiments.

The energetic optimization to the final state is shown in Figure 4.4. There is a
huge jump in the potential energy per particle immediately after the quench which
then relaxes quickly towards a transient state. Then, on a second time scale, we find
a slower relaxation process accompanied by a structural ordering as can be seen in
the corresponding experimental snapshots right before and after the instantaneous
quench (see inset of fig. 4.4). The discrepancy between simulation and experiment
for t < 0 may be attributed to additional interparticle forces as originating from the
earth’s magnetic field or other magnetic stray fields. For t > 0, on the other hand,
there is agreement on the level of uncertainties of the particle susceptibilities.

5The overshooting disappears for slower quenching.
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Figure 4.4: Time evolution of the potential energy u per particle in units of kBT
versus reduced time t/τ . Brownian dynamics simulation data are shown in red,
experimental data in green. For a better comparison the jump after the quench is
truncated (see the cut in the y-axis). The inset is an expanded view. Corresponding
experimental snapshots are shown before the quench at t/τ = 0− on the left side
and after the quench at t/τ = 80 on the right side. Big particles are shown in white
while small particles are presented as yellow spheres.

In conclusion, we have realized an ultra-fast quench in two-dimensional colloidal
mixtures from a weakly interacting to a strongly interacting situation by a sudden
increase of an external magnetic field which controls the interparticle repulsion. The
system spontaneously relaxes by exhibiting structural inhomogeneities which reflect
the underlying stable crystal and correlate with slower regions in the dynamics.
The experimental data are in good agreement with Brownian dynamics computer
simulations.

Our real-space characterization allows to identify the pathways of relaxation into
a quenched glassy phase. As the quench is ultra-fast, the dynamical pathways are not
blurred by an additional time-scale from the quench history. The built-up and the
fluctuations of local crystallites after the quench can be directly followed. Therefore
our analysis can help in a more fundamental way to understand the interplay between
vitrification and crystallization [6]. In fact, the structural heterogeneities detected
here give a considerable weight to concomitant dynamical heterogeneities [28, 160]
and could therefore represent a relevant contribution to the dynamical heterogeneity
of glasses [99, 161]. However, one should bear in mind that the system considered
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here is strongly driven and there is no aging in the glass. Finally, our results may
also be useful to identify pathways of defect annealing in the crystalline phase [66,
162, 163].
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Chapter 5

Ionic mixtures in two dimensions:

from regular to empty crystals 1

Abstract

The ground state of a two-dimensional ionic mixture at zero pressure composed of
oppositely charged spheres is determined as a function of the size asymmetry by
using a penalty method. The cascade of stable structures includes square, triangular
and rhombic crystals as well as “empty” crystals made up of dipoles and chains,
which have a vanishing number density. Thereby we confirm the square structure,
found experimentally on charged granulates, and predict new phases detectable in
experiments on granular and colloidal matter.

Predicting the crystalline structures from first principles is one of the key prob-
lems in condensed matter physics, material science, chemistry, geophysics and poly-
mer physics [164]. For three-dimensional ionic crystals [165, 166], it is common
textbook knowledge [167] that there are three basic equimolar structures whose sta-
bility depends on the ratio of the ion radii. For increasing asymmetry in the radii,
the corresponding stability sequence involves the cesium-chloride, sodium-chloride,
and zincblende structures. As indicated by the names, these structures are realized
in nature for the (ionic) salt crystals CsCl, NaCl and ZnS respectively, but they
show also up for a number of other equal-valency salt crystals and for mesoscopic
oppositely charged colloidal particles which are suspended in a strongly deionized
solvent [75, 76, 108]. The stability is rationalized by minimizing the Madelung po-
tential energy per particle pair with respect to various periodic equimolar candidate
lattices at zero temperature and zero pressure2.

In two spatial dimensions, a similar problem arises by exploring the ground-state

1This chapter was published by L. Assoud, R. Messina, and H. Löwen in Europhys. Lett. 80

(2010), 36001.
2Zero pressure is a very general case: Here the state which is formed is in coexistence with a

vacuum state. Thereby, zero pressure covers a broad range of prescribed concentrations.
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structure of ionic crystal monolayers in a model of oppositely charged disks with
different radii. In fact, three different realizations of two-dimensional ionic crystals
are possible on microscopic, mesoscopic and macroscopic length scales. First of all,
crystalline sheets of molecular salts can be deposited on smooth substrates by using
e.g. electrochemical methods [168]. Secondly, oppositely charged colloidal particles
[75, 76] can be confined to a single layer, e.g. by using laser-optical traps [169] or
suspending them at a flat fluid-fluid interface [170]. Finally, there are granulate
systems of millimeter-sized metallic balls which are oppositely charged and self-
organize on a macroscopic plate into crystalline arrays [171,172]. It is important to
understand the different crystalline sub-structures both from a fundamental point
of view and for applications. For example, a control of the composite structures of
colloidal crystals leads to new photonic [87] or phononic [173] band-gap materials,
to molecular-sieves [88], to micro- and nano-filters with desired porosity [174] and
to nanowires composed of individual particle strings [175]. It allows to steer protein
crystallization [176].

Despite its fundamental importance, the stability of two-dimensional ionic mono-
layers has not been addressed for asymmetrically sized ions. Previous theoretical
studies have mainly focused on ionic criticality [40] at finite temperature and on
equal ion size [41]. In this Letter, we predict the ground state structures for two
different relevant set-ups of oppositely charged spheres: in the first, all centers of
mass belong to a common plane which corresponds to a situation where both species
are confined in an interface [174]. In the second set-up, all particle surfaces touch a
common plane corresponding to spheres in contact with the same planar substrate
where they are confined by e.g. gravity [171, 172]. Using a novel penalty method, a
wealth of different stable structures is found. These include periodic crystalline ar-
rays, on the one hand, with square, triangular and rhombic unit cells and with both
touching and non-touching large spheres. On the other hand, so-called “empty”
crystals of dipoles and chains with three different internal chain structures are also
stable for strong size asymmetries in the substrate set-up. In analogy to “empty
liquids” [177], we refer to an “empty crystal” as a crystal with vanishing number
density, or equivalently having at least one diverging lattice constant. All these
structures are detectable in experiments on granular and colloidal matter and in
adsorbed crystalline layers of molecular salts.

The model system used in our study are equimolar 1 : 1 mixtures of large ions
(component A) with radius RA carrying a positive charge qA and small ions (com-
ponent B) with radius RB carrying a negative charge qB (|qA| = |qB| ≡ q) such
that the whole system is electroneutral. The size asymmetry 0 ≤ RB/RA ≤ 1 is
denoted with σ. These constitutive ions interact via a pairwise potential composed
by a Coulombic and hard-core part

uαβ(r) =

{
qαqβ

r
if r ≥ Rα + Rβ (α, β = A or B)

∞ if r < Rα + Rβ,
(5.1)
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where r is the center-center distance between the ions α and β. The stability of the
crystalline structure (at zero temperature) is ensured by steric interactions of the
hardcore form. Our objective is to determine the stable structures at zero pressure
and zero temperature by numerical minimization of the total potential energy.

Traditional minimization schemes [178, 179] typically require a continuous pair-
wise potential form in order to localize the minimum. The discontinuous hard-core
potential splits the parameter space into various distinct regions which hampers
straight-forward numerical minimization. For potentials which involve a hard-core
part we have developed here a new technique to overcome this difficulty that relies
on the so-called penalty method [180] which was hitherto applied to geometric pack-
ing problems of hard bodies. The key idea is to relax the non-overlap condition (i.e.,
r ≥ Rα + Rβ) by introducing an auxiliary penetrable pair interaction:

vαβ(r) =
qαqβ

r
+ μ max(Rα + Rβ − r, 0), (5.2)

where μ > 0 is a penalty parameter which is larger than the gradient of the bare
Coulomb potential at contact. This parameter gives a finite energy penalty to any
overlapping configuration. If μ is finite but sufficiently large, the total potential
energy for the auxiliary potential vαβ(r) has exactly the same minimal configuration
as that for uαβ(r). However, numerically the potential energy landscape is now
continuous such that standard minimization routines like the simplex algorithm [181]
can be applied. Though the penalty technique itself is applicable to any spatial
dimensionality and hard particle shape, we exploit it here to predict the ground
state for binary hard charged spheres.

In detail, we consider a parallelogram as a primitive cell which contains nA

A-particles and nB B-particles. We restrict ourselves to the case nA < 3, nB <
3. This cell can be described geometrically by the two spanning lattice vectors
a and b. The position of a particle i (of species A) and that of a particle j (of
species B) in the parallelogram is specified by the vectors rA

i = (xA
i , yA

i ) and rB
j =

(xB
j , yB

j ), respectively. Thereby, the new potential energy function that needs to be
minimized at zero pressure and zero temperature as a function of the crystalline
lattice parameters reads

Utotal =
1

2

∑
α=A,B

nα∑
i,j=1

∑′

L

vαα(rα
i − rα

j + L)

+

nA∑
i=1

nB∑
j=1

∑
L

vAB(rA
i − rB

j + L), (5.3)

with L = ka + lb where k and l are integers. The sums over L in Eqn. 5.3 run over
all lattice cells where the prime indicates that for L = 0 the terms with i = j are
to be omitted. In order to handle efficiently the long range nature of the Coulomb
interaction, we employed a Lekner-summation [182].
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We now consider two different set-ups, the “interfacial model” and the “sub-
strate model”. In the interfacial model which can be considered as a purely two-
dimensional situation, the centres of all spheres are confined to a plane, see Fig.
5.1(a) for a side view of a configuration. In the substrate model, on the other hand,
all spheres are touching the same underlying plane, see Fig. 5.3(a) for a side view
of a configuration.

For the interfacial model, the stability phase diagram is shown versus the size
asymmetry σ in Fig. 5.1(b). By increasing σ, the following phase cascade occurs:

�(touching, Nc = 2) → �(touching, Nc = 3) →
�(non-touching, Nc = 3) → Rh(touching, Nc = 3) →

�(touching, Nc = 4) → �(non-touching, Nc = 4)

where the symbols � and � stand for triangular and square unit cells of the big
ions A, respectively, and Rh corresponds to rhombic unit cells, as illustrated by
the top views of the crystalline structures in Fig. 5.1(b). The topological aspect of
these four phases can be discussed in terms of contact between the large spheres.
More specifically, a “touching” configuration involves connected big spheres while a
“non-touching” one implies disconnected big spheres, see Fig. 5.1(b). In particular,
the “touching” triangular and rhombic phases are both characterized by connected
A-spheres in contrast to the “non-touching” � and � structures which possess dis-
connected large spheres. Additionally, the ionic coordination number Nc defined by
the number of A particles touching a single B particle, is another relevant topological
characteristic.

As far as the phase transitions reported in Fig. 5.1 are concerned, the follow-
ing scenario takes place. At vanishing small ion size (σ → 0), the small ions get
squeezed between two big ions so that the three centers of mass lie on a same line.
The first transition �(touching, Nc = 2) → �(non-touching, Nc = 3) via the spe-
cial structure �(touching, Nc = 3), characterized by an increase of the number of
contacts between A and B ions, occurs at σ = 2√

3
− 1. This special point corre-

sponds to a compact triangular structure where a small ion has three contacts with
neighbouring big ions, allowing a continuous transition3. The second transition,
�(non-touching, Nc = 3) → Rh(touching, Nc = 3), occurring at σ = 0.297 is dis-
continuous as signaled by a jump of the angle between the two adjacent sides of the
unit cell. The third transition Rh(touching, Nc = 3) → �(non-touching, Nc = 4)
via �(touching, Nc = 4), occurring at σ =

√
2 − 1 is continuous. A remarkable

feature, en passant, is the stability of the square phase over a wide range of the size
ratio σ. This structure (at σ = 1) was already found in previous simulation at finite
temperature and pressure in Ref [41].

For the two non-touching phases (�, �) one can assign two new Madelung con-
stants M associated to the (lattice) electrostatic energy per molecule (i.e., a pair

3A continuous transition means that the coordinates of the constitutive particles of the primitive
cell change continuously.
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Figure 5.1: Stable structures of oppositely charged spheres versus their size asym-
metry σ = RB/RA in the interface model, where all sphere centers fall on the same
plane: a) side-view, b) (scaled) energy per ion. The discontinuous transition is indi-
cated by a solid bar. Continuous transitions are denoted by a broken bar. Unit cells
of the corresponding stable phases are shown, where the big (small) have a radius
RA (RB).
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Figure 5.2: Area fraction as a function of the size aspect ratio σ = RB/RA.

of ions A and B) E = −M q2

RA+RB
. Lekner sums carried on the appropriate lattices

provide:

M� = 1.542, M� = 1.616

for the non-touching triangular and square structures, respectively. As expected,
this reported value of M� lies perfectly between that of the one dimensional lattice
(M1D = 2 ln 2) and that of a three-dimensional one (MNaCl = 1.747).

Next we focus on the area fraction covered by the spheres which is defined as

φ =
π(R2

A+R2

B)

Scell
, with Scell being the (projected) surface of the unit cell. The results

are sketched in Fig. 5.2. In the regime σ < 2√
3
− 1 corresponding to compact

triangular structures, there is enough space to host a small ion in the interstice
offered by the touching big ions, so that the profile is identical to that of pure hard

disk systems, where φ = π(1+σ2)

2
√

3
. In other words the location of the small sphere

within the interstice does not alter the area fraction. For non-touching triangular

structures ( 2√
3
−1 < σ < 0.297), φ varies like 2π(1+σ2)

3
√

3(1+σ)2
. In the rhombic phase regime

(0.297 < σ <
√

2 − 1), we have φ = π(1+σ2)(1+σ)2

8
√

σ2+2σ
. For large enough small ions, in

the square phase regime, (
√

2 − 1 < σ < 1), φ is given by π(1+σ2)
2(1+σ)2

.
We finally present results for the “substrate model” where all spheres are touch-

ing the same underlying substrate plane, see Fig. 5.3(a) for a side-view. The stable
crystalline structure and their energy per ion is shown in Fig. 5.3(b) versus the
diameter ratio σ. For increasing size asymmetry σ, a cascade of six structures is
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found:

empty crystal of dipoles (non-touching, Nc = 1) →
empty crystal of chains (non-touching, Nc = 1) →

empty crystal of chains (touching, Nc = 1) →
empty crystal of chains (touching, Nc = 2) →

empty crystal of chains (non-touching, Nc = 2) →
�(non-touching, Nc = 3) → �(non-touching, Nc = 4)

In the limit of very large asymmetry (σ → 0), dipoles perpendicular to the sub-
strate plane are formed. Such parallel dipoles repel each other and arrange into
a crystal with diverging lattice constant and a coordination number Nc = 1. We
call this state an “empty crystal of dipoles”. When σ increases, the dipole mo-
ments are getting gradually tilted relative to the substrate normal until a first-order
transition towards a chain composed of dipolar pairs occurs where the individual
dipoles are non-touching and the coordination numbers stays at Nc = 1. The dis-
tance between neighbouring chains diverges since they are mutually repulsive. We
are dealing therefore with an “empty crystal of chains” at infinite dilution, i.e. the
system is periodic in the direction along the string but with a diverging interchain
distance perpendicular to it bearing some analogy to smectic dipolar sheets [183].
Upon increasing σ more, the chain structure changes continuously to an internal
conformation with touching large spheres (still with Nc = 1). This structure then
transforms continuously into a chain gas of non-touching large spheres with Nc = 2.
Then, there are two crystalline structures appearing known already from the inter-
face model, namely a non-touching � and a non-touching � lattice. The former
has only a tiny stability domain while the latter is stable along an enormous range
of 0.517 < σ ≤ 1. We emphasize the striking emergence of the gas phases in the
substrate model which are absent in the interface model and in three dimensions.

In conclusion, we have explored the stable ground state structures of two-dimensio-
nal ionic crystals for an “interface” and a “substrate” set-up at zero pressure. For
a 1:1 oppositely charged mixture of spheres with different diameters, various sta-
ble crystalline phases were identified including regular and empty crystals of chains
and dipoles. The structures of the interface set-up can be verified in suspensions
of oppositely charged particles. However in charged colloidal suspensions the effec-
tive interactions are typically screened over an inverse screening length κ due to
the presence of microions in the solution. For κRA � 1, the resulting phase be-
haviour is similar to that found here, while for strong and moderate screening the
phase behaviour is not known. The substrate set-up, on the other hand, is realized
for oppositely charged granular matter on a plane. Recent experiments on oppo-
sitely charged granular sheets with σ ≈ 1 [171, 172] have indeed revealed a stable
�(non-touching) configuration which is confirmed by our calculations. More exper-
imental investigations on systems with higher size asymmetry are required to see
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Figure 5.3: Stable structures of oppositely charged spheres versus their size asym-
metry σ = RB/RA in the substrate model, where all sphere surfaces touch the same
plane: a) side-view, b) (scaled) energy per ion. Discontinuous transitions between
the structures are indicated by a solid bar. Continuous transitions are denoted by
a broken bar. Bottom views of the unit cells of the corresponding stable phases are
displayed, where the big (small) have a radius RA (RB).
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the �(non-touching) and the predicted empty crystals of chains and dipoles. Our
crystalline structures can also be verified for molecular salts. However, here a soft
core description may be relevant which can alter the phase diagram.

The penalty method can in principle be applied to any other potentials which
involve hard-body parts, both in two and in three dimensions. It would be interesting
to see the stability phase diagram for different mixtures as e.g. colloidal hard-spheres
mixtures with or without added nonadsorbing polymers.
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