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1 Introduction 

In all biological processes that rely on molecular interactions there is a precise link between 

structure and function. Biomolecules, however, do not have static structures, they rather 

fluctuate between conformations and their functions “are governed ultimately by their 

dynamic character (or personality)” (Henzler-Wildman and Kern 2007). It has been shown, 

for example, that it is the dynamic nature of an enzyme that characterises its activity 

(Eisenmesser, Millet et al. 2005), and that in a broad class of proteins, folding takes place 

only upon binding to a substrate, intrinsically disordered proteins (Dyson and Wright 2005). 

Thus, to understand those processes that are at the base of life, one has to study not only the 

static molecular structures but also the conformational changes each molecule undergoes prior 

and during interaction with its partners. 

Since the first observations of single molecules with optical detection methods (Hirschfeld 

1976; Moerner and Kador 1989) fluorescence spectroscopy has become an important tool in 

the study of the dynamic and conformational properties of biomolecules (Moerner and Fromm 

2003). In single-molecule experiments, in fact, ensemble averaging is avoided and the 

information on the heterogeneities and dynamic properties of a system is directly accessible 

(Kühnemuth and Seidel 2001). 

Fluorescence emission is highly sensitive to the chromophore’s environment therefore 

conformational changes in the immediate surrounding of the fluorescent probe can be easily 

detected. However, when molecular interactions induce long-range conformational changes, 

one chromophore may not be enough to obtain detailed information. This problem is 

overcome by labelling the molecule (or the molecular assembly) with multiple dyes so that 

Fluorescence Resonance Energy Transfer (FRET) (Förster 1948) can occur. In FRET, energy 

is transferred non-radiatively from an excited donor to an acceptor chromophore. The 

efficiency of the transfer is strongly dependent on the distance and mutual orientation of the 

dyes, thus intra- and inter-molecular distances, and their fluctuations, can be assessed with 

high accuracy. The distances that can be probed are comparable to the size of the molecules, 

10-100Å, and for this reason FRET has been used as a molecular ruler (Stryer and Haugland 

1967).  

A chromophore possesses multiple fluorescence dimensions (intrinsic properties): the spectral 

properties of absorption and emission, fluorescence brightness and quantum yield, ΦF, 

fluorescence lifetime, τ, and fluorescence anisotropy, r. With the use of multiple 

chromophores even more dimensions are available (intrinsic properties of donor and acceptor 
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and donor-acceptor distances via FRET). Multi-parameter fluorescence detection (MFD) 

(Eggeling, Berger et al. 2001) is a single-molecule technique that allows one to record 

simultaneously all these fluorescence parameters and thus, give access to a wealth of 

information which can be used to successfully investigate and characterise complex systems. 

Moreover MFD is a time-resolved technique, making the time evolution of the system another 

available parameter.  

In this work it is shown how to combine MFD with other techniques, Fluorescence 

Correlation Spectroscopy and Probability Distribution Analysis, to enhance their capabilities. 

 

Fluorescence Correlation Spectroscopy. 

Fluorescence Correlation Spectroscopy (FCS) is a powerful technique used to study all those 

processes that induce a fluctuation of the fluorescence signal (Magde, Elson et al. 1972; 

Magde, Elson et al. 1974). The characteristic relaxation times that describe the kinetic 

properties of each process are obtained in FCS by fitting the correlation function of the 

fluorescence signal. A wide range of processes, spanning over several order of correlation 

times, are accessible to FCS: translational and rotational diffusion (Mets and Rigler 1994), 

chemical reactions (Elson and Magde 1974; Palmer III and Thompson 1987) and 

conformational changes (Widengren and Mets 2002). The limits in single-molecule FCS are 

represented by the possibility to separate the different correlation contributions when multiple 

species are present and to obtain the correct molecular fractions. In this thesis, is presented a 

method that uses the lifetime and polarisation information from MFD to obtain 

simultaneously the correlation curves of all species in solution and the relative concentrations. 

Moreover here is explored the possibility to selectively cross-correlate different species 

 

Probability Distribution Analysis. 

The emission of a photon from an excited fluorophore is a stochastic process, therefore the 

signals recorded with MFD result distributed due to shot noise. Shot noise distributions 

represent the minimal dispersion around the average recorded signal and any process inducing 

a change in the state of the chromophore causes a broadening of these distributions. By 

analysing the signal distributions it is in principle possible to extract structural information. 

With Probability Distribution Analysis (PDA) (Antonik, Felekyan et al. 2006; Kalinin, 

Felekyan et al. 2007), it is possible to predict, in FRET and polarisation experiments, the 

theoretical distributions of histogrammed fluorescence parameters and thus assess the 

presence of additional broadening. In this thesis it is presented how static heterogeneities due 
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to brightness effects and multi-molecular events can be resolved. Moreover, PDA theory is 

extended to encompass the simple dynamic case of a two-state interconverting system. The 

mathematical model proposed is here used to analyse distributions arising from the dynamical 

mixing of FRET states and to obtain the interconversion rate constants with high accuracy.  

 

The latest developments of MFD, FCS and PDA are applied, in this thesis, to the study of 

DNA model systems of increasing complexity; (i) static DNA, (ii) dynamic DNA; (iii) DNA-

interacting with proteins.  

 

Static DNA – Multi-chromophore labelled DNA. 

The requirement for multi-labelled molecules is born from the necessity to extend FRET 

measurements to multi-domain systems or multi-component assemblies. The use of multiple 

chromophore allows for a first qualitatively assessment of the simultaneous presence and 

proximity of the domains/components and for the possibility to triangulate distances within 

the same experiment (Kapanidis, Lee et al. 2004; Lee, Kapanidis et al. 2007). 

Here DNA is chosen because; (i) being a fairly rigid structure any complexity deriving from 

dynamic properties of the system is avoided (ii) the correlation between basepair distance and 

absolute distance is well characterised (Wozniak, Schröder et al. 2008) allowing for an easy 

individuation of any underlying process, other than FRET, that could arise from the 

simultaneous presence of more than two fluorophores. In this thesis, the goal is to assess if 

good separation of the dyes signals can be achieved and under which conditions distances can 

be calculated. 

 

Dynamic DNA – Holliday junctions. 

Holliday junctions are four-way DNA junctions formed during the genetic recombination of 

homologous double stranded DNA molecules (Holliday 1964). When the region of homology 

extends further from the branching point, sequential exchange of basepairing is observed and 

the Holliday junction effectively migrates along the DNA sequence (Lilley 2000) until 

complete strand exchange is achieved or enzymatic cleavage takes place. In presence of 

divalent metal ions, the cruciform structure folds into a more compact conformation in which 

two consecutive arms stack together. Two folded conformers are possible depending on the 

stacking pairs. These conformers interconvert into each other with rates decreasing with 

increasing salt concentration. Branch migration shows similar dependency on metal ions 
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concentration, suggesting that in both dynamical processes the junction has to have access to 

the same intermediate structure. 

In this thesis, conformer interconversion is studied as a function of Mg2+ concentration. 

Different Holliday junctions are investigated with bulk and single-molecule techniques to 

obtain relaxation rate constants and to gather information about the intermediate species in the 

dynamic processes. The ultimate goal of this work is to individuate any common trait in the 

dynamic properties of the different junctions and to assess if statements of general principle 

can be done. 

 

DNA interacting with proteins – Nucleosomes.  

Nucleosomes are the basic units of genomic DNA compaction (Kornberg 1974; Olins and 

Olins 1974). Nucleosomes are molecular assemblies constituted of an octamer of histone 

proteins around which about two turns of double-stranded DNA are wound. Even though 

chromosomal DNA is tightly packed to fit into the cell nucleus, it is readily available for 

transcription and repair, meaning that the nucleosome is a dynamic structure that can easily 

associate/dissociate. 

In this work, NaCl-induced dissociation of nucleosomes is studied with single-molecule 

FRET to elucidate the disassembly mechanism and possibly individuate the intermediate 

structures in the dissociation pathway. 
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2 Fluorescence 

When a molecule, or a group of atoms in a molecule, absorbs a photon, one electron is 

promoted from the ground state to a higher energy excited state. Once the chromophore (this 

is the general name of light-absorbing groups) is in an excited electronic state it can follow 

several pathways to relax to the ground state. These deactivation processes can be divided in 

two categories, those that involve the emission of light (luminescence) and those that do not. 

The emission of light from an excited electronic state is also referred to as fluorescence or 

phosphorescence depending on whether the transition to the ground state is spin-allowed or 

spin-forbidden, respectively. A chromophore that emits light is also called a fluorophore or 

more commonly a fluorescent dye. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2-1. (A) Selection of common dyes used in fluorescence 

spectroscopy. Alexa 488 and Alexa 594 dyes are usually substituted on the 

position 5 or 6 with carboxylic groups to be easily coupled to biomolecules. 

(B) Structure of a fluorescently labelled Deoxythymidine. The linker, L, 

used to couple the base and the dye is the commercially available C6-

Aminolinker. 
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Usually, as shown in figure 2-1, fluorophores are constituted of conjugated aromatic systems 

and, therefore, they have a singlet ground state. A schematic representation of the intra-

molecular processes following absorption is given by the Jablonski diagram (Lakowicz 1999), 

(see figure 2-2). This omits any photochemical pathways. 

 

S0

S2

kIC

kISC

S1

T1
kISC

kIC

kF

kP

VRAbsorption

 
Figure 2-2. Jablonski diagram, S0, S1, S2 and T1 refer to the singlet and triplet states of the dye, respectively. kF, 

kIC, kISC, kP, are the rate constants of Fluorescence, Internal Conversion, Inter-System Crossing and 

Phosphorescence, respectively, Vibrational Relaxaton, VR, is indicated by wavy arrows. IC, ISC and VR are all 

non-radiative processes. 

 

In solution, the radiationless relaxation to the lowest vibrational level of the S1 state through 

vibrational relaxation (VR) or through internal conversion (IC) from higher excited states 

followed by VR is generally a very efficient deactivation pathway. As a consequence 

fluorescence is observed only from the S1 state and emission is independent from the 

excitation wavelength, Kasha’s rule (Kasha 1950). 

The average time a fluorophore spends in the excited state before a fluorescence photon is 

emitted defines the fluorescence lifetime, 0. If the fluorophore relaxes only through intra-

molecular processes, fluorescence lifetime can be calculated by solving the differential 

equation 

 

     tFkkk
dt

tdF
ISCICf        (Eq. 2-1) 
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where kf, kIC and kISC are the fluorescence, internal conversion and inter system crossing rate 

constant, respectively, for simplicity kf +kIC +kISC = k0. The solution of equation 2-1 is a first 

order exponential decay 

 

        









0
0 exp0exp0


t

FtkFtF  with 
0

0

1

k
   (Eq. 2-2) 

The efficiency of fluorescence as a relaxation pathway is quantified by the fluorescence 

quantum yield, ΦF(0), defined as 

 

 
0

0 k

k

photonsAbsorbed

photonsEmitted f
F        (Eq. 2-3) 

 

The rate constants of each process illustrated in the Jablonski diagram vary from molecule to 

molecule, making the fluorescence lifetime and quantum yield distinctive signatures of a 

fluorophore. 

 

2.1 Fluorescence anisotropy 

Fluorophores absorb preferably the component of light with polarisation parallel to their 

absorption dipole moment, a process known as photoselection, and emit with polarisation 

parallel to their emission dipole moment. Fluorescence anisotropy, r, is a measure of the 

polarisation of the emitted light. The angle between the transition dipole moments, β, defines 

the fundamental anisotropy, r0 

 

 
5

1cos3 2

0





r         (Eq. 2.1-1) 

 

r0 depends only on β, and, therefore, is characteristic for each fluorophore. For fluorophores 

freely diffusing in solution, r0, is obviously the limiting value of anisotropy. In fact given 

enough time to rotate, due to the randomisation of the emission dipole, the anisotropy will be 

gradually lost. Anisotropy’s time dependence is expressed by the Perrin equation (Lakowicz 

1999) 
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





1

0rr          (Eq. 2.1-2) 

 

In equation 2.1-3 r0 is the fundamental anisotropy,  is the fluorescence lifetime and  the 

rotational correlation time. 

In practice, fluorescence anisotropy is calculated as 

 









FgF

FgF
r

//

//          (Eq. 2.1-3) 

 

where //F  and F  are the fluorescence signals parallel and perpendicular to the linearly 

polarised excitation light, respectively, and g is the factor that takes into account the different 

detection sensitivities of the setup for parallel and perpendicularly polarised light. 

 

2.2 Fluorescence Resonance Energy Transfer (FRET) 

In fluorescence resonance energy transfer an excited fluorophore, the donor, transfers its 

energy to a second fluorophore, the acceptor. The transfer does not involve emission and 

absorption of a photon but is a dipole-dipole interaction between the emission dipole moment 

of the donor and the absorption dipole moment of the acceptor. Therefore, the FRET rate 

constant, kFRET, depends, among other parameters, on the distance and mutual orientation of 

the transition moments of the fluorophores (Lakowicz 1999) 

 

   

 
6

0
45

2
0

128

10ln9000

DAD

FD
FRET RNn

J
k




       (Eq. 2.2-1) 

 

where ΦFD(0) is the quantum yield of the donor in absence of the acceptor, τD(0) is the lifetime 

of the donor in absence of the acceptor, N is Avogadro’s number, n is the refractive index of 

the medium, RDA is the distance between donor and acceptor, J is the overlapping integral and 

κ2 is the term taking into account the orientations of the transition dipoles.  

The overlapping integral, J, expresses the overlap between the emission spectrum of the 

donor, FD(), and the absorption spectrum of the acceptor,A(), and is a measure of the 

matching of the energy levels of the two fluorophores. J can be calculated as 
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     dFJ AD
4

0


        (Eq. 2.2-2) 

 

In equation 2.2-2 is the wavelength and FD() is normalised to unity. 

The κ2 term accounts for the angular dependence of the dipole-dipole interaction and is 

defined as 

 

   222 coscos2cossinsincoscos3cos ADADADT    (Eq. 2.2-3) 

 

where T  is the angle between the donor emission dipole and the acceptor absorption dipole, 

D and A are the angles between the dipoles and the vector connecting the donor and 

acceptor, DAR


, and  is the angle between the donor- DAR


 and acceptor- DAR


 planes. 

 

D

A

D

A
DA RDA



 
Figure 2.2-1. Schematic representation of the angular dependence of the dipole-dipole interaction between donor 

and acceptor dye. 

 

Equation 2.2-1 can be written in a more compact way as 

 

 
6

0

6
0

DAD
FRET R

R
k


         (Eq. 2.2-4) 

 

where R0 (R0 = 9000ln(10)ΦFD(0) κ
2J/128π5Nn4) is called Förster radius after Theodor Förster 

who first investigated FRET in 1948 (Förster 1948). 

In common practice, energy transfer is quantified by the FRET efficiency, EFRET, defined as 

 



 10 

FRET

FRET
FRET kk

k
E




0

        (Eq. 2.2-5a) 

 

Combining equations 2.2-4 and 2.2-5a, EFRET can be expressed as a function of the inter-dye 

distance 
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
    (Eq. 2.2-5b) 

 

It is clear from equation 2.2-5b that the Förster radius is the distance at which there is a 50% 

chance that an excited donor will transfer its energy to the acceptor. Moreover, if we plot 

EFRET as a function of distance, figure 2.2-1, we can see that small variations of distance in the 

region of RDA = R0 lead to significant changes in FRET efficiency, making this the most 

sensitive range of donor-acceptor distances for FRET experiments. 
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Figure 2.2-2. FRET efficiency as a function of donor-acceptor distance, RDA. The distance is expressed in 

Förster radius units. 

 

FRET is an additional deactivation pathway available for the excited donor dye. To account 

for this process the Jablonski diagram can be modified as described in (van der Meer, Cooker 

et al. 1994). 
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Figure 2.2-3. Simplified energy–level diagram of resonance energy transfer (adopted from (van der Meer et al., 

1994)) S1(D) , S0(D) , T1(D) refer to the singlet and triplet states of donor, and S1(A), S0(A), T1(A), to the singlet and 

triplet states of acceptor; kIC(D), kISC(D), kP(D), kF(D), kIC(A), kISC(A), kP(A), kF(A), and kFRET are rate constants: kIC(D), kIC(A) 

for internal conversion of donor and acceptor, kISC(D), kISC(A) for intersystem-crossing of donor and acceptor, and 

kP(D), kP(A) for phosphorescence and intersystem-crossing from the triplet to singlet state, S0, kFRET for energy 

transfer, and kF(D), kF(A) for fluorescence of donor and acceptor. 

 

Taking into account the presence of FRET, fluorescence lifetime and quantum yield of the 

donor in presence of the acceptor, τD(A) and ΦFD(A), are 

 

FRETFRETISCICf
AD kkkkkk 





0

)(

11      (Eq. 2.2-6) 

FRET

f

FRETISCICf

f
AFD kk

k

kkkk

k





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0
)(      (Eq. 2.2-7) 

 

In practice EFRET is calculated through lifetime or intensity experiments 
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3 Instrumentation 

3.1 UV-VIS spectrophotometer 

Absorption spectra were recorded with a UV-Vis spectrophotometer Cary 300-Bio from 

Varian. The absorption of light was measured in Absorbance, Abs, defined by the Lambert-

Beer equation 

 

dc
I

I
Abs Trans 

0

log        (Eq. 3.1-1) 

 

where I0 is the intensity of the incident light, ITrans the intensity of the transmitted light, ε the 

extinction coefficient, c the concentration of the sample and d the optical path length of the 

cell. 

The spectra were collected in double beam mode, meaning that the excitation light was 

divided into two parts, one directed to the sample cell and the other to a reference cell to 

record simultaneously the intensity of the light transmitted through the sample and the 

intensity of the incident light. 

 

3.2 Steady state fluorometers 

Fluorescence spectra were recorded with Fluoromax-3 and Fluorolog-3 fluorometers from 

HORIBA Jobin Yvon, SPEX. According to the definition of quantum yield, (Eq. 2-3), the 

recorded fluorescence intensity, F, can be expressed as 

 

AbsF IF           (Eq. 3.2-1a) 

 

where IAbs is the intensity of the absorbed light. Keeping in mind that IAbs = I0 - ITrans , equation 

3.2-1a can be rewritten as 

 

 dc
F IF  1010         (Eq. 3.2-1b) 
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3.3 Time Correlated Single Photon Counting (TCSPC) 

Fluorescence lifetime decays were recorded through a Data Station Hub from HORIBA Jobin 

Yvon, IBH. Data acquisition was performed in reversed start-stop mode, meaning that the 

decay histograms were built from the delay times between a fluorescence photon and the 

following excitation pulse. The time between two consecutive laser pulses, TAC time, was 

divided in 4096 channels, TAC or TCSPC channels. Fluorescence decays were computed by 

deconvolution of the instrument response function, IRF, obtained from a concentrated 

solution of a highly scattering compound, Ludox. Lifetimes were modelled and fit as a sum of 

exponential decay terms 

 









 

i
i i

t
AtF


exp)(        (Eq. 3.3-1) 

 

 with Ai and τi the amplitude and lifetime of the i-th species, respectively. 

 

3.4 Confocal microscope setup 

 Single-molecule experiments were performed with a custom built confocal microscope setup 

as the one described in figure 3.4-1. 
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Figure 3.4-1. Sketch of the confocal microscope setup for two-colour single-molecule experiments. 
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The technical characteristics of the setup have already been described in detail in (Eggeling, 

Berger et al. 2001) and (Widengren, Kudryavtsev et al. 2006) therefore for the purposes of 

this thesis it will suffice to note that: 

- the emitted light is first split into two polarisation components: parallel and 

perpendicular to the linearly polarised excitation light,  

- each polarisation component is further divided in two spectral ranges (or colours), 

relative to the donor’s and the acceptor’s emission, 

- the different polarisations are registered by two different single photon counting cards, 

- each card registers the time between the detection of two consecutive photons as well 

as the arrival time of each photon after the excitation pulse. 

The outlined features enable to: 

- calculate the fluorescence correlation curve over the complete correlation time range 

(see chapter 4), 

- record the fluorescence intensity, lifetime and anisotropy for donor and acceptor dye 

simultaneously (see chapter 5). 

In some particular cases (see chapter 7), the setup was extended to record a third spectral 

range, as shown in figure 3.4-2. 

 

4

5

Pinhole

Dichroic
Beamsplitter

Objective

Tubelense

Polarizing
Beamsplitter

pulsed,
lin.-pol.
Ar-Ionlaser

6

Router

Router

SPC-132
Computer

Sync

Trigger

Single Pulse Generator

IF DB

3 

2 1

DB

 
Figure 3.4-2. Sketch of the confocal microscope setup for three-colour single-molecule experiments. 
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3.4.1 Fluorescence signals 

The total signal recorded by the detectors of the SMD setup is indicated by the letter S with 

the subscripts G and R to indicate the signal registered by the green and red detectors, 

respectively. If not differently stated, SG and SR refer to the sum of both, the parallel and 

perpendicular components. The signal S is not constituted of fluorescence signal only but 

includes background and dark count photons. Pure fluorescence signal is indicated by the 

letter F and for the two spectral ranges is defined as 

 

GGG BSF           (Eq. 3.4.1-1) 

 

RRRT BSF          (Eq. 3.4.1-2) 

 

where BG and BR represent the sum of background and dark count signals recorded in the 

green and red channels, respectively. FRT is the total fluorescence signal recorded by the red 

detectors and as such is comprised not only by the signal of the acceptor dye but also by the 

bleed-through of the donor dye in the acceptor channel, crosstalk. The recorded fluorescence 

signal of the acceptor dye only is indicated by FR and defined as 

 

RGRR BFSF           (Eq. 3.4.1-3) 

 

The crosstalk is indicated by α and is expressed as the fraction of donor florescence recorded 

by the red detectors divided by the fraction of donor fluorescence recorded by the green 

detectors. 

However, the signals FG and FR do not represent the total photons emitted by the donor or the 

acceptor but only the fraction that is transmitted through the optical components of the setup, 

i.e. dichroic mirrors, fluorescence filters, and successfully detected. To correct for this the 

detection efficiencies gG and gR are introduced. The total fluorescence signal emitted by the 

donor, FD, and acceptor dye, FA, are therefore calculated as 
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
         (Eq. 3.4.1-4) 
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R
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
       (Eq. 3.4.1-5) 

 

The detection efficiencies gG and gR are defined as 

 

  dFgg DGG )()(        (Eq. 3.4.1-6) 

  dFgg ARR )()(        (Eq. 3.4.1-7) 

 

where FD() and FA() are the fluorescence spectra normalised to unity of donor and acceptor, 

respectively, and gG() and gR() the shape functions of the detection efficiency of the green 

and red channels, respectively. The shape functions gG() and gR() take into account not only 

the properties of the mirrors and filters of the setup but also the different sensitivities of the 

detectors at the different wavelengths. As an example, the effects of the shape functions on 

the emission spectrum of Alexa 488 in a three-colour setup are reported in figure 3.4.1-1 (only 

gG() and gY() are taken into account). 
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Figure 3.4.1-1. Graphical representation of the effect of the detection efficiencies on the emission spectrum of 

Alexa488 in a three-colour single-molecule experiment. A) The darker green area represents the total 

fluorescence emitted by the dye, FD, while the light green and orange areas represent the Alexa 488 photons 

effectively detected in the green and yellow channel, respectively, FG and αYFG. Here αY is the crosstalk of Alexa 

488 in the yellow channel. The shapes of gG() and gY() are obtained for the filter-set reported in the legend. B) 

Contribution of each detection component to the shape functions of the green channel (top panel) and yellow 

channel (bottom panel). The contributions are indicated as the fraction of light that is transmitted in the 
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appropriate detector direction by each component. The shape functions gG() and gY(), are obtained by 

multiplying the different spectra. 

 

3.4.2 Anisotropy 

As described in (Koshioka, Saski et al. 1995), the fluorescence signal recorded with a 

confocal microscope results depolarised by the objective. Therefore, to calculate properly 

fluorescence anisotropy, r, equation 2.1-3 is modified by introducing the correction factors l1 

and l2 (Koshioka, Saski et al. 1995) 

 

    


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      (Eq. 3.4.2-1) 

 

where the rS indicates that signals were corrected for scatter (or, in other words, that pure 

fluorescence signals were used to calculate anisotropy). Sometimes, to calculate anisotropy, 

the signal S is used. In these cases anisotropy is called experimental anisotropy, rexp 
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      (Eq. 3.4.2-2) 

 

3.4.3 Colours 

The distinction between donor/acceptor and green/red is important. The terms donor/acceptor 

refer exclusively to the photons emitted by the dyes while the terms green/red are descriptive 

terms and indicate in which channel the photons are detected. As such, green/red can be 

associated to different signals, i.e. fluorescence, scatter, crosstalk, and, by analogy, to the 

detection components of the SMD setup, i.e. filters, detectors. 
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4 Fluorescence Correlation Spectroscopy (FCS) 

Any dynamic process that produces a change in the brightness of a fluorophore, at time t, will 

induce a fluctuation of the fluorescence intensity,  tF , around the average signal, F . By 

calculating the second order correlation function, G2(tC), of the fluorescence signal,  tF , it is 

possible to assess the characteristic time of each process responsible for fluorescence intensity 

fluctuations 

 

         
22

2 1
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
    (Eq. 4-1) 

 

For DNA freely diffusing in an open volume, the correlation curve ranges from nanoseconds, 

the timescale of fluorescence emission (antibunching), to milliseconds, the timescale of 

translational diffusion. Figure 4-1 shows a model correlation curve where the occurring 

processes are emission, rotational diffusion, triplet formation and translational diffusion. 
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Figure 4-1. Simulation of a FCS curve of fluorescently labelled DNA. 

 

If the timescale of each process differs from the other by at least one order of magnitude it is 

possible to express the correlation function as the product of the different correlation terms 
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normalised by the average number of molecules in the detection volume, N (Mets and Rigler 

1994) 

 

          cAcRcTcDC tGtGtGtG
N

tG 
1

12      (Eq. 4-2) 

 

where D, T, R and A refer to diffusion, triplet, rotation and antibunching, respectively. 

If the focal volume has the shape of a three-dimensional Gaussian with spatial distribution of 

the detection probabilities 

 

      w x y z x y z z, , exp exp   2 22 2
0
2 2

0
2     (Eq. 4-3) 

 

where ω0 and z0 are the 1/e2 radii in the lateral or in the axial direction, respectively, it is 

possible to rewrite equation 4-2 as (Mets and Rigler 1994) 
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(Eq. 4-4) 

 

where tD is the diffusion time, T and tT are the triplet’s amplitude and characteristic time, R 

and tR are the amplitude and characteristic time of rotational diffusion and A and tA are the 

amplitude and characteristic time of the antibunching process. 

Knowing tD and the radius ω0 it is possible to calculate the diffusion coefficient of the 

fluorescently labelled molecule as 

 

Dt
D




4

2
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         (Eq. 4-5) 

 

Although N can be obtained by fitting a correlation curve, in single-molecule experiments the 

presence of dark counts and scattered light distorts the correlation amplitude, 1/N, and makes 
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it impossible to obtain the correct number of molecules in the focus unless proper correction 

is applied (Koppel 1974). 

Reactions between different species present in solution can produce a variation in the 

brightness of the fluorophores and thus influence the correlation curve. Here the term reaction 

has to be considered in a general sense and includes not only chemical reactions but a broader 

array of processes, i.e. conformational dynamics, binding equilibria. 

If the diffusion times of all the reactants and products are the same, or very similar, the 

correlation function can be factored as (Palmer III and Thompson 1987) 

 

     ccc tXtG
N

tG 
1

12        (Eq. 4-6) 

 

where G(tc) is the correlation function as described in equation 4-2 

(G(tc).=.GD(tc)·GT(tc)·GR(tc)·GA(tc)), and X(tc) the term containing the kinetic dependence. 

Usually X(tc) has the form 

 

    
i ciic tAtX exp1        (Eq. 4-7) 

 

where λi are the solutions of the characteristic polynomial of the matrix describing the kinetics 

of the reaction and Ai the relative amplitudes (Palmer III and Thompson 1987). 

In the case that the diffusion properties of the molecules are too different a more general 

approach (Elson and Magde 1974) has to be used to compute the correlation function. 

 

4.1 Filtered Fluorescence Correlation Spectroscopy (fFCS) 

When more than one species is simultaneously present in solution, equation 4-4 does not hold 

anymore. For a mixture of species, the correlation function becomes 
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where xi , Qi and  Ci tG2  are the fraction, brightness and normalised correlation function of 

the i-th species, respectively. In this case, even though the brightness of each species would 

be exactly known, it would be very difficult to sort the species correctly unless the diffusion 

times differ significantly. 

Enderlein and co-workers (Böhmer and Enderlein 2003; Enderlein and Gregor 2005; Gregor 

and Enderlein 2007) suggested the use of the fluorescence lifetime decay as a pattern to 

distinguish the different species present in solution. 

In the past, the lifetime information was used in gated FCS where only those photons that 

arrive at the detector in a certain TAC time interval are correlated (Shera, Seitzinger et al. 

1990; Herman, Londo et al. 1992; Li and Davis 1995; Creasey, Halford-Maw et al. 1998; 

Xiao and Selvin 1999). By contrast, the new approach, uses fluorescence lifetime to build 

filters that attribute a certain likelihood (also negative) to each photon of belonging to a 

determined species. In this way, all photons are correlated with weight corresponding to the 

filter value for the chosen species. Filtered FCS has therefore two main advantages over gated 

FCS: (i) all photons are correlated while in gated FCS those that fall out of the designated 

TAC-gate, whose setting is arbitrary; are disregarded; (ii) the FCS curves for all the species 

are obtained simultaneously. Moreover, by using the instrumental response function as an 

additional pattern it is possible to eliminate the scatter photon contribution and compute the 

correct correlation amplitude even in single-molecule experiments. 

 

4.1.1  Fluorescence Lifetime Filters (FLF) 

For simplicity, a mixture of two molecular species is considered, each one with fluorescence 

decay patterns  )(|| i
jp  and  )(i

jp , where i refers to the species, j denotes the number of the 

TCSPC channel and  and  the polarisation of the emitted light in respect to a linearly 

polarised excitation. In this way )(|| i
jp  and )(i

jp  represent normalised probabilities. Any 

measured TCSPC decay histograms jH||  and jH  of the mixture can be expressed as a linear 

combination of the decay patterns of the two species 
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where )(iw  is the amplitude of the photon count contribution (in photons number) of the i-th 

species. As described in (Böhmer, Wahl et al. 2002) it is possible to build two filters )(|| i
jf  and 

)(i
jf , so that 
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where )(|| iw  and )(iw  are the photon count contributions of the i-th species in the parallel and 

perpendicular detection channel, respectively ( )()()(|| iii www  ), L is the total number of 

TCSPC channels, and the brackets denote averaging over an infinite number of 

measurements. 

The correlation function between different polarisations of the same spectral range of the i-th 

species, auto/cross  c
i tG )(
,|| , can be then calculated as 
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where  tS j
  is the fluorescence signal in the j-th TCSPC channel of the perpendicular signal 

at measurement time t and  cj ttS ||  is the fluorescence signal in the j-th TCSPC channel of 

the parallel signal at measurement time. 

As described in Paper I fluorescence lifetime filters can be calculated not only for the 

different polarisations of the same spectral range, but also for any combination of polarisation 

and colour, i.e.  c
i

RG tG )(
, 

,  c
i

RGRG tG )(
, ||||||||   (see Paper IV). Moreover, with the possibility to 

discriminate photons pertaining to different population it is possible to cross-correlate 

different species (sccFCS) and study processes like the interconversion between different 

FRET states (see Paper I and section 8). 



 24 



 25

5 Multi-parameter Fluorescence Detection (MFD) 

As explained in section 3.4, with the setup used for single-molecule experiments several 

fluorescence parameters are recorded at once; the combination of more parameters is the basis 

of Multi-Parameter Fluorescence Detection (MFD). The advantages of this method over 

standard one-dimensional techniques lie in the fact that with MFD it is possible to distinguish 

measurement artefacts from real events and to efficiently sort multiple FRET species present 

in solution simultaneously (Widengren, Kudryavtsev et al. 2006). 

 

5.1 Two-dimensional plots 

To illustrate the efficiency of MFD a double stranded DNA molecule, labelled with Alexa 488 

and Atto 680 at a distance of 12 base pairs, is investigated. In figure 5.1-1A, the 

histogrammed values of green to red signal ratio, SG/SR, green lifetime, τD(A), and green scatter 

corrected anisotropy, rS, represent the results that could be obtained by independent intensity, 

TCSPC and polarisation experiments, respectively.  

  

 

 

 

 

 

 

 

 

 

 

Figure 5.1-1. (A) Histograms of signal intensity ratio, lifetime 

and anisotropy (from top to bottom, respectively). (B) 

Histograms of signal intensity ratio, lifetime and anisotropy, 

combined in two-dimensional stacked plots: SG /SR versus τD(A) 

(top); rS versus τD(A) (bottom). 

 

Examining the histograms, it is clear that at least two species are present in solution and with 

the help of equations 2-1, 2-2 and 2.1-2 it would, in principle, be possible to link together the 
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SG /SR, τD(A) and rS values of each population. However, due to the broad distribution of the 

signals, the matching of the different parameters is subject to a certain degree of uncertainty 

and the number of species can be underestimated. If the one-dimensional histograms are 

combined in two-dimensional plots the species are better resolved and turn out to be four 

instead of two (see figure 5.1-1B). Furthermore, due to the good separation of the different 

populations, only one portion of data can be selected and further analysed. 

 

5.2 MFD equations 

In addition to qualitative analysis it is possible to devise relations between the fluorescence 

parameters and thus obtain quantitative results. In case of FRET, the fluorescence intensities 

of donor and acceptor can be expressed modifying equation 3.2-1 to take into account the 

energy transferred from the donor to the acceptor 

 

    AbsFRETFDD IEF  10        (Eq. 5.2-1) 

AbsFRETFAA IEF          (Eq. 5.2-2) 

 

The resulting intensity ratio, FD/FA, is independent from the absorbed energy and is a function 

of quantum yields and FRET efficiency only. Furthermore, if equation 2.2-7a is used to 

express EFRET, FD/FA can be obtained as a function of D(A) 
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If plotted on an MFD two-dimensional plot, equation 5.2-3a has the shape of a sigmoidal and, 

being independent of FRET efficiency, has the property to link, for any given donor-acceptor 

system, all the possible FRET states. Equation 5.2-3a is a very important tool of MFD 

because deviations from the curve it describes are indicators of the presence of processes 

other than FRET, i.e. donor quenching, acceptor quenching or interconversion between 

different FRET states (see following sections). Considering the relation between lifetime and 

quantum yield obtained by combining equations 2-2 and 2-3, FD.= kf D,  equation 5.2-3a can 

be rewritten as
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By overlaying equation 5.2-3b on a two-dimensional plot it is possible to estimate the FRET 

efficiency of each species present in solution. 

Having access to lifetime and anisotropy simultaneously the Perrin equation (eq. 2.1-2) can be 

plotted as well. 

 

 

Figure 5.2-1. Combined two-dimensional plots of 

FD/FA and rS versus τD(A). The data are simulations 

of a three populations system. The species consist of 

donor and two FRET states with an average number 

of molecules in the detection volume of 0.001, 

0.003 and 0.003, respectively. The parameters used 

to generate the data are τD(0) = 4 ns, τA = 2ns, ФFD(0) 

= 0.8, ФFA(0) = 0.4, α = 0.01, R0 = 50 Å, EFRET1 = 

0.25, EFRET2 = 0.80, gG = 0.5, gR = 1.0, rotation 

correlation time ρ = 0.65 ns for all species, diffusion 

time tD = 1.5 ms for all species, BG = 2.8 kHz, BR = 

1.2 kHz and donor FG = 100 kHz (comparable with 

measurements performed in our group). Equation 

5.2-3a (upper bi-dimesional plot) and the Perrin 

equation (lower bi-dimesional plot) are plotted in 

red. 

 

 

 

 

5.2.1 Dye quenching 

In this section the deviations from equation 5.2-3a caused by donor or acceptor quenching 

will be described. In the case of donor quenching, equation 2.2-5a has to be modified to 

account for the extra quenching process 
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where kQ is the quenching rate constant. For simplicity, in this derivation it is considered a 

quenching process that can be described by a zero-order kinetics. The results, however, are of 

general character and can be applied to any quenching process. Analogously to FRET 

efficiency, the expressions for  0FD  and )( AD   have to be modified 
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On the other hand, quantum yield of the acceptor is not affected and FAFA  . 
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  (Eq. 5.2.1-4) 

 

The result of equation 5.2.1-4 combined with the shortening of lifetime leads to a horizontal 

shift from the curve described by equation 5.2-3a. 
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Figure 5.2.1-1. Effect of donor quenching. (A) Simulated data as those in figure 5.2-1. (B) For the lower FRET 

state, a donor quenching process with k Q,donor = k 0,donor was added to the simulations. Comparing panel A and B, 

a horizontal shift from the expected behaviour is clearly observed. 
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In case of acceptor quenching, only the quantum yield of the acceptor will change, 

FAFA  , and as a consequence 
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As a result a vertical shift from the theoretical curve is observed. 
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Figure 5.2.1-2. Effect of acceptor quenching. (A) Simulated data as those in figure 5.2-1. (B) For the higher 

FRET state, an acceptor quenching process with k Q;acceptor = k 0;acceptor was added to the simulations. Comparing 

panel A and B, a vertical shift from the expected behaviour is clearly observed. 

 

5.2.2 Interconversion of FRET states 

In the case of a dynamic system, in which a molecule switches between different states, each 

characterised by a different transfer efficiency, a deviation from the behaviour described by 

equation 5.2-3a is observed. For simplicity the case of a two-state system is considered. If the 

interconversion between the two states is slower than the dwell time in the focus, the 

molecule shows only one state at the time and resembles the case of a static system with two 

different species. In the two-dimensional plot, fluorescence bursts are grouped in separate 

islands, both of which lying on the sigmoidal line of equation 5.2-3a (depending on the time 

scale of the dynamic process some mixed bursts can still be visible). If the interconversion is 

of the same order of the dwell time, or faster, each recorded bursts will be a mixture of the 

two states. In this case the bursts deviate from the sigmoidal line. This effect is due to 

fluorescence intensity and lifetime of each state being weighted differently in the averaged 

signals. 
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Figure 5.2.2-1. Effect of FRET state interconversion. Two time regimes for the interconversion between the 

FRET states described in figure 5.2-1, are reported. (A) Fast interconversion with rate constants out of the states 

k12 = k21 = 5 ms-1. Only one island is observed. (B) Slow interconversion with rate constants out of the states k12 

= k21 = 0.1 ms-1. The two original FRET populations are observed with only few bursts showing averaging. 

 

Fluorescence intensities are obtained by single photon counting and are, therefore, weighted 

by the fraction of each species, xi 

 

 i iixave FxF ,   with  1i ix    (Eq. 5.2.2-1) 

 

where ave,x stands for species weighted average. In the case of FRET experiments, donor and 

acceptor intensities result to be dependent on the average FRET efficiency i ii Ex  
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Fluorescence lifetimes, on the other hand, are obtained by Maximum Likelihood Estimator 

(MLE) fitting (Maus, Cotlet et al. 2001) and are therefore fluorescence intensity weighted 

average quantities 
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where ave,a stands for fluorescence weighted average. Analogously to equation 5.2.2-1, 

i iix in equation 5.2.2-4 represents the species weighted average lifetime, xave, . 

To express the relation between fluorescence intensity ratio and lifetime averages, a new 

equation has to be devised. In the case of only two interconverting species xave,  is 

 

  2111, 1  xxxave         (Eq. 5.2.2-5) 

 

while aave,  is 
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Calculating x1 from equation 5.2.2-5 and substituting it in 5.2.2-6a, aave, can be expressed as a 

function of xave,  
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that rearranged results in 
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If equation 5.2-3a is written for species weighted averages 

 

xave

xave

FA

f

xaveA

D
k

F

F

,0

,
0

,















      (Eq. 5.2.2-8) 

 

and xave,  is expressed as in equation 5.2.2-7, the desired relation is obtained 
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Equation 5.2.2-8 presupposes the knowledge of the lifetimes of the interconverting states and 

as such can only be used in combination with other independent measurements of the single 

states or as an a posteriori test. 
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Figure 5.2.2-2. τD(A) averaging correction. The dashed line represents equation 5.2.2-8. The correction is 

independent from the time regime and, therefore, it is the same for panel A and B. 

 

An effect similar to dynamic averaging of the FRET states can be observed in thick solutions 

of heterogeneous samples. In this case, in fact, more than one molecule is simultaneously 

present in the focus and mixing of the signals from the different species ensues. The two 

sources of averaging can be easily discriminate by checking: (i) the presence of any dynamic 

term in FCS (section 4) or in dynamic PDA (section 6.4), (ii) the number of bursts per second 

that in single-molecule experiments is around 10. 

 

5.2.3 Dye linker movement  

As a special case of interconversion of FRET states the effect produced by the chain diffusion 

of the dye linkers will be discussed in this section. As shown in figure 2-1B, dyes are usually 

coupled to biomolecules through long aliphatic chains. Due to the flexibility of these chains 

the fluorophores are allowed to explore multiple positions in space during the diffusion of the 

labelled molecule in the focus. Independently of the chain diffusion timescale, the detected 

signals are averaged over different FRET states, and therefore deviation from equation 5.2-3a 

are expected. As in section 5.2.2, a correction function will be calculated. 
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Figure 5.2.3-1. Effect of linker movement. The system in figure 5.2-1 is modified by simulating a σ = 6 Å and 

inerconversion rate constansts between the RDA ± σ states of 5 ms-1. 

 

Due to chain diffusion each possible donor-acceptor distance RDA will produce two distances 

RDA ± σ, where σ is the maximum displacement introduced by the linker movement. Knowing 

σ, the aave,  and xave, associated to RDA ± σ can be calculated. If xave,  is plotted as a function 

of aave, , figure 5.2.3-2, it is possible to obtain, by polynomial fitting,  a correction function 

which expresses an average as a function of the other 
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Figure 5.2.3-2. Correction function for linker movement. τave, x is plotted as a function of τave, a (black squares) 

and fitted by a polynomial of third order (red line, τave,x = 3
,

2
,, 042.032.00.380142.0 aaveaaveaave   ). At τave,x 

= 3 ns the difference between averages is negligible while at τave,x = 1 ns it becomes substantial (comparison 
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between the red line and the dashed black line). This explains why in figure 5.2.3-1 only the higher FRET 

population is off the sigmoidal line. 

 

Substitution of equation 5.2.3-1 in equation 5.2.2-8 yields the corrected relation between 
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Bulk TCSPC measurements on short DNA fragments (unpublished results), indicate that for 

the linkers described in figure 2-1C σ is 6Å. However, the value can vary from molecule to 

molecule and usually different values for σ should be tested. 
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Figure 5.2.3-3. Corrected sigmoidal line. The red line is obtained by substituting τave,x 

= 3
,

2
,, 042.032.00.380142.0 aaveaaveaave    in equation 5.2.3-2. 

 

5.3 Conversion of fluorescence intensity ratio into EFRET 

and RDA 

The MFD relations shown so far have been developed for FD/FA because it is the most direct 

signal that can be computed from signal ratio SG/SR. Sometimes, however, it is better to plot 

quantities as RDA and EFRET that are immediately recognisable. In these cases the equations 

can be easily rearranged taking into account the relations 
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6 Probability Distribution Analysis (PDA) 

When analysing single-molecule FRET data, the goal is to obtain distances with the highest 

accuracy possible. This task is complicated by the fact that fluorescence bursts are not defined 

by a single value of lifetime or signal intensity but, due to shot-noise and background, are 

distributed around certain values. The most common practice is to interpret the data simply as 

a sum of Gaussian distributions centred on mean values that are intended to represent the 

average lifetime or fluorescence signal. The limit of this procedure lies in the scarce 

importance given to the shape of the distributions. In fact, if it is true that the detection of 

photons is a stochastic process and a distribution of values is indeed expected, shot-noise, it is 

very difficult to calculate the exact broadening beforehand. Moreover, the small deviations of 

the shape are usually disregarded even if they can be directly translated into the information 

about the conformation’s distributions.  

To distinguish between shot-noise limited distributions and distributions arising from 

conformational heterogeneities probability distribution analysis, PDA, was developed. 

 

6.1 Theory 

Considering the SMD setup described in section 3.4, the stream of detected photons can be 

schematically represented as in figure 6.1-1. 

 

3 1 2 4 1 3 2 4 3

time  
Figure 6.1-1. Stream of detected photons. Laser pulses are indicated in light blue and the detected photons are 

colour coded according to their spectral range. The numbers refer to the detector registering the photon: 1 and 3 

for parallel channels; 2 and 4 for perpendicular channels. 

 

To each photon is assigned a channel number from 1 to 4 depending on whether the photon is 

recorded in the green parallel, red parallel, green perpendicular or red perpendicular channel. 

If we consider the signal recorded in two different channels i and j, with the PDA method we 

calculate the theoretical probability of recording that particular combination of Si and Sj, P(Si, 

Sj) (Antonik, Felekyan et al. 2006; Kalinin, Felekyan et al. 2007; Kalinin, Felekyan et al. 

2008) 
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where P(F) describes the probability of observing F fluorescence photons (F = Fi+Fj), 

 FFFP ji ,  is the conditional probability of observing a certain combination of fluorescence 

photons in the i-th and j-th channel provided the total number of fluorescence photons is F 

and P(Bi) and P(Bj) represent the background intensity distributions for the i-th and j-th 

channel, respectively. Of all the possible combinations of channels not all are of real interest; 

our attention will be focused on P(S1, S3), P(S2, S4) for polarisation experiments and P(S1+3, 

S2+4) (which corresponds to P(SG, SR)) for FRET experiments. In the following, to simplify the 

derivations, the photon stream is considered to be divided into bins of equal length, t. 

The last three terms of equation 6.1-1 can be analytically described. Background intensity is 

described by a Poisson distribution (Fries, Brand et al. 1998) 
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where B is the average number of background photons per time window. For FRET and 

polarisation experiments, the conditional probability  FFFP ji ,  is described by a binomial 

distribution, see equation 6.1-3. In these experiments, in fact, the recorded photon is either 

green or red, parallel or perpendicular in respect to the linearly polarised excitation light, see 

sections 6.1.1 and 6.1.2 
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Here, pi is the probability that the emitted photon is green or red, parallel or perpendicular. 

P(F) is not directly measurable but can be modelled analytically (Fries, Brand et al. 1998). 

However, to avoid any a priori assumption it is preferable to substitute it with a measurable 

quantity. From equations 3.4.1-1a and 3.4.1-1b we know that F = S – B, therefore, under the 

assumption that S and B are uncorrelated (S>>B) we can substitute    FFFPFP ji ,  with 

   jiji BBSFFPSP , , where P(S) is directly measurable  
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It is evident from equation 6.1-4 that when fitting the distribution P(Si, Sj), the only floating 

parameter is the probability pi. 

In the case of low photon counts (S ≈ B) the substitution made in equation 6.1-4 is not correct 

anymore and a model function of P(F), PM(F), has to be calculated explicitly.  

For a single species PM(F) can be expressed as a weighted sum of Poisson distributions, 

representing contributions from different spatial elements of the illumination volume (Rigler 

and Mets 1992; Fries, Brand et al. 1998; Kask, Palo et al. 1999) 
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where qi is the expected number of photons emitted by a molecule situated in the ith volume 

element, and P(qi) the probability of finding a molecule in the corresponding volume element.  

Equation 6.1-5 does not require any a priori assumptions regarding the distribution of P(qi) 

and hence of shape of the detection volume, which is one of the most notable differences 

between the PDA and FIDA methods (Kask, Palo et al. 1999; Kask, Palo et al. 2000). The 

distribution of P(qi) is reconstructed by using the maximum entropy method (Livesey and 

Skilling 1985; Brochon 1994), that is by maximising the function 
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where ν is a constant, s an entropy-like function for the coefficients qi 
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In equation 6.1-7 the weights W(S) are equal to 1/ P(S) because each point of the experimental 

intensity distribution P(S) obeys Poisson statistics. 
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By fitting equation 6.1-1 or 6.1-4 we gain simultaneous access to Si and Sj and therefore we 

can generate 1D histograms of any parameter that can be expressed as a function of Si and Sj, 

such as: 

- SG/SR, proximity ratio, EFRET and RDA for FRET experiments (section 6.1.1) 

- polarisation, experimental anisotropy and scatter-corrected anisotropy for polarisation 

experiments (section 6.1.2) 

 

6.1.1 FRET experiments 

In FRET experiments, equation 6.1-3 can be rewritten as (Antonik, Felekyan et al. 2006) 
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where pG is the probability that a detected photon is green , ε the probability that a detected 

photon is red (FG + FRT = F and pG + ε = 1). Because of its definition, ε represents an 

apparent transfer efficiency (Antonik, Felekyan et al. 2006) and is related to EFRET through 

equation 6.1.1-2 
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For the definition and relationship between the different fluorescence signals refer to sections 

3.4.1 and 5.2.  

The theoretical 1D histograms of EFRET are built calculating the sum of probabilities P(SG, SR) 

for which the corresponding efficiency falls into the same i-th histogram bin 
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Other parameters frequently used in FRET experiments, that depended on SG and SR are the 

intensity ratio SG/SR, the proximity ratio SR/(SG+SR), and the donor-acceptor distance RDA 
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6.1.2 Polarisation experiments 

In polarisation experiments, equation 6.1-3 can be rewritten as (Kalinin, Felekyan et al. 2007) 
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where p|| is the probability that a detected photon’s polarisation is parallel to the linearly 

polarised excitation light (channel 1 for green and 2 for red), p the probability that a detected 

photon’s polarisation is perpendicular to the linearly polarised excitation light (channel 3 for 

green and 4 for red), p|| + p  = 1 and F|| + F = F (in polarisation experiments performed on 

donor-acceptor samples the total number of photons F refers to the photons of a single 

colour). Assuming that in one time window the molecule can sample all the possible 

orientations with respect to the polarisation of the excitation light, the probabilities p|| and p  

are related to fluorescence anisotropy through (Lakowicz 1999; Valeur 2002) 
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As described in section 3.4.2 fluorescence signal is additionally depolarised by the 

microscope objective, therefore taking into account the l1 and l2 correction factors (Koshioka, 

Saski et al. 1995)  
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As in FRET experiments, once we have calculated P(S||, S ), it is possible to build the 

theoretical 1D histograms of several parameters of interest e.g. scatter corrected anisotropy, 

rS, (Eq. 3.4.2-1), experimental anisotropy, rexp, (Eq. 3.4.2-2) and polarisation, p, 
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6.2 Multiple species and brightness correction 

The factorisation of equation 6.1-1 is valid only in the case that all four distributions are 

independent. In particular it is assumed that the distributions P(F) and  FFFP ji ,  are 

uncorrelated. These assumptions hold only if one fluorescence state is considered or if all 

fluorescence states have the same total brightness. In real experiments the assumptions made 

are the exception rather than the rule, therefore equation 6.1-1 has to be extend to take into 

account the presence of multiple fluorescence states. Let us consider n different states, each 

one characterised by fluorescence intensity distribution Pk(F). If we assume that the 

distributions Pk(F) are relative to the same concentration and only single-molecule events are 

taken into account we can write 
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where  FFFP jik ,  is the probability to observe a particular combination of Fi and Fj photons 

for the species k, provided that the total number of fluorescence photons is F. Depending on 

how well the different species can be separated by a burst classification algorithm and/or 

additional data are available, different procedures of obtaining the individual Pk(F) can be 

applied (as described in Paper I) 
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6.3 Multi-molecular events 

The equations derived so far for P(Si, Sj) are true only for fluorescence intensity distributions 

of single molecules. When more than one molecule is detected at the same time the observed 

probability P(Si, Sj) is a combination of the probabilities P’(Si, Sj) of the different molecules. 

To account for multi-molecular events a convolution of m single-molecule terms P’(Si, Sj) is 

calculated, where 1/m is equal to the dilution factor of the original sample. The convolution 

can be obtained with the help of generating functions (Kask, Palo et al. 1999; Kask, Palo et al. 

2000; Gopich and Szabo 2005) or via 2D discrete Fourier transform, DFT, (Saffarian, Li et al. 

2007) 
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jiji FFPDFTDFTFFPFFPFFP ,,...,, 1  

   (Eq. 6.3-1) 

 

where DFT -1 denotes the inverse transform  

 

6.4 Dynamic systems 

Usually in FRET experiments due to dye motions, molecular fluctuations, and conformational 

changes, the experimental system exhibits more than a single FRET efficiency value. 

Depending on the timescale, such fluctuations may have an effect on the shape of FRET 

related parameter histograms. In such cases it is necessary to develop a suitable model 

describing the distribution of FRET efficiencies, P(E), and incorporate that model into the 

PDA analysis.  

If we consider that the molecule has two states, A and B, with the rate constants out of the 

states being kA and kB, respectively, and EA and EB the FRET efficiencies of each state, the 

observed efficiency, E, for a particular time window is given by 

 

tTT
TQ+TQ

ETQ+ETQ
E  BA

BBAA

BBBAAA     (Eq. 6.4-1) 

 

In equation 6.4-1 TA is the total time the molecule spends in state A and TB the total time it 

spends in state B. The brightness QA and QB have the meaning of the total count rate (green 

plus red) at a given excitation intensity, and at a concentration of one molecule per 

observation volume. Via equation 6.4-1, the problem of determining the distribution of FRET 
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efficiencies P(E) is transformed into one of determining a probability density distribution of 

dwell times P(TA),  
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          (Eq. 6.4-2) 

 

where I0() and I1() denote Bessel functions of order 0 and 1, respectively. 

For the special case where this integration interval includes either 0 or t, the probability that 

the molecule persists in a single state over the entire time window must be separately 

calculated and included 
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The extension of PDA theory to dynamic systems constitutes the main topic of Paper III and 

for further details it ca be seen there. 

 

6.5 Dye heterogeneities 

Photophysical processes, transitions of the dyes between preferential environments and dye 

linker movement can be the cause of dye brightness heterogeneities. 

As a consequence, in presence of such processes the fluorescence bursts are mixtures of 

different FRET states and the recorded signal is an average of the different FRET signals (for 

the effects of different FRET averaging regimes see (Wozniak, Schröder et al. 2008)).  

The averaging effect introduces an extra broadening in the photon distributions and RDA 

histograms, for instance, are not described anymore by single distances but rather by Gaussian 

distribution of distances characterised by a mean distance RDA,mean and half width HW. If 

RDA,mean reflects the effective mean distance between the dyes, HW on the contrary is an 
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apparent parameter and there is no obvious relation between its value, 2Å to 4Å in our 

experiments, and the source of the broadening. 

Dye heterogeneities will obviously affect dynamic PDA too. Unfortunately a formal 

description for the interconversion between Gaussian distributions of distances to include in 

PDA theory is not trivial to derive and an approximation has to be made. Keepng in mind that 

in PDA each Gaussian distribution of distances can be formally described by the sum of two 

single distances: RDA,mean-HW and RDA,mean+HW, the interconversion between two Gaussian 

distributions can be approximated with the sum of two dynamic terms with the same rate 

constants: one for the interconversion between RDA1-HW1 and RDA2-HW2, and one for the 

interconversion between RDA1+HW1 and RDA2+HW2. The model is schematically described in 

figure 6.5-1. 

RDA1 RDA2

RDA1+HW1 RDA2-HW2 RDA2+HW2RDA1-HW1

 
Figure 6.5-1. Schematic representation of the interconversion between two Gaussian distributions of distances as 

the sum of two dynamic processes. These processes have the same rate constants and correspond to: (i) the 

interconversion between RDA1-HW1 and RDA2-HW2 (green arrows); (ii) the interconversion between RDA1+HW1 

and RDA2+HW2 (red arrows). 
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7 Two-step FRET 

To test the capabilities of MFD, the principles described in chapter 5 were applied to the study 

of a complex system. The sample in exam consisted of a double strand of DNA labelled with 

three fluorophores: one donor, D, and two acceptors, A1 and A2. The dyes were chosen and 

positioned along the double helix so that it was possible to have FRET between D and A1 and 

between A1 and A2. In this way the energy absorbed by the donor could be transferred by two 

consecutive FRET steps to the second acceptor, A2. The dyes chosen for this particular 

sample were Alexa488 (D), Alexa594 (A1) and Atto680 (A2), with DA1 and DA2 distances 

of 6 and 12 basepairs, respectively. 

 

 
Figure 7-1. Schematic representation of a double stranded DNA labelled with three dyes. Alexa 488, Alexa 594 

and Atto 60 are shown as green, orange and red star, respectively. Continuous arrows indicate excitation and 

emission light, blue and red, respectively. Dashed arrows represent the FRET steps D-A1 (green to orange 

arrow) and A1-A2 (orange to red arrow). Emission from D and A1 are not reported. 

 

7.1 Material and methods 

The experiments were carried out with a confocal epi-illuminated setup as described in 

section 3.4. The fluorescently labelled complexes were excited by a linearly polarised, active-

mode-locked Argon-ion laser (476 nm, 73 MHz, 150 ps). The laser was focused into the 

dilute solution (< 20 pM) of labelled nucleosome complexes by a 60x water immersion 

objective (UPLAPO 60x, Olympus, Hamburg, Germany). Fluorescence from the sample was 
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collected by the same lens and separated from the excitation by a beamsplitter (Q485LP, 

AHF, Tübingen, Germany). Collected fluorescence photons were divided first into their 

parallel and perpendicular components by a polarising beamsplitter cube (VISHT11, Gsänger, 

Planegg, Germany) and then by dichroic beamsplitters (Q595LPXR, AHF and DC660) into 

three wavelength ranges; (i) below 595 nm; (ii) between 595 and 660 nm; (iii) above 660 nm. 

Additionally, green (HQ 520/66 nm), yellow (HQ 630/60) and red (HQ 760/150 nm) filters 

were put in front of the detectors to ensure that only fluorescence photons coming from the 

donor (Alexa 488) and the two acceptors (Alexa 594, Atto 680) are registered. An estimate of 

the focal geometry is acquired by determining the diffusion correlation time of 224.5 ± 2.1 µs 

for Rhodamine 110 in water and knowing its diffusion coefficient of 0.34 ± 0.03 µm2/ms. 

Moreover, correction factors l1 = 0.0308 and l2 = 0.0368 are used to account for the mixing of 

polarisation by the microscope objective and G-factors (GGreen = 1.05 for the green channels, 

GYellow = 1.09 for the yellow channels and GRed = 1.80 for the red channels) are applied to 

compensate for the slightly different detection efficiency of the two polarisation components. 

Detection is performed using six avalanche photodiodes. The signals from all detectors are 

passed through a passive delay unit and two routers to two synchronised time-correlated 

single photon counting boards (SPC 132, Becker and Hickl, Germany) which are connected to 

a PC. Fluorescence bursts are distinguished from the background of 5-6 kHz by applying 

certain threshold intensity criteria (0.1 ms interphoton time, 80 photons minimum per burst). 

Two-step FRET samples were obtained by annealing three different DNA strands: 

 

TF-D: 5´-d(GCA ATA CTT CTC GTC GTA ATA AAT(Alexa488) AAT GAA TGG TAA 

TAG CAA TAA ATA TCT AAT AGG CCG) 

TF-A1:  5´-d(T(Alexa594)TC ATT ATT TAT TAC GAC GAG AAG TAT TGC) 

TF-A2:  5´-d(CGG CCT ATT AGA TAT TTA TTG CTA T(Atto680)TA CCA) 

 

 

TF-D

TF-A1 TF-A2  

 

 

Figure 7.1-1. Annealing scheme of the two-step FRET sample. 
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DNA strands were purchased from IBA, Göttingen, Germany (TF-D and TF-A2) and from 

Purimex, Grebenstein, Germany (TF-A1). Three strands were needed to avoid the problems 

relative to the synthesis of double labelled DNA single strands at specific sites. 

Atto 680 is a commercially available dye still patent pending and therefore its structure has 

not been disclosed yet (it is known that the dye belongs to the oxazine family, figure 7.1-2, 

personal communication from ATTO-TEC, Siegen, Germany). 

 

N

O NR22RN
+

 
Figure 7.1-2. Generic structure of an oxazine dye 

 

The samples were hybridised in two steps: (i) a solution of TF-D and TF-A1 (3.5 and 10.5 

µM, respectively) in buffer (10 mM Na-Cacodylate, 100 mM NaCl, 10 mM MgCl2 pH=7.5) 

was heated up to 70 °C and let cool overnight; (ii) 10µl of the previous solution were mixed 

with 2.1 µl of a solution 90 µM of TF-A1, heated up to 70 °C and let cool overnight. 

All measurements were performed at 20 °C in buffer (20 mM Tris, 50 mM NaCl, 0.2 mM 

EDTA, pH=7.5). 

As controls, DA1 and DA2 labelled samples were prepared as well. These molecules were 

obtained using unlabelled analogues of the TF-A2 and TF-A1 strands, respectively (the 

sample shown in section 5.1 corresponds therefore to a DA2 sample). 

 

7.2 Single-molecule experiments 

Due to the incomplete labelling of the single DNA strands, annealing of TF-D, TF-A1 and 

TF-A2 resulted in a mixture of DA1A2, DA2, DA1 and Donor-only (DOnly) labelled 

molecules. As a consequence more than one population was detected in SMD experiments 

(see figure 7.2-1). 
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Figure 7.2-1. SG/SR versus τD(A) plot of a two-step FRET sample. 

 

To successfully sort and analyse the different species sub-ensemble analysis was necessary, 

the populations were chosen as indicated in figure 7.2-2. 
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Figure 7.2-2. Sub-ensemble populations used in graphical MFD analysis. Lifetime, τD(A), is used as the selection 

criterion. 

 

7.2.1 Donor only molecules 

The most abundant species in figure 7.2-2A displayed the highest intensity ratio and a lifetime 

consistent with free Alexa488 (D(A) = 3.85 ns). This species was therefore associated with 

DOnly labelled molecules. The smaller population, on the other hand, had almost the same 

intensity ratio but a shorter lifetime (D(A) = 1.65 ns). As explained in section 5.2.1, the 

horizontal shift of the smaller population is not consistent with a FRET related process but 

rather with a donor quenching (the nature of which will not be addressed in this thesis). 

Knowing the FD(0) of Alexa 488 (FD(0) = 0.82), with the help of equations 2-2 and 2-3, it 

was possible to calculate the quantum yield of Alexa 488 in presence of the quenching 
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process, FD(Q) = 0.35. The estimation of FD(Q) is valid only in the hypothesis that the 

quenching process constitutes just an additional deactivation pathway of the donor (additional 

rate constatnt kQ in the denominators of Eq. 2-2 and 2-3) and that the fluorescence rate 

constant kf is unaffected by it. 
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Figure 7.2.1-1. Donor only molecules. The green ellipses are introduced only to guide the eye and do not have 

any quantitative meaning. 

 

It has to be noted that the horizontal shift described in section 5.2.1 refers to pure fluorescence 

signal ratio FD/FA and not to signal ratio SG/SR. For donor only molecules however, FA is 

equal to zero making impossible to estimate the donor quenching shift directly from a two-

dimensional plot. The derivation of an equation as 5.2.1-3 for SG/SR is not straightforward as 

for FD/FA, and in this text only an approximated, but sufficient, relation is proposed. Taking 

into account equations 3.4.1-4 and 3.4.1-5, for DOnly species SG and SR can be expressed as 

 

GDGG BFgS          (Eq. 7.2.1-1) 

 

  RDGR BFgS           (Eq. 7.2.1-2) 

 

In the case that  DG Fg  is negligible in comparison to BR  SG/SR can be expressed as 
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          (Eq. 7.2.1-3) 

 

where FD(Q) and FD(Q) are the quantum yield and the fluorescence signal of the donor in 

presence of the quenching process and (SG/SR)’ is the green to red signal ratio in presence of 

the quenching process. In the experimental conditions SG/SR ≈ 35 kHz and K ≈ 6 kHz yielding 

(SG/SR)’ ≈ 29 kHz. Therefore on the logarithmic scale SG/SR ≈ (SG/SR)’ 

 

7.2.2 DA2 molecules 

Once the two populations in figure 7.2-2A were assigned to DOnly species it was possible to 

study the populations that in figure 7.2-2B displayed SG/SR < 10. The lifetimes were too long 

to be compatible with DA1 energy transfer but were in agreement with DA2 transfer (this 

assumption is verified by comparing Fig. 7. 2-2B to Fig. 5.1-2). However it remained unclear 

why for DA2 energy transfer two populations were observed. It can be excluded that the two 

islands come from the two DOnly populations because: (i) the relative fractions of the FRET 

islands do not correspond to the fractions of the DOnly islands (ii) using in equation 5.2-3a 

the two quantum yields found for Alexa 488 and the same quantum yield for Atto 680 (FA2 

 it is impossible to obtain curves that overlaid can satisfactory describe the 

populations. Moreover, the red curve in figure 7.2.2-1 does not describe the second population 

either and therefore can also be excluded that the two islands arise from different donor-

acceptor distances of the same donor acceptor couple. 
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Figure 7.2.2-1. DA2 molecules. The red and black lines represent the equations FD/FA2 = (FD(0) / FA2) (τD(A) 

/(τD(0)-τD(A))) and FD/FA2 = (FD(Q) / FA2) (τD(A) /(τD(Q)-τD(A))), respectively. Neither of the two curves describes 

accurately the data. 

 

It was then clear that the observation of two distinct islands was not due to donor 

heterogeneity and therefore acceptor heterogeneity was tested. Steady state fluorescence did 

not show any significant difference from the specifications provided by the manufacturer, 

quantum yield of Atto680 in TF-A2 was FA2 = 0.27whereas the expected value is FAtto680 = 

0.30. TCSPC however revealed that TF-A2 had bi-exponential decay (see table 7.2.2-1).  

 

 Amplitude τA [ns] F 

A2’ 0.81 2.6 0.30 

A2’’ 0.19 1.3 0.15 
 

Table 7.2.2-1. Lifetime decay fit for the single strand TF-A2. Quantum yields, FA, were calculated from FA2 = 

0.27.  

 

Under the assumption that the quantum yield measured with steady state signal gives the 

average of the two populations found by TCSPC (Lakowicz 1999) two separate quantum 

yields could be calculated FA2’ = 0.30and FA2’’ = 0.15. Substituting these quantum yields 

in equation 5.2-3a, two sigmoidal curves were calculated (see fig. 7.2.2-2).  
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Figure 7.2.2-2. Identification of the two DA2 populations. (A) The red and black lines are a representation of the 

equations FD/FA2 = (FD(0) / FA2’) (τD(A) /(τD(0)-τD(A))) and FD/FA2 = (FD(0) / FA2’’) (τD(A) /(τD(0)-τD(A))), 

respectively. Both curves satisfactory describe the data. (B) The orange circles represent, qualitatively, the 

regions of the two DA2 populations. 

 

Both DA2 populations, DA2’ and DA2’’, are well described by the two sigmoidals, 

confirming that the two species are due to the different states of Atto 680. In this analysis, the 

discrepancies between the amplitudes in the single strand and the populations in double 

labelled strand were neglected. 

 

7.2.3 A1 containing molecules 

As a last step the populations in figure 7.2.3-1C were analysed. By exclusion all these species 

contain the first acceptor Alexa 594. In addition, knowing that A2 has two states three species 

(DA1, DA1A2’ and DA1A2’’) were expected. From figure 7.2.3-1C, however, it was not 

possible to distinguish the three different islands, and therefore it had to be checked if all of 

them were present. If FD/FA1 is plotted versus τD(A), part of the bursts are on the sigmoidal but 

others show a vertical shift, consistent with acceptor quenching.  
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Figure 7.2.3-1. DA1 containing molecules. The red line represents equation FD/FA1 = (FD(0) / FA1) (τD(A) /(τD(0)-

τD(A))) with FA1 = 0.50.  

 

This result is not surprising because energy transfer between A1 and A2 act as quenching of 

A1. Once the presence of the three species was assured, different pairs of fluorescence 

parameters were tested in search for a suitable set to separate the species (or at least DA1 

from DA1A2). The right set of axis resulted to be SY/SR versus τD(A) (Fig. 7.2.3-2B). In this 

plot it was possible to isolate DA1 (Fig. 7.2.3-2C) that is the population with the highest 

intensity ratio because it lacks of A2 and hence of red photons other then the ones from BR. 

The selected sub-population was plotted again as SG/SR versus τD(A) (Fig. 7.2.3-2D) and 

therefore it was possible to individuate it also in figure 7.2.3-2E. The remaining bursts were 

obviously the completely labelled molecules. The different species are indicated in figure 

7.2.3-2F. 
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Figure 7.2.3-2. Graphical sub-ensemble analysis. (A-B) A1-containing molecules are plotted in two different set 

of axes. SY /SR versus τD(A) yields a good separation of the species. (C-D) DA1 molecules are identified and 

plotted again as SG /SR versus τD(A) where they are indicated by the light magenta circle. (E-F) The DA1 

molecules are individuated in the complete sample and DA1A2 molecules are identified by exclusion (red 

circle). 
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7.3 Distances 

Unfortunately, more than a qualitative analysis of the DA1A2 samples was not possible 

because the complex photophysics of A2 prevented a reliable calculation of the RDA distances. 

In fact, when EFRET for DA1A2’ and DA1A2’’ were estimated with equation 5.2-3b (see fig. 

7.3-1), two different values were obtained EFRET, DA2’ = 0.34 and EFRET, DA2’’ = 0.60. 
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Figure 7.3-1. Estimation of the FRET efficiency for the DA2 populations. The red and black lines are a 

representation of the equations FD/FA2 = (kfD / FA2’) (τD(A) /EFRET, DA2’) and FD/FA2 = (kfD / FA2’’) (τD(A) /EFRET, 

DA2’’), respectively, with kfD = 0.214. The estimated FRET efficiencies are EFRET, DA2’ = 0.34 and EFRET, DA2’’ = 

0.60. 

 

Under the assumption that the RDA distances for the two states were the same (which implies 

that the differences between A2’ and A2’’ are purely photophysical), the discrepancy between 

the FRET efficiencies could be explained only by a difference in κ2 and/or J (see eq. 2.2-1). 

Being impossible to correct for these parameters, the distance information was lost. 

 

7.4 Conclusions 

In this section it has been demonstrated graphically how, through the use of MFD, it is 

possible to divide a complex system in its building blocks, and assign to each population 

lifetimes and fluorescence intensities.  

Moreover, through the use of MFD equations, quenching processes of Alexa 488 and 

photophysical heterogeneities of Atto 680 were easily detected. Two main A2 populations 

were individuated and characterised, even though their origin was not investigated. The effect 

of the quenched population of Alexa 488 was negligible in the determination of quantitative 
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parameters (EFRET and RDA). On the other hand lack of proper corrections for Atto 680’s 

photophysical properties made impossible to calculate donor-acceptor distances. The data 

presented here, however, show that due to a good signal separation two-step FRET is a viable 

method to study multi-molecular assemblies or multi-domain biomolecules. 
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8 Four-way DNA junctions 

Four-way DNA junctions, or Holliday junctions (Holliday 1964), are the branchpoints formed 

during DNA strand exchange of homologous duplexes and therefore are central intermediates 

in genetic recombination (Broker and Lehman 1971; Sigal and Alberts 1972; Orrweaver, 

Szostak et al. 1981; Schwacha and Kleckner 1995), a process important in DNA repair and in 

providing the genetic diversity necessary for evolution. 

When the region of homology extends further from the branching point, it is possible to 

observe sequential exchange of basepairing and the Holliday junction effectively migrates 

along the DNA sequence, this process is illustrated in figure 8-1. 
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Figure 8-1. Schematic representation of the branch migration of a Holliday junction. 

 

It has been shown that upon addition of divalent metal ions the overall structure folds with the 

helices coaxially paired in a right-handed anti-parallel fashion, with an angle of approximately 

60° between the helices axes (Duckett, Murchie et al. 1988; Murchie, Clegg et al. 1989; 

Eichman, Vargason et al. 2000). Two conformers are possible depending on the way the four 

arms are stacking, see figure 8-2. 

 

 A

anti-parallel parallel
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60°B

 
Figure 8-2. Three-dimensional sketches of the Holliday Junction conformers. (A) From the cruciform structure, 

the branches can stack onto each other in two different conformations: (i) anti-parallel, on the left; (ii) parallel, 

on the right. (B) Open and possible anti-parallel stacking conformers. 

 

Depending on the DNA sequence, especially near the branching point, one of the conformer 

can be predominantly populated. The most probable explanation for the stacking of the 

branches is that the metal ions shield the electrostatic repulsion between the backbone 

phosphate moieties allowing the structure to fold. Computational simulations (Olmsted and 

Hagerman 1994; Fenley, Manning et al. 1998) and experimental results (Mollegaard, Murchie 

et al. 1994; Nowakowski, Shim et al. 1999; Lilley 2000) suggest that divalent ions (or more 

complex ions i.e. hexammine cobalt(III)) are likely to be site-bound to the pocket formed by 

the four phosphate groups near the branching point. Monovalent metal ions, on the other 

hand, are diffusely associated to the junction through electrostatic interaction with the DNA 

backbone phosphates. The interconversion rate between conformers depends on the metal 

ions concentration, with high salt slowing the exchange. The presence of metal ions is also 

known to decrease branch migration rates up to three orders of magnitude (Panyutin and 

Hsieh 1994) indicating a strong correlation between the rates and the state of folding of the 

structure. It has been proposed that conformer exchange and branch migration go through the 

same, highly flexible state where the metal ions are not bound (Lilley 2000; McKinney, 

Déclais et al. 2003), a state that corresponds to the Open, unstacked, conformer. 

 

8.1 Magnesium dependence 

Under the assumptions of Lilley and Ha (Lilley 2000; McKinney, Déclais et al. 2003) the 

kinetic model for conformer interconversion is 
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A/B A/DOpen
kOpen 1

kFold 1

kFold 2

kOpen 2        (Eq. 8.1-1) 

 

where A/B and A/D are the stacked conformers, Open is the unstacked conformer, kOpen1 and 

kOpen2 are the opening rate constants of the folded structures and kFold1 and kFold2 are the 

folding rate constants of the open structure. It is important to note that the folding rate 

constants are apparent rate constants while the formally correct expressions are  

 

kFold1 = MgA/BOpen k  and kFold2 = MgA/DOpen k     (Eq. 8.1-2) 

 

where Mg is the Mg2+ concentration and A/BOpenk  and A/DOpenk  are the second order rate 

constants for the folding processes. Recent NMR studies (Scwalbe, Frankfurt Main, 

unpublished results) have shown that the Mg-dependence, in equation 8.1-2, is also a 

simplification because several metal ion binding sites are present and distributed rates are 

expected. 

The open conformer in equation 8.1-1 has never been directly detected in presence of divalent 

ions, implying that either the folding rate constants are several orders of magnitude bigger 

than the opening ones or that the open conformer is just a transition state and therefore not 

observable. In both cases equation 8-1 is equivalent to  

 

A/B A/D
k12

k21

        (Eq. 8.1-3) 

 

where k12 and k21 are apparent rate constants because, as described before, the interconversion 

is Mg-dependent and in k12 and k21 the ion concentration is not explicitly expressed. 

 

8.2 Material and methods 

 

Single-molecule experiments were carried out with a confocal epi-illuminated setup based on 

an Olympus IX70 inverted microscope as described in section 3.4. The fluorescently labelled 

molecules were excited by a linearly polarised, active-mode-locked Argon-ion laser (Innova 

Sabre, Coherent) at 496 nm, active-mode-locked (73.5 MHz, 150 ps) mode. The laser beam 
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passed through a confocal pinhole of 100 µm diameter and was focused into the dilute 

solution (<.50 pM) of labelled molecules by a 60x water immersion objective (UPLAPO 60x, 

Olympus, Hamburg, Germany). Fluorescence from the sample was collected by the same lens 

and separated from the excitation by a beamsplitter (Q505LPXR, AHF, Tübingen, Germany). 

Collected fluorescence photons were divided first into their parallel and perpendicular 

components by a polarising beamsplitter cube (VISHT11, Gsänger, Planegg, Germany) and 

then by dichroic beamsplitters (Q595LPXR, AHF) into wavelength ranges below and above 

595 nm. Additionally, green (HQ 533/46 nm) and red (HQ 720/150 nm) filters were put in 

front of the detectors to ensure that only fluorescence photons coming from donor (Alexa 

488) and acceptor (Atto 647N) dyes were registered. Detection was performed using four 

avalanche photodiodes (PDM050CTC, MPD, Italy, for the green channels, and SPCM-AQR-

14, Laser Components, Germany, for the red channels). The signals from all detectors passed 

through a passive delay unit and two routers to two synchronised time-correlated single 

photon counting boards (SPC 132, Becker and Hickl, Germany) which were connected to a 

PC. An estimate of the focal geometry was acquired by determining the diffusion correlation 

time of 218 ± 18 µs for Rhodamine 110 in water and knowing its diffusion coefficient of 0.34 

± 0.03 µm2/ms. Moreover, correction factors l1 = 0.0308 and l2 = 0.0368 were used to account 

for the mixing of polarisation by the microscope objective and G-factors (GGreen = 1.058 for 

the green channels and GRed = 1.020 for the red channels) were applied to compensate for the 

slightly different detection efficiency of the two polarisation components. Fluorescence bursts 

were distinguished from the background of 4-4.3 kHz by applying threshold intensity criteria 

(0.1 ms interphoton time, 100 photons minimum per burst). 

For sccFCS purposes, to extend the observation time, the beam diameter was broadened and a 

confocal pinhole of 150µm was used. The increased focal volume yielded for Rhodamine 110 

a diffusion time of 625 ± 41 µs. 

Functional Holliday four-way junctions were obtained by annealing four different single 

strands of DNA: 

 

HJ_1N_D: 5´-d(CCT AAT T(Alexa488)  AC CAG TCC AGA TTA ATC AGT ACG) 

HJ_2N_A: 5´-d(CGT ACT GAT T(Atto647N)   AA TCT CCG CAA ATG TGA ACG) 

HJ_3N: 5´-d(CGT TCA CAT TTG CGG TCT TCT ATC TCC ACG) 

HJ_4N: 5´-d(CGT GGA GAT AGA AGA GGA CTG GTA ATT AGG) 
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The labelled DNA strands were purchased from Purimex, Grebenstein, Germany. To couple 

the dyes to the DNA the commercially available C6-aminolinker was chosen. 

The configuration of the bases in proximity of the branching point was chosen so that the 

sliding of the junction along any of the arms is forbidden. In this way the only observable 

configurational fluctuation is the switching between the two stacking conformers A/B and 

A/D, see figure 8.2-1. To allow for a good identification of the conformers through FRET the 

dyes were positioned so that the different conformers would display significantly different 

donor-acceptor distances, with conformer A/B having the shorter RDA. 
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Figure 8.2-1. Possible conformers of the Holliday Junction. The green and red squares indicate the position 

where donor and acceptor dye are attached, respectively. The letters A, B, C and D indicate the different 

branches, while the numbers 1, 2, 3 and 4 refer to the HJ_1N_D, HJ_2N_A, HJ_3N and HJ_4N strand, 

respectively. A/B- and A/D- conformer refer to the conformations where the branch A stacks onto branch B and 

D, respectively. 

 

The samples were hybridised by heating up to 90 °C a solution of HJ_1N_D, HJ_2N_A, 

HJ_3N and HJ_4N (5, 5, 15 and 15 µM, respectively) in buffer (20 mM Tris, 50 mM NaCl, 

10 mM MgCl2 pH=7.5) and letting it cool overnight. 

All measurements were performed at 20 °C in buffer (10 mM Tris, 50 mM NaCl, pH=7.5) 

and the desired Mg2+ concentrations were obtained by adding aliquots of a 1 M stock solution 

of MgCl2. 

When the Holliday Junctions were diluted from bulk to single-molecule concentration the 

FRET signal decreased. Furthermore, after the dilution the number of molecules in the focus 
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dropped continuously. These effects depended probably on the dissociation of the hybridised 

samples and on the interaction between the molecules and the surface. Passivation of the 

cover-slides surface with PEG 400 led to more stable conditions, but seemed to influence the 

dynamic properties of the system. Measurements used for dynamic-PDA were performed at 

150.–.300 pM concentrations to counter balance the dilution destabilisation of the sample and 

have a better statistics (these conditions are at the limit for multi-molecular correction, see 

section 6.3) 

Bulk experiments were performed at 20 °C with the same buffers used for single-molecule 

experiments. 

 

8.3 Single-molecule experiments 

The functionality of the Holliday Junctions, HJ, was tested measuring the sample under 

different MgCl2 concentrations, results shown in figure 8.3-1.  
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Figure 8.3-1. Series of single-molecule measurements under different Mg2+ concentrations. The orange and red 

lines help track the centers of the distance distributions in conditions where it is not possible to separate the 

species. The measurements were performed with PEG 400 passivated cover slides. 

 

As expected, Holliday junction dynamics was strongly dependent on MgCl2. At high salt 

concentrations two distinct populations could be observed, characterised by a RDA of 
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approximately 40 Å (A/B conformer) and 50 Å (A/D conformer). As the salt concentration 

was lowered the populations started to merge, indicating that the species interconverted faster 

and faster. A shift of the average FRET signal to higher values was observed as the Mg2+ 

concentration decreased. 

Close inspection of figure 8.3-1A, where the mixing of the states due to kinetic was not 

expected, revealed substantial deviation from the expected behaviour described by equation 

5.2-3a (to be plotted in the RDA versus τD(A) plot, Eq. 5.2-3a was modified as described in 

section 5.3). 
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Figure 8.3-2. RDA versus τD(A) plot at 10 mM Mg2+. The parameters used to plot the red line, RDA = R0 (τD(A) 

/(τD(0)-τD(A)))
1/6, are R0 = 49.33 and τD(0) = 4.00 ns. 

 

The strong deviation of the A/B population, combined with the relatively small deviation of 

the A/D one, suggested that these deviations could be due to linker movement (see section 

5.2.3). For the dyes in study, in fact, the difference between species averaged and 

fluorescence averaged lifetimes is greater for aave, = 1.25 ns than for aave,  = 2.50 ns (see fig. 

8.3-3). Furthermore, the shift of both populations is in the direction opposite to the one 

expected for quenching processes (section 5.2.1), excluding in this way the presence of any 

specific quenching of the dyes. 
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The assumption of deviations due to dye linker dynamics was proved by computing and 

applying a correction function for a linker displacement of 7 Å (procedure described in 

section 5.2.3)  
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A displacement of 7 Å is in good agreement with recent studies made in our group, data not 

published. 
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8.4 Dynamic PDA 

To obtain the rate constants of conformer interconversion, dynamic-PDA fit of RDA 

histograms was performed. The model used to fit the data consisted of two static populations 

(molecules labelled with donor only, DOnly, and impurities) and a dynamic population 

(internconversion between A/B and A/D, see equation 8.1-3). Due to the presence of dyes’ 

heterogeneities (see section 6.5), each conformer is described by an apparent Gaussian 

distribution of distances, with mean distance R and half-width HW. Thus, the dynamic 

population was treated as the sum of two processes with the same rate constants k12 and k21 

 

RA/B+HWA/B

k12

k21

RA/D+HWA/D

      (Eq. 8.4-1) 

RA/B-HWA/B

k12

k21

RA/D-HWA/D

 

 

To distinguish real static populations from fast-interconverting populations, dynamic-PDA 

fits were performed globally with a set of three different time binning: 0.5 ms, 1.0 ms and 3.0 

ms. Gaussian distribution of distances, in fact, are characterised by the same mean distances 

and half widths irrespective of the time binning while the shapes of the apparent distributions 

obtained by fast interconversion depend strongly on the binning size. This procedure resulted 

to be particularly important for low salt concentrations.  

To test for the presence of the open conformer, 0 mM MgCl2 was instead fitted with three 

static distributions: DOnly, impurities and the open conformer, Open. 

Surprisingly, the data could not be fitted. This result is of extreme importance because 

contradicts the commonly accepted idea (Lilley 2000) that in the absence of Mg2+ ions, the 

only populated conformer is the Open one (that would show up as a single distribution). To 

test if a dynamic process is compatible with the measured data, Holliday Junctions at 0 mM 

MgCl2 were fitted with the same model used for the other concentrations. 
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Figure 8.4-1. Holliday Junctions at 0 mM 

Mg2+. (A) RDA histograms (grey) are obtained 

using a time binning of 3 ms. The black bold 

line is the fit to a three state model accounting 

for Open, DOnly and impurities (blue, green 

and magenta line, respectively). The fit 

includes also corrections for the simultaneous 

transit of more than one molecule in the 

detection volume (contribution not shown). 

Weighted residuals of the fit are displayed on 

top of the RDA histogram. Open and Impurities 

are fitted with Gaussian distributions of 

distances while DOnly is described by a single 

distance RDA, DOnly → ∞. The fit parameters for 

each species are RDA, Open = 42.2 Å, HWOpen = 

4.0 Å, XOpen = 0.42, RDA, Impurities = 86 Å, 

HWImpurities = 13.5 Å, XImpurities = 0.06 and 

XDOnly = 0.52. (B) RDA histograms (grey) are 

obtained using a time binning of 3 ms. The 

black bold line is the fit to a three state model 

accounting for Open, DOnly and impurities 

(blue, green and magenta line, respectively). 

The fit includes also corrections for the 

simultaneous transit of more than one molecule in the detection volume (contribution not shown). Weighted 

residuals of the fit are displayed on top of the RDA histogram. Open is fitted as the interconversion between two 

Gaussian distributions of distances, G1 and G2, impurities are fitted with a Gaussian distribution of distances 

while DOnly is described by a single distance RDA, DOnly → ∞. The fit parameters for each species are RDA, G1 = 

38.9 Å, HWG1 = 4.0 Å, RDA, G2 = 49.7 Å, HWG2 = 6.0 Å, X(G1+G2) = 0.43, k12 = 0.99 ms-1, k12 = 2.37 ms-1, RDA, 

Impurities = 86 Å, HWImpurities = 13.5 Å, XImpurities = 0.05 and XDOnly = 0.52 

 

As shown in figure 8.4-1, the substitution of a static population with a dynamic population 

yielded better fit results, suggesting that at 0 mM Mg2+ Holliday Junctions is indeed a 

dynamic structure.  

It is important to note that, however, a purely dynamic model was not sufficient to describe 

properly the conformer interconversion. This was true not only at high salt concentrations 

where the sample is almost static and the recovery of the rate constants was expected to be 

sub-optimal, but also at low salt concentrations. As an example, in figure 8.4-2 is shown the 

PDA fit of Holliday Junctions at 0.75mM MgCl2. 

-10
0

10

30 60 90
0

2

4

 DOnly
 Impurities
 Open

 Exp. Data
 Fit

 

F
re

q
u

en
c

y 
(%

)

R
DA

[Å]

2

r
 7.40

A

w
. r

es
.

-10
0

10

30 60 90
0

2

4 B

 DOnly
 Impurities
 G1-G2 Interconversion

 Exp. data
 Fit

 

F
re

q
u

e
n

c
y

 (
%

)

R
DA

[Å]

2

r
 2.40

 

w
. r

es
.



 69

Figure 8.4-2. Holliday Junctions at 0.75 

mM Mg2+. RDA histograms (grey) are 

obtained using a time binning of 3 ms. The 

black bold line is the fit to a three state 

model accounting for A/B-A/D 

interconversion, DOnly and impurities 

(blue, green and magenta line, 

respectively). The fit includes also 

corrections for the simultaneous transit of 

more than one molecule in the detection 

volume (contribution not shown). 

Weighted residuals of the fit are displayed 

on top of the RDA histogram. Here A/B-A/D 

interconversion is fitted as the 

interconversion between to Gaussian distributions of distances GA/B and GA/D, impurities are fitted with a 

Gaussian distribution of distances while DOnly is described by a single distance RDA, Donly → ∞. The fit 

parameters for each species are RDA, A/B = 38.2 Å, HWA/B = 3.2 Å, RDA, A/D = 51.2 Å, HWA/D = 4.9 Å, XInterconversion 

A/B A/D = 0.48, k12 = 0.20 ms-1, k12 = 0.26 ms-1, RDA, Impurities = 86 Å, HWImpurities = 13.5 Å, XImpurities = 0.05 and 

XDonly = 0.47 

 

To obtain satisfactory fit results for all salt concentrations, two additional static Gaussian 

distributions of distances, G1 and G2, were needed. 

 

Figure 8.4-3. Holliday 

Junctions at 0.75 mM 

Mg2+. RDA histograms 

(grey) are obtained 

using a time binning of 

3 ms. The black bold 

line is the fit to a three 

state model accounting 

for A/B-A/D 

interconversion, DOnly, 

impurities and two 

additional Gaussian 

distribution of distances 

G1 and G2 (blue, green, 

magenta, red and orange line, respectively). The fit includes also corrections for the simultaneous transit of more 

than one molecule in the detection volume (contribution not shown). Weighted residuals of the fit are displayed 

on top of the RDA histogram. Here A/B-A/D interconversion is fitted as the interconversion between to Gaussian 
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distributions of distances GA/B and GA/D, impurities, G1 and G2 are fitted with a Gaussian distribution of distances 

while DOnly is described by a single distance RDA, DOnly → ∞. The parameter for each species are RDA, A/B = 38.1 

Å, HWA/B = 1.8 Å, RDA, A/D = 51.7 Å, HWA/D = 3.5 Å, XInterconversion A/B A/D = 0.28, k12 = 0.36 ms-1, k12 = 0.87 ms-1, 

RDA, Impurities = 86 Å, HWImpurities = 13.5 Å, XImpurities = 0.05 RDA,G1 = 37.8 Å, HWG1 = 0.04 Å, XG1 = 0.07, RDA,G2 = 

50.6 Å, HWG1s = 3.0 Å, XG2 = 0.14 and XDOnly = 0.46 

 

To minimise the number of floating parameters and have more stable fits, mean distances and 

half widths of the dynamic population were fixed. Because at 10 mM MgCl2 Holliday 

Junctions can be assumed to be static, the values of RA/B, HWA/B, RA/D, and HWA/D obtained by 

fitting this data set as the sum of two static populations represent the best estimates of the 

distance distributions of A/B and A/D and therefore the best choice as parameters for the 

dynamic population. In table 8.4-1 are reported the fit results for all concentrations. 

 

 
RA/B 
[Å] 

HWA/B 
[Å] 

RA/D 
[Å] 

HWA/D 
[Å] 

Dynamic 
Population 

38.1 1.79 51.7 3.52 

 RDA1 
[Å] 

HW1 
[Å] 

RDA2 
[Å] 

HW1 
[Å] 

10 mM Mg2+ 38.4 1.97 51.8 3.36 
7.5 mM Mg2+ 38.0 1.68 51.6 3.58 
5.0 mM Mg2+ 38.2 1.82 51.7 3.38 
2.5 mM Mg2+ 37.9 1.34 51.0 3.31 
1.25 mM Mg2+ 37.6 1.10 51.0 3.25 
1.0 mM Mg2+ 37.2 1.03 50.8 3.19 
0.75 mM Mg2+ 37.8 0.04 50.6 3.00 
0.5 mM Mg2+ 36.9 0.03 50.0 2.70 
0.2 mM Mg2+ 36.3 1.64 49.1 4.35 
0.1 mM Mg2+ ---a ---a ---a ---a 
0.0 mM Mg2+ 37.1 6.18 50.2 3.15 

a fit not stable. 

 

Table 8.4-1. Comparison between the parameters of the Gaussian distribution of distances G1 and G2 and the 

dynamic population accounting for the interconversion of A/B and A/D. 

 

The parameters characterising G1 and G2 (RG1, HWG1 and RG2, HWG2, respectively) matched 

those used to model the A/B and A/D conformers (eq. 8.4-2) suggesting that the additional 

static distributions originate from the same, or at least very similar, molecular structures in the 

dynamic population. 
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RA/B ≈ RG1 and HWA/B ≈ HWG1 

          (Eq. 8.4-2) 

RA/B ≈ RG1 and HWA/B ≈ HWG1 

 

To take into account these findings, a new fit model in which the parameters of G1 and G2 

were forced to be equal to the ones in equation 8.4-1 was introduced. Fit results for all 

concentrations are plotted in figure 8.4-4. 
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Figure 8.4-4. PDA results. Rate constants and absolute fractions of (A/B + A/D), G1 and G2 are obtained 

directly from the fit as floating parameters while fractions A/B and A/D are calculated from the interconversion 

rate constants, A/B = k21 / (k12+k21) and A/D = k12 / (k12+k21). (A) Species (A/B + A/D) and (G1 + G2) as 

fractions of the total FRET active population. (B) Interconversion rates (C) Species A/B and A/D as fractions of 

the dynamic population only. (D) Species G1 and G2 as fractions of the static FRET population only. 

 

It is important to note that at zero MgCl2, a purely dynamic term was not sufficient to fit the 

data. This result is consistent with the notion that also Na+ ions can induce the folding of the 

structure, as demonstrated by Ha and co-workers (McKinney, Déclais et al. 2003), and 

therefore support the idea that folding can be induced not only by the coordination of divalent 
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ions in the pocket at the branchpoint but also by diffuse electrostatic interactions between the 

DNA backbone and the metal ions. 

8.5 Alternative kinetic models 

The presence of the additional static distributions and the fact that in the absence of Mg2+ a 

single distribution of distances was insufficient led to a revision of the kinetic models 

introduced so far (Eq. 8.1-1 and 8.1-3). The simplest models required to explain the PDA 

results are 

 

A/B(Mg) A/B A/D A/D(Mg)

kA/B(Mg)

_

kA/B(Mg)

+

k12

k21 kA/D(Mg)

_

kA/D(Mg)
+

[     ] [     ]
       (Eq. 8.5-1a) 

 

A/B(Mg) A/B A/D A/D(Mg)

kA/B(Mg)

kA/B(Mg)

+ kA/D(Mg)

_

kA/D(Mg)

+

[     ] [     ]Open
kOpen 1

kFold 1

kFold 2

kOpen 2

_

 (Eq. 8.5-1b) 

 

where A/B(Mg) and A/D(Mg) are the folded Mg-bound structures, A/B and A/D are the folded 

structures in absence of the divalent ions, 
A/B(Mg)k  and 

A/D(Mg)k  the rate constants of Mg2+ 

binding, 
A/B(Mg)k  and 

A/D(Mg)k  the rate constants of Mg2+ unbinding, k12 and k21 the rate 

constants of interconversion between conformers, kOpen1 and kOpen2 the opening rate constants 

of the folded structures and kFold1 and kFold2 the folding rate constants of the open structure. 

The considerations about the open state and the folding rate constants made in section 8.1 

hold also for equations 8.5-1a and 8.5-1b making them equivalent for PDA fitting purposes. 

Thus, only equation 8.5-1a will be taken into account. 

In the new kinetic model, the Mg-binding/unbinding equilibria are supposed to take place on a 

much slower time scale than the interconversion equilibrium and diffusion. For this reason the 

processes will result decoupled and the Mg-bound states will contribute to the PDA fit with 

apparent static distributions of distances. 

In practice these models presuppose that in absence of metal ions the Holliday Junction is not 

static and does not populate the Open conformer only. On the contrary the junction is 

constantly oscillating between the two folded conformers and when Mg2+ is coordinated it 

fixes the junction in the conformation it is at the moment.  
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Under these assumptions, the static fractions G1 and G2 correspond to the steady state 

fractions of A/B(Mg) and A/D(Mg), and the rate constants of the dynamic population to k12 and 

k21. 

 

8.6 FCS 

To access simultaneously slow and fast rates sccFCS was performed. The fluorescence 

lifetime filters (section 4.1.1) were built from the lifetime decays of four species (A/B, A/D, 

DOnly and the Instrumental Response Function, IRF) and using the combined green 

perpendicular and red parallel decays as patterns. The lifetimes of A/B and A/D were obtained 

by the TAC histograms of the species selected as described in figure 8.6-1A Species cross-

correlations,      cDARGBARG tG /,/ ||||  
, were performed as described in Paper I. 

1000

 

 

 

# 
of

 b
ur

st
s A

1000

  

 

# of bursts

0 2 4 6
20

40

60

80

A/D

A/B

 

R
D

A
 [Å

]

τ
D(A)

  [ns] 

DOnly

0 200 400 600 800
0.0

0.5

1.0

1.5

2.0

2.5

3.0

3.5

 

 

F
re

q
u

en
cy

 (
%

)

TCSPC Channel

 IRF
 DOnly
 A/B
 A/D

B

0 100 200 300 400
-12

-8

-4

0

4

8

12 C

 

 

 A
rb

it
ra

ry
 U

n
it

TCSPC Channel

 A/B Green perpendicular
 A/B Red parallel

0 100 200 300 400
-16

-12

-8

-4

0

4

8

12

16 D
 

 

 A
rb

it
ra

ry
 U

n
it

TCSPC Channel

 A/D Green perpendicular
 A/D Red parallel

 
Figure 8.6-1. Fluorescence lifetime filters. (A) Orange and red boxes indicate how the species (A/D + A/D(Mg)) 

and (A/B + A/B(Mg)), respectively, are selected. (B) Red parallel and green parallel lifetime decays of the four 

species. (C-D) Fluorescence lifetime filters for A/B and A/D. 
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Due to the fact that A/B and A/BMg and A/D and A/DMg have very similar structure, and 

therefore the same fluorescence lifetime and brightness, the selected populations 

corresponded to (A/B+A/B(Mg)) and (A/D+A/D(Mg)). Under these conditions the cross 

correlation between the selected populations can be schematically represented as the sum of 

the following processes 

 

A/B(Mg) A/D
 

A/B(Mg) A/D(Mg)
       (Eq. 8.6-1) 

A/B A/D
 

A/B A/D(Mg)
 

 

Species cross-correlation fit function was computed in a similar way as described by Gopich 

and co-workers (Nettels, Gopich et al. 2007) and resulted of the form 

 

     ccdiffc tXtG
N

tG 
1

1        (Eq. 8.6-2) 

 

where  cdiff tG  is the diffusion term and X(tc) is the term accounting for the kinetic processes 

in equation 8.5-1a. In X(tc) three correlation times were expected which represent the 

solutions of equation 8.6-3 

 

        

       

        

             0)Mg()Mg(

)Mg)(Mg(

MgMg))((

MgMg

MgA/BMgA/BMgA/D21MgA/DMgA/DMgA/B12

MgA/DMgA/DMgA/BMgA/B

MgA/B21MgA/D12MgA/DMgA/B2112

MgA/DMgA/BMgA/DMgA/B1212
23








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





kkkkkkkk

kkkk

kkkkkkkk

kkkkkk





 

 

          (Eq. 8.6-3) 

 

To solve analytically equation 8.6-3 some approximations had to be made. Under the 

assumption that    
  MgMgA/DMgA/B kkk  and    

  MgMgA/DMgA/B kkk  and with k12, k21 >> 
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       


MgA/DMgA/BMgA/DMgA/B ,Mg,,Mg kkkk  (as proved with PDA), the solutions of equation 8.6-3 

were 

 

relax

relax

relax

kk

k

kk

3MgMg3

2Mg2

121121

/1)Mg(

/1

/1)(















       (Eq. 8.6-4a) 

 

with amplitudes 
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1

1

1

2

1

  (Eq. 8.6-4b) 

 

A3  = 0 

 

Under the conditions stated above (A3 = 0) a double-exponential relaxation model for the 

kinetic part of the FCS function was used 

 

    

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





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
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
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







relax

c

relax

c tt

cdiffc eAeAXtG
N

tG 21
211

1
1     (Eq. 8.6-5) 

 

where  cdiff tG  is the diffusion term, X the fraction of dynamic molecules, A1 and A2 are the 

fractions of the first relaxation component, respectively, and τ1relax and τ2relax are the 

characteristic relaxation times. In figure 8.6-2 are reported, as an example, the correlation 

curves and relative fits of 0, 0.2 and 0.75 mM MgCl2 
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Figure 8.6-2. sccFCS curves for Holliday junction at 0, 0.2, 0.75 mM Mg2+ (squares, circles and triangles, 

respectively) and relative fits (red, blue and green line respectively). 

 

 τ1relax τ2relax A1 A2 tDiff 

0.00 mM Mg2+ 0.43 - 1.00 0.00 5.24 
0.20 mM Mg2+ 0.35 3.1 0.93 0.07 4.99 
0.75 mM Mg2+ 0.35 2.5 0.42 0.58 4.79 

 

Table 8.6-1. Fit results for the sccFCS curves in figure 8.6-2 

 

The fit results, for all Mg2+ concentrations are plotted in figure 8.6-3. 
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Figure 8.6-3. sccFCS results for HJ. (A) Relaxation rate constants. (B) Amplitudes of the relaxation process, A1 

(black squares) and A2 (open black squares). 

 

As expected from equation 8.6-4a, at low salt concentrations where the assumption that k12, 

k21 >>        


MgA/DMgA/BMgA/DMgA/B ,Mg,,Mg kkkk  is strictly true, the relaxation rates found by 
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FCS are with good approximation Mg-independent. At high salt concentrations, shaded area 

in figure 8.6-3, k12, k21,  MgMgA/B
k  and  MgMgA/D

k  become comparable, the apparent rates 

recovered by sccFCS are a mix of them, and therefore strongly Mg-dependent. To test if the 

behaviours observed for 1/τ1relax and 1/τ2relax were to be expected, equation 8.6-3 was 

numerically solved for a set of arbitrary (but reasonable) rate constants. 
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Figure 8.6-4. Theoretical Mg-dependence for sccFCS. 1/τ1relax and 1/τ2relax are numerical solutions of eq. 8.6-3 in 

the case that k12 = 1 ms-1, k21 = 1 ms-1,      
MgA/DMgA/B kk 0.3 ms-1 and      

MgA/DMgA/B kk 0.1 ms-1. 

 

Figure 8.6-4 shows how the relaxation rates obtained with sccFCS are perfectly in line with 

the theoretical model. 

 

8.7 Comparison between PDA, FCS and other techniques 

At low salt concentrations, where the equilibria in equation 8.5-1a are effectively decoupled, 

the rate constants obtained with PDA describe the same relaxation process that in sccFCS is 

associated to τ1relax. To test this assumption dynamic-PDA and sccFCS results were compared 

(see Fig. 8.7-1).  
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Figure 8.7-1. Comparison between dynamic-PDA and sccFCS results for HJ. (A) Relaxation rate constants 1/ 

τ1relax and 1/ τ2relax (open black and black squares respectively) found in sccFCS and sum of the interconversion 

rate constants k12, k21 found in dynamic-PDA (open red squares). (B) Amplitude A1 (open black squares) and 

(A/B + A/D) as fraction of the FRET population only (open red squares). 

 

The rate constants recovered with the two techniques are essentially the same over the range 

of Mg2+ concentrations investigated. The different trend for the rate constants at Mg2+ 

concentrations higher than 1 mM could be explained by the fact that at these conditions the 

equilibria in equation 8.5-1a are not completely decoupled and averaging is expected (PDA 

rates become a combination of k12, k21,  MgMgA/B
k  and  MgMgA/D

k ). 

The relative fractions of the slow and fast relaxation processes in sccFCS are also in good 

agreement with the relative fractions of (A/B+A/D) and (A/B(Mg) + A/B(Mg)) found in 

dynamic-PDA, with 0 mM MgCl2 being a point of major difference. Most probably at this 

condition a small amount of static population is still expected due to the presence of Na+ ions 

(see section 7) but due to the low amount of static population it is difficult to judge whether 

this is the case or not. It is, however, important to highlight how both dynamic-PDA and 

sccFCS detect the presence of dynamic processes at conditions where only the open 

conformation is supposed to be populated. 

From the dynamic-PDA fits, average FRET efficiencies could be calculated for each salt 

concentration, data shown in figure 8.7-2. 
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Figure 8.7-2. Comparison between the average FRET Efficiency in single-molecule (black squares) and steady 

state experiments (red open squares). FRET efficiencies are normalised by of EFRET at 0 mM Mg2+  

 

As qualitatively seen in the two-dimensional plots in figure 8.3-1, the average FRET 

efficiency drops with Mg2+ concentration. This behaviour is opposite to the one reported in 

literature (Lilley 2000) for steady state fluorescence titrations of similar junctions with the 

same labelling scheme. To compare single-molecule measurements with published results, a 

steady state fluorescence titration was performed (see fig. 8.7-2). The bulk measurements are 

in agreement with the published results and opposite to the single-molecule results. 

A possible explanation of the contradictory trends would be that Mg2+ induces a reversible 

association/dissociation equilibrium of the four strands and therefore the change in FRET 

signal of ensemble measurement is the net result between two processes: (i) the shift of the 

FRET population from A/D to A/B at low salt concentrations; (ii) the change in the number of 

double labelled molecule in solution. To test this hypothesis a TCSPC titration of Holliday 

Junctions similar to those used by Ha, HJ7 (McKinney, Déclais et al. 2003; Hohng, Zhou et 

al. 2007), was performed going from low to high salt concentrations. To distinguish the 

different junctions studied, the molecules investigated so far will be referred to as HJ. 

Fluorescence lifetime were fitted as a sum of three exponential decays, accounting for Donly, 

A/B and A/D 
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where ADOnly, AA/B, AA/D, are the fractions of DOnly, A/B and A/D, respectively, and τDOnly, 

τA/B, and τA/D the lifetimes of DOnly, A/B and A/D, respectively. It is important to note that 

here A/B and A/D refer to the total populations of the conformers and therefore, if equation 

8.5-1a is considered A/BTCSPC = A/B + A/B(Mg) and A/DTCSPC = A/D + A/D(Mg) 

The average lifetimes for the three species resulted to be 

 

τDOnly = 3.90 ns 

τA/B = 0.75 ns        (Eq. 8.7-2) 

τA/D = 2.73 ns 

 

with fractions 

 

 

 

 

 

 

 

 

 

 

 

Table 8.7-1. TCSPC titration results for HJ7. Only the populations are reported. AA/B, Relative and AA/B, Relative are 

fractions relative to the FRET population only and are calculated from the absolute fractions as AA/B, Relative = AA/B 

/(AA/B + AA/D) and AA/D, Relative = AA/D /(AA/B + AA/D). 

 

 

In table 8.7-1, two effects can be seen: (i) the fraction of DOnly decreases with increasing 

Mg2+, supporting the idea that a dissociation/association equilibrium is present (ii) there is a 

slight shift in the FRET populations, with A/D being favoured at low salt concentrations 

(trend opposite to HJ). 

To have an idea of the impact of each effect on the total FRET signals, average FRET 

efficiencies were calculated from both absolute and relative FRET fractions (see fig 8.7-3). 

EFRET obtained from the absolute FRET fractions, in fact, takes into account both the 

association/dissociation equilibrium and the shift in populations while EFRET obtained from 

the relative FRET fractions is affected only by the latter process. 

 
AA/B AA/D ADOnly

AA/B, 

Relative 
AA/D, 

Relative 
0 mM Mg2+ 0.11 0.34 0.55 0.24 0.76 
0.1 mM Mg2+ 0.11 0.34 0.55 0.25 0.75 
0.2 mM Mg2+ 0.12 0.34 0.54 0.26 0.74 
0.5 mM Mg2+ 0.13 0.34 0.53 0.28 0.72 
1 mM Mg2+ 0.09 0.39 0.52 0.20 0.80 
2 mM Mg2+ 0.12 0.38 0.50 0.23 0.77 
5 mM Mg2+ 0.17 0.36 0.47 0.32 0.68 
10 mM Mg2+ 0.19 0.36 0.45 0.34 0.66 
50 mM Mg2+ 0.20 0.37 0.43 0.35 0.65 
200 mM Mg2+ 0.20 0.40 0.40 0.34 0.66 
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Figure 8.7-3. TCSPC titration of HJ7 junctions. FRET efficiencies are normalised by of EFRET at 0 mM Mg2+ 

Red squares represent the FRET efficiencies calculated from the absolute fractions of the FRET species, while 

the open squares represent the FRET efficiencies calculated from the relative fractions in table 8.7-1.  

 

At all salt concentrations, the population shift contributes only marginally to the overall 

change in FRET, meaning that is the association/dissociation equilibrium that plays a major 

role. 

These results confirm the fact that the different behaviours observed for HJ in bulk and single-

molecule experiments are not contradictory, but rather in line with the different capability of 

the techniques to cope with sample heterogeneities. In bulk the heterogeneities are averaged 

while in single-molecule are discriminated. 

At this point it is only possible to speculate that the different shift in the FRET populations in 

HJ and HJ7 is due to the different sequences. 

It is also important to note, that at 0 mM Mg2+ the lifetimes relative to A/B and A/D were still 

needed to fit the lifetime decay, implying that stacked conformers are still present at this 

condition, even though no assumption can be made about their interconversion. 

Moreover no time dependence of the FRET signals were observed (stopped flow experiments, 

not reported), indicating that the association/dissociation of the HJ is instantaneous at our 

observation timescales. 

To further investigate how the results obtained so far compare with literature, especially in 

view of the revision of the kinetic model, dynamic-PDA and sccFCS results were compared 

with the work of Ha and co-workers (McKinney, Déclais et al. 2003; Joo, McKinney et al. 

2004). In these studies Holliday Junction dynamics is investigated by fitting the lifetime of 

each FRET state in single immobilised molecules. 
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For the kinetic scheme in equation 8.5-1a, a double-exponential state lifetime is expected. To 

obtain the decay rates equation 8.5-1a has first to be divided into two half processes 

 

A/B(Mg) A/B A/D       (Eq. 8.7-3a) 

A/D(Mg) A/D A/B       (Eq. 8.7-3b) 

 

Assuming, for equation 8.7-3a, that at t = 0 the system is state A/B and solving for the 

probability of being in states A/D or A/B(Mg) at time t, two rates, )(
/


BA , are obtained 
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2
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          (Eq.8.7-4a) 

 

with amplitudes 
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       (Eq. 8.7-4b) 

 

The same can be done for equation 8.7-3b, yielding 
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2
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          (Eq.8.7-5a) 

 

with amplitudes 
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        (Eq. 8.7-5b) 

 

Simulation of these rates for the same rate constants used for sccFCS simulations are reported 

in figure 8.7-4. 
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Figure 8.7-4. Theoretical Mg-dependence for state lifetime fit.  
BA /  and  

BA /  are numerical solutions of eq. 

8.7-4a and eq. 8.7-4b while τA/B Mono-exp and τA/D Mono-exp are the characteristic times of the states A/B and A/D, 

respectively, found by mono-exponential fit of the state durations. The rate constants used to simulate the Mg-

dependence are the same used in fig. 8.6-4. 

 

Due to decoupling of fast and slow processes, at lower Mg2+ concentrations, rates show only a 

minor dependence on the ion concentration. However, at higher Mg2+ concentration the rate 

of Mg binding becomes comparable with k12 and k21. The apparent fast process becomes 

faster, and the slow slower. For equation 8.7-3a, this can be understood as a competition of 

A/B → A/D and A/B → A/B(Mg) processes, which shortens the lifetime of A/B (and the same 

is true for equation 8.7-3b). It is important to note how these rates have trends equal to the 

relaxation rates found for sccFCS (see fig. 8.6-4). 

Of particular interest are the mean rates which rapidly fall with Mg2+ concentration. These 

rates are obtained by fitting the state lifetimes with a single-exponential decay and correspond 

to the rates found by Ha and co-workers (McKinney, Déclais et al. 2003; Joo, McKinney et al. 

2004). 

In figure 8.7-5, are reported the rates found by Ha for junctions similar to HJ, HJ1 and HJ7 

(green and blue open squares, respectively), the relaxation rate 1/τrelax corresponds to 1/τA/B 

Mono-exp + 1/τA/D Mono-exp. 
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Figure 8.7-5. Comparison between the sccFCS results for HJ (open and black squares) and the state lifetime fit 

results for HJ1 (green squares) and HJ7 (blue squares). 

 

To test if the differences between the two methods are expected, the theoretical magnesium 

dependences were plotted together (see fig. 8.7-6).  
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Figure 8.7-6. Comparison between the theoretical Mg-dependences for sccFCS (open and black triangles) and 

state lifetime fit (open blue triangles).  

 

The simulation results describe quite well the differences between sccFCS and state lifetime 

fit, indicating that the rates recovered by state lifetime fit are averages of all the processes and 

that the Mg-binding/unbinding rate constants (that dominate the rates at high salt 

concentrations) are very similar for the Holliday Junctions. This in turn indicates that these 
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rate constants are sequence independent and that Mg-binding/unbinding is probably governed 

by electrostatic interactions only. 

 

8.8 Comparison with other Holliday Junction sequences 

Different Holliday Junctions, HJ_ES (Schweinberger 2002), were tested to investigate 

eventual sequence-dependent effects. Each branch of the HJ_ES has the three bases nearest to 

the branchpoint equal to HJ but different length (HJ_ES arms are six basepairs shorter) and 

overall sequence. Dynamic-PDA fits for the two junctions are compared in figure 8.8-1.  
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Figure 8.8-1. Comparison of dynamic-PDA results for HJ and HJ_ES. (A) Species (A/B + A/D) as fraction of 

the total FRET population for HJ (open red squares) and HJ_ES (open green squares). (B) Sum of the rate 

constants k12 and k21 for HJ (open red squares) and HJ_ES (open green squares). 

 

The timescales of interconversion and the fractions of the dynamic species relative to the total 

FRET population are the same for both junctions over all the range of Mg2+ concentrations. 

Taking into account that the equilibrium concentrations of the dynamic and static species 

depend on the relative timescales of the Mg-binding/unbinding and interconversion equilibria 

ensues that the timescales of all rate constants, 
A/B(Mg)k , 

A/D(Mg)k , 
A/B(Mg)k , 

A/D(Mg)k , k12 and k21 

are comparable in the different junctions. Therefore any major sequence dependency can be 

excluded. 

 

8.9 Conclusions 

With the use of dynamic-PDA and sccFCS has been demonstrated that the commonly 

accepted model for Holliday Junction conformers’ interconversion (Eq. 8.1-1 and 8.1-3) is not 
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adequate. At least two relaxation mechanisms are present, acting on timescales differing for 

one or more orders of magnitude. In both relaxation mechanism are involved the same 

molecular species displaying FRET distances consistent with the folded structures A/B and 

A/D. Two new, simple but sufficient models, equation 8.5-1a and 8.5-1b, have been 

introduced to explain the experimental data. The results however cannot clarify whether the 

open state is present (Eq. 8.5-1b) or is simply a transition state in the interconversion between 

the A/B and A/D conformers (Eq. 8.5-1a). 

The observation of dynamic processes at 0 mM Mg2+ is in contrast with the common view of 

a static situation where the only populated conformer is the Open one (Lilley 2000) but is 

absolutely consistent with the models proposed.  

Comparison with different Holliday Junctions (Schweinberger 2002; McKinney, Déclais et al. 

2003; Joo, McKinney et al. 2004) showed how the timescales of the processes seem to be 

sequence independent, with Mg-binding/unbinding governed by purely electrostatic 

interactions. On the other hand, the Mg-dependent shift in conformer population between A/B 

and A/D is characteristic of the Holliday Junctions investigated in this thesis, suggesting that 

the ratio of the interconversion rates is the only parameter that is effectively influenced by the 

DNA sequence. 

It is important to note that almost all the apparent differences between the results presented in 

this work and those reported in literature (Lilley 2000; McKinney, Déclais et al. 2003; Joo, 

McKinney et al. 2004) can be explained by taking into account the different experimental 

conditions and different spectroscopy technique adopted, suggesting that these results are not 

contradictory but rather complementary. 
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9 Nucleosomes 

The nucleosome is the basic unit of genome compaction (Kornberg 1974; Olins and Olins 

1974). It consists of an octamer of histone proteins around which about two turns of double-

stranded DNA are wound. Its detailed structure has been elucidated in crystallographic studies 

(Richmond, Finch et al. 1984; Luger, Mäder et al. 1997; Schalch, Duda et al. 2005) down to a 

resolution of 1.9 Å (Davey, Sargent et al. 2002). Central to nucleosomal function is its 

restructuring during processes that act on DNA, e.g. transcription or replication. Various 

mechanisms for nucleosome unfolding, unwrapping or repositioning have been proposed 

(Schiessel, Widom et al. 2001; Kulic and Schiessel 2003), but so far no direct physical 

evidence (e.g. detection of intermediate states) exists for any particular one. Here single-

molecule FRET experiments were performed to collect quantitative structural information that 

will elucidate such mechanisms. 

 

 

 

Figure 9-1. (A) Nucleosomal DNA in extended conformation. The conformational space of the D and A dyes 

obtained by MD simulations is shown in green and red, respectively. (B) Structure of a nucleosome. The first 

three structures from the left show different views of the nucleosome (crystal structure 1KX5 from the RCSB 

protein Data Bank, only the histone core is considered while lateral chains extending over the DNA were 

cut)(Davey, Sargent et al. 2002). The histone octamere is depicted in pink while the nucleosomal DNA duplex is 

represented in blue colours. The fourth structure of 9-1B is an alternative representation of the third view where 

the dye distributions are replaced by their centers of mass with the corresponding interdye distance. The planes 

of the nucleotide bases linked to the dyes are depicted in white. 

 

9.1 Single-molecule experiments 

Three populations with distinct fluorescence properties are immediately distinguishable in 

figure 9.1-1. One small population is characterised by FRET efficiency, EFRET, and donor 
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lifetime, τD(A) similar to those of free donor dye (EFRET ≈ 0 and τD(A) ≈ 4 ns). It displays little or 

no FRET and will be referred to as Low-FRET and D-Only (LF+DOnly). The other two 

major populations overlap and display higher EFRET and shortening of the donor lifetime. 

These species are FRET-active and will be referred to as Mid-FRET (MF) (EFRET ≈ 0.3 and 

τD(A) ≈ 2.9 ns) and High-FRET (HF) (EFRET ≈ 0.5 and τD(A) ≈ 2.2 ns). On the basis of the 

structure in figure 9-1B MF and HF were assigned to conformations in which the DNA is 

wrapped around the histones and LF to species where the DNA fragment is more extended. 

 

Figure 9.1-1. MFD plots of single nucleosomes at 5 

mM NaCl. In the upper panel, FRET efficiency is 

plotted versus lifetime of the donor in presence of the 

acceptor, τD(A). FRET efficiencies are obtained from raw 

signals S by correcting for green and red background 

(BG = 2.3 kHz, BR = 1.2 kHz), spectral crosstalk (α = 

0.07), detection efficiencies (gG /gR = 0.58), direct 

excitation of the acceptor (DE = 1.35 kHz), quantum 

yield of the donor in the absence of the acceptor (ФFD(0) 

= 0.70) and quantum yield of the acceptor (ФFA = 0.70). 

The red overlaid line is calculated from the empirical 

equation E = 1-(0.00479+0.4813τD(A)+0.26694τ2D(A)-

0.03435τ3D(A)) / τD(0), where τD(0) = 4.1 ns is the donor 

lifetime in absence of acceptor. The equation is a 

modification of the theoretical equation E = 1- τD(A) / 

τD(0) and is needed to take into account the dye 

movement due to the flexible alkylchains in the linkers. 

In the lower panel, donor anisotropy, rD, is plotted 

versus donor lifetime, τD(A), together with an overlaid 

curve computed from the Perrin equation rD= r0 

/(1+τD(A) / ρD), using a value for fundamental anisotropy 

of r0 = 0.37 and a mean rotational correlation time, ρD, of 1.16 ns.  

9.2 Geometrical model 

A geometric model based on the crystal structure and the dye positions in Fig 9-1 was 

introduced to describe the FRET species during nucleosome disassembly. In order to compare 

theory and experiment, FRET efficiency histograms were computed.  
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Figure 9.2-1. 

Unfolding of 

nucleosomes. (A) 

Geometric model for 

the unfolding of a 

nucleosome, top and 

side view. DNA is 

represented in black, 

histones in pink, 

contact points with 

circled crosses, 

donor and acceptor 

dye in green and red, 

respectively. In the top view, the semi-transparent red circle represents the position in which the acceptor dye 

would be in the case that DNA is completely wound around the histone core. Model parameters: Effective 

nucleosome radius R = 40 Å, rise per turn z = 45 Å, 80 base pairs per nucleosome turn, DNA length of 170 

base pairs, donor dye position at 46.5 base pairs, acceptor dye position 136.5 base pairs, scaled Förster radius 

ßR0 = 61.2 Å with ß = 1.1 (for further details see supplementary information, section 2.7). Unfolding of 

nucleosomes. (B-D) Possible FRET efficiency values as calculated from the geometrical model of the 

nucleosome unfolding: (B) all possible values, (C) values obtained for the loss of up to 4 contact points, (D) 

values obtained for the loss of at least 4 contact points.  

 

The model accounts for the fact that DNA dissociates stepwise at defined “contact points” 

from either end. From the X-ray structure 12 contact points C were identified within 4 Å shell 

from the core, DNA is therefore assumed to dissociate in steps of 10 to 11 basepairs. 

Detached part(s) of DNA are assumed to be straight and tangential to the nucleosome core at 

the detachment point(s). For simplicity, all combinations of dissociated contacts of the donor 

and acceptor arm are considered to be equally probable. There is no doubt that in reality this 

assumption may be violated. However, this will change only amplitudes but not the positions 

of the FRET peaks in the histograms. Fig. 9.2-1B shows the computed FRET histogram for 

nucleosome intermediates with partly dissociated DNA, where one to eight contact points are 

broken. Three peaks are clearly visible, for which the predicted FRET efficiencies nicely 

agree with those values measured for the LF, MF and HF species. If one distinguishes 

between different numbers of broken contact points, it is evident that for small numbers 

mainly two narrow distributions of FRET species are expected (Fig. 9.2-1C). For a larger 

number of broken contact points (Cbroken > 4) a broad EFRET distribution is expected ranging 
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from LF to HF (Fig. 9.2-1D). Figure 9.2-2 shows a cartoon of all possible disassembly 

intermediates based on the geometric model.  

 

HF(n) MF(n) HF(b) MF(b) LF(b) Histones + DNA

intact broken free DNAincomplete  
 

Figure 9.2-2. Sketches of the possible nucleosomal species. Nucleosomes lacking one H2A/H2B unit are 

indicated as Incomplete, while nucleosomes lacking more than one H2A/H2B units are indicated as Broken. 

Depending on the progress of disassembly the width of the corresponding FRET efficiency distributions of the 

species LF, MF and HF can be either narrow (n) or broad (b). 

 

It turns out that not only the level of FRET efficiency is characteristic but also the width of 

the individual FRET distributions. Depending on the progress of disassembly the width of the 

corresponding FRET efficiency distributions of the species LF, MF and HF can be either 

narrow (n) or broad (b), i.e. a HF signal is not per-se indicative for an intact nucleosome. 

The study of nucleosome disassembly is detailed in Paper IV 
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Summary 

This thesis presents developments in fluorescence techniques that allow the study of 

Fluorescence Resonance Energy Transfer between multiple chromophores in single molecules 

in solution. Single-molecule techniques have been proved far superior to ensemble techniques 

in the study of heterogeneous samples because averaging of different FRET signal is avoided. 

In this thesis are presented advances in the fields of FCS and PDA and their application to the 

study of DNA model systems. 

 

Filtered FCS and Species Cross Correlation Function 

In heterogeneous samples it is usually difficult to separate the correlation contributions of 

each species. To solve this problem, an extended analysis method of time-, polarisation- and 

colour- resolved fluorescence correlation spectroscopy (filtered FCS or fFCS) is introduced. 

This method takes advantage of the MFD information to distinguish the fluorescence signal of 

the multiple species and of the scatter contributions. In this way it is possible to obtain the 

separate correlation functions of the different species and perform quantitative analysis of 

molecular fractions. In comparison to recently introduced fluorescence lifetime correlation 

spectroscopy (FLCS) this method, using differences in time resolved fluorescence anisotropy, 

is able to distinguish species even with the same fluorescence lifetime. The possibility to 

distinguish the different molecular species present in solution is here exploited to compute the 

cross-correlation function between only two species of a multi-component sample (sccFCS).  

 

Probability distribution analysis 

Probability distribution analysis (PDA) allows one to quantitatively analyse single-molecule 

data obtained in FRET or fluorescence polarization experiments. Here, PDA theory is further 

developed to encompass heterogeneous static systems and dynamic two-state interconverting 

systems.  

 

1. In order to describe systems consisting of multiple non-interconverting fluorescent 

states, several extensions to the PDA theory are presented. Effects of brightness 

variations and multiple molecule events are considered independently of the detection 

volume parameters, using only the overall experimental signal intensity distribution. 

Correction of the PDA model function for the presence of multiple molecule events is 

introduced extending the useful range of measurement concentrations. Tools such as 
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maximum entropy method and combined mean donor fluorescence lifetime analysis 

have been developed to distinguish whether extra broadening of PDA histograms 

could be attributed to structural heterogeneities or dye artifacts. Resolution in FRET 

experiments in the range of a few Ångström is achieved making possible the 

distinction between a set of fixed distances and a distribution of distances. 

 

2. An analytical solution describing the interconversion between two FRET states is 

introduced. It is demonstrated that relaxation times on the timescale of the diffusion 

time (typically milliseconds) can be accurately recovered. The dynamic range 

accessible to the method is of about three orders of magnitude. Major factors limiting 

the absolute precision of dynamic-PDA are identified as brightness variations, 

shortening of the observation time due to diffusion, and contributions of multi-

molecular events. These effects are shown to considerably bias dynamic-PDA often 

leading to under- or overestimation of the rate constants by factor of two or more. 

Correction procedures are proposed. 

 

The extended PDA theories were verified by analysing simulations and experimental data. 

The combination of MFD, PDA and FCS techniques was used to study three different 

systems. 

 

Two-step FRET 

The possibility to observe and characterise multiple-step FRET in single molecules was tested 

by investigating double stranded DNA labelled with three fluorophores, one donor (D) and 

two acceptors (A1 and A2). The sequence was designed so that the single FRET steps take 

place between D and A1 and between A1 and A2, even though D-A2 transfer was also 

observed. Fluorescence signal from each dye was detected, and good separation was achieved. 

These results suggested that, already as qualitative essay, it is possible to label multi-domain 

or multi-molecular systems and have information about proximity or simultaneous presence 

of the labelled positions. Exploiting the MFD capabilities, donor quenching and A2 

heterogeneity were detected. Quantitative analysis of the system was precluded due to the 

complex photophysics of A2.  
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Holliday Junctions 

The interconversion between the stacking conformers, A/B and A/D, of a Holiday junction 

was studied as a function of Mg2+ concentration. The dynamic processes were monitored by 

the fluctuations of the FRET between donor and acceptor dyes coupled to two consecutive 

branches. Dynamic-PDA revealed that the Holliday junction is a complex dynamic system, 

where at least 3 equilibria, taking place at different timescales, are present. The equilibria 

were associated to the transitions between the conformer A/B and its Mg-bound form, A/B 

and A/D and A/D and its Mg-bound form. Accurate rate constants were obtained by sccFCS. 

Magnesium dependence of the rate constants resulted consistent with the behavior shown by 

simulated data. Comparison between different Holliday junctions suggested that the 

timescales of the different equilibria are sequence independent and only the interconversion 

between A/B and A/D is characteristic of each junction. The open cruciform structure was not 

observed (TCSPC, Dynamic-PDA and sccFCS analysis), even in the absence of Mg2+ where it 

is supposed to be the only populated conformer. These results led to a revision of the 

commonly accepted interconversion model (Lilley 2000). In the model proposed in this work 

it is hypothesised that in absence of metal ions the Holliday junction is not static but it is 

oscillating between the two folded conformers and only when Mg2+ is coordinated the 

junction is fixed in the conformation it is at the moment. 

 

Nucleosomes 

The disassembly of mononucleosomes was studied by quantitative single-molecule FRET 

with high spatial resolution, using the SELEX-generated “Widom 601” positioning sequence 

labelled with donor and acceptor fluorophores. Reversible dissociation was induced by 

increasing NaCl concentration. At least three species with different FRET efficiencies were 

identified: the most stable high-FRET species corresponding to the intact nucleosome, a less 

stable mid-FRET species that was attributed to a first intermediate with a partially unwrapped 

DNA, and a low-FRET species characterised by a very broad FRET distribution, representing 

a highly unwrapped structure formed at the expense of the other two species. fFCS analysis 

indicated that even in the low-FRET state, some histones are still bound to the DNA. The 

interdye distance of 54.0 Å measured for the high-FRET species is consistent with the known 

crystallographic structure. A geometric model of the nucleosome disassembly predicts exactly 

the presence of the observed FRET species and confirms their assignment to two populations 

in the unwrapping pathway.  
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Filtered FCS and Species Cross Correlation Function 
 

Suren Felekyan, Stanislav Kalinin, Alessandro Valeri, Claus A. M. Seidel 
Institut für Physikalische Chemie, Lehrstuhl für Molekulare Physikalische Chemie,  

Heinrich-Heine-Universität, Universitätsstraße 1, Geb 26.32, 40225 Düsseldorf, Germany 

ABSTRACT 

An extended analysis method of time, polarization and color resolved fluorescence correlation spectroscopy (filtered 
FCS) is introduced. It uses multiparameter fluorescence detection (MFD) [1-3] to separate pure fluorescence signal of 
multiple species and scatter contributions. This method allows monitoring of simultaneous and independent diffusion of 
several molecular species in one sample and makes possible accurate and quantitative analyses of fractions. The 
proposed method is simple to implement experimentally, because it requires only single wavelength excitation and MFD 
widely used in single molecule experiments. In comparison to recently introduced fluorescence lifetime correlation 
spectroscopy (FLCS) [4-7] this method is able to distinguish species when they have very close or even the same 
fluorescence lifetime using just differences in time resolved fluorescence anisotropy.  

Keywords: FCS, TCSPC, FLCS, MFD, Fluorescence Lifetime, Time Resolved Fluorescence Anisotropy, Correlation. 
 

1. INTRODUCTION 

Fluorescence correlation spectroscopy (FCS) has been developed in early 1970 [8, 9] and has become a very powerful 
spectroscopic technique in the 1990s due to significantly improved optics and excitation sources [10, 11]. FCS is an 
ultrasensitive method for detection and monitoring of molecular binding/unbinding processes, chemical reaction kinetics 
[12-19] and diffusion constant. However the method can not distinguish between molecules which have similar diffusion 
constants. The FCS curve for a mixture of more than one fluorescent molecular species with different brightness and 
diffusion constants has a complex structure.  

The combination of time-resolved fluorescence detection with FCS has already been described in the literature. In [20], 
time-gating of the fluorescence signal in the nanosecond range was used for suppressing light scattering or the 
fluorescence of a dye with a fast fluorescence decay time (with respect to a dye with a long fluorescence decay time). All 
photons arriving outside the time-gate were ignored and not included in the analysis. This is analogous to using a spectral 
filter for blocking unwanted signals outside of the spectral window of interest. The idea of setting a time-gate for 
suppressing unwanted signals in ultrasensitive fluorescence and luminescence detection is a well known and widely used 
technique [21-25]. However this technique has a disadvantage: it is too subjective in definition of time-gate and can not 
fully remove unwanted signal because of “crosstalk” into time gate. 

Recently a completely different strategy which uses the differing fluorescence decay characteristics of dyes for 
separating their FCS curves was proposed [4-6]. The lifetime information of the measured fluorescence signal was used for 
extracting two independent FCS curves for two different dyes without discarding any of the detected photons. As authors 
note it is “similar to recording a complete spectrum and deconvoluting it into the different contributions from the various 
emitting species. The main advantages are that: (i) no part of the measured signal is discarded, (ii) FCS curves of 
different dyes are obtained independently and simultaneously, (iii) the method can be generalized for more than two 
dyes, provided that they have sufficiently distinct fluorescence decay characteristics (i.e. sufficiently different decay 
times for fluorophores)” [4]. 

The third statement is one of the limitations of this new method since “sufficiently different decay times” in practice 
(from our experience) means at least 1.0-1.5 ns difference (20-30 %) in lifetimes for fast separation and very often used 
fluorescent dye molecules have lifetime in a range from 1 to 5 ns which restricts dyes selection significantly.  

This method is designed for use in mono color detection and auto correlation which makes experimental setup quite 
simple and not expensive. As has been shown in [5] it is also applicable for discrimination detector afterpulsing from 
fluorescence signal.  



 

Of course suggested method has real advantages and we will extend it for MFD case when signals detected within 
several detection channels at different wavelengths are also split into parallel and perpendicular polarizations relative to 
linearly polarized excitation laser beam. In this way we can include time resolved anisotropy as second parameter and 
spectral differences of species as third one in addition to fluorescence lifetime to distinguish different molecular species 
from mixture. Two dimensional filtering (lifetime and anisotropy or lifetime and color) makes this method more precise 
in general and particularly makes possible to separate the FCS curves for different molecular species when they have 
very similar lifetimes (even equal) but they are sufficiently distinct in fluorescence anisotropy (i.e. sufficiently different 
(at least 0.2-0.3 ns difference) rotational correlation times). 

Especially important case is FRET experiments: usually it is impossible to avoid Donor-only (D-only) labeled species in 
mixture with Donor and Acceptor (DA) labeled species in solution. This makes the situation more complex when one 
should expect also FRET efficiency change due to conformational change and as a consequence brightness’s change 
during diffusion time of DA labeled molecule. 

The fluorescence registration within several detection channels at different wavelengths makes possible not only a 
separate determination of the FCS curves for different molecular species but also offers the possibility to perform a 
species cross-correlation analysis.  

We have designed these new filters especially for accurate separation of pure fluorescence from scattered signal, further 
global two colors FCS and species cross-correlation analysis. 

2. THEORY 

2.1 Fluorescence Lifetime Filters (FLF) and normalization 

The autocorrelation function allows direct assessment of the diffusion constant D. The amplitude at zero time of the 
autocorrelation function G (), allows one to determine the mean number of molecules N in the detection volume detV  or 

the concentration c, if the parameters of detection volume are known 
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Unfortunately, the situation becomes significantly more complicated if more than one molecular species are 

simultaneously present in solution. For a mixture of n species, with corresponding brightnesses )(iQ , diffusion constants 
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is the normalized   10)( i
diffG  correlation function. This model assumes a 3-dimensional (3D) Gaussian shaped volume 

element with spatial distribution of the detection probabilities:       2
0

22
0

22 2exp2exp,, zzyxzyxw   . The 

1/e2 radii in x and y or in z direction are denoted by 0 or z0, respectively. The characteristic diffusion times )(i
Dt  can be 

used to estimate the diffusion coefficients )(iD :  )(2
0

)( ii Dt
D

  (for 1-photon excitation).  



 

A simple relation like Eq. (1) can not be found for multiple species. Even if one knows the brightness )(iQ  for each 

species, the diffusion coefficients D(i) still have to be significantly distinct for successful extraction of c(i) values. 

As it is shown in [4] the situation changes when different molecular species show differences in fluorescence lifetime 
which can be measured by time-correlated single-photon counting (TCSPC) [26, 27]. For simplicity, we will consider only 
two molecular species with fluorescence decay patterns { )(|| i

jp } and { )(i
jp }, where i =1; 2 and j denotes the number of 

the TCSPC channel, )(|| i
jp  and )(i

jp  are the normalized probabilities (see later) of measuring a photon within the jth 

channel for species i in parallel and perpendicular polarizations relative to linearly polarized excitation laser beam 
respectively.  

Any measured TCSPC decay histograms { jH|| } and { jH } of a mixture of the two species will be superposition of the 

form  
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where )(iw  is the amplitude of the photon count contribution (in photons number) of the ith species. Now, following [4] 
two filter sets )(|| i

jf  and )(i
jf , i =1; 2, can be devised with the properties  
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where )(|| iw  and )(iw  are the photon count contributions of the ith species in parallel and perpendicular detection 
channels respectively ( )()()(|| iii www  ), L is the total number of TCSPC channels, and the brackets denote averaging 
over an infinite number of measurements. )(|| i

jf  and )(i
jf  has to be chosen in such a way as to minimize the relative 

errors in both channels simultaneously 
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Since single photon detection in each channel follows Poissonian statistics [28], then )(|| i
jf  and )(i

jf  are expressed, with 

the help of the weighted pseudoinverse of the matrices M̂||  and M̂ , ( )(|||| ˆ i
jij pM   and )(ˆ i
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where 
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With the filters )(|| i
jf  and )(i

jf it is now possible to obtain the FCS curves of the two molecular species separately. 

Consider the TCSPC-filtered fluorescence auto/cross correlation functions between perpendicular and parallel 
fluorescence signals  c

i tG )(
||,  as defined by 
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where  tS j
  is the fluorescence signal in the jth TCSPC channel of total perpendicular signal at measurement time t 

and  cj ttS ||  is the fluorescence signal in the jth TCSPC channel of total parallel signal at measurement time ctt  . If 

these signals have the form of Eq. (4), then the orthonormality relation Eq. (8) ensures that the auto/cross correlation 
functions  c

i tG )(
||,  and  c

i tG )(
||,  have the average values (averaged over an infinite number of measurements or over 

sufficiently long measurement time (>> ct )) 
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where  tF i)(  and  c
i ttF )(||  are pure fluorescence signals from the molecular species ith type (summed over all 

TCSPC channels). Thus,  c
i tG )(
||,  and  c

i tG )(
||, , where i = 1; 2, reproduce the standard FCS curves for both species 

separately. The global fit of two auto/cross correlation curves significantly reduces the statistical errors and makes 
separation of species correlation curves from mixture data more sensitive and accurate. Moreover, since the anisotropy 
differences are counted in addition to lifetimes the total statistical noise is further reduced. 

2.2 How to get )(|| i
jp  and )(i

jp  normalized probabilities 

The case when the single signal from mixture of two (or more) species should be split is described in [4]. For that, to 
obtain the TCSPC-decay patterns of species, TCSPC measurement of pure 2.5x10-8 M (in average about 30 molecules in 
a 2 fl detection volume) solutions of both species were performed. Then TCSPC histograms { )(i

jH } were normalized by 

total number of photons in the following way: 
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where i=1, 2; ј =1; ... ; L;  and L is the number of histogram bins (or TCSPC channels).  

The situation turns not so trivial in the case of MFD detection where fluorescence signal from mixture is divided into its 
parallel and perpendicular components and into color ranges. 

The probability distributions are not available with such a simple separate normalization way since certain relations 
between )(|| i

jp  and )(i
jp  due to specific anisotropy decay should be kept for each ith species. Each registered photon 

emitted by ith species is detected with probabilities )()(|| , ii pp   in either parallel or perpendicular detection channel 

respectively. Applying a normalization similar to Eq. (11) to the combined TCSPC histogram of ith species (see Fig. 1, 
rows 1-2) one gets corresponding probabilities as follows: 

1)()(||  ii pp ,        (12) 
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)(|| i
jp  and )(|| i

jp represent the conditional probabilities to register a photon in the jth bin of parallel or perpendicular 

TCSPC channels, provided that photon is emitted by ith species . These probabilities are defined as  
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To get these distributions of conditional probabilities TCSPC measurement of pure thick solutions (25 nM) of each 
species are performed and TCSPC histograms are normalized as described by Eq. (14). 

2.3 Simultaneous (or global) minimization 

The total number of registered photons in either parallel W||  or perpendicular W  detection channel is the sum of 
photon numbers emitted by all species in mixture solution (integral from Eq. (4)): 
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where W  is the total number of registered photons. Taking into account Eqs. (4) and (13) we get 
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where left part of Eq. (16) represents the sum of integrals of TCSPC histograms from parallel and perpendicular 
detection channels, )(iw  is the photon count contribution of the ith species and the content of [] brackets is the sum of 
integrals from conditional probabilities to register emitted by ith species photon in jth bin of parallel or perpendicular 
TCSPC channels. Graphically the left part of Eq. (16) is the area under measured decay histograms and the content of [] 
is equal to unit area defined by Eqs. (12) and (13). Instead of two measured decay histograms ( jH||  and jH ) and four 

(double of species number n (n=2)) conditional probability distributions ( )(|| i
jp  and )(|| i

jp ) we introduce bimodal one 

decay histogram jH  and two conditional probability distributions )(i
jp  with total number of TCSPC channels 2L. 

 











L

j

i
j

n

i

i
L

j

i
j

n

i

i
L

j
j pwpwH

2

1

)(
)2(

1

)(
2

1

)(
)2(

1

)(
2

1

     (17) 
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Fig. 1. Demonstration of global minimization: 
bimodal probability distributions of 
components, decay histogram of mixture 
and generated by global minimization 
bimodal filters. 

In this shape, following to [4] two bimodal filters )(i
jf , i =1, 2, will 

be devised with the properties  
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where the brackets denote averaging over long time of 
measurements. Filters )(i

jf  has to be chosen in such a way as to 

minimize the relative errors  
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When )(i
jf  filters are created we can get )(|| i

jf  and )(i
jf  as first 

and second halves of )(i
jf  arrays (Fig. 1): 
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Auto/cross correlation functions  c
i tG )(
||,  and  c

i tG )(
||,  can be 

calculated as defined by Eq. (9).  

 

2.4 Species cross correlation function 

Filters )(i
jf  in Eq. (20) were chosen in such a way as to minimize the relative errors for parallel and perpendicular 

channels simultaneously (Fig. 1). The idea of one bimodal decay histogram jH  and two conditional probability 

distributions )(i
jp  with total number of TCSPC channels 2L makes possible calculation of Species Cross Correlation 

(SCC) function even for the species with absolutely same fluorescence lifetime but different rotational correlation time. 
Now we will keep the filters as they are generated for the case of global minimization and we transform our raw data 
streams into modified format where TCSPC channels for photons from second detector are increased by L. So, we 
describe each of species by single bimodal decay pattern and SCC function  c
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where  tSk  is the fluorescence signal in the kth TCSPC channel of total signal at measurement time t and  ck ttS   is 

the fluorescence signal in the kth TCSPC channel at measurement time ctt  . The orthonormality relation as 
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ensures that the species cross correlation functions  c
ji tG ),(  and  c

ij tG ),(  have the average values (averaged over an 

infinite number of measurements or over sufficiently long measurement time (>> ct )) 
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where  tF i)(  and  c
j ttF )(  are pure fluorescence signals from the molecular species ith and  jth type (summed over 

all TCSPC channels). Thus, since the anisotropy differences are counted in addition to lifetimes, it becomes possible to 
highlight any dynamic process between two species in mixture solution if they differ in rotational correlation time or 
lifetime. In contrast to standard auto/cross correlation curves the amplitude of dynamic term per molecule in species 
cross correlation function is equal to -1 like in an antibunching term. If dynamics between species is missing then SCC 
function is showing no additional correlation amplitude above baseline equal to 1. 

3. SIMULATIONS 

3.1 Data generator 

Simulations of single-molecule measurements were performed by using Brownian dynamics approach [29-32]. The spatial 
intensity distribution of the observation volume was assumed to be a 3D Gaussian [33] 
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The 1/e2 radii in x and y or in z direction are denoted by 0 or z0, respectively. 

In most of the literature, Brownian diffusion is modelled in a box with periodic boundary conditions (see e.g. [30]). In our 
approach instead, “molecules” diffuse freely in an “open” volume. This means that the molecules are allowed to leave 
the simulation volume, after which they are not further tracked. To keep the desired average number of molecules 
constant, new molecules are added at each time step as described below. 

The simulation volume is defined by a surface constzyxI ),,( , which for the case of observation volume given by Eq. 

(25) is an ellipsoid 
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In this work m = 10 was used unless stated otherwise. One can show that the average number of molecules entering the 
simulation volume per time step t is given by  

   /in tDcSN        (27) 

while the distribution of distances l of new molecules from the surface (Eq. (26)) is 

    dl
tD

l
lP

l












 


 4
exp)(

2
      (28) 

In Eqs. (27) and (28) c stand for the concentration of the molecules, S is the surface area of the ellipsoid (Eq. (26)), and 
D stands for the diffusion coefficient. Eqs. (27) and (28) can be obtained by solving the diffusion equation with initial 
conditions c(l < 0, t = 0) = c and c(l  0, t = 0) = 0. The curvature of the surface (Eq. (26)) is thereby neglected, which 
requires that the time step t is small (i.e. Dt << m0). The number of new molecules per time step (t=0.005 ms) was 
generated according to a Poisson distribution with a mean value given by Eq. (27). Test simulations have shown that the 
number of molecules calculated by FCS analysis (Eq. (1)) of simulated data agree with the assumed values within 0.2-
0.5%. The FCS curve obtained by open volume simulation may exhibit some unexpected features, but they are less 
pronounced and shifted towards longer correlation times in comparison to the simulation in box with periodic boundary 
conditions. Simulation artefacts disappear when the simulation volume becomes reasonably large (m  10). 

TCSPC data were generated as proposed by Chowdhury et al [34], assuming Gaussian excitation pulse profile with 
FWHM of 0.3 ns or 0.5 ns. Background signal consists of dark counts (uniformly distributed over TCSPC channels) and 



 

scatter contribution (repeating instrument response function (IRF) of the setup). Simulated data were saved in data 
format of SPC-132 TCSPC cards (Becker & Hickel GmbH, Berlin, Germany) and suitable for direct software testing. 
The algorithm was thoroughly tested by analyzing simulated data by FCS, FIDA, and BIFL [1, 19, 29, 35] methods. 

3.2 Stability of filtered FCS  

We have simulated mixture of two species with the same 4 ns lifetime but different characteristic rotational correlation 
times (0.1 ns and 0.3 ns, 0.1 ns and 1.0 ns) in water. The fraction of the second species in the mixture was 2 times higher 
than fraction of the first.  
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Fig. 2. Probability distributions: A) for a case of time resolved FCS. Since distributions are absolutely identical then 
separation of species correlation curves is not possible. B) for the case of time and polarization resolved FCS 
probability patterns are slightly different and it makes separation of species correlation curves possible.  

The geometric shape of the excitation focus was defined as 3D Gaussian with m 5.00   and mz 5.10  . Dark 

counts = 0.2 kHz, scatter = 2.5 kHz. Both species had the same mstt DD 25.0
)2()1(
  diffusion time and the same 

kcpmQQ 20021   brightness. The average number of molecules in a focus was 3988.0N  ( 1329.01 N  and 

2659.02 N ). Simulated data were analyzed as described in [4-7] and as reported in this paper (corresponding probability 

distributions are presented in Fig. 2). 

1E-4 1E-3 0.01 0.1 1 10
0

2

4

6

8

10

12

14 A

 

 

C
o

rr
e

la
ti

o
n

 a
m

p
lit

u
d

e

Correlation Time  [ms]

 simulated rho=0.1 ns
 recovered rho=0.1 ns
 simulated rho=0.3 ns
 recovered rho=0.3 ns

     

1E-4 1E-3 0.01 0.1 1 10
0

2

4

6

8

10

12

14 B

 

 

C
o

rr
el

at
io

n
 a

m
p

li
tu

d
e

Correlation Time  [ms]

 simulated rho=0.1 ns
 recovered rho=0.1 ns
 simulated rho=1 ns
 recovered rho=1 ns

 

Fig. 3. Overlay of recovered by filtered FCS and simulated correlation curves: A) a case of 0.2 ns difference in rotational 
correlation times of species, B) a case of 0.9 ns difference in rotational correlation times of species. 

 

  



 

Fig. 4. Overlay of calculated by filtered FCS species cross correlation function 
and fitted curves for mixture of two species (free labeled DNA 
(DNA=2.71 ns) and labeled DNA-unlabelled protein complex 
(complex=5.18 ns)) in water: A) a case of 50 by 50 percent static mixture of 
species, B) a case of 50 by 50 percent dynamic mixture of species 
(k1,2=k2,1=2000 s-1 or R=0.25 ms), C) a case of 17 by 83 percent dynamic 
mixture of species (k1,2=10000 s-1,  k2,1=2000 s-1 or R=0.083 ms)  

From Fig. 3 it follows that even 0.2 ns 
difference in rotational correlation times 
allows one to separate species from the 
mixture and estimate the absolute 
concentrations with 11 % error and 
diffusion times with up to 19 % error. 
Simulated data correspond to 2429 s real 
experiment and it is clear that by 
increasing measurement time it is also 
possible to reduce relative error. In the 
case when difference in rotational 
correlation times was 0.9 ns the 
parameters were recovered with less than 
5 % error. 

Then we have simulated mixtures of two 
dynamically interconverting each into 
other species with off-rate constants k1,2 
and k2,1, the same 4 ns lifetime but 
different characteristic rotational 
correlation times ((1)=2.71 ns and 
(2)=5.18 ns) in water in order to imitate 
the dynamic binding process of labeled 
DNA with unlabelled protein. The 
fractions of species in the mixture were 
defined by the off-rate constants: 
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The geometric shape of the excitation focus was defined as 3D Gaussian with m 2.00   and mz 6.00  . Dark 

counts = 0.2 kHz, scatter = 1.8 kHz. Both species had the same mstt DD 1
)2()1(
  diffusion time and the same 

kcpmQQ 10021   brightness. The average number of molecules in the focus was 1.0N . Simulated data were 

analyzed as described in section 2.4. Generation of filters was done by global minimization and SCC functions were 
calculated according to Eq. (22). The dynamics was nicely highlighted and relaxation times were accurately recovered 
by time and polarization resolved FCS as one can see in Fig. 4, which was impossible with FLCS. 

As a control the static mixture of this species was also simulated to show the absence of SCC amplitude (Fig. 4). 

Summarizing we can conclude that filtered FCS becoming a powerful tool for analyzing dynamics resulting in change of 
lifetime or anisotropy of labeled biomolecule interacting with some other unlabelled molecule. 

4. MATERIALS AND METHODS 

4.1 Setup 

The experiments were carried out with a confocal epi-illuminated setup based on an Olympus IX70 inverted microscope 
as described in [2, 3, 19, 35]. 

The fluorescent molecules are excited by a linearly polarized argon-ion-laser (Innova Sabre, Coherent) at 496 nm, active-
mode-locked (73.5 MHz, 150 ps) mode. The HF-source for the mode-locker serves as the common time base for sync 
(TCSPC stop signal) and the macro time counter for both SPC-132 counting boards. The laser is focused into the sample 
by a NA=1.2 water-immersion objective lens (UPLAPO 60x, Olympus, Hamburg, Germany).  

The fluorescence is collected by the same lens and separated from the excitation by a beamsplitter (Q505LPXR, AHF, 
Tübingen, Germany). A confocal pinhole of 100 m diameter and the slightly underfilled objective yield a detection 
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volume element of approximately 1 m diameter and 3 fl size, as determined by fluorescence correlation spectroscopy 
[36]. The collected fluorescence photons are divided first into its parallel and perpendicular components by a polarizing 
beamsplitter cube (VISHT11, Gsänger, Planegg, Germany), then by dichroic beamsplitters  (Q595LPXR, AHF) into 
wavelength ranges below and above 595 nm. Fluorescence bandpass filters (HQ533/46 and HQ720/150, AHF) block 
residual laser light and reduce Raman scattering from the solvent. 

The detectors used were Micro Photon Devices (MPD PDM-50, Bolzano, Italy) as green and single photon avalanche 
diodes (SPCM-AQR-14, Perkin Elmer, Germany) as red.  

4.2 Four-way DNA junctions 

Four-way DNA junctions, or Holliday junctions [37], are the branchpoints formed during DNA strand exchange of 
homologuous duplexes. Holliday junctions are central intermediates in homologous genetic recombination [38], a process 
important in DNA repair and in providing the genetic diversity necessary for evolution.  

When the region of homology extends further from the branching point, it is possible to observe sequantial exchange of 
basepairing and the Holliday junction effectively migrates along the DNA sequence [38].  

It has been shown that upon addition of divalent metal ions the overall structure is preferentially folded with the helices 
coaxially paired in a right-handed anti-parallel fashion, with an angle of approximately 60° between the helices axes [39-

42]. Two conformers are possible depending on the way the four arms are stacking, Fig. 5.  

Depending on the DNA sequence, especially near the branching point, one of the conformers can be predominantly 
populated. The most probable explanation for the stacking of the branches is that the metal ions partially shield the 
electrostatic repulsion between the backbone phosphates allowing the complete structure to fold. 

 

Fig. 5. Three possible conformers of Holliday junctions: 1) A/D 
conformer (RDA~50 Å, MF), 2) Cross (or completely unstacked 
conformer), 3) A/B conformer (RDA~40 Å, HF). 

The interconversion rate between 
conformers depends on the metal ions 
concentration, with high salt slowing the 
exchange. Metal ions are also known to 
decrease branch migration rates up to three 
orders of magnitude [43] suggesting a strong 
correlation between the rates and the folding 
of the structure. These findings suggest also 
that most likely conformer exchange and 
branch migration go through a highly 
flexible state where the metal ions are not 
bound. So far [38, 44], it has been proposed 
that this state corresponds to the completely 
unstacked conformer (Fig. 5, cross 
conformer). 

4.3 Molecules 

Functional Holliday four-way junctions (HJ) were obtained by annealing four different single strands of DNA: 

HJ_1N_D: 5´-d(CCT AAT  T(Alexa488)  AC CAG TCC AGA TTA ATC AGT ACG) 

HJ_2N_A: 5´-d(CGT ACT GAT T(Atto647N)   AA TCT CCG CAA ATG TGA ACG) 

HJ_3N:  5´-d(CGT TCA CAT TTG CGG TCT TCT ATC TCC ACG) 

HJ_4N:  5´-d(CGT GGA GAT AGA AGA GGA CTG GTA ATT AGG) 

The DNA strands (Purimex, Grebenstein, Germany) were labelled by covalently bonding the dyes to dTs modified with 
C6-aminolinkers.  

The configuration of the nucleobases in proximity of the branching point is such that the sliding of the junction along any 
of the arms is forbidden. In this way the only observable configurational fluctuation is relative to the switching between 
the two stacking conformers A/B and A/D. To allow for a good identification of the conformers through FRET the dyes 
are positioned so that the different conformers are characterized by significantly different donor-acceptor distances RDA. 
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Fig. 6. Comparison RDA vs D(A) 2D plots for different MgCl2 
concentrations. A) 10 mM, B) 5 mM, C)  2.5mM, D)   2mM, E) 
1.25mM, F) 1 mM, G)  0.5mM, H) 0.1 mM. 

The functionality of the Holliday 
junction was tested measuring the 
sample under different MgCl2 
concentrations, results shown in the 
Fig. 6.  

As expected, Holliday junctions show 
a strong dependence on MgCl2 
concentration. At high salt two 
distinct populations can be observed, 
characterized by a RDA of 
approximately 40Å and 50 Å 
respectively. As the salt concentration 
is lowered the populations start to 
merge indicating that the species 
interconvert faster and faster.  

4.5 Models, results and discussion 

To obtain the rate constants of the process, we studied the sample with probability distribution analysis (PDA) [45-47]. In 
the hypothesis of fast unbinding of Mg2+ the following dynamic models can be considered: 

A/B A/D
k12

k21

1)
        

A/B A/DOpen
kOpen 1

kFold 1

kFold 2

kOpen 2

2)
 

In latter case, by dynamic PDA [in preparation] we will get apparent rates but the formal description is still correct. The PDA 
fit of 0.75 mM MgCl2 shows surprising results. Both the completely static and completely dynamic models fail. The fit 
gets better only in the case of a mixed model. As a compromise the following two models were discussed: 
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Detailed analyses of data with the model 3 have shown that it is more than enough to explain our experimental findings. 
The simulations and direct theoretical calculations (or estimations) have shown that in case if Mg2+ ion binding does not 
change or slightly changes the brightness Q of conformers (i.e. QA/B(Mg)QA/B and QA/DQA/D(Mg)) then two characteristic 
relaxation times should be expected for these type dynamic processes. Since our sample should contain Donly, 
DAA/B(Mg)DA/B, DAA/Dand DAA/D(Mg) species in mixture then it was good chance to test the filtered FCS technique. 
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Fig. 7. A) Overlay of SCCF curves for different MgCl2 concentrations. a) 0 mM (black), b) 0.2 mM (magenta) and c) 0.75 
mM (gray). Inset presents fit results for fast and slow relaxation times [ms] and fraction of slow term. Diffusion times 
tD [ms] are also presented. B) Overlay of appatent rates (1/1relax and 1/2relax) obtained by SCCF for different MgCl2 
concentrations (blue) and apparent rate (k12+k21) by dynamic PDA (red). Corresponding values from literature [44, 48] are 
also presented (black). 



 

The decay patterns of two conformers (DAA/B(Mg)DA/B and DAA/DDAA/D(Mg)) were obtained from 10 mM MgCl2 
measurement by selecting middle FRET (MF) or high FRET (HF) bursts from 2D plots like presented on Fig. 6A. For 
Donly decay pattern we took measurement of Donly sample directly. Filter sets are generated by using decay patterns of 
green and red parallel detection channels.  

In Fig. 7A SCCF curves for 0, 0.2 and 0.75 mM MgCl2 measurements are presented. To fit curves a function with two 
antibunching and diffusion term is used: 
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where  cdiff tG  is a diffusion term, A-fraction of dynamic molecules, X-fraction of the first relaxation component and 

1relax and 2relax are the characteristic relaxation times of the two components. Fit results for these MgCl2 concentrations 
are given in the inset. Characteristic relaxation times for fast and slow processes are given in [ms]. 

The results as apparent rates obtained by dynamic PDA method and SCCF are summarized in Fig. 7B. In this figure the 
results for junction 7 from Ha and coworkers [44, 48] are also reported. In fact this literature values follow the line of slow 
apparent rate, in general defined by unbinding of Mg2+, suggesting that:  

i) the process is purely electrostatic an therefore does not depend on the actual sequence of the HJ, and  

ii) the surface measurements do not see the fast interconversion of A/B and A/D conformers.  

5. CONCLUSIONS 

From our experimental data it is not so obvious the existence of intermediate cross state but also we have not enough 
evidence to state that it does not exist at all. We simply claim that the model with three states (model 2) is not explaining 
experimental results and a new model with at least four states (model 3) is valid. 

It is also obvious that SCCF exhibits its powerful ability to become very convenient tool for dynamic processes study in 
biomolecules.  
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Probability distribution analysis (PDA) [M. Antonik et al., J. Phys. Chem. B 2006, 110, 6970] allows one to
quantitatively analyze single-molecule (SM) data obtained in Förster resonance energy transfer (FRET) or
fluorescence polarization experiments. By taking explicitly background and shot noise contributions into
account, PDA accurately predicts the shape of one-dimensional histograms of various parameters, such as
FRET efficiency or fluorescence anisotropy. In order to describe complex experimental SM-FRET or
polarization data obtained for systems consisting of multiple non-interconverting fluorescent states, several
extensions to the PDA theory are presented. Effects of brightness variations and multiple-molecule events
are considered independently of the detection volume parameters by using only the overall experimental
signal intensity distribution. The extended PDA theory can now be applied to analyze any mixture, by using
any a priori model or a model-free deconvolution approach based on the maximum entropy method (MEM).
The accuracy of the analysis and the number of free parameters are limited only by data quality. Correction
of the PDA model function for the presence of multiple-molecule events allows one to measure at high SM
concentrations to avoid artifacts due to a very long measurement time. Tools such as MEM and combined
mean donor fluorescence lifetime analysis have been developed to distinguish whether extra broadening of
PDA histograms could be attributed to structural heterogeneities or dye artifacts. In this way, an ultimate
resolution in FRET experiments in the range of a few Ångström is achieved which allows for molecular
Ångström optics distinguishing between a set of fixed distances and a distribution of distances. The extended
theory is verified by analyzing simulations and experimental data.

1. Introduction
Data obtained in single-molecule Förster resonance energy

transfer (SM-FRET) measurements are usually visualized as 1D
histograms of the FRET efficiency or other related parameters.1–13

These histograms are often fitted with a weighted sum of
Gaussian distributions, for which the mean values are calculated.
Under certain conditions, this approach to the analysis of SM-
FRET data may provide correct mean FRET efficiencies,14

which can be further used to calculate donor-acceptor (DA)
distances.15 However, experimental histograms contain a lot
more information than just these mean values and allow one to
reveal heterogeneities often found in biological systems. This
information can be extracted by analyzing the width and the
shape of FRET efficiency distributions, which is usually ignored
in standard analysis.
The major challenge for quantitative analysis of SM data

histograms is to separate shot-noise broadening from actual
distributions of physical parameters. Even early attempts to
predict the effect of shot-noise broadening8,16 reveal, for
instance, structural dynamics of syntaxin 1.8 Recently, several
quantitative methods have been developed, which extract useful
informationbyanalyzingphotonstatisticsinSMexperiments.6,14,17–19

The probability distribution analysis (PDA) method6 is intended
mainly for the analysis of experimental distributions obtained
from diffusing molecules. In PDA, both mean and width of a
shot-noise broadened distribution are the functions of one
parameter, for example, the mean FRET efficiency. PDA

automatically accounts for shot-noise contribution and can
unambiguously indicate whether any observed distribution is
due to shot noise only or whether there must be a real
distribution of the parameter of interest. However, in its present
form, PDA has only a very limited potential to extract
meaningful parameters of the individual states. This work shows
how to handle various possible complications, which are typical
for systems consisting of multiple fluorescent states. We also
demonstrate how one can model underlying distributions of the
parameters of interest in a rather general case. The ability to
resolve multiple states is the main advantage of SM experiments,
and thus, such an extension to PDA is clearly needed in order
to be able to characterize individual states in a quantitative
manner.

Intuitively, it might seem that in terms of the theory of PDA,
such a modification is trivial. One may ask why the overall
histogram obtained for a mixture of several species should not
be just a sum of histograms calculated by using the reported
PDA theory6 and weighted by the fractions of the species. The
main problem is that the theory of PDA makes use of the fact
that photon distribution between color or polarization detection
channels and the total signal intensity distribution, P(S), are
independent. The key idea of PDA is that the latter distribution
is measurable and can be used as is, without much loss of
relevant information (e.g., on FRET efficiency distributions).
One of the important advantages of using the experimental P(S)
is the possibility to work with arbitrary long time windows
(comparable with the diffusion time), which obviously contain
large numbers of photons. This feature of PDA has proved to

* Corresponding authors. E-mail: stanislav.kalinin@uni-duesseldorf.de
and cseidel@gwdg.de.

J. Phys. Chem. B 2008, 112, 8361–8374 8361

10.1021/jp711942q CCC: $40.75 © 2008 American Chemical Society
Published on Web 06/21/2008



be especially helpful in resolving heterogeneous populations.20

However, if the fluorescence intensity distribution is not the
same for all species, the brightness and the photon distribution
between color or polarization detection channels become
correlated. In this work, we present an example when the use
of the same (overall) fluorescence intensity distribution for all
species produces completely erroneous results.
In contrast to PDA, fluorescence intensity distribution analysis

(FIDA)19,21 predicts the signal intensity distribution by modeling
the shape of the detection volume. Therefore, the fluorescence
intensity distribution for each species, at SM concentration, is
obtained as an intermediate result, and the above-mentioned
problem does not arise. The situation is similar for the rigorous
treatment of photon statistics in SM fluorescence experiments,
developed by Gopich and Szabo.14 However, this theory requires
the knowledge of the spatial intensity distribution, which in
reality can strongly deviate from 3D Gaussian and depends on
many experimental parameters that are difficult to control.22–24

If we decide to stay only with the experimental signal intensity
distribution, individual contributions of all species have to be
extracted from that distribution.
This procedure is trivial only if the total brightness (i.e., signal

sum of all detectors) of all species is the same or the individual
fluorescence intensity distributions can be somehow measured
independently. Equal brightness of all states was implicitly
assumed when a Gaussian distribution of DA distances was fitted
to experimental data obtained from a labeled DNA sample.6

However, in reality, this is usually not the case because of
different quantum yields of the dyes and unequal detection
efficiencies of the donor and the acceptor detection channels.
This problem has been pointed out by Nir et al. in their work
on proximity ratio histogram (PRH) analysis,18 which applies
to bursts of varying duration. PRH analysis is based on principles
similar as those of PDA and makes use of the experimental
burst size distribution. Nir et al. suggested that the desired
detection efficiencies can be “artificially achieved by misaligning
one of the detectors or by discarding a constant fraction of the
detected photons by one of the channels”.18 Although this idea
may work well for pure FRET, it certainly does not cover all
possible scenarios such as local dye quenching or the presence
of several states, differing not only by the DA distance.
Moreover, discarding photons leads to a loss of useful data and
therefore increases the contribution of shot noise. In this work,
we propose a general extension to PDA which takes into account
brightness variations and recovers correct underlying values of
FRET efficiencies or fluorescence anisotropies, as well as
fractions of the species.
Another common problem of SM measurements on complex

systems is a simultaneous observation of several molecules in the
laser focus.25,26 These multiple-molecule events appear in 1D
histograms as a small mixed population between major peaks and
can be easily misinterpreted as an individual population or as an
indication of conformational dynamics. In this work, we propose
an approach to correct the PDA model function for the presence
of multiple-molecule events, which under certain conditions
requires no additional model parameters. Exactly for the same
reason as that for brightness correction, treatment of multimolecule
events in PDA is not straightforward. In addition to what is done
in FIDA, for example, one has to extract several individual
fluorescence intensity distributions, which correspond to SM
concentration, starting only from the experimental signal intensity
distribution obtained for a concentrated mixture of several species.
Correction for multiple-molecule events may help reduce the
measurement time as well as the influence of laser instabilities and

adsorption on the glass surface. It can also be applied when high
concentrations cannot be avoided, for instance, when molecular
complexes with moderate affinity are investigated.
The theory of PDA extended as discussed above allows one

to test any underlying distribution against experimental data,
which include shot-noise and background contributions. Com-
plex underlying distributions are usually modeled as a number
of discrete states or continuous distributions. An alternative
approach to the modeling of these distributions is model-free
deconvolutionbasedonthemaximumentropymethod(MEM).27–29

We demonstrate how MEM can be combined with PDA in order
to extract unbiased underlying distributions from measurements
on diffusing molecules. As applied to SM-FRET data, the
combination of PDA and MEM naturally recovers distributions
of DA distances. The proposed procedure is to a large extent
similar to the approach introduced by Watkins et al.17 for the
analysis of photon traces of immobilized molecules. Applica-
tions of MEM to simulated and experimental data demonstrate
its advantages and limitations and also reveal some general
restrictions of the PDA method.
Recently, in many papers,6,9,12,18 possible reasons for broad-

ening of FRET efficiency distributions have been discussed, such
as (1) optical misalignment of the green and red detection
volumes, (2) photobleaching or blinking of the acceptor dye,
(3) saturation of the acceptor dye, and (4) local quenching of
the donor and/or acceptor dye, which is a very frequent cause.
Here, we present a simple analysis tool in combination with
2D FRET analysis, which describes the correlation between
mean donor lifetime distributions and FRET efficiencies. The
use of these tools allows one to judge with high confidence
whether the experimental broadening is caused by dye quenching.

2. Theory

2.1. Basic Theory of PDA. 2.1.1. Single Species. The
measured signal S consists of fluorescence (F) and background
(B) photons. In this work, the values of S, F, and B are expressed
in photon counts per time window of a fixed length (Δt). The
signal is measured by two or more single-photon counting
detectors and divided into two components (for example, green
(G) and red (R) or parallel (|) and perpendicular (⊥)). The PDA
method6,20 starts from the calculation of the probability of
observing a certain combination of photon counts in two
detection channels 1 and 2, P(S1, S2). For a single fluorescent
state P(S1, S2) is given by a product of independent prob-
abilities.6

P(S1, S2)) ∑
F1+B1)S1;F2+B2)S2

P(F) P(F1,F2|F)P(B1) P(B2)

(1)

In eq 1, P(F) describes the fluorescence intensity distribution
(i.e., the likelihood to observe F fluorescence photons in a time
interval Δt). P(B1) and P(B2) represent the background intensity
distributions, which are usually assumed to obey a Poisson
distribution25,30 with known mean intensities 〈B1〉 and 〈B2〉.
P(F1,F2|F) stands for the conditional probability of observing a
particular combination of F1 and F2, provided that the total
number of registered fluorescence photons is F. P(F1,F2|F) can
be expressed as a binomial distribution.6,18

P(F1,F2|F))
F!

F1 ! (F-F1)!
p1

F1(1- p1)
F-F1 (2)

In eq 2, p1 stands for the probability of a detected photon to be
registered by the first detector (e.g., green in a FRET experiment
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or parallel in an anisotropy experiment). The knowledge of P(S1,
S2) is sufficient to generate 1D histograms of any parameter,
which can be expressed as a function of S1 and S2 (e.g., signal
ratio S1/S2, FRET efficiency or fluorescence anisotropy).20 Fitting
of such histograms obtained for a single species requires only
one floating parameter, p1. In FRET experiments, the value of
p1 is unambiguously related to the FRET efficiency E according
to eq 3.

p1) (1+R+
EΦFA

(1-E)GΦFD
)-1 (3)

In eq 3, G stands for the ratio of the detection efficiencies, gG
and gR, of the two detection channels (G ) gG/gR), ΦFD and
ΦFA are the fluorescence quantum yields of the donor and the
acceptor, respectively, and R is the crosstalk from green donor
signal into the red detection channel of acceptor.
The distribution P(F) in eq 1 is not directly measurable. One

can overcome this problem by using a sufficiently high threshold
Smin . B (where B ) B1 + B2) and approximate P(F) by P(S),
which is directly obtained from the measurement (eq 4).6

P(S1, S2)) ∑
F1+B1)S1;F2+B2)S2

P(S) P(F1,F2|S-B1-

B2)P(B1) P(B2) (4)

The underlying distribution P(F) can also be easily calculated
by deconvolution from the total signal intensity distribution P(S),
which is given by

P(S))P(F)XP(B) (5)

Details of the deconvolution procedure are described in ref
20. Most of the theoretical considerations presented in this work
depend on the knowledge of the distribution P(F); therefore,
the deconvolution approach is preferred even when Smin . B is
fulfilled.

2.1.2. Multiple Species and Brightness Correction. Factor-
ization in eq 1 is valid only when all four distributions are
independent. In particular, it is assumed that the distributions
P(F) and P(F1,F2|F) are uncorrelated. This is true only if a single
fluorescent state is considered, or if the total brightness of all
states is the same. In general, each state can be characterized
by an individual FRET efficiency Ej or polarization anisotropy
rj, as well as by the brightness Qj. Therefore, a general extension
of eq 1 to the case of k different states requires the knowledge
of individual fluorescence intensity distributions Pj(F) (j ) 1,...,
k). Let us first assume that these distributions refer to the same
concentration of the species and consider only SM events. The
observed distribution P(S1, S2) for F > 0 is then given by a
sum of Pj(S1, S2) terms, weighted by the concentrations cj (j )
1,..., k):

P(S1, S2))∑
j)1

k

[cj ∑
F1+B1)S1;F2+B2)S2

Pj(F) Pj(F1,F2|F) P(B1) P(B2)])
∑

F1+B1)S1;F2+B2)S2
(∑

j)1

k

[cjPj(F) Pj(F1,F2|F)] P(B1) P(B2)) (6)
It is convenient to consider the point F ) 0 and the

convolution with background separately and to rewrite eq 6 as

P(F1) 0,F2) 0))P(F) 0) (7a)

P(F1,F2))∑
j

[cjPj(F) Pj(F1,F2|F)] (F > 0) (7b)

P(S1, S2)) ∑
F1+B1)S1;F2+B2)S2

P(F1,F2) P(B1) P(B2) (7c)

In eqs 6 and 7, Pj(F1,F2|F) describes the probability of
observing a particular combination of F1 and F2, for the jth
species, provided that the total number of fluorescence photons
is F, and P(F) denotes the overall fluorescence intensity
distribution.
Unfortunately, it is a rule rather than an exception that the

brightness of different species is not the same. For instance, in
FRET experiments the total brightness is determined by the
fluorescence quantum yields of the donor and the acceptor and
the corresponding detection efficiencies. Therefore, all fluores-
cence intensity distributions {Pj(F)} have to be calculated or
measured independently (cf. eqs 6 and 7). In the next sections,
we show how one can calculate distributions {Pj(F)} by starting
only from the experimental P(S), that is, by making no
assumptions about the shape of the laser focus and the detection
volume. In the following, applying eq 6 or eq 7 instead of eq
1 is referred to as brightness correction. The correction methods
are described in Sections 2.2–2.6.
Depending on how well the species can be separated by a

burst classification algorithm and/or what additional data are
available, different procedures of obtaining individual fluores-
cence intensity distributions {Pj(F)} can be applied. Three
typical scenarios of SM multiparameter fluorescence detection
(MFD) in FRET experiments are illustrated in Figure 1. With
increasing complexity, Figure 1 shows typical 2D parameter
histograms of SG/SR versus τD(A), where τD(A) stands for the donor
lifetime in the presence of acceptor. In the next sections, we
show how the distributions {Pj(F)} can be obtained in each of
these three cases, that is, (A) all species can be separated, (B)
only donor-labeled species can be separated, and (C) all three
populations overlap.
Please note that for cases B and C, it is of course not

necessary that different species exhibit nonoverlapping peaks
on the τD(A) versus SG/SR 2D histogram (Figure 1), because one
can use also other dimensions of the fluorescence parameter
data set.7 Advanced SM analysis methods such as MFD 7,31 and
ALEX 32–34 are of great help for separating individual species,
simplifying further analysis by PDA.

2.2. Independent Measurements of Pj(F) (Scaling of P(F)
with Concentration). In the simplest case of nonoverlapping
populations (Figure 1A), 1D histograms of interest (e.g., FRET

Figure 1. Three typical cases observed in FRET experiments on
mixtures of two FRET-active species and one donor-only labeled
species. Results of burstwise analysis of simulated data are presented
in 2D histograms of G-to-R signal ratio, SG/SR, versus the donor
fluorescence lifetime in the presence of the acceptor, τ D(A). (A) All
three species can be completely separated on the burst level or can be
studied independently in a series of experiments. (B) The donor-only
population can be separated, or an additional measurement on pure
donor-only sample can be performed, but the two FRET species cannot
be separated. (C) All three populations can be neither separated nor
independently studied.
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efficiency distributions) can be generated separately for each
species, and usually, there should be no need to apply PDA to
the overall histogram. We briefly discuss this case to show how
the individual fluorescence intensity distributions Pj(F) depend
on concentrations of the corresponding species, which is relevant
if these distributions have been obtained from different mea-
surements. At low (SM) concentrations, multiple-molecule
events can be neglected. It then becomes convenient to consider
the point F ) 0 separately, because for F > 0, Pj(F) is
proportional to the concentration of the corresponding species,
cj. One can then express Pj(F) as

Pj(F)) (1- pj
in)+ pj

inPj(0|in) F) 0
Pj(F))Pj(F)) pj

inPj(F|in) F > 0 (8)

where pj
in stands for the probability of finding a molecule of

the jth kind in the observation volume and Pj(F|in) denotes the
fluorescence intensity distribution, provided that a molecule of
species j is situated in the laser focus. The exact value of pj

in

depends on how the observation volume is defined; however,
for the analysis, it is sufficient that under SM conditions, pj

in is
directly proportional to the concentration of the jth species, cj.
Note that the values of Pj(F ) 0) enter only in P(F1 ) 0, F2 )
0), which is actually equal to P(F ) 0) (see eq 7a). Therefore,
the values of individual Pj(F ) 0) are irrelevant (i.e., we are
not interested in which exact species has emitted zero photons;
only the overall P(F ) 0) is needed). For simplicity, we assume
in the following that the point F ) 0 is taken care of by setting
P(F1 ) 0, F2 ) 0) ) P(F ) 0) and do not consider this point
explicitly. It is then clear from eq 8 that for F > 0, Pj(F) can
be simply rescaled by multiplying each point of this distribution
by the value of the corresponding relative concentration cj. In
other words, the shape of the interesting part of Pj(F) does not
change with the concentration, as long as the concentrations
are low and multiple-molecule events are rare.
The knowledge of the overall deconvoluted distribution P(F)

(cf. eq 5) allows us to avoid absolute concentrations {cj} (which
are often irrelevant) and work with relative concentrations (i.e.,

fractions) of the species {xj} ( Σ
j)1

k
xj ) 1). The individual distribu-

tions Pj(F) must be then rescaled so that they obey eq 9.

∑
j)1

k

xjPj(F))P(F) (9)

The normalization constant for {Pj(F)} can be easily obtained
by requiring that the mean fluorescence signal, calculated from
a set of {Pj(F)}, is equal to the experimental fluorescence signal
〈F〉 for the fluorescence counts F, (eq 10).

〈F〉)∑
j)1

k

∑
F)0

∞

FxjPj(F))∑
F)0

∞

FP(F) (10)

Each Pj(F) (for F > 0) is multiplied by the same factor so
that eq 10 is satisfied. Thus, for a general k-state model, 2k -
1 floating parameters are needed: k parameters describing mean
FRET efficiencies Ej or fluorescence anisotropies rj and k - 1
relative concentrations or fractions (x1,..., xk-1; xk ) 1 -

Σ
j)1

k-1
xj ) 1).
2.3. Calculating P(F) from a Measurement on Another

Species (Scaling with Brightness). In practice, it is not always
possible to separate bursts from similar states (Figure 1B).
However, very often, an independent measurement on the same
molecule is available, in which a single fluorescent state can
be observed. For instance, in FRET experiments, a donor-only
(D-only) labeled sample is usually studied separately. For

convenience, let us assign j ) 0 to this reference state and set
the relative brightness of this species, Q0, to be equal to 1. The
fluorescence intensity distribution for this species P0(F) allows
one to calculate the corresponding brightness distribution, P(qi),
as follows from the representation of P0(F) as a weighted sum
of Poisson distributions.21,25,35,36

P0(F))∑
i

P(qi)
qi

F exp(-qi)

F!
(11)

To describe the irradiance shells of the focal volume, we use
a predefined set of brightness values {qi}, consisting of 100-200
elements. Because we do not attempt to relate the brightness
distribution P(qi) to any physical parameters of the detection
volume, we adapt the coefficients P(qi) to fit the experimental
distribution P(S) (cf. eq 5). Therefore, we also do not need the
assumption that fluorescence intensity emitted by a molecule
is constant during a counting time interval. As we proposed
before,20 starting from the distribution P0(F) any other Pj(F)
can be derived, provided that (i) the relative brightness of the
jth state, Qj, is known, (ii) diffusion properties of species 0 and
j are the same, and (iii) saturation effects are negligible or affect
all species equally. Under these conditions,

Pj(F))∑
i

P(qi)
(Qjqi)

F exp(-Qjqi)

F!
(12)

The above requirements are, in general, reasonable. The
brightness ratio Qj/Q0 can often be obtained from independent
data (e.g., from lifetime distributions for anisotropy PDA) or
by FIDA.21 We refer to this case as manual brightness
correction. In other cases, Qj might be not known, but it is often
directly related to the corresponding Ej or rj. Thus, the
calculation of the relative brightness Qj can be built into a fitting
procedure (automatic brightness correction) without introducing
new free parameters in the analysis, as will be shown below.
Please note that in this work, only relative brightness values
are relevant. When these values are given in kiloHertz, they
define the count rate which corresponds to a mean concentration
of one molecule in the observation volume.19,21

The other two assumptions regarding diffusion and saturation
effects are needed to justify the use of the same brightness
distribution P(qi) for all species (eqs 11 and 12). The distribution
P(qi) describes the probabilities that a molecule with a brightness
of 1 takes a certain path through the observation volume, for
which the mean number of emitted photons is qi. It is clear that
another (jth) species having the same diffusion coefficient would
take the same path with the same probability P(qi), emitting
however Qjqi photons on average. Thus, the shape of P(qi) as
it enters in eqs 11 and 12 is independent of the brightness of
the molecule, being determined only by the shape of the
observation volume and the molecular diffusion coefficient.
In practice, it is not unusual that the diffusion properties of

all species in a series of experiments are similar. In particular,
in FRET experiments, D-only and DA species differ only by
the acceptor dye, which is usually much smaller than the
macromolecule of interest and therefore has a negligible effect
on the diffusion coefficient. A similar situation occurs when,
for example, binding of a small ligand to a macromolecule is
investigated.
Saturation effects (e.g., triplet formation) are more difficult

to account for. These effects may change the effective shape of
the observation volume,24 possibly to a different extent depend-
ing on the fluorescence properties of the species. For example,
in FRET experiments, the population of the triplet state of the
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donor dye depends on its fluorescence lifetime, which in turn
depends on the distance to the acceptor.12 Moreover, at high
excitation powers, the assumption of equal G and R observation
volumes can be violated because of different triplet behavior
of the donor and the acceptor dyes. Therefore, in real measure-
ments, saturation effects must be controlled by selecting
appropriate excitation intensities.

The proposed dependence of fluorescence intensity distribu-
tion on brightness (eq 12) is strictly valid only if the whole
photon trace is analyzed. Burstwise analysis involves the use
of a burst search algorithm, which is usually empirical and may
change the shape of all {Pj(F)} differently, depending on the
mean brightness. One can overcome this problem to some extent
by including adjacent background photons into fluorescence
bursts (cf. ref 37). Instead of selecting bursts from the molecules
of interest, one can also exclude bursts due to unwanted species
and analyze the remaining data as a whole photon trace. Because
less-bright bursts are usually not selected, this procedure cannot
completely suppress the fluorescence of unwanted species;
however, the final contribution of these species to the total signal
is not expected to be significant.

2.4. Calculation of Pj(F) in a General Case (Simultaneous
Deconvolution). It is also possible to obtain the individual
fluorescence intensity distributions {Pj(F)} even if none of the
species of interest can be studied separately (Figure 1C). In this
case, one needs a guess for relative brightness and concentrations
of all species, which can be, for instance, intermediate results
of a fitting procedure. By assuming that all concentrations are
low and eq 8 is valid and by combining eqs 9 and 12, one
obtains

P(F))∑
j)1

k

xjPj(F))∑
i

P(qi)∑
j)1

k

xj

(qiQj)
F exp(-qiQj)

F!

(13)

Eq 13 is valid under the same conditions as those for eq 12,
that is, when the diffusion coefficient is the same for all species,
saturation effects are negligible, and a whole photon trace is
considered. At this point, we assume that the values of {Qj}
and {xj} are either known or represent the result of a fitting
iteration. Therefore, eq 13 contains exactly the same set of free
parameters as the original eq 11; that is, only the distribution
P(qi) has to be calculated, which can be done in the same way
as that for a single species.20 From P(qi), any Pj(F) is easily
obtained according to eqs 11 and 12. This method is relatively
time-consuming, because deconvolution has to be performed
before each fit iteration.

In the next two sections, we demonstrate that in many typical
cases, deconvolution of {Pj(F)} can be combined with fitting
procedure, without introducing extra unknown parameters.

2.5. Brightness Correction in FRET Experiments. So far,
we have assumed that the relative brightness of each species
Qj is known, which is needed to calculate the distributions
{Pj(F)} according to eq 12 or by deconvolution (eq 13).
Alternatively, the relative brightness of each species can be
expressed as a function of the corresponding mean FRET
efficiency Ej, that is, automatically calculated before each fit
iteration. In this case, the fitting procedure has to be modified
so that before each iteration, the set of {Pj(F)} is also updated
by using current values of {Qj} and {xj} where applicable. By
assuming that all brightness variations are only due to FRET,
one can show that Qj is related to Ej according to (see Appendix)

Qj ∝ 1-Ej(1- ΦFA

GΦFD(1+R)) (14)

For convenience, eq 14 is normalized so that the brightness
of D-only species is equal to 1.

2.6. Brightness Correction in Anisotropy Experiments.
Anisotropy values often vary because of local mobility of the
dyes or local quenching. If only one of these processes is
responsible for all anisotropy variations, it is possible to find a
relationship between the mean anisotropy values rj and the mean
brightness Qj, that is, to implement automatic brightness
correction. Here, it is important to distinguish between experi-
mental brightness, which is proportional to the fluorescence
signal measured by two detectors and should be used in eq 12,
and the theoretical one, which is related to the fluorescence
emitted in all spatial directions. In the first case (i.e., different
dye mobility), the theoretical total intensity does not change
(for details, see Appendix); however, the observed brightness
(F| + F⊥) might be polarization-dependent. The mean measured
brightness is then given by

Qj ∝ 1+
rj(3Gl2- 3l1+ 2-G)

1+G
(15)

In eq 15, l1 and l2 denote the correction factors that describe
depolarization by the microscope objective,38 and G ) g⊥/g|.
For realistic values of G, l1, and l2, the above-mentioned effect
is relatively weak. For instance, if G ) 1, l1 ) 0.03, and l2 )
0.04, the anisotropy change from 0 to 0.4 leads only to ∼20%
increase in the measured brightness.
For the case of local quenching, we assume that all species

exhibit the same single rotational correlation time. The anisot-
ropy then obeys the Perrin equation.15,39 Moreover, it is often
reasonable to assume that the fluorescence quantum yield is
proportional to the fluorescence lifetime. One then obtains (for
details, see Appendix)

Qj ∝ (1+ rj(3Gl2- 3l1+ 2-G)

1+G )(r0
rj

- 1) (16)

In eq 16, r0 denotes the fundamental fluorescence anisotropy,15,39

which is a property of the dye and can be precisely measured
in ensemble experiments. Let us note that according to eq 16,
for low anisotropies, Qj becomes very large, which may cause
numerical instabilities when using eq 16 in practice.
Such automatic brightness correction in PDA is not limited

to these few common cases that we have discussed. Whenever
one can find a relationship between the mean brightness and
other parameters characterizing a fluorescent state, expressions
similar to eqs 14–16 can be derived and included into the PDA
model function to account for brightness effects, without
introducing any unnecessary free parameters.

2.7. Model-Free Deconvolution. It has been shown that the
PDA approach can unambiguously separate shot-noise broaden-
ing from the distribution of relevant physical parameters.6 The
underlying distribution can be modeled either with a fixed mean
FRET efficiency (single distance) or alternatively by distributed
FRET efficiencies (distribution of distances, e.g., Gaussian 6,18).
In practice, continuous distributions are usually modeled as a
large number of discrete states, with the corresponding fractions
being described by a function with a small number of parameters
(e.g., a Gaussian distribution with known mean and width). In
this way, PDA is a perfect tool to compare between experimental
shot-noise broadened distributions and models which might
include a certain number of static fluorescent states and
continuous distributions. However, the opposite is not true: it
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is clear that, in general, the underlying distribution cannot be
unambiguously recovered by PDA because of limited data
quality.
In addition to data fitting with a predefined model, a model-

free deconvolution of the underlying distributions is possible,
which is usually associated with the MEM.27–29,40 Here, we
present an extension to the PDA method inspired by the work
of Watkins et al.,17 who proposed to use MEM to extract
distributions of distances from photon traces obtained from
immobilized molecules. We adapt these ideas to diffusing
molecules while using the PDA framework to account for shot-
noise and background contributions.
The MEM is believed to extract the most unbiased distribu-

tions that satisfactory describe the experimental data.27–29,40

Instead of minimization of reduced chi-squared values (�r
2), the

following function is maximized (eq 17).

Θ) νs- �r
2 (17)

In eq 17, ν is a constant, and s is an entropy-like function. 28

s)∑
j

(Xj -Mj -Xj log
Xj

Mj
) (18)

where X ) {Xj} is the distribution of the parameter of interest
(e.g., DA distance) and M ) {Mj} is the initial model for this
distribution. The role of the factor ν in eq 17 is addressed
differently by several authors. A theoretical approach is
presented by Gull and Skilling.40 However, in many other works,
the value of ν is adjusted to maximize the entropy or the value
of Θ, while the value of �r

2 is still statistically reasonable (see,
for example, refs 17 and 27). In particular, Watkins et al.17

proposed that �r
2 must be within 1 ( 1/(n)1/2, where in our case,

n would be the number of PDA histogram bins.
In our experience, somewhat more reproducible results (at

least when applied in combination with PDA) can be obtained
by requiring that, for a given data set, �r

2 shall not exceed its
minimal possible value by more than 1/(n)1/2 (or any value
proportional to 1/(n)1/2 which is believed to be statistically
significant). This condition seems to be reasonable, because even
for a perfect fit, �r

2 is not necessarily equal to 1 but is described
by a distribution with a mean of 1 and a variance of 2/n,41 and
therefore, in many cases, �r

2 < 1 + 1/(n)1/2 cannot be fulfilled.
In reality, the minimal possible value of �r

2 can be even higher
because of experimental artifacts, a few of which are discussed
in refs 6 and 18. Thus, in this work, the value of ν was manually
adjusted so that �r

2 exceeded its minimal value (usually
corresponding to ν ) 0) by 1/(n)1/2, which effectively determines
the width of the MEM distribution of X.
Another possible source of uncertainties in MEM is the initial

model function M. The final result (X) can also vary (although
usually not dramatically) depending on which parameter is
assumed to be uniformly distributed a priori. The DA distance
R (as used in this work) seems to be a good choice, but there
is no obvious reason to prefer this parameter to the FRET
efficiency, for example.
Maximization of Θ (eq 17) was performed as proposed by

Vinogradov and Wilson.42 The resulting distribution of DA
distances was converted into a distribution of FRET efficiencies
and further used to generate a shot-noise broadened PDA model
histogram according to eq 1 or eq 7.

2.8. Multiple-Molecule Events. In this section, we show
how the PDA model function can be corrected for the presence
of multiple-molecule events in a SM measurement. As we will
see, for burstwise data, an empirical probability of multimolecule

events has to be introduced, whereas no extra free parameters
are required if whole photon traces are analyzed.
The main idea of the correction procedure is the same as that

in FIDA methods,19,21 that is, to calculate a convolution of a
number (m) of P′(F1, F2) terms, where P′(F1, F2) describes the
probability of observing a particular combination (F1, F2) for
single molecules and 1/m is equivalent to dilution factor of the
original sample. The convolution can be calculated with the help
of generating functions14,19,21 or via 2D discrete Fourier
transform (DFT, cf. ref 43).

P(F1,F2))P ´ (F1,F2)X ...XP ´ (F1,F2)
m times

)DFT-1([DFT(P ´ (F1,F2))]
m) (19)

In eq 19, DFT-1 denotes the inverse DFT. Let us first consider
the case when the brightness of all species is similar and eq 1
can be used. Unlike in FIDA, in PDA, P′(F1, F2) cannot be
easily calculated because the corresponding SM fluorescence
intensity distribution P′(F) is not known and the distribution
P(F) is available only for a concentrated sample. Therefore, one
has to find a distribution P′(F) which would yield the experi-
mental total P(F) after m convolution steps. We can again make
use of the DFT.

P ´ (F))DFT-1([DFT(P(F))]1⁄m) (20)

In eq 20, P′(F) is a fluorescence intensity distribution for a
sample, diluted m times as compared to the original mixture,
for which the corresponding distribution is P(F). Substitution
of P′(F) into eq 1 yields P′(F1, F2). It is clear that by choosing
sufficiently high values of m, contribution of multiple-molecule
events to P′(F1, F2) can be reduced to any desired level. In this
work, the value of m is selected so that P′(F ) 0) > 0.99, which
roughly corresponds to the SM detection concentration, for
example, the mean number of molecules in the observation
volume of NFCS ) 0.0015 (for Q ) 100 kHz).
This procedure can be extended to the case of different

Pj(F), provided that a reference (single-state, e.g., D-only)
sample is available. First, each Pj(F) has to be calculated
according to eq 12 and then rescaled according to eqs 8 and
10 to include the fraction of the jth species. Before applying
eq 20, a proper value of Pj(F ) 0) must be assigned
(obviously, Pj(F ) 0) ) 1 - Σ

F>0
pj(F)). When all distribu-

tions {Pj′(F)} are calculated (eq 20), P′(F1, F2) can be
obtained according to eq 7b. P(F1, F2) is then calculated (see
eq 19) and convoluted with background (eq 7c) to yield P(S1,
S2).
To our knowledge, all commonly used burst search algorithms

tend to find bursts with high photon numbers; that is, multi-
molecule events are preferentially selected. Therefore, the
proposed correction for multiple-molecule events is strictly valid
only if complete photon traces are analyzed. In a case of
burstwise analysis, the contribution of multimolecule events
becomes difficult to predict. At relatively low concentrations,
it should be sufficient to consider only single- and double-
molecule events with certain weights. Unfortunately, we have
found no obvious relationship between these weights which
would lead to the best fit and any parameters of our burst search
algorithm. Thus, if a precise correction for multimolecule events
is required, the whole photon trace should be analyzed.

3. Methods

3.1. Chemicals. Rhodamine 110 (Rh110) was purchased
from Radiant Dyes (Germany) and used as received. Rhodamine
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6G bound to a double-stranded DNA (Rh6G-dsDNA) was
prepared as described elsewhere.44

3.2. SM Fluorescence Measurements. The experiments
were performed by using a MFD technique, as described
elsewhere.8,9,45 Briefly, SM fluorescence detection was per-
formed by using a confocal epi-illuminated microscope with
excitation by an active mode-locked Ar+ laser (73.5 MHz, 150
ps, Inova Sabre, Coherent, Palo Alto, CA) at 476.5 nm. The
linearly polarized beam was focused into solution with a 60 ×
1.2 water immersion objective (UPlan Apo, Olympus, Hamburg,
Germany). The excitation power in the focus of the microscope
objective was measured by a power meter (Fieldmaster FM-2,
Coherent). The diameter of the focus in the xy-plane was about
1.2 μm, as estimated by fluorescence correlation spectroscopy
(FCS) from diffusion time of Rh110 molecules (tD ) 0.26 ms)
by using diffusion constant from the literature. Fluorescence
detection was performed with the same objective by using a
confocal pinhole (L ) 100 μm) which results in a detection
volume of ∼3 fl. The fluorescence signal was separated from
the laser light by a dichroic beamsplitter (Q485DCLP, AHF,
Analysentechnik, Tübingen, Germany) and further divided into
its parallel (|) and perpendicular (⊥) components by a polarizing
beamsplitter cube (VISHT11, Gsänger, Planegg, Germany). The
color range of detection channels was selected by interference
filters (green HQ520/66 and red HQ630/60, AHF Analysen-
technik, Tübingen, Germany). The photons were detected by
four single photon avalanche diodes (Micro Photon Devices,
Bolzano, Italy) coupled to PC-based time-correlated single-
photon counting (TCSPC) modules (modified SPC 132, Becker
and Hickel GmbH, Berlin, Germany). Experiments on Rh6G-
dsDNA were performed as described in ref 44.

3.3. Simulations of SM Fluorescence Experiments. Simu-
lations of SM measurements were performed by using the
Brownian dynamics approach21,46–48 with a few modifications
as described elsewhere.20 The maximal brightness was taken to
be 100 kHz, which was similar to typical experimental values
measured with our setup. The diffusion time of all species was
1 ms, and the simulation time step was 0.005 ms. Poisson-
distributed background was added when necessary. The mean
number of molecules in the focus (defined as in FCS49) was
0.01 unless stated otherwise. All simulations were performed
on a 2.2 GHz PC; the speed was about 20 000 events/s. The
data were stored in our regular data format50 for standard
analyses.

3.4. Data Analysis. The recorded sequence of photon events
is used to compute the intensity trace of equal non-interleaving
time windows (or time bins); the duration of the time window
is Δt ) 1 ms unless otherwise stated. The data are presented as
1D histograms of any ratiometric or normalized parameter of
interest as described.6,20 Calculation of P(S1, S2) for the case of
multiple states is conveniently performed via P(F1, F2) (eq 7):
convolution with the background distribution, which is usually
the most time-consuming step, is performed only once irre-
spectively of the number of fluorescent states considered. The
fitting procedure may however need a modification if the values
of {Qj} are not known a priori. Then, it becomes necessary to
recalculate the fluorescence intensity distributions {Pj(F)} before
each iteration. To summarize, for the case of SM-FRET data,
the fitting procedure can be described as follows.
Step 1. Read data and calculate experimental P(S1, S2). Generate
a 1D histogram of choice from the experimental data. Decon-
volute total P(F). Suggest an initial guess for concentrations
and FRET efficiencies or model parameters (e.g., the mean and
the width of a Gaussian distribution of DA distances).

Step 2A. (All species are separated; cf. Figure 1A) Load
previously calculated {Pj(F)}, or
Step 2B. (D-only species can be separated; cf. Figure 1B) load
previously calculated P(qi), obtained from a D-only sample, for
example (cf. Section 2.3). Calculate {Qj} for species 1 to j by
using the latest {Ej} (eq 14) and then {Pj(F)} according to eq
12, or
Step 2C. (All populations overlap; cf. Figure 1C) calculate {Qj}
and deconvolute {Pj(F)} (eq 13) by using the latest values of
{Ej} and {xj}.
Step 3. Calculate 2D model distribution P(S1, S2) (eq 7).
Generate a 1D model histogram and compare with the experi-
mental data.
Step 4. Use an optimization algorithm (e.g., Levenberg-
Marquardt) to find a new set of model parameters (e.g., {Ej}
and {xj}). Repeat steps 2-4 until convergence is reached.
A general k-states model includes 2k - 1 floating parameters:

k mean FRET efficiencies or anisotropies and k - 1 relative
concentrations (or fractions). Quality of the fits is judged by �r

2

values and weighted residuals plots.

4. Results and Discussion

4.1. Experimental Verification of Brightness Scaling Al-
gorithm. The dependence of the fluorescence intensity distribu-
tion on the relative brightness (eq 12) is essential for all
brightness correction procedures described in Sections 2.3–2.6.
Although eq 12 itself is a direct consequence of the well-known
Mandel’s formula35 (eq 11), deconvolution of the brightness
distribution P(qi) from noisy data introduces numerical instabili-
ties, which could make derived distributions (eq 12) unusable.
We show that this is not the case by verification of eq 12 on
experimental data, by considering also saturation effects that
are not explicitly taken into account in eqs 11 and 12.
For this, we measured the fluorescence of Rh110 dye at SM

concentration, at two different excitation intensities. The excita-
tion power as measured in the focus of the microscope objective
was 741 and 195 μW, which corresponds to the mean irradiance
I0/2(H) ) 65.5 kW/cm2 and I0/2(L) ) 17.2 kW/cm2, respec-
tively.51 The brightness of Rh110 at these excitation intensities
was QH ) 90.3 kHz and QL ) 46.9 kHz, as determined by
FIDA,19 and subscripts H and L refer to high and low excitation
power, respectively. Note that the brightness ratio (0.52) is
significantly different from the power ratio (∼0.26), which
indicates strong saturation.

Case 1: Different Detection Efficiencies. Because the signal
is registered by four detectors, a lower apparent brightness can
be simply achieved by disregarding photons with perpendicular
polarization with respect to the polarization of excitation light,
yielding the distribution PH(F|) and the corresponding brightness
Q|,H ) 46.2 kHz. Figure 2A shows this distribution together
with the distribution PH(F), scaled according to eq 12 (Q|,H/QH

) 0.51). It is clear that in this case, a good agreement between
the experimental and calculated fluorescence intensity distribu-
tions is observed in the whole range of photon numbers, which
proves that the proposed procedure of calculating unknown
fluorescence intensity distributions according to eqs 11 and 12
is valid.

Case 2: Nonlinear Saturation. To study the influence of
optical saturation, we compared the experimental fluorescence
intensity distribution measured at lower power, PL(F), with that
derived according to eq 12, starting from the distribution PH(F)
measured at higher power. The relevant fluorescence intensity
distributions calculated by deconvolution from the corresponding
signal intensity distributions P(S) are presented in Figure 2B.
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Clearly, at low photon numbers, the scaled distribution PH(F)
(eq 12) closely resembles the distribution PL(F). However, at
higher photon numbers, small but systematic deviations can be
observed, which can be expected because of triplet formation.25

Nevertheless, the SG/SR signal ratio histogram obtained from
Rh110 data can be satisfactorily fitted by using the scaled PH(F),
providing �r

2 ) 1.11 and 〈FG/FR〉 ) 10.97. Common PDA fit
(eq 1) of the same data yields �r

2 ) 0.93 and 〈FG/FR〉 ) 10.91
(data not shown). These results show that fluorescence intensity
distributions can be scaled according to eq 12 for the whole
range of excitation intensities relevant for SM fluorescence
experiments.
It is important to emphasize that unlike in FIDA, the

assumption of Δt , tD is not required: for Rh110, t D ) 0.26
ms and Δt ) 1 ms. This fact allows us to work with large time
windows and therefore high photon numbers, significantly
improving the ability of PDA to resolve multiple species.20

4.2. Effect of Brightness Variations on PDA. 4.2.1. Bright-
ness Correction. At first, we verify the proposed brightness
correction methods (sections 2.2–2.4) by applying them to
simulated data which closely mimic experimental data. The
analysis of simulations, for which the true parameters are exactly
known, is performed in order to characterize stability of the
analysis and search for systematic errors. Later, we apply PDA
to real experimental data. We also show that in both cases,
brightness variations could produce results that dramatically
deviate from the expected (or simulated) values, if they are not
taken into account by using appropriate brightness correction
methods (eqs 6 and 7).
To test the proposed brightness correction methods, a system

has been simulated which consists of two states, 1 and 2, where
one state is partially quenched (Figure 3A) so that Q1 ) 100
kHz is reduced to Q2 ) 33.7 kHz. Because of local quenching,

the two states have different fluorescence anisotropies: r1 ) 0.1
and r2 ) 0.2. The corresponding fluorescence lifetimes of these
two states are 4 and 1.29 ns, respectively, and the rotational
correlation time (F) is the same for both states (F1 ) F2 ) 1.43
ns). In the simplest case, we can obtain P1(F) and P2(F)
independently (Section 2.2; cf. Figure 1A). Then, we calculate
the distribution P2(F) according to eq 12 (brightness correction
with reference P(F); cf. Figure 1B) by assuming that the first
state can be studied independently and P1(F) is known. Finally,
both individual fluorescence intensity distributions can be
simultaneously deconvoluted by using eq 13.
Figure 3A shows the results of burstwise analysis of the

simulated data in a scatter-corrected fluorescence anisotropy (rS)
versus τD(A) 2D frequency histogram. From Figure 3A, it is clear
that two populations with r1 ≈ 0.1 and r1 ≈ 0.2 are present,
which have approximately equal concentrations. A histogram
of scatter-corrected fluorescence anisotropy (rS)20,52 generated
from the same data set is presented in Figure 3B. If, however,
this histogram is analyzed by the PDA model which takes no
brightness effects into account (eq 1), r1 ) 0.117 (94.7%) and

Figure 2. Dependence of fluorescence intensity distributions on the
mean brightness. The dashed line on both plots shows the fluorescence
intensity distribution of Rh110, PH(F), measured at 741 μW at the
objective, detected by all four channels. (A) Experimental distribution
PH(F|) of Rh110 measured at 741 μW (only photons with parallel
polarization are counted, open circles) and distribution obtained from
PH(F) by using eq 12 (solid line, Q|,H/QH ) 0.51). (B) Comparison of
the experimental distribution PL(F) measured at 195 μW (open circles)
and the distribution obtained according to eq 12 (solid line, QL/QH )
0.52), starting from the experimental PH(F) measured at 741 μW.

Figure 3. (A) 2D scatter-corrected fluorescence anisotropy (rS) versus
τD(A) histogram showing the results of burstwise analysis of simulated
mixture of two static states, for which r1 ) 0.1 (50%), r2 ) 0.2 (50%),
Q1 ) 100 kHz, and Q2 ) 33.7 kHz. The corresponding fluorescence
lifetimes are 4 and 1.29 ns, respectively. 〈B|〉 ) 1.7, 〈B⊥〉 ) 1.3, and tD
) 1 ms. The population exhibiting lower anisotropy contains ∼46%
of all fluorescence bursts. To simplify burst search, we assumed that
quenching of state 2 is due to FRET and added red photons, Qred ) Q1

- Q2 ) 66.3 kHz. (B) 1D histogram of scatter-corrected fluorescence
anisotropy obtained from the whole photon trace of the same data set
(gray area). PDA fits with (solid black line) and without (dashed red
line) brightness correction are shown. Fitting of the PDA model,
corrected for brightness effects (eq 7), yields r1 ) 0.102 (53.3%) and
r2 ) 0.206 (46.7%); �r

2) 1.12. Uncorrected fit (i.e., assuming the same
P(F) for both species) yields r1) 0.117 (94.7%) and r2) 0.334 (5.7%);
�r
2) 2.24. Fixing true values and applying uncorrected model results
in �r

2) 22.79. (C) Scatter-corrected fluorescence anisotropy (rS) versus
fluorescence lifetime histogram showing the results of burstwise analysis
of Rh6G-labeled dsDNA fluorescence. The population exhibiting lower
anisotropy contains ∼24% of all fluorescence bursts. (D) 1D histogram
of scatter-corrected fluorescence anisotropy obtained from the same
data set (gray area). PDA fits with (solid black line) and without (dashed
red line) brightness correction are shown. Fitting of the PDA model,
corrected for brightness effects (eq 7), yields r1 ) 0.140 (16.0%) and
r2) 0.227 (84.0%); �r

2) 0.69. Uncorrected fit yields r1) 0.186 (85.7%)
and r2 ) 0.317 (14.4%); �r

2) 0.83.
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r2) 0.334 (5.7%) are obtained, which is completely inconsistent
with visual analysis of 2D histogram in Figure 3A. To prove
that these results are not simply due to instabilities, we used
the correct fixed values in the fit and obtained �r

2) 22.79, which
indicates that eq 1 is inappropriate.
For an improved PDA analysis, let us first assume that the

relative brightness of the second state is known (manual
brightness correction). For instance, in the case shown in Figure
3A, one can estimate it from the fluorescence lifetime distribu-
tions (Q2/Q1 ≈ 1.29 ns/4 ns ) 0.323). Alternatively, the
brightness values can be estimated by FIDA21 if the difference
in brightness is significant. In our case, the FIDA method yields
Q1 ) 98.4 kHz and Q2 ) 33.7 kHz, which is in excellent
agreement with the values used in the simulation.
The best fit of PDA model function, in which the brightness

effects are taken into account by calculating P2(F) from
reference P1(F) according to eqs 11 and 12, is also shown in
Figure 3B. The recovered model parameters are in a good
agreement with the values used in the simulations: r1 ) 0.102
(53.3%) and r2) 0.206 (46.7%) (�r

2) 1.12). All other brightness
correction methods, that is, using precalculated individual P1(F)
and P2(F) and simultaneous deconvolution of these distributions
by using eq 13, produce very similar results (Table 1).
For the analysis of SG/SR distributions in FRET measurements,

the influence of brightness effects is usually less dramatic. Strong
correlation between the FRET efficiency and brightness may
produce poor fits and wrong calculated fractions of the species.
However, when the major peaks are well resolved, the mean
positions of these peaks (i.e., mean FRET efficiencies) are
usually not much affected by brightness variations and can be
recovered with a reasonable accuracy (data not shown).

4.2.2. Automatic Brightness Correction. In the previous
subsection, we have assumed that the values of Q1 and Q2 are
known, which might not always be possible for a real system.
Now, we show how automatic calculation of relative brightness
of each state as described in Sections 2.5 and 2.6 can be applied.
In other words, the values of Q1 and Q2 are updated depending
on the intermediate values of r1 and r2 for each fit iteration.
For the systems shown in Figure 3, eq 16 is relevant.
Table 1 summarizes the conclusions of the previous subsec-

tion, as well as the results obtained by automatic brightness
correction, that is, when the value of Q2/Q1 is calculated
according to eq 16.
Table 1 makes it clear that all brightness correction methods

provide similar results. We have found no indications for severe

instabilities introduced by any of these approaches, although
the initial guess parameters are quite distant from the expected
values r1 ) 0 (50%) and r2 ) 0.27 (50%). The accuracy of the
methods based on the calculation of several unknown fluores-
cence intensity distributions is comparable with that of the
approach which makes use of individual {Pj(F)}, directly
obtained in a separate series of experiments. Simultaneous
deconvolution of all {Pj(F)} (eq 13) is clearly the most general
approach, but it is also the slowest and is not compatible with
our realization of MEM, which will be discussed in Section
4.4. Brightness correction with reference P(F) (eq 12) does not
require time-consuming computations and should be also often
applicable. Automatic correction, that is, iterative calculation
of {Qj} from other fit parameters, introduces no noticeable
systematic errors or instabilities as compared to independent
calculation of {Qj} but usually needs more iterations to
converge. Another important outcome of the analyses of the
simulated system is that sometimes, a PDA model function, not
corrected for brightness variations (eq 1), might produce a
reasonably good fit but completely wrong results. As shown in
Table 1, �r

2 values do not always indicate that the model function
is wrong, especially when data quality is limited by a low
number of events (see example 1/10 data; �r

2 ) 1.12).
4.2.3. Application to Experimental Data. The dye Rhodamine

6G bound to the 5′ end of a double-stranded DNA exhibits
multiple conformational states,44 which are characterized by
different fluorescence lifetimes and anisotropies (Figure 3C).
In the present work, we use a two-state model, which is
sufficient to fit the anisotropy data, although other methods
indicate that the brighter subpopulation additionally consists of
two states.44 We are not able to resolve these two states solely
by anisotropy PDA; however, we can show that brightness-
corrected PDA provides at least qualitatively reasonable results,
whereas the simple model (eq 1)6,20 does not. Experimental
histograms of scatter-corrected anisotropy rS and PDA fits are
presented in Figure 3D, and the results of anisotropy analyses
are summarized in Table 1. It is clear that using the same
fluorescence intensity distribution P(F) for all states leads to
severe errors in estimating both anisotropies and fractions of
the two states. On the other hand, applying brightness correction
yields reasonable fractions and mean anisotropies of individual
conformations of Rh6G, in agreement with independent data.44

The brightness values Q1 and Q2 can be estimated from the
ratio of the mean fluorescence lifetimes of the two states (Q2/
Q1 ≈ 0.35; manual brightness correction) or automatically

TABLE 1: Comparison of Brightness Correction Methods as Applied to Simulated and Experimental Data Sets (Figure 3)

brightness correction/analysis method Q2/Q1 r1 r2 �r
2

Simulated Data, r1 ) 0.1 (50%) and r2 ) 0.2 (50%) (Figure 3A,B)
none, single state not needed 0.125 (100%) 5.51
none, two states 0.117 (94.7%) 0.334 (5.7%) 2.24

0.1 (50%) (fixed) 0.2 (50%) (fixed) 22.79
none, 1/10 data not needed 0.117 (93.9%) 0.29 (6.1%) 1.12
individual Pj(F) not needed 0.101 (53.7%) 0.206 (46.3%) 1.16
with reference P(F) (eq 12) 0.337 (manual, fixed) 0.102 (53.3%) 0.206 (46.7%) 1.13

automatic, eq 16 0.102 (52.3%) 0.204 (47.7%) 1.13
Simultaneous deconvolution (eq 13) 0.337 (manual, fixed) 0.101 (51.2%) 0.201 (48.8%) 1.11

automatic, eq 16 0.103 (53%) 0.208 (47%) 1.10

Experimental Data (Figure 3C,D)
none not needed 0.186 (85.7%) 0.317 (14.4%) 0.83
simultaneous deconvolution (eq 13) 0.35 (manual, fixed) 0.132 (9.8%) 0.220 (90.2%) 0.84

automatic, eq 16 0.140 (16.0%) 0.227 (84.0%) 0.69
burst size distribution (from ref 44) lower (18%) higher (82%)
selected data τ > 2.65 ns not needed 0.144 1.00
selected data τ < 2.65 ns not needed 0.214 1.01
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according to eq 16. These two brightness correction methods
provide similar mean anisotropies of the individual conforma-
tions of Rh6G (Table 1), which also agree well with the values
calculated by PDA of preselected data (Table 1).
To summarize, in its present form, the PDA method not only

is able to detect heterogeneities but also accurately extracts
relevant parameters of individual states. In the presented
example with simulated data (Figure 3A,B), the parameters of
two similar states have been extracted from one broad distribu-
tion with an accuracy of 3-4% or better. Application of PDA
to experimental data reveals the presence of at least two
conformations of Rh6G-DNA, which is not obvious from visual
analysis of 1D anisotropy histograms (Figure 3C, right subplot).
Recovered parameters of these states are in reasonable agree-
ment with independent data.

4.3. Correction for Multiple-Molecule Events. In experi-
ments with freely diffusing single molecules, it is usually not
possible to completely avoid multimolecule events. The only
way to reduce distortions of experimental SM histograms due
to a small fraction of multiple-molecule events is to perform
SMD experiments at very low concentrations (mean number
of molecules in the focus NFCS ≈ 0.001), which necessarily
implies much longer measurement times and huge data amounts
(mostly scatter photons are recorded). Instead, one can use the
correction procedure presented in Section 2.8 (eqs 19 and 20),
as illustrated in this section.
An example showing the effect of multiple-molecule events

on PDA histograms is presented in Figure 4. The simulated
system models a mixture of two static FRET states, with E1 )
0.8 (40%; SG/SR ) 0.25) and E2 ) 0.2 (60%; SG/SR ) 4).
Already at a mean number of molecules in the focus of NFCS )

0.02 (under our threshold conditions for burst selection, ap-
proximately 3-4 bursts per second at Q ) 100 kHz), high
reduced �r

2 values (�r
2 > 2) can be easily misinterpreted as

meaningful and motivate the use of unnecessarily complex
models (e.g., broadened states or conformational dynamics). The
deviations at SG/SR ≈ 1 between the purely SM PDA model
function and the simulated data can be clearly seen (Figure 4A).
A good fit can be achieved by the multimolecule-correction
procedure (eqs 19 and 20; m ) 10), yielding �r

2 ) 1.13. The
extracted values of E1 ) 0.799 and E2 ) 0.20 and the
corresponding fractions are also in excellent agreement with
the simulated values (see Figure 4 legend).
The extent to which multiple molecule events influence the

fit quality depends on how well the major peaks are separated.
Unlike brightness effects, which should be taken care of mainly
when overlapping peaks are considered (cf. Figure 3), multiple-
molecule events are especially pronounced for distant peaks
(e.g., a high FRET and a D-only population) and result mainly
in poor fit quality. However, the extracted values of FRET
efficiencies are not strongly affected, although the results of
the corrected fit are much closer to the simulated values (see
legend of Figure 4). Correction procedure works at least up to
NFCS ) 0.16 (∼20 bursts/s), as shown in Figure 4B. At this
concentration, the probability of multimolecule events is 0.084,25

and the uncorrected two-state model yields �r
2 ) 37.74.

4.4. Model-Free Deconvolution Approach and its Limita-
tions. In this section, we investigate the properties of MEM as
applied to SM-FRET data on diffusing molecules. We do not
consider explicitly simultaneous model-free deconvolution and
brightness correction, because combining MEM with the refer-
ence P(F) method described in Section 2.3 is trivial. However,
our MEM algorithm42 depends on the assumption that the
analyzed distribution (i.e., 1D PDA histogram) is a linear
combination of a set of precalculated distributions. The general
deconvolution method (eq 13) introduces cross correlation
between the fractions xj and distributions Pj(F) and therefore
would require a major modification of the MEM algorithm.
Therefore, we limit ourselves to the case when at least one
distribution P0(F) can be measured separately (see Figure 1A,B),
although combination of MEM with eq 13 is in principle
possible. In the following, we analyze several FRET-distance
scenarios by MEM (the analysis of corresponding FRET
efficiency histograms is shown in the Supporting Information).
A simulation of a single FRET state with R ) R0 ) 50 Å (E

) 0.5) and the results of MEM deconvolution are presented in
Figure 5A. Model-free deconvolution extracts a somewhat
broader distribution with a standard deviation of ∼0.25 Å
(Figure 5B). In practice, this value sets the limit of broadening
that can be detected by PDA. It is clear that the value of this
intrinsic broadening depends on the data quality. The data sets
shown in Figure 5 contain approximately 105 useful 1 ms time
windows with a minimum photon number of 20, which roughly
corresponds to a typical measurement time of 1-2 h at NFCS )
0.01.
Figure 5B shows the case of two states, for which the DA-

distances differ by 2 Å (4% of the Förster radius R0 ) 50 Å).
A model with two distances (eq 7) can be fitted to these data,
yielding R1 ) 49 Å (52.5%), R2 ) 50.9 Å (47.5%), and �r

2 )
1.04. Interestingly, the shot-noise broadened distribution can
be also satisfactorily fitted by assuming a Gaussian distribution
of distances with a mean 〈R〉 ) 50 Å and a standard devia-
tion σR ) 1.02 Å (�r

2 ) 1.37). The dip in the MEM model
function indicates that the two-state model is more appropriate
than a Gaussian distribution, because any distribution smoother

Figure 4. Effect of multiple molecule events on the quality of PDA
fits. (A) SG/SR ratio histograms for the total FCS concentration of 0.04
(gray area) shown together with corrected PDA model (solid black line;
E1 ) 0.799 (40.1%),E2 ) 0.200 (59.9%), �r

2 ) 1.13) and uncorrected
PDA model (red dashed line; E1 ) 0.794 (40.0%), E2 ) 0.203 (60.0%),
�r
2 ) 6.22). (B) �r

2 plotted versus the mean number of molecules in the
focus (NFCS), for the same values of E1 and E2 and relative concentra-
tions. Simulation parameters: E1 ) 0.8 (40%); E2 ) 0.2 (60%); Q1 )
Q2 ) 100 kHz; 〈BG〉 ) 2; 〈BR〉 ) 1.2; tD ) 1 ms. The vertical dashed
line indicates a typical SM concentration.
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than that shown in Figure 5B must produce a statistically
significant increase in the �r

2 value. It would be difficult to draw
this conclusion just by comparing the variances of the underlying
distributions of distances, which are essentially the same for
the two-state and the Gaussian models. Note also that the peak
positions of the distribution obtained by MEM closely match
the expected values. If the two states are separated by 4 Å (8%
of R0), the peaks of the distance distribution recovered by MEM
do not overlap anymore (Figure 5C). It can be unambiguously
stated that at least two states are present. No unimodal
distribution of distances can provide satisfactory fit quality.
Figure 5D illustrates the case of a Gaussian distribution of

distances (〈R〉 ) 50 Å; standard deviation σR ) 1 Å; ap-
proximated by 12 discrete states), which is especially interesting
to compare with the case of R1 ) 49 Å and R2 ) 51 Å (Figure
5B). A two-state model with R1 ) 49.1 Å (52.3%) and R2 )
51 Å (47.7%) can be very well fitted to the observed distribution
(�r
2 ) 0.70; Figure 5D). The underlying distributions have

exactly the same variance, and there is no visible difference in
shot-noise broadened distributions between these cases. Nev-
ertheless, MEM is able to detect such a subtle difference and
shows that in the latter case (Figure 5D), a smooth distribution
is sufficient to fit the data. The extracted distribution of distances
very closely resembles the simulated one (extracted σR ) 1.03
Å), as shown in Figure 5D.
The analyses of simulated data reveal several limitations of

PDA, which are common for many methods dealing with noisy
data. In general, it is not always possible to unambiguously
distinguish between several discrete states and a continuous
underlying distribution. MEM can to some extent help choose
the most appropriate model or at least determine the minimal
number of states simply by visual analysis of deconvoluted
distributions. However, the only way to resolve similar molec-
ular states is to improve the data quality significantly. Exactly
the same problem has been pointed out by Ware et al.53,54

regarding the analysis of TCSPC data, which also obey Poisson

statistics. However, there is an important difference between
PDA and lifetime measurements in terms of recovered distribu-
tions of DA distances that these two methods can provide. In
contrast to lifetime distributions, PDA histograms are not
affected by fast (nanoseconds-microseconds) processes,14 which
in particular include local dye motions and even rotations.55

Clearly, these processes are averaged out on the millosecond
time scale. Thus, PDA perfectly complements bulk56 and SM
subensemble3 lifetime measurements, making it possible to study
slow processes and static heterogeneities selectively. If both fast
dynamic and quasi-static heterogeneities affect the DA distance
distribution, the width of these distributions recovered by
lifetime analysis should be broader than that obtained by PDA.

4.5. Correlation between FRET Efficiencies and Fluores-
cence Lifetimes of the Donor. It has been shown that extra
(i.e., beyond the shot noise) broadening of experimental FRET
efficiency (E) histograms can be due to numerous artifacts and
therefore must be interpreted with caution. For instance, poor
overlap between green and red observation volumes6,18 and
significant population of the acceptor triplet state12 may also
contribute to the width of FRET efficiency distributions. Thus,
it is often not obvious to what extent the observed extra
broadening can be attributed to molecular structure, that is, real
distance distributions, or to artifacts. Independent information
on structural heterogeneities can be obtained by analyzing the
shape of the distribution of donor lifetimes, calculated for
individual bursts or time windows (tw), which is not sensitive
to most of the optical and photophysical artifacts. To avoid
confusion with distributions of fluorescence lifetimes, which one
can extract from bulk or subensemble TCSPC data,3,56 we will
refer to this distribution as tw-lifetime distribution. In SM
experiments with small photon numbers, tw-lifetimes are usually
determined by a maximum likelihood estimator (MLE).57,58 If
the fluorescence decay is multi-exponential, MLE yields a mean
lifetime, which is close to the fluorescence-weighted mean
lifetime.9 As mentioned before, the distribution of lifetimes as

Figure 5. Model-free analyses of various FRET efficiency distributions by PDA. Histograms of simulated data are presented as gray areas, MEM
distributions are shown as black squares, and the corresponding PDA model functions are represented by solid black line. One- or two-state models
and the corresponding fit functions are shown as red dotted lines, and the solid blue line shows the simulated distribution. Weighted residuals are
displayed above each plot. The following cases are considered. (A) One state with R ) 50 Å. (B) Two states with R1 ) 49 Å and R2 ) 51 Å (50%
each). (C) Two states with R1 ) 48 Å and R2 ) 52 Å (50% each). (D) Gaussian distribution of distances with 〈R〉 ) 50 Å and the standard deviation
σR ) 1 Å. Common parameters: R0 ) 50 Å, 〈BG〉 ) 2, and 〈BR〉 ) 1.2.
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obtained from ensemble (or subensemble) data contains infor-
mation on fast dynamics (e.g., dye motions), whereas the width
of tw-lifetime distributions is primarily determined by the shot
noise and not by such fast processes. However, rigorous analysis
of the shape of these distributions is a very challenging task
because of the complex behavior of lifetime fitting algorithms.
It might turn out to be easier to analyze the shape of mean TAC
channel number distribution, as it is done in fluorescence
intensity-lifetime distribution analysis.59 Quantitative theory of
tw-lifetime distributions is beyond the scope of this work.
Fortunately, for the qualitative tests performed here, the

complete theory of the tw-lifetime distribution is not needed.
The main idea is that real distance distributions (including those
due to conformational dynamics) produce not only extra broad
FRET efficiency histograms but also distributions of tw-
lifetimes, which must be correlated with E distributions. In
extreme cases, such a correlation is clearly visible on 2D burst
frequency histograms of proximity ratio (Eexp ) SR/(SG+SR))
versus donor lifetime τD(A) (Figure 6A). Similar histograms have
been introduced by Rothwell et al.9 to distinguish FRET-related
donor quenching from local dye quenching. Alternatively, one
can compare the donor lifetimes calculated for bursts, which
fall into left and right parts of E histogram, as proposed by
Merchant et al.60 However, such visual analyses can be often
subjective. Here, we propose a simple approach to the analysis
of the mean donor lifetimes calculated for each bin of a PDA
histogram, which can be easily calculated theoretically and
compared with the experimental data.
Let us assume that a PDA histogram of FRET efficiency

P(E1),..., P(En) is obtained, which can be fitted with a distance
model P(R1),..., P(Rm). For each distance Rj (j ) 1,..., m), a
shot-noise broadened PDA histogram P(E1| Rj),..., P(En| Rj) can
be calculated separately (with or without brightness correction).
To obtain the theoretical mean value of the donor lifetime for
each value of E, the lifetime must be averaged over the model
distance distribution

〈τD(A)(Ei)〉) ∑
j)1,...,m

τD(A)(Rj) P(Rj) P(Ei|Rj) (21)

where τD(A)(Rj) corresponds to the donor lifetime of a FRET
pair, for which the DA distance is equal to Rj. The value of
τD(A)(Rj) can be calculated according to eq 2215

τD(A)(Rj)) τD(0)
Rj
6

R0
6+Rj

6
(22)

where τD(0) is the fluorescence lifetime of the donor dye in the
absence of acceptor and R0 is the Förster radius. The only
requirement for using eq 21 is that the lifetime fitting algorithm
provides unbiased mean values in the whole range of interest
and for all photon numbers. For the MLE, this requirement is
fulfilled.58 We have demonstrated our approach on FRET
efficiency distributions; however, it is clear that eqs 21 and 22
are valid also for other FRET-related parameters, such as the
signal ratio SG/SR or the proximity ratio SR/(SG + SR).
Examples of 〈τD(A)〉 versus proximity ratio plots are presented

in Figure 6B, which shows that these plots indeed allow one to
judge on the origin of extra broadening of FRET distributions.
Distributions of DA distances result in a clear correlation
between the mean FRET efficiency and the donor lifetime (open
circles, Figure 6B), which can be predicted according to eqs
21 and 22. Small deviations in the range of short lifetimes can
be attributed to difficulties in separating fluorescence decays
from the scatter contribution.61 If it is believed that extra
broadening of FRET efficiency histograms is due to an artifact,
τD(A)(Rj) is not expected to obey eq 22 (filled squares).
Deviations of the mean 〈τD(A)〉 values from the theory, which
are clearly visible in Figure 6B, indicate that extra broadening
is likely due to acceptor dye quenching or optical artifacts, for
example. In other words, these effects do not produce a
correlation between the proximity ratio and the donor lifetime,
and for each subpopulation, τD(A) shows no dependence on the
proximity ratio (Figure 6B).

5. Concluding Remarks

The theory of PDA has been extended to take into account
various possible complications that may arise when several
fluorescent states contribute to measured shot-noise broadened
distributions. The improved PDA theory can be applied to
analyze any mixture, by using any a priori model or model-
free deconvolution approach. The accuracy of the analysis and
the number of free parameters are limited only by data quality.
The general case of brightness variations is considered without
need to discard photons. In most of the typical cases, brightness
correction does not require any additional knowledge of the
system or new model parameters and can be built into a fitting
procedure. Correction of the PDA model function for the
presence of multiple-molecule events allows one to measure at
above SM concentrations when necessary and to avoid artifacts
due to long measurement time. PDA is now able to quantita-
tively analyze complex FRET efficiency and anisotropy distri-
butions with multiple states and different brightness values.
Tools such as MEM and combined mean donor fluorescence
lifetime analysis have been developed to distinguish between
states with fixed distances and a distribution of distances.

Acknowledgment. S.K. is grateful to the Alexander von
Humboldt Foundation for financial support. This study was
supported by the Deutsche Forschungsgemeinschaft (DFG) via
the SFB 590 Inherent and adaptive differentiation and the
Volkswagen foundation Grant I/78 837.

Figure 6. (A) 2D SG/SR signal ratio versus τD(A) histogram representing
results of burstwise analysis of simulated data, mimicking a mixture
of two types of molecules, FRET active and a D-only species. FRET
species exhibits static Gaussian distribution of distances with 〈R〉 )
50 Å and a standard deviation σR ) 3 Å. FRET population clearly
shows a correlation between the SG/SR signal ratio and the donor
lifetime. (B) Mean donor lifetimes calculated for tws falling into
particular bins of proximity ratio histogram., plotted as a function of
the proximity ratio. The distribution of tw-lifetimes obtained for static
Gaussian distribution of distances (open circles; see also Figure 6A)
agrees with the theoretical one (solid line) calculated according to eqs
21 and 22. If the PRH is broadened because of complex acceptor dye
photophysics, for example, each state exhibits a single fluorescence
lifetime (filled squares). Simulation parameters: 〈BG〉 ) 2; 〈BR〉 ) 1.2;
R0 ) 50 Å; tD ) 1 ms.
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Appendix: On the Derivation of Eqs 14–16

Equation 14

The FRET efficiency is given by

E)
FA ⁄ΦFA

FD ⁄ΦFD+FA ⁄ΦFA
(A1)

where FD and FA are the fluorescence intensities of the donor
and the acceptor, respectively. These intensities are related to
the observed green and red signals according to eq A2

FG) gGFD∝ (1-E)ΦFDgG (A2a)

FR) gRFA+RgGFD∝ EΦFAgR+RFG (A2b)

By assuming for convenience that the brightness of D-only
species is equal to 1, the relative brightness of a FRET species
(FG + FR) can be expressed as

Q)
FG+FR

Q(E) 0)
)
(1-E)ΦFDgG(1+R)+EΦFAgR

ΦFDgG(1+R)
(A3)

Eq A3 is equivalent to eq 14.

Equation 15

The fluorescence intensities measured by two polarization
channels, F| and F⊥, are given by

F||) g||(I||(1- l1)+ l1I⊥) (A4a)

F⊥ ) g⊥(l2I||+ (1- l2)I⊥) (A4b)

In eq A4, I| and I⊥ denote the true intensities of the polarized
components, which would be measured with a perfect setup. In
reality, the fluorescence is partly depolarized by the microscope
objective, as described by introducing the correction factors l1
and l2 in eq A4.38 The difference in the detection efficiencies
of the two channels is taken into account by introducing the
instrumental G factor (G ) g⊥/g|).
The total brightness Q ) F| + F⊥ has to be expressed as a

function of the fluorescence anisotropy (eq A6), that is,

Q)F||+F⊥ ∝ I||- l1I||+ l1I⊥ +G(I⊥ + l2I||- l2I⊥) (A5)

r)
I||- I⊥

I||+ 2I⊥
(A6)

Eq A6 is equivalent to the well-known expressions (eq A7)

I||) I0(1+ 2r) ⁄ 3 (A7a)

I⊥ ) I0(1- r) ⁄ 3 (A7b)

where I0 denotes the total fluorescence intensity (I0 ) I| + 2I⊥).
As assumed in the first part of Section 2.6, the total intensity
does not change; that is, I0 is the same for all species and can
be omitted. Substitution of eq A7 into eq A5 and further
normalization to Q(r ) 0) ) 1 yields eq 15.

Equation 16

By rearranging Perrin equation,15 we obtain

τ
F
)

r0
r

- 1 (A8)

In addition, the brightness is proportional to the fluorescence
quantum yield, which is by our assumption proportional to the
fluorescence lifetime. If the rotational correlation time F is the
same for all species, the right-hand part of eq A8 becomes

proportional to the total brightness and should thus appear as
an additional factor in eq 16 as compared to eq 15.
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Abstract 

 

Probability distribution analysis (PDA) (Antonik, Felekyan et al. 2006) is applied to 

characterize a two-state system undergoing simultaneous conformational dynamics and 

Förster resonance energy transfer (FRET). PDA accurately predicts the shape of FRET 

efficiency histograms in the presence of FRET fluctuations, explicitly taking into account shot 

noise and background contributions. Underlying theoretical model is presented and 

extensively tested by means of computer simulations. It is demonstrated that relaxation times 

on timescale of the diffusion time (typically milliseconds) can be accurately recovered, with 

the dynamic range of the method of about three orders of magnitude. Major factors limiting 

the absolute precision of dynamic-PDA are identified as brightness variations, shortening of 

the observation time due to diffusion, and a contribution of multi-molecular events. These 

effects considerably bias dynamic-PDA often leading to under- or overestimation of the rate 

constants by factor of two or more. Correction procedures are proposed. 



 2

 

1. Introduction 

 

The conformational changes a biomolecule undergoes upon interaction with other molecules 

are a prerequisite to its ability to perform the task at hand. Host guest recognition in 

antibodies-antigens interactions, binding of an enzyme to its substrate, just to name some, rely 

on fluctuations of the spatial arrangement of specific domains. Furthermore, the knowledge of 

how molecules interact and the conformations they adopt when coming close together gives 

useful insights in the study of protein folding. It is then clear that if we want to understand 

these processes that are at the base of the biological activity, we have to develop tools able to 

detect and resolve, in space and time, the fluctuations of distance and relative orientation of 

the molecular domains of interest. 

One of the techniques best suited to access this information is fluorescence resonance energy 

transfer, FRET. In this technique a molecule, or a complex of molecules, is labeled with two 

fluorescent dyes, a donor and an acceptor. Upon excitation, the donor transfers its energy to 

the acceptor with a certain probability depending on the donor-acceptor distance and mutual 

orientation of the dyes (Lakowicz 1999). The acceptor dye, in turn, becomes excited and 

emits. The parameter used to quantify the transfer is the energy transfer efficiency, E. In the 

last decade, single molecule techniques have gained increasing interest over other 

fluorescence techniques because, while not perturbing the system in study, they allow 

ultrasensitive detection and do not require any synchronization of the sample. 

With passing time the measurement techniques have become more sophisticated and the 

quality of the recorded data have become more and more accurate, so that nowadays we are 

faced with the challenge of studying minimal fluorescence fluctuations and assess 

unambiguously when they depend on actual conformational changes and when determined by 

photon statistics (shot noise). So far, the most used technique to study the fluctuation of 

fluorescence signals in order to investigate dynamic processes was fluorescence correlation 

spectroscopy (FCS) (Widengren and Mets 2002). Unfortunately, the classical FCS has only a 

limited potential to reveal the static composition of a mixture and characterize the individual 

states. This information can be partly extracted by fluorescence intensity distribution analysis 

(FIDA) and related approaches [PCH, FFS], which allow one to resolve static heterogeneities 

based on brightness of different species. At the same time, most accurate structural 

information can be probably obtained by FRET, which potentially allows for quantitative 

distance measurements. However, quantitative methods of analysis of single-molecule FRET 
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intensity data have been developed only very recently ((Gopich and Szabo 2005; Antonik, 

Felekyan et al. 2006; Nir, Michalet et al. 2006). Being based on similar principles, these 

methods are applied to single-molecule fluorescence data divided into equal time bins (time 

windows), or to selected fluorescence bursts, as in proximity ratio histogram (PRH) analysis. 

All these approaches basically separate FRET distributions of interest from photon shot noise 

and background contributions. 

At present, PDA and PRH analysis are applied mainly to investigate static heterogeneities 

[mix-PDA, more], although the potential to study FRET dynamics is also discussed (Nir, 

Michalet et al. 2006). Two major works demonstrating the possibility to characterize dynamic 

processes by analyzing intensity distributions (i.e. without explicit use of FCS) have been 

recently published by Kask et al and Gopich-Szabo. In the present work we combine a similar 

two-state interconversion model (A  B) with PDA, which we will refer to as dynamic-PDA. 

Our main goal is to develop a high resolution quantitative method directly applicable to 

experimental data. Although the theory underlying dynamic-PDA is largely similar to the one 

used in […], our work additionally includes several essential steps towards the analysis of real 

data. In particular, we test the validity of all approximations used to derive the model and 

show that most of them must be used with great caution. The corresponding systematic errors 

and stability of the analysis are discussed. A simple approach to distinguish between a 

dynamic and a static system based on varying time window length is proposed. Moreover, we 

address several common experimental issues such as brightness variations and multiple 

molecule events. Actually, we show that equal brightness of the states involved is generally 

not required. We demonstrate how dynamic-PDA is able to identify the different 

interconverting states and to retrieve the rate and equilibrium constants. 

 

2. Theory 

 

The usual case for FRET experiments is that, due to dye motions, molecular fluctuations, and 

conformational changes, the experimental system exhibits more than a single FRET efficiency 

value. Depending on timescale, such fluctuations may have an effect on the shape of FRET 

related parameter histograms. In such cases it is necessary to develop a suitable model 

describing the distribution of FRET efficiencies, P(E), and incorporate that model into the 

PDA analysis. In Antonik, et. al. (Antonik, Felekyan et al. 2006), the case of a static Gaussian 

distribution of donor-acceptor distances RDA was considered, and a suitable P(E) was derived 

which corresponded to this distribution. Here, a model will be derived corresponding to a 
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two-state system, where a molecule switches between two states with distinct FRET 

efficiencies.  

For a given donor-acceptor distance RDA the transfer efficiency is given by E = R0
6 / (R0

6+ 

RDA
6) where R0 is the Förster radius [Å] which accounts for the specific properties of the 

donor-acceptor pair. R0 is calculated by    )61(4
0FD

2
0

 nJcR FT  , where J is the overlap 

integral of the donor emission spectrum with the acceptor absorption spectrum with the units 

[M-1 cm-1 nm4], 2 accounts for the relative orientation of donor and acceptor, FD(0) is the 

donor fluorescence quantum yield in absence of transfer, n is the refractive index of the 

medium (n = 1.33 for water) and cFT is a proportionality constant (for the given units it equals 

8.79 10-5 mol). Thus, possible reasons for distinct FRET efficiencies are changes in donor-

acceptor distance or in system properties influencing the Förster radius R0. The theory 

presented in the following can describe both cases. However, fluctuations of R0 are usually 

considered as a source for artifacts in structural studies. As a typical application we describe 

therefore the case where a molecule switches with definite rate constants between two 

conformations, each with a distinct RDA. 

 It is assumed for this derivation that the molecule has two states, A and B, with the 

rate constants out of the states being kA and kB, respectively. The FRET efficiencies of each 

state are given by EA and EB. The observation time of the molecule is divided into time 

windows with the lenght t. A molecule may switch between A and B multiple times during 

the time t . The total time the molecule spends in state A is given by TA, and the total time in 

state B is TB, where TA + TB = t. Provided that the total brightness (i.e. the sum of donor and 

acceptor signals) remains constant during the time interval t and does not change upon 

transition, the observed efficiency, E, for a particular time window is simply the time 

weighted average of EA and EB as given in eq 1 

 

 
BA

BBAA

T+T

ET+ET
=E          (1) 

 

If the total brightness of state A, QA, is different from the brightness of state B, QB, the 

brightness values have to be taken in account as weights of EA and EB, leading to eq 2 

 
BBAA

BBBAAA

TQ+TQ

ETQ+ETQ
E          (2) 

The brightness in eq 2 has a meaning of the total count rate (green plus red) at a given 

excitation intensity, and at a concentration of one molecule per observation volume. Via eqs 
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1-2, the problem of determining a distribution of FRET efficencies P(E) is transformed into 

one of determining a probability density distribution of dwell times P(TA), which has been 

computed in (eq 3) 

 

 

    )exp(22
2

BBAABABA1

BA

BA

BA

BAAB
BABA0

BA
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A

TkTkTTkkI
TT

kk
·

k+k

Tk+Tk
+TTkkI

k+k

kk

=TP












  (3) 

 

In eq 3, I0() and I1() denote Bessel functions of order 0 and 1, respectively, and TB = t – TA. 

For convenience, the derivation of eq 3 is given in the Appendix. 

 

For the special case where this integration interval includes either 0 or t, the probability that 

the molecule persists in a single state over the entire time window must be separately 

calculated and included. Eq 4a calculates the probability that a molecule is never in state A, 

and switching the A's and B's provides the probability that the molecule is never in state B (eq 

4b) 

 

   )exp(0)0( B
BA

A
A tk

k+k

k
=Tpp        (4a) 

   )exp(0)( A
BA

B
B tk

k+k

k
==Tptp        (4b) 

 

Eqs 1-2 provide the effective efficiency E corresponding to the parameters TA, TB, EA and EB. 

The corresponding probability P(E) is determined indirectly by integrating eq 3 over a short 

time interval to determine the probability P(TA < tA < TA + ∆TA). Thus, substitution of eqs 3-4 

into eqs 1-2 yields the distribution P(E) which may be further used to generate a theoretical 

histogram of any FRET-related parameter as discussed elsewhere (Kalinin, Felekyan et al. 

2007; Kalinin, Felekyan et al. 2008). 

In practice the distribution P(E) is usually calculated in its discrete form. Using a series of 

possible values of TA, (TA(i) = iT, i = 0…n, nT = t), by integrating eqs 3-4 over TA one 

obtains eq 5, 
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The values of Ei are then calculated for each TA(i) according to eq 1 or eq 2 which finally 

yields a discrete distribution P(Ei). Next, for each Ei the probability of observing a certain 

combination of photon counts in “green” (G) and “red” (R) detection channels, P(SG, SR), is 

calculated by using eq 6 (Antonik, Felekyan et al. 2006; Kalinin, Felekyan et al. 2007), 

 

 



RRRGGG ;

RGRGRG )()()|,()(),(
SBFSBF

BPBPFFFPFPSSP     (6) 

 

The total fluorescence intensity distribution P(F) is obtained by deconvolution from the signal 

intensity distribution P(S) [a-PDA], and background intensity distributions in green and red 

channels P(BG) and P(BR) are typically assumed to obey a Poisson distribution with known 

mean intensities BG and BR. P(FG, FR | F) represents the conditional probability of 

observing a particular combination of FG and FR, provided the total number of registered 

fluorescence photons is F, and can be expressed as a binomial distribution [Matthew-PDA]  
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RG
RG

FF pp
FF

F
FFFP        (7) 

In eq 7, the probability to register a “green” photon pG is determined by FRET efficiency as 

given by eq 8, 
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p         (8) 

In eq 8 G stands for the ratio of the detection efficiencies, gG and gR, of the two detection 

channels (G = gG/gR), ФFD(0) and ФFA are the fluorescence quantum yields of the donor and 

the acceptor, respectively, and  is the crosstalk from green donor signal into the red 

detection channel of acceptor. 

In case of QA = QB the overall P(SG, SR) is given by a fraction-weighted sum of contributions 

of all Ei- states, given by eqs 6-8. The procedure used to obtain P(SG, SR) for the case of QA ≠ 

QB additionally involves deconvolution of individual fluorescence intensity distributions, as 

described in (Kalinin, Felekyan et al. 2008).  
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3. Material and Methods 

 

3.1 Simulations of multi-parameter fluorescence detection (MFD) 

 

Simulations of single-molecule MFD measurements were performed by using the Brownian 

dynamics approach {Enderlein, Robbins, et al. 1997 1953 /id}{Kask, Palo, et al. 1999 2619 

/id}{Laurence, Kapanidis, et al. 2004 3237 /id}{Dix, Hom, et al. 2006 3601 /id}, as described 

elsewhere. The spatial intensity distribution of the observation volume was assumed to be a 

3D Gaussian {Rigler, Mets, et al. 1993 68 /id} (please note that this is not required to obtain 

eqs 1-4, or the general theory of PDA). The brightness of the species (Q) was taken 

comparable to experimental values measured with our setup (ca. 100 kHz). Moreover, it was 

set to be equal for all states, except paragraph 4.5 where the brightness effects are 

investigated. The simulated fluorescence was collected by “green” and “red” detection 

channels, which covered the fluorescence peaks of the donor and the acceptor, respectively. 

The mean number of molecules in the “focus” (defined as in FCS, i.e., via the correlation 

amplitude, G(tc = 0) = 1/NFCS (Magde, Elson et al. 1972)) was NFCS = 0.002 unless stated 

otherwise. The diffusion times (tD) of all species was 3 ms with the exception of the series 

where the effect of tD was investigated (Section 4.4). Poisson-distributed background signal 

consisting of detector dark counts and scatter contribution was added. The following common 

parameters were used for all simulations: time step: 0.005 ms; green background BG = 2 kHz; 

red background BR = 1.2 kHz; crosstalk from donor signal into the “red” detection channel:  

= 0.01. 

Simulations of conformational dynamics were performed via modeling A → B and B → A 

transitions. Initial fractions of molecules in states A and B were determined by the 

corresponding rate constants according to A(t = 0) = kB/(kA + kB) and B(t = 0) = kA/(kA + kB). 

The times the molecules spent in A and B states (tA and tB, respectively) were exponentially 

distributed with P(tA) = kA
–1exp(–kAtA) and P(tB) = kB

–1exp(–kBtB). To resemble as much as 

possible a real measurement a third state representing molecules labeled only with the donor 

dye was added. Simulated data were saved as a stream of detected fluorescence photons, in 

SPC-132 data format (Becker & Hickel GmbH, Berlin, Germany) for standard analyses using 

published procedures to calculate all fluorescence parameters. 

 



 8

3.2 Data fitting by PDA 

 

The recorded sequence of photon events was used to compute the intensity trace of equal non-

interleaving time windows (or time bins) of the length t. Typically, the whole photon trace 

was analyzed because this allows for rigorous correction for brightness variations and 

multiple molecule events (Kalinin, Felekyan et al. 2008). In some cases a burst search 

algorithm (Fries, Brand et al. 1998) was employed and time widows only within selected 

bursts were considered. The data were typically presented as one-dimensional (1D) 

histograms of green to red signal intensity ratio (SG/SR). 

The model used to approximate PDA histograms of simulated data included two 

interconverting states (A and B; eqs 1-4) and a donor-only (D-only) species as often 

encountered in real experiments. Hence, five fitting parameters were needed: the individual 

FRET efficiencies EA and EB, the corresponding off-rates kA and kB, and the fraction of the D-

only species. Convolution of the model distribution (eqs 1-4) with shot noise and background 

produced two-dimensional distributions P(SG, SR), from which SG/SR histograms (i.e. the 

model functions) were generated and fitted to the simulated data (Antonik, Felekyan et al. 

2006; Kalinin, Felekyan et al. 2007). The quality of fits was judged by reduced  2-values 

( 2
r ) as well as by examining weighted residuals plots. 

 

4. Results and Discussion 

 

To test the applicability and the performance of dynamic-PDA we decide to use simulated 

data. This choice is mainly dictated by the need to have standards with exactly known rate 

constants against which we can benchmark our method, but give us also the possibility to 

study how the fit outcome depends on one parameter keeping the other constant. Re-analysis 

of simulated data allows us to characterize both random (Section 4.3) and systematic 

(Sections 4.4-4.6) errors inherent to dynamic-PDA. Systematic deviations are expected 

because the proposed theoretical model (eqs 1-4) is based on several approximations, in 

particular, on a critical assumption of constant brightness (which implies both constant 

brightness during the selected time window and QA = QB). The validity of these 

approximations is discussed in Sections 4.4-4.6. 
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4.1 Qualitative description of the method by using one- and two-dimensional 

fluorescence parameter histograms 

 

At first we want to introduce some general concepts and a give purely qualitative description 

of the method. The section will result somehow descriptive, but nonetheless we think it is 

important to present these basic ideas here that will be used throughout the paper. 

Let us consider the dynamic system described in section 3.1: a molecule, depending on its 

diffusion coefficient, dwells a certain amount of time in the laser focus, during this period, 

depending on the inter-conversion rate constants, it will switch a certain number of times 

between the two states. Depending on the number of these switches, the fluorescence bursts of 

the inter-converting molecules will show a different degree of mixing of the two states, A and 

B (Fig. 1). 
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Figure 1. Burstwise analysis of three different dynamic regimes, A) kA = kB = 0.1ms-1, B) kA 

= kB = 1 ms-1, C) kA = kB = 10 ms-1. For each case green to red fluorescence intensity ratio, 

SG/SR, is plotted against the lifetime of the donor in presence of the acceptor, τD(A). On top of 

each 2D-plot is reported the histogram of τD(A), while on the right the SG/SR histograms of the 

three cases are overlaid. Figure 2. Effect of the application of TW of different length on the 

SG/SR histogram. In panel A the burst is considered as a whole, burstwise analysis, while in 
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panels B, C and D the burst has been divided in TW of 1ms, 500µs and 250µs respectively. 

The green dashed line represent the average SG/SR that can be devised from burstwise analysis 

while the red dashed lines indicate the SG/SR value of state A and B. 

 

The three cases shown in Fig 1 represent the different kinds of time-averaging experimentalist 

encounter in the everyday life laboratory experience, but for the dynamic-PDA analysis they 

can be reduced to the same, or very similar, condition. 

Let us focus our attention on the middle panel. If we take the full photon trace and we divide 

it in bins of equal length, time window (TW), depending on the duration of each TW we will 

have: 

 

It is clear that the shorter the time window the more separated the peaks are. Choosing the 

appropriate TW length we will end up in a situation in which the histograms resemble the 

situation of panel A of Fig 1. With this we want to point out that in dynamic-PDA what really 

matters is the ratio between rate constants and the time windows. Of course the time windows 

have their limits, they cannot be indefinitely small because we will not have enough photons 

to have a good statistics, nor indefinitely long because when the time window approaches or 

exceed the diffusion time we will have problems in the estimation of the rate constants (see 

section 4.4). Fig 2 is also good to show qualitatively how the dynamic-PDA works. Here in 

fact we see again how the histograms give a signature of the states in which the molecules are. 

By comparing the different panels of Fig 2 it is possible to have a qualitative estimation of the 

rate constants and these have been done in the syntaxin paper. 

The second dimension of fluorescence histograms in Fig 1, the apparent donor lifetime, could 

be also exploited. Figure 2 makes it clear that mixing of populations produce a deviation from 

expected correlation between fluorescence intensities of the donor and the acceptor (FD and 

FA, respectively), and the donor lifetime in the presence of FRET () 
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In eq 9, 0 stands for the lifetime of the donor in absence of FRET. The origin of this 

deviation is in the different averaging of intensity parameters (E, FD/FA, or SG/SR) and 

apparent lifetime. The observed FRET efficiency E corresponds to the species-averaged one 

(eq 1). In case of multi-exponential fluorescence decay of the donor,  in eq 9 has also a 
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meaning of species-average lifetime. On the other hand the maximum likelihood estimator 

(MLE) [ref] commonly used to estimate lifetimes within fluorescence bursts provides 

approximately the fluorescence-weighted average lifetime, f (eq 9) 

 

 
BAAA

2
BA

2
AA

)1(

)1(




xx

xx
f 


         (10) 

 

In eq 10,  A and  B denote the lifetimes of the donor in the presence of FRET, in states A and 

B, respectively (EA = 1 – A/0 ; EB = 1 – B/0), and xA = TA/t. As shown in Fig. 2, lifetimes 

determined by MLE follow an “alternative” line described by eqs 1 and 10. It is also clear 

from Fig 2 that averaging regimes described by eqs 1 and 10 are significantly different, which 

results in deviations from well-known eq 9 if mixing of states occurs (Fig 2). Shifts towards 

longer lifetimes can thus be considered as another qualitative indication of the presence of 

FRET fluctuations.  
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Figure 2. Correlation between the donor and acceptor signal intensity ratio and the apparent 

donor lifetime, in the presence of interconversion of states. Red solid line represents the 

correlation expected in the absence of state mixing, given by eq 9. Blue line shows the 

dependence given by eqs 1 and 10.  
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4.2 Distinguishing between a static and a dynamic system 

 

Unfortunately, a possibility to fit the dynamic model (eqs 1-4) to the data does not prove the 

presence of dynamics. In other words, for any fixed time window it is possible to find also a 

static distribution P(E) (or an equivalent distribution of distances) which would adequately 

describe the data, for example, by using model-free deconvolution [mix-PDA]. In particular, 

in the case of fast interconversion rates the distribution given by eq 3 can be very well 

approximated by a Gaussian distribution. One could argue that an evidence for the dynamical 

behavior of the system must be provided before fitting the model (eqs 1-4) to the data. 

We will make use of the obvious fact that for a static system, the P(E) distribution is 

independent of the time window length. On the other hand, fluctuations on the timescale of 

selected time windows (typically ms) produce such dependence (see eqs 1-4 and Fig 1). Thus, 

to distinguish between a static and a dynamic system, one could try to fit the experimental 

data using the same static model distribution P(E) for a set of time windows of different 

length. As shown below, it is impossible to fit a dynamic data set using the same static P(E) 

for all t-values (and vice versa), which allows one to judge whether any processes leading to 

FRET fluctuations on millisecond timescale take place. 

Fitting of a single data set being cut into time windows of different length is illustrated in Fig 

3. Using t = 1 ms (Fig 3A), fitting the dynamic model (eqs 1-4) yields EA = 0.252, EB = 

0.747, kA = 0.87 ms–1; kB = 0.89 ms–1; 40.8% of D-only species; 2
r  = 1.19. However, the 

same histogram can be equally well fitted with a static model (for example, four static states, 

see Fig 3 legend; 2
r  = 1.20). Thus, dynamic-PDA using a single time window does not allow 

us to judge whether our system undergoes conformational dynamics, or a static model is more 

relevant (Fig 3A). To distinguish between these cases, we keep the recovered model 

parameters constant and try to approximate the same data but using t = 0.3 ms. As shown in 

Fig 3B, this results in a dramatic difference in the fit quality of the dynamic and the static 

models. Misfit of the static model yielding 2
r  = 58 clearly indicates the presence of FRET 

fluctuations on the timescale of milliseconds and allows one to rule out the static distance 

distribution model. 
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Figure 3. Global fit of SG/SR histograms obtained for a simulated dynamic system (grey area), 

using two-state dynamic (solid black lines) and static (dashed red lines) models. Time 

window duration t is (A) 1 ms and (B) 0.3 ms. Reduced  2-values are 1.19 (t = 1 ms, 

dynamic model; kA = 0.89 ms–1; kB = 0.87 ms–1), 1.20 (t = 1 ms, static model), 1.43 (t = 0.3 

ms, dynamic) and 58 (t = 0.3 ms, static). Weighted residuals plots are displayed above main 

graphs. Simulation parameters are EA = 0.25, EB = 0.75, kA = kB = 1 ms–1; 40% of D-only 

species; NFCS = 0.002. Static model used to fit the data needs four states: D-only (40.2%), two 

Gaussian distributions of distances with R1 = 1.18R0, 1 = 0.03R0 (18.3%) R2 = 0.98R0, 2 

= 0.09R0 (27.6%), and one state with fixed R3 = 0.84R0 (13.9%) (R0 stands for the Förster 

radius). These parameters are given only to demonstrate the possibility to fit a static model to 

dynamic data and otherwise have no meaning. 

 

4.3 Quantitative dynamic-PDA 

 

Knowing that the system of interest exhibits conformational dynamics and the model (eqs 1-

4) is applicable the interconversion rates can be extracted from the data by fitting the 

corresponding PDA histograms. In this section we investigate mainly the stability of 

dynamic-PDA as a quantitative method and the influence of the time window length on its 

accuracy. 

 

The results of re-analysis of the simulated data are summarized in Fig. 4 (see also Table S1, 

SI). As expected, maximum accuracy is achieved when the time window duration t is 

comparable with the relaxation time (kA + kB)–1, which essentially means that the molecules 
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undergo a few transitions during the observation time. Otherwise the histogram peaks are 

either completely separated or completely merged yielding the weighted average of EA and 

EB. The shape of SG/SR-histograms is thereby practically independent of the rates (Fig 1B), 

making it impossible to determine their exact values. Thus, the range of measurable kA and kB 

values depends on the time window length t, which is in turn limited by the diffusion time 

and low photon numbers for short time windows. In general, by choosing optimal t, rate 

constants on timescale of 0.1t to 10t can be recovered with a reasonable accuracy, as 

shown in Fig 4. Qualitatively, dynamic behavior can be detected outside this region. For the 

data shown in Fig. 4, meaningful qualitative results could be expected in the range of 0.03t 

to 30t. 

Another expected result is that random errors (shown as error bars in Fig 4) become smaller 

for longer time windows, which contain large number of photons. This observation is fully 

consistent with our previous results on detecting heterogeneities by PDA [anisotropy-PDA], 

clearly showing the advantages of using long time windows for resolving multiple states. The 

same holds for the qualitative analysis: for example, for kA = kB = 0.03 ms–1 and t = 0.3 ms 

zero rates are within statistical uncertainty (Table S*), whereas using t = 3 ms allows one at 

least to detect the presence of FRET fluctuations. 

Instabilities in the range of high interconversion rates (cf. Fig 4) appear to be mainly due to a 

cross-correlation between the fitted rates and efficiencies EA and EB. Fixing the values of EA 

and EB significantly improves the precision of dynamic-PDA, especially in the range of fast 

dynamics (see Fig 4 inset). In practice an independent estimation of the individual FRET 

efficiencies could be possible if the system can be “locked” in one or both states. 

In addition, systematic deviations of the recovered rates from the simulated values are 

observed. The most obvious effect (see Fig. 4) is a considerable systematic underestimation of 

the rates when using long time windows. We believe that this effect is mainly due to 

shortening of the effective observation time due to diffusion on t-timescale, as discussed in 

the following section. 
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Figure 4. Interconversion rates kA and kB recovered by dynamic-PDA, plotted against their 

simulated values. Time window lengths are 0.3 ms (circles), 1 ms (squares) and 3 ms 

(diamonds). Full and empty symbols represent kA and kB values, respectively. Inset: the values 

of EA and EB have been fixed in the analysis. The diffusion time is tD = 3 ms. Grey area 

indicates the region of calculated rate constants being within  10% of the simulated values. 

Error bars represent expected confidence intervals calculated from kA vs. kB  2-surfaces, 

which does not necessarily reflect cross-correlation between all model parameters. Other 

simulation parameters: EA = 0.25, EB = 0.75, 40% of D-only species; total NFCS = 0.002. The 

total number of photons is 3107, which corresponds to ca. 3104 useful 1 ms time windows. 

Data for this figure are presented as a table in the supplement (Table **). A series of 

simulations with kA ≠ kB revealed no effects specific for this case (data not shown). 

 

 

4.4 Fast diffusion effects 

 

The theoretical model presented in Section 2 requires that the fluorescence intensity does not 

change during a time interval t. In practice this is not always the case, for two reasons. First, 

if QA ≠ QB, the brightness would obviously change upon an A  B transition. What is more 
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important, the time window lengths (t) used in SM analysis are often comparable with the 

diffusion time (tD). As a result, the observation time, or the “effective” time window length 

becomes shorter than the specified one. This effect may result in a significant underestimation 

of the interconversion rates if our theory is applied without modifications. The problem is 

especially pronounced when long time windows are used to study slow dynamics and/or to 

take advantage of good photon statistics (cf. t = 3 ms series shown in Fig. 4). 

To illustrate the influence of diffusion on dynamic-PDA we have simulated and re-analyzed a 

series of data sets using various diffusion times, whereas all other parameters have been kept 

constant. The results summarized in Fig. 5 clearly support the explanation presented above: 

dynamic-PDA underestimates the rates unless t << tD. Strictly speaking, diffusion also leads 

to a distribution of observation times, which is inconsistent with eqs 1-4 and thereby results in 

generally higher  2-values for long time window series (Table supplement). It is clear that the 

discussed effects must be taken into account if possible. 

Unfortunately, rigorous treatment of diffusion effects for an arbitrary t /t D ratio is far from 

straightforward [Gopich-Szabo] and also implies the exact knowledge of the spatial intensity 

distribution profile. Moreover, the use of an empirical burst search algorithm may change the 

distribution of observation times in a completely unpredictable way. To overcome this 

problem, Gopich and Szabo proposed that one could “impose a sufficiently high threshold to 

eliminate events where the molecule transiently leaves and immediately re-enters the laser 

spot”. Clearly, applying a strict burst selection algorithm together with a high photon 

threshold should have a similar effect. Fig 5 makes it clear that, as predicted, restricting the 

analysis to time windows within intensive bursts reduces diffusion-related systematic 

deviations significantly. However, random erorrs (shown as error bars in Fig 5) increase, 

mainly because too many photons are disregarded during burst selection. Moreover, setting 

high photon threshold may suppress the signal from dimmer states, and at the same time 

increase the apparent contribution of multimolecular events (see Section 4.6) 

In a general case, or if a better accuracy is required, corrections can be obtained by 

simulations, as follows. The rates recovered from experimental data by using eqs 1-4 are 

taken as the first approximation, and t D can be measured by means of FCS. These parameters 

are used to perform a simulation, which is then re-analyzed in order to estimate to what extent 

dynamic-PDA is biased by diffusion, at given conditions. Calculated rates are expected to 

deviate from their simulated values. As discussed before in this section, relative errors of the 

rate constants show only a weak dependence on the absolute values of kA and kB (cf. Fig 5A 

and 5B). Thus, the ratio between simulated and recovered rates can be used as a correction 
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factor. In case simulations are impractical we propose also a simple semi-empirical equation 

(see supplement) which to some extent corrects for the presence of diffusion on t-timescale  
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Figure 5. Underestimation of rate constants by dynamic-PDA as a consequence of diffusion 

on t-timescale (here t = 1 ms), which results in shortening of the observation time. Two 

series are simulated with kA = kB = 3 ms–1 (A) and kA = kB = 0.3 ms–1 (B), with the diffusion 

time varying from 0.5 to 16 ms. Triangles show the results of timewindow analysis within 

selected bursts. Full and empty symbols represent kA and kB values, respectively. Grey area 

indicates the range of rate constants which differ from their simulated values by no more than 

10%. Solid lines show empirical correction described in the supplement. NFCS = 0.002, ca 

30000 useful 1 ms time windows. 

 

4.5 Brightness effects 

 

So far we have assumed that the total brightness (i.e. registered donor and acceptor emission) 

of states A and B is the same. In practice this would rarely be the case because of usually 

different quantum yields of the donor and the acceptor dyes and wavelength-dependent 

detection efficiency. This problem manifests itself in two related ways. At first, in this case 

the average FRET efficiency is not simply a time-weighted average (eq 1), but rather is 

shifted towards that of the brighter species. Thus, the weights of EA and EB become dependent 

on the corresponding brightness values QA and QB, leading to eq 2 replacing eq 1. Second, 
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one cannot use the same (overall) fluorescence intensity distribution P(F) for all species, as 

discussed in details in ref (Kalinin, Felekyan et al. 2008). 

Brightness variations can significantly bias dynamic-PDA if not taken into account, as 

illustrated in Fig 6. Unlike other artifacts which lead to under- or overestimation of both 

apparent rates by roughly the same factor (see Fig 5), brightness variations affect also the 

kA/kB ratio, i.e. the equilibrium constant (Fig 6). For a realistic difference in quantum yields 

(e.g. 0.8 and 0.3, as for the widely used FRET pair Alexa 488 – Cy5) errors in the range of 30 

to 50% are expected. 

Fortunately a combination of eq 2 and brightness correction methods [mixture-PDA] enables 

unbiased estimation of interconversion rates irrespective of brightness effects. Fig. 5 clearly 

shows that corrected kA and kB values (shown as circles in Fig 6) can be calculated with the 

same precision as in the absence of brightness variations (Fig. 4). 
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Figure 6. Brightness effects on dynamic-PDA. The brightness of the acceptor is taken to be 

0.375 of that of the donor. EA = 0.25, EB = 0.75. 

 

4.6 Multiple molecule events 

 



 19

It has been recently shown that the shape of FRET histograms can be affected by multi-

molecular events even at relatively low concentrations, which may lead to severe 

misinterpretations [new Gopich paper, mix-PDA]. In the case of dynamic-PDA, multi-

molecular events build histograms in between major peaks simulating higher rate constants, 

which makes it important to take these events into account. Clearly, multiple molecule events 

are expected to have the most pronounced effect on systems showing slow interconversion 

rates and distant peaks. To study the influence of multi-molecular events on dynamic-PDA, 

the behavior of such system has been simulated with EA = 0.1, EB = 0.9, kA = kB = 0.1 ms–1, 

and varying total concentration. 

Surprisingly, multi-molecular events might have a considerable (~ 20%) effect on the 

recovered rates already at a “typical single-molecule” concentration of NFCS = 0.01 (Fig 7). At 

higher concentrations an overestimation of the rate constants by more than factor of 2 can be 

expected (Fig 7, squares). 

To correct for multi-molecular events we applied the procedure described in [mixturePDA]. 

As shown in figure 6, this correction yields excellent results also in the case of dynamic states 

with recovered parameters in good agreement with the simulated ones. “Corrected” rates 

show no significant dependence on the concentration of the species at least up to NFCS = 0.1 

(see Fig 7, circles), extending the usable concentration range by an order of magnitude. The 

possibility to perform measurements at realistic concentrations could help to reduce unwanted 

contributions of impurities and hardware instabilities. 
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Figure 7. Multiple molecule events correction, the recovered rate constants are plotted as a 

function of NFCS. Uncorrected rates are shown as squares while corrected ones are shown as 

circles. Full and empty symbols correspond to kA and kB values, respectively. Grey area 

indicates  10% region. EA = 0.1; EB = 0.9; kA = kB = 0.1 ms–1, no D-only species. 

 

5. Conclusions 

With the present work we showed how PDA theory can be extended to dynamic cases. With 

the help of simulations we were able to identify the range of applicability of the method, that 

is dynamic processes with relaxation times 0.1 to 10 times the selected TW, where the time 

windows lower limit is defined by the photon statistic and the upper limit by the diffusion 

time. Furthermore in this work we presented correction methods to account for different 

brightness of the states and occurrence of multi-molecular events. Finally the results reported 

in this paper show how dynamic PDA complements FCS in all those cases in which the 

dynamic term would be superimposed to the diffusion time in the correlation. 
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Appendix: Derivation of equation 3 

 

There is a finite probability that the molecule spends the entire time window in state A or B, 

i.e. TA = t or TB = t. This probability is given by a simple exponential decay. Otherwise, 

two cases can be described: one where the molecule ends the time window in the opposite 

state as which it began (i.e. beginning in A and ending in B), in which case there will be n 

occurrences of both states, and another case where the molecule ends the time window in 

same state as which it began, which implies (n + 1) occurrences of the start/end state and n 

occurrences of opposite state.  

In order to describe these cases mathematically, use of the Erlang probability density function 

as described by eq A1 will be made. 
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Whereas the exponential function describes the likely wait until a single event occurs, the 

Erlang function describes the likely total wait until a number of events, n, occur, each event 

having the same rate constant k. By setting n = 1, eq A1 reduces to the exponential probability 

density function. 

The probability P(TA,TB) is based on the product of the Erlang density function for TA and TB. 

However the end state, i.e. the state which the molecule occupies as the time window comes 

to an end, must be treated differently. Including the end state in the Erlang density function 

would imply that the end state always terminates exactly at the end of the time window, when 

in fact it can only be said that it persists long enough to reach the end of the time window, but 

may be longer. Therefore, the end state, which is assumed to have a duration of te, is treated as 

a separate factor in the product and is described by an exponential decay. Assuming the 

molecule starts in state A and undergoes n switches from and to A, two probability density 

functions (P.D.F.) can be written: 

 

   
   

 










 e

eB
eBB2

eB
1

B
AA1

AA

BA

B
BA !2!1

BA dt
tk

·e
n

tT
etTk

·
n

T
eTk

·
k+k

k
=n,|T,TP

knnknn

 (A2a) 

   
 

 
 











 e
eA

eBB1
BB

AA1
eAA

BA

B
BA !1!1

AA dt
tk

·e
n

tT
eTk

·
n

T
etTk

·
k+k

k
=n,|T,TP

knnknn

  (A2b) 

 



 23

The first term in the integral describes the probability of a molecule starting the window in 

state A. In eq A2a, the final state is B, and the duration of the end state, te, is a part of TB. In 

eq A2b, te is a part of TA. Integrating te over the range 0 to TB or 0 to TA respectively results in 

the distributions given in eq A3 
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Similar equations describing a molecule which begins the window in state B are obtained by 

switching the A's and B's of eq A3. Summing these four components provides P(TA, TB), 

given that it has switched between the two states n times. 
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In eq A4, n ranges from 1 to ∞. By replacing n in eq A4 with (n+1) and summing over the 

range 0 to ∞, eq A4 can be put into the form of a Bessel function of order α (eq A5) with x = 

BABA2 TTkk , leading to the final form of eq A6 (eq 3 in the main text) 
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S1. Data shown in Fig 3. 

 

t = 1 ms 

rates, ms–1 EA kA, ms–1 EB kB , ms–1 r
2 

0.03 0.749 0.04  0.02 0.250 0.04  0.02 1.02 

0.1 0.749 0.09  0.02 0.248 0.08  0.02 0.84 

0.3 0.748 0.25  0.03 0.251 0.25  0.03 0.73 

1 0.745 0.85  0.06 0.253 0.83  0.06 1.08 

3 0.732 2.19  0.14 0.257 2.27  0.15 0.95 

10 0.860 18.6  1.7 0.071 22.3  2.0 1.48 

30 0.737 31  6 0.103 52  10 0.89 

t = 0.3 ms 

rates, ms–1 EA kA, ms–1 EB kB , ms–1 r
2 

0.033 0.749 0.01  0.01 0.251 0.01  0.01 1.08 

0.11 0.751 0.11  0.06 0.249 0.10  0.06 1.06 

0.33 0.748 0.34  0.07 0.249 0.35  0.07 1.01 

1.1 0.748 1.08  0.10 0.248 1.06  0.10 1.07 

3.3 0.745 2.97  0.17 0.249 2.94  0.17 0.90 

11 0.737 9.2  0.6 0.262 9.2  0.6 0.76 

33 0.940 83  9 0.213 54  6 0.86 

t = 3 ms 

rates, ms–1 EA kA, ms–1 EB kB , ms–1 r
2 

0.027 0.750 0.02  0.01 0.250 0.02  0.01 1.05 

0.09 0.749 0.06  0.01 0.252 0.06  0.01 1.22 

0.27 0.748 0.19  0.02 0.254 0.19  0.02 1.35 

0.9 0.739 0.55  0.04 0.257 0.56  0.05 1.42 

2.7 0.728 1.47  0.12 0.241 1.68  0.13 0.84 

9 0.781 9.8  1.5 0.045 15.9  2.4 1.38 

27 0.955 59  17 0.062 57  16 1.01 

 



 

S2. Approximate correction for fast diffusion 

 

We propose a simple approximate correction procedure, which can to some extend reduce 

systematic errors due to the above mentioned effect, but still extracts all necessary information 

from measurable parameters. The main idea of this correction is to find a shorter “effective” time 

window t´, representing the mean observation time, for which the fluorescence intensity is 

constant and eqs *** are exact. The derivation given below should not be taken too seriously 

because it involves clear oversimplifications and a few assumptions that are certainly violated. 

The obtained result can be considered as empirical and used when simulations are impractical. 

 

We consider a step-like fluorescence intensity F´(t), which has the same mean and variance as 

the normalized experimental fluorescence intensity F(t). F´(t) can be expressed as 

 ´,/)´( tttF   0  t  t´       (S1a) 

 ,0)´( tF   t´ < t  t       (S1b) 

It is clear that F´(t) = 1, and the variance of F´(t) is 

 1)(1´/1)(´ 22  tFtttF        (S2) 

Next, we will try to find an approximate expression for )(2 tF . Let us consider a linear change 

of the fluorescence intensity with time, for which 

 ttfftF  /21)(  (0  t  t)      (S3), 

where f is a constant, and F(t) = 1. The corresponding variance of the fluorescence intensity is a 

function of f, given by 

 3/1)()()( 2222 ftFtFtF        (S4) 

Now we have to estimate the value of f from measurable parameters. The mean change of 

fluorescence intensity during the time window can be accessed by FCS. Formal substitution of 

eq (S3) into the definition of correlation function for t = t yields 
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Assuming that the change of the fluorescence intensity in eq (S3) is solely due to diffusion, only 

the diffusion term GD(t) of the correlation function is relevant. It is given by [ref] 
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where 1/e2 radii of the laser focus in xy- and in z-direction are denoted by 0 and z0, respectively, 

and t D is the diffusion time. By combining eqs S2, S4 and S5 we finally obtain 
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GD(t) is measurable in an FCS experiment. 

Correction is achieved simply by multiplying the values of interconversion rates by t /t´, 

which is equivalent to using the value of t´ (instead of t) in eqs ***. As we will show in 

Section *.* this simple correction works satisfactory at least for t /t D < 0.5 provided that Nmin is 

sufficiently high. 

For a more general case (or if a better accuracy is required) corrections can be obtained by 

simulations. 
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Abstract  
 

The nucleosome has a central role in the compaction of genomic DNA and the control of 

DNA accessibility for transcription and replication. To help understanding the mechanism of 

nucleosome opening and closing in these processes, we studied the disassembly of 

mononucleosomes by quantitative single-molecule FRET with high spatial resolution, using 

the SELEX-generated “Widom 601” positioning sequence labeled with donor and acceptor 

fluorophores. Reversible dissociation was induced by increasing NaCl concentration. At least 

three species with different FRET were identified: the most stable high-FRET species 

corresponding to the intact nucleosome, a less stable mid-FRET species which we attribute to 

a first intermediate with a partially unwrapped DNA, and a low-FRET species characterized 

by a very broad FRET distribution, representing a highly unwrapped structure formed at the 

expense of the other two species. Selective FCS analysis indicates that even in the low-FRET 

state, some histones are still bound to the DNA. The interdye distance of 54.0 Å measured for 

the high-FRET species is consistent with the known crystallographic structure. A geometric 

model of the nucleosome disassembly predicts exactly the presence of the observed FRET 

species and confirms their assignment to two populations in the unwrapping pathway.  
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1. Introduction 
 

The nucleosome is the basic unit of genome compaction 1,2. It consists of an octamer of 

histone proteins around which about two turns of double-stranded DNA are wound. Its 

detailed structure has been elucidated in crystallographic studies 3-5 down to a resolution of 

1.9 Å 6. Sequence and chemical modifications of the DNA, histone content and 

posttranslational modifications are responsible for changes in gene activity and exert their 

action through the structure of the nucleosome. 

Central to nucleosomal function is its restructuring during processes that act on DNA, e.g. 

transcription or replication. Various mechanisms for nucleosome unfolding, unwrapping or 

repositioning have been proposed7,8, but so far no direct physical evidence (e.g. detection of 

intermediate states) exists for any particular one. Here we use Förster resonance energy 

transfer (FRET) 9 on the single molecule level to collect quantitative structural information 

that will allow us to elucidate such mechanisms.  

FRET between fluorophores attached to sites on the nucleosomal DNA, DNA and histone, 

or only histone proteins, has been used to quantify nucleosome dynamics 10-13. Earlier 

measurements in bulk fluorimetry, e.g., suggested that mononucleosome linker DNA arms s 

diverge slightly as they leave the histone core 14, which has been confirmed by the crystal 

structure of the tetranucleosome 5. 

While bulk solution FRET is a proven tool for measuring average distances in 

biomolecules, much more detailed information on the diversity is obtained by analyzing 

FRET signals from single molecules 15-20. FRET on surface-tethered nucleosomes was used to 

unravel spontaneous structure fluctuations 21,22. Confocal spFRET experiments 23-25 on freely 

diffusing single nucleosomes established optimum conditions and showed the existence of 

structural subpopulations. 
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Beyond the simple determination of FRET efficiencies, many more parameters, such as 

fluorescence lifetime, anisotropy or burst duration, can be collected simultaneously from a 

single passage of a molecule through the laser focus. This ‘multiparameter fluorescence 

detection’ (MFD) technique together with a quantitative data analysis allows characterizing 

heterogeneous populations and structural substates in molecules 20,26-29. 

Here we have applied MFD to FRET data from mononucleosomes reconstituted from 

recombinant histones on a 170 bp DNA fragment containing the 601 positioning sequence 30. 

Using population-filtered fluorescence correlation analysis, modeling of possible dye 

positions, and an analysis of salt-dependent nucleosome dissociation, we can unravel 

intermediates in the dissociation pathway of nucleosomes. 

 

2. Results and Discussion 
 
2.1 Multiparameter analysis detects multiple nucleosomal species. On the DNA used here 

in nucleosome reconstitution, no energy transfer is expected due to the separation between the 

donor Alexa488 and the acceptor Alexa594, if the DNA is in the fully extended conformation 

with a donor-acceptor distance RDA= 306 Å as shown in Fig. 1A. Within intact nucleosomes, 

when the DNA is wound around the histones, the fluorophores approach each other to less 

than 70 Å (Fig. 1B), enabling efficient FRET.  

For single-molecule experiments, mononucleosome solutions less than 50 pM were made by 

diluting a 50 nM stock solution into the measurement buffer with NaCl concentrations as 

denoted. After mixing, data were taken for more than 1 hour at each buffer condition for 

analyzing the sample by single-molecule counting. Labeled molecules diffusing through a 

confocal detection volume generate brief bursts of fluorescence during the diffusion time 

(approx. 3.5 ms). These single-molecule events, which were selected from the signal trace 

using defined threshold criteria (see SI section 2.1), were used to determine signal intensities 
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(S), lifetimes (), and anisotropies (r) of both the donor (D) and acceptor (A) probes. Two-

dimensional frequency histograms of the ratio of the donor and acceptor signal intensities 

(SG/SR), against donor lifetime in the presence of acceptor (D(A)) are presented in the left 

panel of Fig. 2A and B. The number of molecules (fluorescent bursts) in each bin is grey scale 

colored from white (lowest) to black (highest). The corresponding one-dimensional parameter 

histograms are given as projections. To check the stability of the sample, SG/SR is plotted 

against measurement time in the right panel of Fig. 2A and B. 

Three populations with distinct fluorescence properties are immediately distinguishable in 

Fig. 2A. One small population is characterized by signal ratio, SG/SR, and donor lifetime, D(A) 

similar to those of free donor dye (SG/SR > 3 and D(A)  4 ns). It displays little or no FRET 

and will be referred to in the text as Low-FRET and D-Only (LF+DOnly) (for details see 

section 2.2). The other two major populations overlap and display higher fluorescence of the 

acceptor (i.e. smaller SG/SR), and shortening of the donor lifetime. These species are FRET-

active and will be referred to as Mid-FRET (MF) (SG/SR  1.2 and D(A)  2.9 ns) and High-

FRET (HF) (SG/SR  0.6 and D(A)  2.2 ns). On the basis of the structure in Fig. 1B we may 

assign MF and HF to conformations in which the DNA is wrapped around the histones and 

LF to species where the DNA fragment is more extended. 

At low salt concentration (Fig. 2A), the majority of detected events showed FRET and the 

populations remained stable during the experiment, demonstrating good sample integrity and 

negligible photobleaching. Sample adsorption on the cover slip was insignificant over the 

whole period of 1 hour as indicated by a constant detection rate of individual nucleosomes. 

However at 50 mM NaCl (Fig. 2B), a large fraction of the FRET population converts into LF 

(see below). 

For a more detailed FRET analysis the efficiency E must be calculated from the 

measured signal (S), which has to be corrected for mean background signal, spectral crosstalk, 
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direct acceptor excitation and detection efficiencies (see supplementary information 

(S.I.),section 2.1). For a direct proof that the observed signal changes are due to differences in 

E and not due to random local quenching interactions, more than only the fluorescence 

intensities are needed. Therefore a 2D frequency histogram of E is plotted against donor 

fluorescence lifetime in the presence of acceptor (D(A)) for 5 mM NaCl (Fig. 2C, upper panel) 

to demonstrate that the experimental data follow the theoretical relationship between D(A) and 

E (red line) expected for purely FRET-related D quenching. Moreover, this analysis shows 

that the two species of interest (MF and HF), both centered on the red line, differ in their 

FRET value, because any non-FRET related influence on the D and A fluorescence would 

result in shifts from this line (see S.I, section 2.2).  

FRET efficiencies are also affected by the relative orientation factor (2) between the two 

fluorophores, which is included in the Förster radius (R0). To justify dynamic isotropic 

averaging of donor and acceptor dipole moments, which results in a mean orientation factor 

2 = 2/3 31, the anisotropies of the fluorophores were analyzed. The lower panel of Fig. 2C 

shows the anisotropy (rD) of the donor against D(A). All donor populations are centered along 

the red line calculated from the Perrin equation for a mean donor rotational correlation time 

(D) of 1.16 ns. Compared to free DNA with D = 0.63 ns 31 this increase is small. The 

assumption that 2 equals 2/3 is also supported by the model for the sterically allowed 

positions of the donor and acceptor fluorophores obtained by MD simulations (Fig. 1B) 31 of 

free DNA. We estimated that 7.4 % of all donor and 39 % of all acceptor dye positions - 

accessible in free DNA - are blocked by the proximity of the histones. With the transition 

dipole moments of the remaining dye positions we computed 2 = 0.65, a value close to that 

of mobile dyes attached to free DNA (2 = 0.67 ± 0.01) which justifies to assume an isotropic 

FRET average (2 = 0.67). The corresponding analysis of acceptor anisotropy also reveals a 

single dye population (see S.I; S.Fig. 8). To conclude, the multiparameter analysis proves that 
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the differences in E are due to distinct DA-distances and are not caused by any orientation or 

quenching artifact.  

2.2 Nucleosomes show subpopulations with distinct dissociation properties at low salt 

concentration and pM dilution. Previous work showed that nucleosome complexes tend to 

dissociate both at higher salt concentration and at small nucleosome concentrations. While 

this fact is documented 21,24,25,32, so far no analysis exists describing potential conformational 

changes and intermediates upon nucleosome destabilization. To address this question in detail 

we performed Ångström-resolution FRET analysis by probability distribution analysis (PDA) 

of the photon counts as described earlier 33-35.  

The statistical properties of the FRET efficiency histogram are affected by shot noise due to 

the statistical nature of photon detection, and by other sources of dynamic or static 

heterogeneity. Using the single-molecule advantage with a minimal mixing of species and a 

unique exact description for the theoretical shot noise distribution, PDA describes the shot 

noise free, “true” fluorescence signal distribution, which allows us to fit FRET efficiency 

histograms without prior assumptions even for complex biomolecular samples such as 

mononucleosomes. 

As a first step we analyze the nucleosome dissociation at 25 mM NaCl concentration. To 

minimize statistical uncertainty we combine all bursts of a one-hour measurement in a single 

PDA analysis (Fig. 3A). Judging the quality of the fit by the reduced chi square 2
r  and 

weighted residuals (for more details see supplementary information, section 2.3), PDA 

showed unambiguously that actually four species are needed to describe the data properly. 

Moreover, a fixed DA distance for each FRET species is not sufficient, so that Gaussian 

distance distributions had to be used to fit the data. This deconvolution yielded a mean 

interdye distance (RDA) and a distribution half-width for each species. Statistical uncertainties 

were calculated from 2
r  surfaces (Fig. 3E) and are given as 1 standard deviation. At 25 mM 

NaCl the RDA values and standard deviations were 54.0 ± 0.4 Å and 63.1 ± 0.4 Å for the HF- 
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(red) and the MF-species (orange), respectively. The half-widths (HW) and standard 

deviations of 3.0 ± 0.3 Å are essentially identical for both species. 

Moreover, PDA clearly shows that the broad population close to zero FRET efficiency 

consists of two species: (I) a very broad distribution of molecules with donor and acceptor 

showing low to very low FRET (referred to as Low-FRET (LF), blue line), and (II) molecules 

labeled only with a donor (DOnly, green line). The two are easily distinguishable, because LF 

had direct acceptor excitation of 3.5% and a mean FRET efficiency E = 0.047 whereas 

DOnly had no acceptor signal. For all measurement conditions PDA gave stable DOnly 

fractions with an average fraction xDOnly = 0.09 ± 0.015 that did not change with time (see 

below). In contrast, the fraction of LF molecules (blue) increased significantly with time at 

the expense of the FRET species (especially MF) as shown for the first and last subset of the 

one-hour measurement (Fig. 3C, D). However, the DA distances did not change and were also 

conserved for all NaCl concentrations (see S.I; S.Table 9). To further understand the nature of 

LF molecules, we compared it with free nucleosomal DNA in Fig. 3B. In PDA also a very 

broad Gaussian distribution with a mean RDA = 103 Å and HW = 18 Å is needed for an 

appropriate description of free DNA. The shaded area represents the region with high 

uncertainties for distances RDA > 2R0. Therefore the only relevant contribution to the mean 

FRET efficiency E of 0.047 originates from the tail of the Gaussian distribution towards 

higher E (up to E = 0.5) (see S.I; S.eq. 13 and S.Table 10). 

Approximating DNA by the worm-like chain model (see S.I., section 3.3 with S.eq. 20) a 

single average FRET efficiency of only E  0.01 would be expected due to fast bending 

motions in the micro- to millisecond range 36. However, our FRET analysis shows the 

existence of broadly distributed nucleosomal DNA species which are at least stable for the 

millisecond dwell time in the confocal observation volume. Even if the majority of DA-

distances of nucleosomal DNA is larger than 100 Å, a significant fraction of smaller DA-

distances exist which we attribute to preexisting sequence dependent bending or higher 
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bendability in the nucleosomal DNA 37. The fact, that the same LF species are also formed by 

disassembly of nucleosomes, indicates extensive histone dissociation under the single 

molecule conditions of higher salt concentration (for more experimental results see section 

2.5). 

Finally we checked whether the broadening of the FRET distribution was due to dynamical 

changes between substates during the passage of the nucleosome through the observation 

volume. Therefore we performed PDA with time windows of different length of 1 and 3 ms 

(see S.I; S.Fig. 2) using a model consisting of only static distributions. Independent of the 

time window used, we obtained the same fit results, implying that the four populations did not 

change during the millisecond dwell time. 

2.3 The relative stability of nucleosome subspecies depends on NaCl concentration. The 

time course of the relative occupancy of the three double labeled DA populations for different 

NaCl concentrations is plotted in Fig. 4A. At 5 mM NaCl both HF and MF populations 

remained stable over time, but at higher salt their proportions dropped significantly, most 

pronounced for the MF species. This implies that the HF species is considerably more stable. 

The full lines describe the interconversion using a model with first order decays for the HF 

and MF species linked to a growth term for the LF species. A global fit to all time points 

yields apparent relaxation times for HF and MF FRET subpopulations of the order of 700 to 

1000 seconds for all conditions (for details on the procedure and results see S.I, section 3.4 

S,eq. 21 and S.tables 11 and 12). NaCl concentrations above 100 mM NaCl destabilized the 

samples such that single molecule experiments became impossible.. A similar dissociation 

occurred when we added 2 mM MgCl2 to the buffer solution (data not shown).  

The extrapolation to time zero gave stable average fractions of 0.29 ± 0.05, 0.42 ± 0.09, 0.21 

± 0.07 and 0.08 ± 0.02, respectively, for the HF, MF, LF and DOnly species, consistent with 

the fact that the same nucleosome stock solution was used for all salt concentrations.  
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We note that at medium NaCl concentrations the FRET populations did not drop to zero even 

during one hour, suggesting that these species approached a reversible equilibrium with LF. 

Fig. 4B summarizes the equilibrium fractions for all three DA species (obtained from global 

fit as a function of NaCl concentration). While at low salt concentrations destabilization is 

observed preferentially for the MF species, above 25 mM an additional dissociation of the HF 

species takes place. 

2.4 The high FRET species represents the intact nucleosome. To obtain a structural model 

of the FRET subpopulations, we determined all possible positions that donor and acceptor dye 

may occupy when they are attached to the nucleosomal DNA via a flexible C6-linker. For the 

nucleosome the crystal structure 1KX5 was used as a model (only the histone core is 

considered while lateral chains extending over the DNA were cut). The sterically allowed 

positions of the donor and acceptor fluorophore on B-DNA were taken from Wozniak et al 31. 

The aligned dye clouds were further adapted to the sterically allowed space by excluding all 

dye positions within a 4 Å thick surface layer on the histone core. Fig. 1B shows different 

views of the nucleosome with green and red clouds defining the accessible space of the 

fluorophores. The distance between the mean dye positions Rmp in the structural model is 58.6 

Å with mean position FRET efficiency Emp = 0.42. According to section 2.1 our FRET 

experiments yield an isotropic average FRET efficiency 
iso

E  (see S.I, S.eq. 6), from which 

an apparent distance 
exp

isoDAR  is obtained. To compare the model with the experiment, we 

have to use the dye coordinates in our structural model to calculate the mean 
model

iso
E = 0.41 

with corresponding apparent distance 
model

isoDAR = 59 Å, which for this special case is very 

close to Rmp. For the HF species the PDA derived 
exp

iso
E is 0.55 with a corresponding mean 

distance 
exp

isoDAR  of 54.0 ± 0.4 Å. We assign the HF species to the intact nucleosome, 

because it has the most compact structure and the highest stability. Considering the MF 
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species the larger interdye distance of 63.1 ± 0.4 Å (
exp

iso
E = 0.31) and the reduced stability 

suggest a less compact conformation. Further evidence for this assignment comes from other 

observations: (1) the stability of the nucleosome species depends also on the absolute 

nucleosome concentration; (2) modeling of nucleosome disassembly (see section 2.7). 

2.5 Nucleosome dissociation does not completely proceed to free DNA. We further 

analyzed the properties of the LF species. It has been postulated that transcription can proceed 

through a nucleosome without complete histone dissociation 38. Using FRET alone it is 

difficult to distinguish between complete and partial dissociation, since in either case the 

fluorophore separation exceeds the FRET range (> 120 Å). In order to obtain an additional 

parameter for the analysis, we computed FCS autocorrelation functions on the photon data 

from the nucleosome experiments and compared them to pure labeled DNA fragments. To 

remove contributions from scattered light and to separate the FRET species from the 

LF+DOnly population, we extended the theory of Enderlein 39 and applied spectrally resolved 

fluorescence lifetime filters (S.I. section 2.5, S.Fig. 5A,B) to all photon data. The computed 

subensemble filtered FCS curves for the nucleosome species are compared to free DNA in 

Fig. 5A. The FRET subensemble includes the MF and HF species. The LF+DOnly 

subensemble consists of LF, DOnly and fluorescent impurities similar to the free donor dye. 

First of all, we see that at 25 mM NaCl the three species displayed slightly different diffusion 

times increasing in the order FRET (HF+MF), LF+DOnly and free DNA. In contrast to free 

DNA, the nucleosomal species display a high-amplitude correlation term on the microsecond 

timescale. Even though we cannot assign this term to any particular process, we considered it 

as a signature that indicates that the LF species is distinct from free DNA, thus probably still 

associated with remaining histones.  

Studying the NaCl dependence of the diffusion times in Fig.5B, we could refine our view 

about the different species (zoomed views are shown in S.Fig. 10). The diffusion times of the 

FRET species (mixture of HF and MF) stayed constant at all NaCl concentrations suggesting 
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that the structural features did not change significantly before disassembly. Moreover, the fact 

that the diffusion times were independent of the relative fractions of HF and MF (see Fig. 4B) 

indicated that MF has a hydrodynamic shape similar to a complete HF nucleosome even 

though the DNA is more loosely bound. We associated this species with an incomplete 

nucleosome. 

At 5 mM NaCl the LF+DOnly subensemble diffuses faster than all other species, including 

the compact nucleosome. This finding is inconsistent with the notion of an extended DNA 

structure: due to its larger hydrodynamic radius, a very open 170 bp DNA should diffuse 

more slowly than the nucleosome. Since LF becomes the dominant species with increasing 

NaCl concentration (Fig. 4B), we must conclude that the fast-diffusing contribution at low 

salt is caused by minor DOnly like contaminations that are masked at higher salt by the 

dissociated nucleosomal DNA. Since the diffusion time of the LF+DOnly subensemble 

approaches that of free DNA for medium salt and slightly exceeds it at high salt, we 

consequently propose a subspecies lacking histones referred to as broken nucleosome (Fig. 7). 

At high salt concentrations it is likely that the LF populations include also a large fraction of 

free DNA as the amplitude of the µs bunching term in the autocorrelation function drops 

continuously. 

2.6 A geometric model for nucleosome disassembly explains the broad distribution of 

FRET species. Nucleosome destabilization at higher salt concentrations and high dilution can 

be suppressed by adding an excess of unlabeled mononucleosomes (Fig. 6A). At higher 

nucleosome concentrations the most abundant species is the compact nucleosome which 

corresponds to the HF species (red line in Fig. 6B right histogram); dilution causes an 

increase of the MF species (orange line in Fig. 6B left histogram) without changing the DA 

distances. A similar redistribution between more closed and opened nucleosome structures as 

a function of concentration was observed earlier, measuring the distances between dyes 

positioned at the ends of the same DNA 24. This confirms the observation in Fig. 4 that a 
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dynamic equilibrium between different nucleosome species exists where the DNA dissociates 

stepwise.  

Therefore, we established a geometric model based on the crystal structure and the dye 

positions in Fig 1B to describe the FRET species during nucleosome disassembly (see caption 

of Fig. 6C, for further details see S.I., section 2.7). In order to compare theory and 

experiment, FRET efficiency histograms were computed. In the model of the nucleosome 

with an effective R = 40 Å the nucleosomal DNA (black line) is wrapped around a cylindrical 

histone core. The discrete model accounts for the fact that DNA dissociates stepwise at 

defined “contact points” (crossed spheres in Fig. 6) from either end. The nucleotide bases that 

form contact points are selected according to their proximity to the core. From the X-ray 

structure 12 contact points C were identified within 4 Å shell from the core (as summarized in 

S.Table 6). DNA is therefore assumed to dissociate in steps of 10 to 11 basepairs. Detached 

part(s) of DNA are assumed to be straight and tangential to the nucleosome core at the 

detachment point(s). For simplicity, all combinations of dissociated contacts of the donor and 

acceptor arm are considered to be equally probable. There is no doubt that in reality this 

assumption may be violated. However, this will change only amplitudes but not the positions 

of the FRET peaks in the histograms. Fig. 6D shows the computed FRET histogram for 

nucleosome intermediates with partly dissociated DNA, where one to eight contact points are 

broken; these intermediates are also listed in S.Table 8. Three peaks are clearly visible, for 

which the predicted FRET efficiencies nicely agree with those values measured for the LF, 

MF and HF species. If one distinguishes between different numbers of broken contact points, 

it is evident that for small numbers mainly two narrow distributions of FRET species are 

expected (Fig. 6E). For a larger number of broken contact points (Cbroken > 4) a broad E 

distribution is expected ranging from LF to HF (Fig. 6F). Fig. 7 shows a cartoon of all 

possible disassembly intermediates based on the geometric model. It turns out that not only 

the level of FRET efficiency is characteristic but also the width of the individual FRET 
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distributions. Depending on the progress of disassembly the width of the corresponding FRET 

efficiency distributions of the species LF, MF and HF can be either narrow (n) or broad (b), 

i.e. a HF signal is not per-se indicative for an intact nucleosome. Thus, the width of the FRET 

peak, the presence of other FRET species and the measurement conditions are essential to 

identify the nucleosome species. 

Finally it is important to note, that a geometric model with quasi-continuous dissociation steps 

of one-base size can not reproduce the characteristic E peaks of LF and MF (see S.Fig. 6).  

2.7 The incomplete and broken nucleosome. Besides the prediction of the geometric model 

there is also multiple experimental evidence that the MF species (RDA ~ 63 Å, E = 0.31) 

represents an intermediate during the dissociation process, based on the following 

observations: (I) The increased dissociation rate at higher salt concentration indicates a less 

stable conformation, (II) under quasibulk conditions this population is only a minor species as 

compared to the intact nucleosome while at pM concentrations it compries the majority of 

nucleosomes, (III) the structure is still quite compact with hydrodynamic properties similar to 

the intact nucleosome (Fig. 5B). 

Our data agree with the idea that nucleosome dissociation is initiated by release of an 

H2A/H2B dimer, probably facilitated by transient unwrapping from one DNA end, a process 

shown to occur in nucleosomes with apparent lifetimes of the unwrapped state of 100-250 ms 

21,22,40. If during this time the dimer (partially) dissociated from the histone core, a rewrapping 

of the DNA may be prevented, leaving several tens of basepairs exposed. Assuming that the 

DNA stays fully attached to the remaining hexamer, the geometric model predicts an average 

FRET efficiency E  0.32 which is in very good agreement with experimental E  0.31. 

A distance change of 9 Å could also result from a simple twist motion of the DNA along the 

intact octamer by 1 or 2 bp while still forming a closed conformation. Such twist defects are 

currently discussed as a potential mechanism for mobilization of nucleosomes 41,42. Such a 

twisted but closed conformation is likely to have a similar stability w.r.t. salt concentration 
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and would not account for the observed increased rate of dissociation of the MF state. Thus, 

the reduction of DNA bending due to partial dissociation from the histones is the only feasible 

way for a limited increase of the DA distance (Fig. 5C).  

One possible species of the broken nucleosome may be a tetrasome, where both H2A/H2B are 

dissociated; the (H3H4)2 tetramer remains attached to the DNA, most likely at the innermost 

20-30 bp centered around the dyad axis. Crystallographic data 6 and force rupture experiments 

43 showed these sites to harbor the most intense DNA-histone interactions.  

 

Conclusion 

  

By FRET in confocal single molecule detection, we show that mononucleosome populations 

contain four separable molecular subspecies differing in FRET efficiency (HF, MF, LF and 

DOnly). An analysis of the salt-dependent stability of the subpopulations allows us to identify 

these subspecies with steps on the pathway of nucleosome disassembly, which might occur by 

partial dissociation after opening from one of the linker DNA ends. Such transient opening is 

also suggested by recent simulations of nucleosome dynamics on a ten-microsecond time 

scale, using a coarse-grained model developed by one of the authors 44. While the single-

molecule FRET experiments shown here reveal details on the structure of nucleosomes in free 

solution that could not be achieved by other means so far, these experiments have just opened 

the route for a much more detailed mapping of nucleosome and chromatin structures, which 

will be done by labeling histone proteins and systematic variation of label positions.  

 

Materials and Methods 

Preparation of labeled nucleosomes. Mononucleosomes were reconstituted by salt dialysis 

from a fluorescently double labelled 170 bp long DNA fragment containing a positioning 
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sequence (Selex 601) and recombinant X.laevis histones. The labels are positioned at 33 bp 

(Alexa 594) and 45 bp (Alexa 488) from the both ends: far enough from each other to avoid 

FRET signal in free DNA and close to each other wound around the histone core in the 

nucleosome to give a measurable FRET signal. Only samples yielding more than 80% 

nucleosome were accepted. Details of the preparation and controls can be found in 23 and in 

the S.I. section1.1  

 

Single-molecule fluorescence spectroscopy. All measurements were performed at 20 °C in 

TE buffer (10 mM Tris, 0.1 mM EDTA pH=7.5) supplemented with 0.1 g/l BSA, 1 mM 

ascorbic acid with NaCl concentrations as indicated. Experiments were essentially performed 

as in 29,45(for details see S.I. section 1.2). 
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Figure 1.  

(A) Nucleosomal DNA in extended conformation. The conformational space of the D and A 

dyes obtained by MD simulations is shown in green and red respectively. (B) Structure of a 

nucleosome. The first three structures from the left show different views of the nucleosome 

(crystal structure 1KX5 from the RCSB protein Data Bank, only the histone core is 

considered while lateral chains extending over the DNA were cut)6. The histone octamere is 

depicted in pink while the nucleosomal DNA duplex is represented in blue colours. The 

fourth structure of 1B is an alternative representation of the third view where the dye 

distributions are replaced by their centers of mass with the corresponding interdye distance. 

The planes of the nucleotide bases linked to the dyes are depicted in white. 

 
Figure 2.  
 
MFD plots of single nucleosomes at different NaCl concentrations. (A-B) Nucleosomes at 

5 mM NaCl and 50 mM NaCl. The ratio of the signal in the green channel, SG, to the signal in 

the red channel, SR, is plotted versus lifetime of the donor in presence of the acceptor, τD(A), in 

the left panel, and versus the measurement time in the right panel. (C) Nucleosomes at 5 mM 

NaCl. In the upper panel, FRET efficiency is plotted versus lifetime of the donor in presence 

of the acceptor, τD(A). FRET efficiencies obtained from raw signals S by correcting for green 

and red background (BG = 2.3 kHz, BR = 1.2 kHz), spectral crosstalk (α = 0.07), detection 

efficiencies (gG /gR = 0.58), direct excitation of the acceptor (DE = 1.35 kHz), quantum yield 

of the donor in the absence of the acceptor (ФFD(0) = 0.70) and quantum yield of the acceptor 

(ФFA = 0.70) (see supplementary information, Eq.6b). The red overlaid line is calculated from 

the empirical equation E = 1-(0.00479+0.4813τD(A)+0.26694τ2D(A)-0.03435τ3D(A)) / τD(0), where 

τD(0) = 4.1 ns is the donor lifetime in absence of acceptor, the equation is a modification of the 

theoretical equation E = 1- τD(A) / τD(0) and is needed to take into account the dye movement 

due to the flexible alkylchains in the linkers (SI section 2.2). In the lower panel, donor 
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anisotropy, rD, is plotted versus donor lifetime, τD(A), together with an overlaid curve 

computed from the Perrin equation rD= r0 /(1+τD(A) / ρD), using a value for fundamental 

anisotropy of r0 = 0.37 and a mean rotational correlation time, ρD, of 1.16 ns.  

 
Figure 3. Stability of HF and MF species. PDA of the FRET efficiency of nucleosomes at 25 

mM NaCl (A, complete measurement of 3840 seconds, C, first 306 seconds, D last 206 

seconds) and free DNA in 5 mM NaCl (B) with the data histogram (grey) obtained using time 

intervals of 3 ms. The black bold line is the fit to a four state model accounting for HF, MF, 

LF, DOnly (red, orange, blue and green line, respectively). The fit includes also corrections 

for the simultaneous transit of more than one molecule in the detection volume (contribution 

not shown, for details see supplemental Fig. 2). Weighted residuals of the fit are displayed on 

top of each E histogram. One-standard deviations were determined by reduced chi-square 

surfaces. Using Gaussian distributions for the FRET species the following mean distances 

RDA, half widths HW and fractions xi have been obtained. The corresponding DA distance 

distributions of the HF and MF populations are displayed in the right sub-panel.  

(A): HF (RDA = 54.0 ± 0.4 Å, HW = 3.0 ± 0.3 Å, xHF = 0.26  0.03), MF (RDA = 63.1 ± 0.4 Å, 

HW = 3.2 ± 0.3 Å, xMF = 0.19  0.03) and LF (RDA = 119 ± 2 Å, HW = 31± 2 Å, xLF = 0.47  

0.04). The DOnly species is described by E = 0 and xDOnly = 0.08  0.01. The residuals of the 

fit to a 3 and 4 state model are shown for comparison. (B): Free DNA was fitted with a simple 

two-state model consisting of D-only and LF: LF (RDA = 103 Å, HW = 18 Å, xLF = 0.89 ). 

The DOnly species is described by E = 0 and xDOnly = 0.11. In panel B the shaded area 

represent the distances RDA>2R0. (C and D): For the fit of time segments mean distances and 

half widths were fixed to the values obtained for the complete measurement and only the 

fractions were allowed to vary: (C) xHF = 0.29, xMF = 0.35, xLF = 0.27, xDOnly = 0.09, (D) xHF = 

0.24, xMF = 0.15, xLF = 0.56, xDOnly = 0.05. (E) Reduced chi-square surfaces for the PDA fit in 

panel A. In these plots reduced chi-square is plotted as a function of two fit parameters at the 
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time. The red lines delimit 68 % confidence intervals (corresponding to 1), that is, where r
2 

is lower than 1.45 (for further details see supplementary information 2.4.1). 

 
Figure 4.  

(A) Time evolution of three different species (HF, MF, LF) present in solution as obtained by 

PDA (e.g. Fig. 3A, B) for different NaCl concentrations. The solid lines are fits using Eq. 19 

(supplementary information, section 2.5.3) with the results listed in supplementary tables 11 

and 12 (supplementary information section 3.4). (B) Plot of the equilibrium fractions of HF, 

MF and LF (DOnly not shown) as a function of NaCl concentration. 

 
 
Figure 5.  

Subensemble-filtered FCS. (A) FCS curves for free DNA (black), LF+DOnly (green) and 

HF+MF (red) species at 5, 12.5, 25 and 100mM NaCl. (B) Characteristic FCS diffusion 

times, tDiff, of free DNA (black), HF+MF (red) and LF+DOnly (green), as a function of NaCl 

concentration obtained by fitting the curves by Eq. 19 (supplementary information section 

2.5).  

 

 

Figure 6.  

Unfolding of nucleosomes. (A) Concentration dependent stability of mononucleosomes at 100 

mM NaCl as a function of total nucleosome concentration. For each data point 50 pM of 

labeled nucleosomes were mixed with unlabeled 601 nucleosomes to obtain the final 

concentration 24. The fractions of the different nucleosomal species were computed through 

PDA fit. The red line is the fit to a single exponential growth term: y = 0.98786-0.26216exp(-

x/1.08284). (B) Three representative FRET efficiency distributions are shown for 60 min 

measurement time: 0.05, 0.7 and 3 nM nucleosomes. The fit (black line) of the experimental 



 22

FRET efficiency distributions (grey histograms) is decomposed in its components, HF (red 

line), MF (orange line) and Free DNA (blue line). PDA fit of free DNA (data not shown) 

showed that FRET efficiency distribution is the sum of two populations, DOnly, 

corresponding to a single distance with RDA→∞, and LF, corresponding to Gaussian 

distribution of distances with RLF = 75.1 Å and HWLF = 10.3 Å. DOnly and LF distance and 

HW were fixed in the PDA fit of nucleosomes and only the fractions were allowed to vary. 

HF FRET efficiency distribution was estimated from the measurement at 3 nM nucelosomes 

and corresponds to a gaussian distribution of distances with RHF = 54.5 Å and HWHF = 3.02 

Å, these values were kept fixed for the other concentrations and only the HF fraction was 

allowed to vary. The results for the fits reposted in 2B are: 0.05 nM) RMF = 57.3 Å, HWMF = 

12 Å, xMF = 0.61, xHF = 0.05, xLF = 0.24, xDOnly = 0.10; 0.7 nM) RMF = 53.6 Å, HWMF = 9.4 Å, 

xMF = 0.47, xHF = 0.25, xLF = 0.20, xDOnly = 0.08; 3 nM) RMF = 52.5 Å, HWMF = 8.7 Å, xMF = 

0.27, xHF = 0.61, xLF = 0.07, xDOnly = 0.04 (C) Geometric model for the unfolding of a 

nucleosome, top and side view. DNA is represented in black, histones in pink, contact points 

with circled crosses, donor and acceptor dye in green and red respectively. In the top view, the 

semi-transparent red circle represents the position in which the acceptor dye would be in the 

case that DNA is completely wound around the histone core. Model parameters: Effective 

nucleosome radius R = 40 Å, rise per turn z = 45 Å, 80 base pairs per nucleosome turn, 

DNA length of 170 base pairs, donor dye position at 46.5 base pairs, acceptor dye position 

136.5 base pairs, scaled Förster radius ßR0 = 61.2 Å with ß = 1.1 (for further details see 

supplementary information, section 2.7). Unfolding of nucleosomes. (D - F) Possible FRET 

efficiency values as calculated from the geometrical model of the nucleosome unfolding: (D) 

all possible values, (E) values obtained for the loss of up to 4 contact points, (F) values 

obtained for the loss of at least 4 contact points.  
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Figure 7.  

Sketches of the possible nucleosomal species. Nucleosomes lacking one H2A/H2B unit are 

indicated as Incomplete, while nucleosomes lacking more than one H2A/H2B units are 

indicated as Broken. Depending on the progress of disassembly the width of the 

corresponding FRET efficiency distributions of the species LF, MF and HF can be either 

narrow (n) or broad (b). 
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Supplementary information 

 

1. Supplementary Materials and Methods. 

1.1 Samples.  

Mononucleosomes were reconstituted on a 170 bp long DNA fragment containing the SELEX 

601 positioning sequence 1 and unmodified recombinant X. laevis histones. The details of the 

preparation can be found in2. DNA fragments were prepared by PCR using primers labeled 

with Alexa488 and Alexa594 (Purimex, Grebenstein, Germany) and the PCR Master Kit from 

Promega (Madison, WI, USA). The template pgem3z601 was kindly provided by Jon Widom 

from Northwestern University. The primers were: 

5’-catgcacaggatgtatatatctgacacgtgcct(Alexa594)ggagac-3’ and 

5’-accctatacgcggccgccctggagaatcccggtgccgaggccgct(Alexa488)caattg-3’. 



 2

Both fluorophores were attached via aminolink-c6 linkers. In the intact nucleosome both 

fluorophores are located on opposite turns of the two superhelical DNA gyres (see Fig. 1A). 

The complete sequence can be found in our previous work 3.  

After PCR DNA was purified by isopropanol precipitation and gel filtration with NAP-5 

columns (Pharmacia), concentrated to 0.1-0.5 mg/ml in TE (10 mM Tris, 0.1 mM EDTA, pH 

7.5) in a vacuum centrifuge and checked on an 8 % polyacrylamide gel and with absorption 

spectroscopy.  

Preparation of recombinant X. laevis histone octamers followed the procedure described in 4,5. 

Nucleosomes were reconstituted by mixing labeled DNA and histone octamer at a molar ratio 

of 1:1.4 in  TE, pH 7.5 and 2 M NaCl. Salt step dialysis was carried out at 4° C with steps of 

1.8 M, 1.4 M, 1 M, 0.8 M, 0.6 M, 0.4 M, 0.2 M, 0.1 M for 50 minutes each. Nucleosomes 

were finally dialysed against 5 mM NaCl over night. Reconstitution efficiency were checked 

by quantitative agarose gel electrophoresis to measure bound to free DNA ratio and yielded 

typically >80 % intact nucleosomes. Nucleosome positioning properties were checked on a 

native polyacrylamide gel and with restriction analysis as described in 3. 

 

1.2 Measurement conditions of single-molecule multiparameter fluorescence detection. 

The experiments were carried out with a confocal epi-illuminated set-up 6. The fluorescently 

labelled complexes were excited by a linearly polarized, active-mode-locked Argon-ion laser 

(476 nm, 73 MHz, 150 ps). The laser was focused into the dilute solution (< 50 pM) of 

labelled nucleosome complexes by a 60x water immersion objective. Each molecule generates 

a brief burst of fluorescence photons as it traverses the detection volume. This photon-train is 

divided initially into its parallel and perpendicular components via a polarizing beamsplitter 

and then into a wavelength ranges below and above 595 nm. Additionally, red (HQ 630/60 

nm) and green (HQ 520/66 nm) filters were in front of the detectors ensure that only 

fluorescence photons coming from the acceptor (Alexa 594) and donor (Alexa 488) dyes are 
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registered. Correction factors l1 = 0.0308 and l2 = 0.0368 are used to account for the mixing of 

polarization by the microscope objective and G-factors (GGreen = 0.989 for the green channels 

and GRed = 1.120 for the red channels) are applied to compensate for the slightly different 

detection efficiency of the two polarization components. Detection is performed using four 

avalanche photodiodes (SPCM-AQR-14, Laser Components, Germany, for the red channels, 

and PDM050CTC, MPD, Italy, for the green channels). The signals from all detectors are 

passed through a passive delay unit and two routers to two synchronized time-correlated 

single photon counting boards (SPC 132, Becker and Hickl, Germany) which are connected to 

a PC. Fluorescence bursts are distinguished from the background of 3-3.5 kHz by applying 

certain threshold intensity criteria (0.1 ms interphoton time, 150 photons minimum per burst 

6.) 

 

2. Supplementary Theory for FRET Analysis. 

2.1 Calculation for FRET Parameters. 

FRET occurs between two fluorophores when the emission spectrum of an excited donor (D) 

fluorophore overlaps with the absorption spectrum of a nearby acceptor (A) fluorophore. The 

efficiency, E, of FRET depends strongly on the interdye distance RDA and the Förster radius, 

R0 (eq. 1)7.  
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E DA          (eq.1) 

Each fluorophore pair has a characteristic Förster radius, R0, which accounts for the system 

properties. It is calculated in [Å] by   614
)0(

2
0 )(  nJcR FDFT  . J(λ) is the overlap integral 

of the donor emission with the acceptor absorption spectrum with the units [M-1 cm-1 nm4], κ2 

accounts for the relative orientation of the donor and acceptor (usually assumed to be 2/3), 

ΦFD(0) is the donor fluorescence quantum yield in absence of transfer, and the n refractive 
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index of the medium (n = 1.33). For the given units the constant cFT equals 8.79 10-5 mol. For 

the Alexa488-Alexa594 pair in water we estimated R0 = 55.6 Å.  

The efficiency of energy transfer is related to fluorescence lifetimes through 8,9 

)0(

)(1
D

ADE



           (eq.2) 

Energy transfer efficiency is experimentally calculated from the fluorescence intensity of the 

donor, FD, and acceptor, FA, (eq.3) 

)0(

)0(

FDAFAD

FDA

FF

F
E




         (eq.3) 

where ΦFD(0) is the donor fluorescence quantum yield without acceptor and ΦFA is the 

acceptor fluorescence quantum yield. 

To obtain fluorescence intensity of donor and acceptor, the signal intensities (SG and SR) were 

corrected for mean background counts (typically between 2-2.3 kHz for the green channels, 

BG (donor), and 1-1.2 kHz for the red channels, BR (acceptor)), spectral crosstalk, α 

(0.07), direct excitation of the acceptor, DE (1.35kHz) and the ratio of the detection 

efficiencies, g, between the green and red channels (gG/gR = 0.58) (eq. 4). 
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      (eq.4) 

Fluorescence lifetime is determined for each burst in two steps: (i) by generating a histogram 

of photon arrival times, and (ii) by fitting the histograms to a single exponential using a 

maximum likelihood estimator and iterative convolutions to account for the scatter 

contribution 6. The lifetime of the donor dye (D(0)) coupled to the nucleosomal DNA in 

absence of the acceptor was determined to be 4.1 ns. 

 



 5

2.1.1. Calculation of expected FRET efficiency by using MD simulations 

Molecular dynamics (MD) simulations provide “clouds” of possible positions of the dyes10, 

see also Section 2.6. From these data it is possible to calculate the mean position FRET 

efficiency, Emp, as: 

66
0

6
0

mp
mp RR

R
E


          (eq.5) 

However, due to the flexibility of the fluorophore linker Rmp is not directly accessible in 

FRET experiments. What is measured in the experiment is the isotropic average FRET 

efficiency 10, 
iso

E , that is the average over all FRET efficiencies  calculated from all the 

possible donor-acceptor distances Ri. Using the the Förster radius R0 iso
E  is calculated as:  

66
0

6
0

i
iso RR

R
E


          (eq.6) 

 

2.2 Dye linker flexibility. 

In the case of a dynamic system, in which a molecule during the transit in the focus can 

switch between different states, each characterized by a transfer efficiency E, the lifetime 

calculated by the Maximum Likelihood Estimator (MLE) 11 is a fluorescence intensity 

weighted average lifetime: 

 i iiaave a  ,   with  



i ii

ii
i x

x
a




      (eq.7) 

In equation 7, τi is the fluorescence lifetime of the i-th state and xi the fraction of time the 

molecule spends in the i-th state. On the other hand E is a species weighted average: 

 i iixave ExE ,          (eq.8) 

where Ei is the FRET efficiency of the i-th species. 
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For this reason, in presence of dynamic processes equation 2 does not hold anymore and a 

correction must be performed. In our nucleosome measurements we observed a deviation 

from the behaviour of equation 2 that could be easily explained with a dynamic fluctuation of 

distances. We interpreted this fluctuation as the effect of dye linker flexibility. To test this 

hypothesis we first considered that each mean distance RDA appears in reality as two distances 

 RDA ± σ, where σ (= 6Å) is the displacement due to the linker flexibility. The value of σ = 6Å 

is consistent with the results of bulk TCSPC measurements on shorter DNA fragments 

(unpublished results). Then from the two distances we calculated the fluorescence weighted 

average and the species weighted average,  i iixave x  , (that would satisfy equation 2). 

Finally we plotted the species weighted average as a function of the fluorescence weighted 

average (Supplementary Figure 1). 

0 1 2 3 4
0

1

2

3

4

 

Supplementary Figure 1. Fluorescence lifetime correction. Species-averaged lifetime is 

plotted as a function of fluorescence-averaged lifetime, black line. The red line represents the 

fit to a third order polynomial. The dashed line, ave, a = ave, x, is used to show the zone where 

the two lifetime averages differ the most. 

By a polynomial fitting we obtained an equation that would convert one average into the other 

(eq.7) 
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3
,

2
,,, 0.03435-0.266940.48130.00479 aaveaaveaavexave      (eq.9) 

and substituted it into equation 2 

)0(

3
,

2
,, 0.03435-0.266940.48130.00479

1
D

aaveaaveaaveE


 
    (eq.10)  

 

2.3 Probability distribution analysis (PDA). 

As shown by Antonik et al.12, PDA can be simplified if each fluorescence burst is first divided 

into bins of equal length, i.e., time windows. Working with such time windows allows us to 

study the probability distribution without taking into account the distribution of observation 

times that arise due to the diffusion of the molecule through the focus. In order to handle 

properly multi-molecular events 13, we analysed the entire photon stream without applying 

any burst selection beforehand. In addition, each data set was studied by globally fitting time 

windows of two different lengths, 1ms and 3ms. 

 

-5
0
5

0.0 0.5
0

2

4
 MM

 Fit
 Exp. Data  DOnly

 LF
 MF
 HF

 

F
re

q
u

e
n

c
y 

(%
)

E

w
. r

es
.

60 80
0

1

2

3

4

 

F
re

q
u

en
cy

 (
%

)

R
DA

 [Å]

A

 

-5
0
5

0.0 0.5
0

2

4
 Fit

 MM

 DOnly
 LF
 MF
 HF

 Exp. Data

 

F
re

q
u

e
n

c
y

 (
%

)

E
FRET

w
. r

es
.

60 80
0

1

2

3

4

 

F
re

q
u

e
n

c
y

 (
%

)

R
DA

 [Å]

B

 

Supplementary Figure 2. Global PDA fit. FRET efficiency histograms for nucleosomes at 

25 mM NaCl are displayed for time windows of 3ms (A) and 1ms (B). The two datasets are fit 

with the same parameters. The black bold line is the fit to a four state model accounting for 

HF, MF, LF and DOnly (red, orange, blue and green line, respectively). The fit includes also 

the simultaneous transit of more than one molecule in the detection volume, multi-molecular 

events MM (light magenta line). Using Gaussian distributions for the FRET species the 

following mean distances RDA, half widths HW and fractions xi have been obtained: HF (RDA 
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= 54.0 Å, HW = 3.0 Å, xHF = 0.26 ), MF (RDA = 63.1 Å, HW = 3.2 Å, xMF = 0.19) and LF 

(RDA = 119, HW = 31 Å, xLF = 0.47). The DOnly species is described by E = 0 and xDOnly = 

0.08. The HF and MF populations are displayed in the right sub-panel. Weighted residuals of 

the fit are displayed on top of each E histogram. 

 

Both time windows are fitted equally well using the same set of parameters, therefore we can 

exclude the presence of dynamical processes with timescale comparable to the dwell time of 

the nucleosome in the focus. 

Histograms of donor-acceptor distances, RDA, and FRET efficiencies, E, were calculated from 

experimental data sets according to equations 3 and 11 14 

6
1

)0(
0 















AFD

DFA
DA F

F
RR         (eq.11) 

Fits to experimental histograms were generated by applying equations 3, 4 and 11 to 

theoretical distributions P(SG, SR) which were calculated using the reported PDA theory 12,15. 

The use of RDA histograms allows for visual comparison of deconvoluted distance 

distributions and original shot-noise broadened data. In terms of accuracy of the analysis the 

choice of 1-D histogram parameter (e.g. SG/SR ratio, FRET efficiency or apparent donor-

acceptor distance) has only a negligible effect 15.  

The experimental histograms were fitted using software developed in-house, using a four-

state model to account for donor only species and the three FRET species (LF, MF and HF). 

A single-distance model was not sufficient to describe the FRET states; this could be due to 

numerous experimental artefacts 12,16 and/or complex acceptor dye photophysics. Thus, each 

FRET state was fitted using an (apparent) Gaussian distribution of distances, with a mean of 

RDA (center of the Gaussian distribution) and a half-width of HW. 

 

2.3.1 Correction of PDA model functions for the presence of direct excitation 
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Let us assume that the direct excitation probability is pDE as shown in Supplementary Figure 3 
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Supplementary Figure 3. Excitation and emission pathways entering the PDA model 

function, eq. 12 

 

 

Supplementary Figure 3 shows all processes considered in PDA together with their 

probabilities. It follows directly from Supplementary Figure 3 that a probability of a detected 

photon being green is 
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 (eq.12) 

Equation 12 replaces equation 3 in ref 13. 

 

2.4 Confidence intervals estimation in PDA. 

2.4.1 Chi-squared surfaces. 

r
2 – surfaces represent 2D plots of the reduced chi-squared values r

2) against any two fit 

parameters while keeping other parameters fixed at their optimal values 17. Assuming no or 

little correlation between the two plotted and remaining fit parameters (which might not be 

the case, see next subsection), r
2 – surfaces allow for estimation of error intervals 17.  
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Supplementary Figure 4. r
2 – surfaces. r

2 – surfaces calculated for nucleosomes at 25 mM 

NaCl. In these plots reduced chi-square is plotted as a function of two fit parameters at a time. 

The red lines delimit 68 % confidence intervals (corresponding to 1), that is, where r
2 < r

2
, 

fit + (2/Nbins)
1/2 = 1.28 + 0.17 = 1.45, where r

2
, fit is the reduced chi-square obtained by the fit 

and Nbins is the number of fitted histogram bins (Nbins = 71 and r
2

, fit = 1.28).  

 

2.4.2 Error limits for multiple parameters. 

Alternatively, we varied all free fit parameters of the fit in a random manner. The r
2-value 

was calculated at 10000 to 50000 random points yielding 20-1000 points with r
2-values 

within (2/Nbins)
1/2 of that of the optimal fit 18. Parameter intervals where such fits were 

possible were assigned as confidence intervals, as presented in Supplementary Table 1 for the 

case of 25 mM NaCl. Other data sets discussed in the main text were of comparable data 

quality and there was therefore no reason to expect significantly different error limits. In most 

of cases the presented error limits are consistent with those obtained from r
2 – surfaces. 
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Supplementary Table 1. Confidence intervals calculated for nucleosomes at 25 mM 

NaCl, as described in Section 2.4.2 

Parameter Mean  
standard de-
viation 

Relative 
Error [%] 

Species: HF    
RDA [Å] 54.0  0.4 0.7 
HW [Å] 3.0  0.3 10 
x  0.26 0.03 12 
Species: MF    
RDA [Å] 63.1 0.5 0.8 
HW [Å] 3.2 0.3 9 
x  0.19 0.03 12 
Species: LF    
RDA [Å] 119 2 1.7 
HW [Å] 31 2 6.5 
x  0.47 0.04 8 
Species: DOnly    
x 0.08 0.01 13 
 

2.4.3 Systematic errors due to crosstalk and direct excitation. 

The spectral crosstalk (eq. 12) and the direct excitation (eq. 12 and Supplementary Figure 3) 

significantly contribute to the red signal. To investigate the influence of these parameters on 

fit results, we fixed the values of crosstalk and direct excitation probability at “wrong” values 

(Supplementary Tables 2 and 3) and fitted the data as usually. Supplementary Tables 2 and 3 

make it clear, that a 10 % relative systematic error in crosstalk and direct excitation would 

result in approximately 6 Å and 4 Å errors in the longer distance RDA (i.e., that of LF species), 

respectively. The effect of crosstalk and direct excitation on the parameters of HF- and MF-

states is much less pronounced. 
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Supplementary Table 2. Systematic errors due to direct excitation. 

Direct excitation probability pDE 0.0315  0.035 (used in fits) 0.0385 

RDA (Å) 115 119 126 

HW(Å) 28.4 30.8 33.8 

 

Supplementary Table 3. Systematic errors due to crosstalk. 

Crosstalk  0.063 0.07 (used in fits) 0.077 

RDA (Å) 116 119 123 

HW(Å) 29.1 30.8 32.4 

 

 

 

2.4.4 Distances beyond the FRET range. 

In some cases, PDA fits produce mean distances well beyond the maximum distance 

measurable by FRET. The error analysis suggests however relatively high accuracy of a few 

angstrom (Supplementary Table 1). Intuitively this seems to be conflicting with the well-

known conception of the distance range accessible to FRET being roughly within 0.5R0 to 2R0 

19. 

To explain this fact one should notice that the modelled distance distributions are so broad 

that the mean FRET efficiency is actually measurable. Supplementary Tables 4 and 5 

illustrate this effect for RDA = 120 Å and half width HW = 30 Å. It is clear that, despite a very 

large absolute value of RDA, small changes in either mean or width of the distance can change 

the average FRET efficiency E by 1-2 %, which is easily detected by PDA12. 
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Supplementary Table 4. Mean FRET efficiencies calculated for constant RDA = 120 Å 

and various distribution half-widths (HW). 

HW [Å] E 

20 0.019 

25 0.029 

30 0.043 

35 0.060 

40 0.081 

 

Supplementary Table 5. Mean FRET efficiencies calculated for constant HW =30 Å and 

various RDA. 

RDA [Å] E 

110 0.071 

115 0.055 

120 0.043 

125 0.033 

130 0.025 

 

 

Considering a Gaussian distribution of distances P(rDA) with a mean (centre) distance RDA and 

a half width HW, the mean FRET efficiencies E in Supplementary Tables 4 and 5 were 

calculated according to equation 13 

  DA
DA

DADA
DADADA dr

Rr
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drrErPE
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00 )/(1
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
 (eq.13) 
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2.5 Species selective filtered fluorescence correlation spectroscopy (fFCS). 

Fluorescence correlation spectroscopy, FCS, is a powerful method to determine the diffusion 

time of a fluorescently labelled molecule and study all those processes that lead to a 

fluctuation in the fluorescence signal. In the absence of interactions between the fluorophore 

and the molecule to which it is attached, Alexa488 and Alexa594 dyes have a correlation 

curve that can be explained only in term of translational diffusion and triplet formation: 
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  (eq.14) 

where N is the average number of molecules in the detection volume, tDiff the diffusion time, 

z0 and ω0 the 1/e2 radii in the axial and radial direction respectively, T the amplitude of the 

triplet, tT the characteristic time of the triplet.  

Knowing the shape and size of the focal volume, it is possible to calculate the diffusion 

coefficient, D, as: 

Dt
D




4

2
0

          (eq.15) 

By fitting equation 14 it is possible to know the average number of molecules present in the 

focal volume, however, in the case FCS performed at single molecule concentration, the 

presence of scatter photons influences the amplitude of the correlation curve leading to an 

incorrect evaluation of N 6. 

When more than one FRET species are simultaneously present in solution, equation 14 does 

not hold anymore. For a mixture of species, in fact, the correlation function becomes: 
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where xi is the fraction of the ith species, Qi is its brightness, and  Ci tG2  its normalised 

correlation function. In this case, even knowing exactly the brightness of each species, it will 

be very difficult to sort them correctly if their diffusion times do not differ significantly. 

To solve this problem Enderlein and co-workers 20-22 have suggested using the fluorescence 

lifetime decay pattern of the different species to build filters that will attribute to each photon 

a certain likelihood, even negative, that said photon belongs to a determined species. By 

applying the filters only those photons will be correlated that belong to the same species; and 

by using the instrumental response function as an additional pattern it is possible to eliminate 

the contribution of scattered photons and compute the correct correlation amplitudes even at 

single molecule concentrations. 

 

2.5.1 Building the filters. 

For simplicity, we consider the mixture of two molecular species measured with a confocal 

microscope set-up as the one used for this work (as described in section 1.2). If )(|| i
jp  and )(i

jp  

are the normalized probabilities of measuring a photon of the ith species within the jth 

TCSPC-channel in the parallel and perpendicular polarizations relative to the linearly 

polarized excitation light respectively, then any measured TCSPC decay histogram jH||  and 

jH  of the mixture can be expressed as a linear combination of the decay patterns of the two 

species 
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where )(iw  is the amplitude of the photon count contribution (in photons number) of the ith 

species. Now, as described by Enderlein and co-workers it is possible to build two filter sets 

)(|| i
jf  and )(i

jf , so that 
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where )(|| iw  and )(iw  are the photon count contributions of the ith species in the parallel and 

perpendicular detection channels respectively ( )()()(|| iii www  ), L the total number of 

TCSPC channels, and the brackets denote averaging over an infinite number of 

measurements. The correlation between the different polarisations of the same spectral range 

of the ith species, auto-cross correlation  c
i tG )(
,|| , can be then calculated as 
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where  tS j
  is the fluorescence signal in the jth TCSPC channel of total perpendicular signal 

at measurement time t and  cj ttS ||  is the fluorescence signal in the jth TCSPC channel of 

total parallel signal at measurement time. 

The fluorescence lifetime filters can be devised not only for two different polarisations of the 

same spectral range, but also for any combination of polarisation and spectral range. For this 

work the filters were built using the lifetime pattern of both green and red channels, and the 

correlation was computed only for the parallel polarisation,    c
i

RGRG tG )(
, ||||||||  . 

  

2.5.2 Selecting the species. 

To obtain the decay pattern of the different species we performed sub-ensemble analysis 23 by 

selecting the fluorescence bursts in the τD(A) versus SG/SR 2D plot as the ones in figures 2A and 

2B of the main text. Due to the close similarity between the decay patterns, Donor-only and 

LF are grouped together, and the HF and MF species are grouped in the FRET species. The 

instrument response function was used as additional species to get rid of scatter photons. As 
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an example, in the Supplementary Figure 5 are reported the fluorescence decay filters 

obtained for 5 mM NaCl. 

100 200 300 400
-3

-2

-1

0

1

2

3

4
 LF+DOnly - Green paralle
 LF+DOnly - Red parallelA

100 200 300 400
-3

-2

-1

0

1

2

3

4

FRET - Green parallel
 FRET - Red parallel

B

 

Supplementary Figure 5. Fluorescence decay filters. Filter sets for nucleosomes at 5 mM 

NaCl. (A) LF+DOnly species. (B) FRET species. 

 

 

2.5.3 Fit model. 

The correlation curves obtained were fitted with a model taking into account, translational 

diffusion, triplet formation and an additional correlation term, bunching term, whose nature 

we did not investigate in this work: 
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(eq.19) 

 

where N is the average number of molecules in the detection volume, tDiff the diffusion time, 

z0 and ω0 the 1/e2 radii in the axial and radial direction respectively, T the amplitude of the 

triplet, tT the characteristic time of the triplet, B the amplitude (fraction) of the second 

bunching term and tB the characteristic time of the second bunching term. 
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2.6 Modelling  

2.6.1 Modelling the fluorophore position cloud obtained from MD simulations to the 

nucleosomal DNA structure. 

In order to compare the nucleosome structure with our data, we modelled the fluorophore 

position clouds obtained from the MD simulation of a straight B-DNA 10 to the respective 

bases in the nucleosomal DNA. On a local view, the backbone of the nucleosomal DNA 

shows significant deviation from that of the straight DNA. Thus we aligned the positional 

clouds together with the straight DNA to the nucleosomal DNA by superposing the thymine 

where the fluorophores are bound. After alignment, some of the dye positions fell in the space 

between the DNA and the histone core of the nucleosome and had to be discarded because 

sterically forbidden. The removal of the hindered positions was automated and performed by 

discarding all donor position within 2 Å of the histones and all acceptor positions within 4 Å 

of the histone core. This procedure left 93 % of the original donor cloud and 61 % of the 

original acceptor cloud. Even though the restriction on the acceptor cloud may seem severe, 

the impact on the average orientation of the dye was minimal, and a κ2 = 0.65 was calculated. 

Mean FRET efficiency was calculated by equation 6. 

 

2.7 Geometric model description of nucleosomes 

2.7.1 Continuous model 

We assume that both ends of DNA can partly dissociate from the core as shown in Figure 6. 

The number of dissociated bases from donor and acceptor sides (ND and NA, respectively) can 

be arbitrary provided at least one basepair remains bound. Internal detachment is not 

considered. Detached part(s) of DNA are assumed to be straight and tangential to the 

nucleosome core at the detachment point(s) (see Figure 6, main text). There can be an 

additional constant separation between the DNA loops along the z-axis, z (Figure 6). 
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For simplicity, all combinations of ND and NA are considered to be equally probable. There is 

no doubt that in reality this assumption is violated. However, this will change only amplitudes 

but not the positions of the peaks. 

Unlike the “discrete” model (see next section and main text), the continuous model does not 

produce any MF peak (Supplementary Figure 6), which is clearly inconsistent with our 

experimental data. 
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Supplementary Figure 6. Possible FRET efficiency values calculated by using 

continuous dissociation model (Section 2.7.1, Supplementary Table 7). (A) all possible 

values, (B) values obtained for unwinding of up to 40 nucleic bases, (C) values obtained for 

unwinding of at least 40 nucleic bases. 
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2.7.2 Discrete (contact point) model 

The discrete model accounts for the fact that DNA dissociates stepwise at defined “contact 

points” (see Fig. 6). The bases that form contact points are selected according to their 

proximity to the core. From the X-ray structure 12 contact points have been identified within 

4 Å shell from the core, as summarized in Supplementary Table 6. DNA is therefore assumed 

to dissociate in steps of 10-11 basepairs (cf. Supplementary Table 6).  

 

Supplementary Table 6. Contact points as obtained from the X-ray structure. 

I-strand 

ID 

J-strand 

ID 

mean (I- and 

J-strands) 

relative to 

D dye 

relative to 

A dye 

Absolute 

bp# D side 

Absolute 

bp# A side 

66       

55 59 57 -16  29  

44 49 46.5 -5.5  39.5  

34 38.5 36.25 4.75  49.75  

23.5 27.5 25.5 15.5  60.5  

13 17.5 15.25 25.75  70.75  

2.5 8 5.25 35.75  80.75  

8 2.5 5.25  46.75  91.25 

17.5 13 15.25  36.75  101.25 

27.5 23.5 25.5  26.5  111.5 

38.5 34 36.25  15.75  122.25 

49 44 46.5  5.5  132.5 

59 55 57  -5  143 

 66      
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2.7.3 Model parameters 

We need also to calculate xy- and z-components of the DA-distance vector and the effective 

radius R, which is the distance from the centre of the core to the dye cloud’s centre of mass 

(Fig. 7). From the X-ray structure we estimate the effective radius of about 39-44 Å (40 Å are 

assumed in the simulation) and z of about 45 Å. Assuming another radius R = 45 Å does not 

significantly change the FRET efficiency pattern shown in Figure 6 in the main text. In 

addition, the shifts between the centre of mass of the dye clouds and their respective 

attachment points are taken into account. These shifts are approximately equivalent to a 

displacement of 1.5 basepairs. Other model parameters are summarized in Supplementary 

Table 7. A scaling factor ß = 1.1 for the Förster radius R0 = 55.6 Å is used in the geometric 

model to normalize the experimental FRET efficiency of the compact nucleosome to the 

theoretical one. 

 

Supplementary Table 7. Geometric model parameters. 

Effective radius R, Å 40 

Basepairs per turn 80 

DNA length, basepairs 170 

D dye position, basepairs 46.5 

A dye position, basepairs 136.5 

z (per turn), Å 45 

scaled Förster radius ßR0, Å 61.2 

Scaling factor ß 1.1 
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Supplementary Table 8. FRET efficiency levels and corresponding numbers of broken 

contact points (Cbroken).  

E Cbroken A side Cbroken D side Cbroken total 

0.7116 2 3 5 

0.55 0 0; 1 0; 1 

0.5497 1 3 4 

0.546 0 2 2 

0.5446 1 0; 1 1; 2 

0.5443 2 2 4 

0.5415 1 2 3 

0.536 0 3 3 

0.5353 2 0; 1 2; 3 

0.5024 2 4 6 

0.4495 3 3 6 

0.3628 1 4 5 

0.3374 0 4 4 

0.3238 3 2 5 

0.308 3 0; 1 3; 4 

0.0852 3 4 7 

0.0368 4 2 6 

0.036 4 0 4 

0.036 4 1 5 

0.0249 4 3 7 

0.0038 4 4 8 

 



 23

To easily distinguish the FRET Efficiency groups represented in figure 6, panel E from the 

groups in figure 6, panel F, color coding has been introduced in Supplementary Table 8: 

yellow rows are relative to the MF part of panel E while green rows are relative to the HF 

one. 

 

 

 

3. Supplementary Results 
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Supplementary Figure 8. Acceptor anisotropy of nucleosmes at 5 mM NaCl. (A): 

Anisotropy of the acceptor rA is plotted against lifetime of the donor in presence of the 

acceptor D(A). (B): Anisotropy of the acceptor rA is plotted against signal decay time in the 

red detection channel S(Red).  

 

3.2 PDA fit. 

The results of the PDA fits for nucleosomes at different salt concentrations (see main text 

section 2.2) are reported in the supplementary table 9. 
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Supplementary Table 9. PDA fit.  

HF MF LF DOnly 
Condition 

RDA HW xHF RDA HW xMF RDA HW xLF xDOnly 
χ2 

5mM NaCl 53.4 2.6 0.24 63.1 3.2 0.52 113 39 0.15 0.09 3.18 

12.5mM NaCl 54.3 3.0 0.28 63.7 2.4 0.40 116 34 0.24 0.08 2.42 

25mM NaCl 54.0 3.0 0.26 63.2 1.7 0.19 119 31 0.47 0.08 1.66 

50mM NaCl 55.0 4.7 0.17 64.5 2.0 0.06 115 28 0.66 0.11 2.02 

100mM NaCl 54.4 3.5 0.10 63.2 1.5 0.06 114 29 0.75 0.09 1.46 

Free DNA 
5mM NaCl 

--- --- --- --- --- --- 103 18 0.89 0.11 3.99 

 

Average RHF = 54.2 Å 

Average RMF = 63.5 Å 

 

From the values tabled in Supplementary Table 9 it was possible to calculate (eq. 13) for each 

species the mean FRET efficiency. The values are reported in Supplementary table 10. 

 

Supplementary Table 10. Mean FRET efficiencies of populations presented in 

Supplementary Table 9, calculated by using eq. 13. 

HF MF LF 
Condition 

E E E 

5mM NaCl 0.56 0.32 0.10 

12.5mM 
NaCl 

0.54 0.31 0.069 

25mM NaCl 0.55 0.32 0.047 

50mM NaCl 0.52 0.29 0.048 

100mM NaCl 0.53 0.32 0.053 

average E 0.54 0.31 0.063 

Free DNA 
5mM NaCl 

  0.047 

 

3.3 Free DNA and Worm-like Chain Model 

In free DNA, the dyes are separated by 92 basepairs, that is, approximately 300 Å. DNA is 

not fully rigid; a quantitative dependence of DNA looping probability on the DNA length has 
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been given in 24 where also the effect of this flexibility on transcriptional activation has been 

discussed. Later, a more thorough analysis gave an expression for the end-to-end distance 

distribution in DNA25,26. We applied this expression to estimate the DA distance distribution 

P(rDA) and concomitantly the mean FRET efficiency expected for the free DNA. In 

combination with equation 13 we used eq. 2 from ref 25, which reads 

 

 
  22

s
2

s

2
sps

)/(2)/(1

))/(18/exp(
)(

RrRr

RrLR
rarP

DADA

DA
DADA






    (eq.20) 

where Rs is the length of fully stretched DNA segment, Lp stands for the DNA persistence 

length, and a is a normalisation factor. Assuming the persistence length of DNA of 530 Å, 

one obtains E  0.01, which is significantly lower than the measured E of 0.047 

(Supplementary Table 10). 

 

3.4 Time evolution of FRET species. 

In order to study the evolution of the species with time, the measurement time of each salt 

condition was divided in time segments (200-300 s), and each segment was fit with PDA 

using the four state model described in the main text. At first, the whole joint data set was 

analyzed to determine the properties of the individual species, which are compiled in 

supplementary table 9. To obtain the individual species fractions xHF, xMF, xLF, xDOnly in the 

small time segments, we fixed the structural parameters and varied only the individual 

fractions. The obtained fractions are shown in Fig. 4A. 

To characterize the characteristic times of the evolution of LF, HF and MF species, the 

fractions obtained from the PDA fit of each NaCl concentration were fit separately with a 

global system of equations: 

 



 26

     

     

      

   














































































MF
MF

HF
HF

DOnlyMFHFLF

MF
MFMFMF

HF
HFHFHF

DOnly

t
N

t
N

NNNtN

t
NNtN

t
NNtN

constN







exp1exp1

001

exp0

exp0

.

  (eq.21) 

 

where DOnlyN is the fraction of DOnly,  0HFN  the fraction of HF at time zero,  HFN  the 

fraction of HF lost when equilibrium is reached, τHF the characteristic time of HF fraction 

decay,  0MFN  the fraction of MF at time zero,  MFN  the fraction of MF lost when 

equilibrium is reached, τMF the characteristic time of MF fraction decay. The results of the fits 

are reported in the Supplementary Tables 11 and 12. 

 

Supplementary Table 11. Fit results for HF and MF. 

HF MF 
Condition Time zero 

fraction 
Equilibrium 

fraction 
Characteristi

c time [s] 
Time zero 
fraction 

Equilibrium 
fraction 

Characteristic 
time [s] 

5mM NaCl 0.24 0.24 ---a 0.52 0.52 ---a 

12.5mM NaCl 0.28 0.28 ---a 0.49 0.36 848 

25mM NaCl 0.24 0.24 ---a 0.38 0.15 866 

50mM NaCl 0.35 0.12 655 0.31 0.00 991 

100mM NaCl 0.33 0.04 1097 0.41 0.00 745 

average ±  0.29 ± 0.05   0.42 ± 0.09   

 

a: the fractions of HF and MF at 5 mM NaCl and the fraction of HF at 12.5 mM and 25 mM 

are constant. 
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Supplementary Table 12. Fit results for LF and DOnly. 

LF DOnly 
Condition Time zero 

fraction 
Equilibrium 

fraction 
Time zero 
fraction 

Equilibrium 
fraction 

5mM NaCl 0.15 0.15 0.08 0.08 

12.5mM NaCl 0.16 0.29 0.07 0.07 

25mM NaCl 0.32 0.55 0.05 0.05 

50mM NaCl 0.23 0.78 0.10 0.10 

100mM NaCl 0.18 0.89 0.08 0.08 

average ±  0.21 ± 0.07  0.08 ± 0.02  

 

 

3.5 FCS Salt dependence 

Nucleosome samples and free DNA samples were measured on different days, with the 

exception of free DNA at 5 mM NaCl that was measured on both sessions. Because 

characteristic diffusion times scale with the detection volume, see equation 15, due to the 

slightly different set-up alignment the characteristic diffusion times cannot be directly 

compared. To overcome this problem we scaled the results of free DNA so that the diffusion 

times at 5 mM NaCl from the different days would coincide. The results from the fit are 

reported in Supplementary Table 13. 

 

Supplementary Table 13. Characteristic diffusion times. 

Condition 
LF+ DOnly 

[ms] 
HF+MF 

[ms] 
Free DNA 

[ms] 

5mM NaCl 3.00 ± 0.15 3.41 ± 0.12 3.86 ± 0.09 

12.5mM NaCl 3.22 ± 0.15 3.34 ± 0.12 3.74 ± 0.09 

25mM NaCl 3.58 ± 0.15 3.25 ± 0.12 3.76 ± 0.09 

50mM NaCl 3.89 ± 0.15 3.56 ± 0.12 3.85 ± 0.09 

75mM NaCl 3.90 ± 0.15 3.43 ± 0.12 3.76 ± 0.09 

100mM NaCl 4.04 ± 0.15 3.55 ± 0.12 3.71 ± 0.09 
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Each dataset was divided in two parts and fitted separately. For some salt conditions more 

than one measurement was available. From the fit results were calculated average diffusion 

times, shown in Supplementary Table 13, and standard deviations. The errors of LF+DOnly, 

HF+MF and free DNA reported are the averages of the standard deviations obtained for that 

species at the different NaCl concentrations. 

1E-3 0.01 0.1 1 10 100
1

2

3

 HF+MF
 LF+DOnly
 Free DNA
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Time [ms]

0.01 0.1 1 10 100
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Time [ms]

Supplementary Figure 9. Salt dependence of filtered fluorescence correlation curves. For 

each salt condition are plotted, free DNA (black), LF+DOnly species (green) and HF+MF 

species (red). Free DNA curves are rescaled as described in this section.  
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Supplementary Figure 10. Salt dependence of HF+MF and LF+DOnly fluorescence 

correlation curves.  
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3.6 Nucleosome titration 

Nucleosome titration experiments were performed on a single molecule setup described in 2. 

50 pM of labeled nucleosomes were diluted in TE buffer (10 mM Tris, 0.1 mM EDTA 

pH=7.5) supplemented with 100 mM NaCl, 1 mM ascorbic acid, 0.1 g/l BSA and an excess of 

unlabeled nucleosomes. Samples were carefully mixed and data were taken for 1 hour. The 

resulting donor-acceptor distance distributions were analysed with PDA using 4 subspecies, 

HF, MF, LF and Donly as described above. The results of the PDA fit are reported in 

Supplementary Table 14. Here, RHF and RMF are the center positions of the HF and MF 

population with corresponding half widths HWHF and HWMF. xHF, xMF, XLF and XDonly denote 

the fractions of the individual subspecies. At nucleosome concentrations in the nM range the 

HF population was the dominating species, whereas LF and in particular MF growed 

substantially as the total nucleosome concentration is lowered indicating an increased 

unwrapping under these conditions.   

 

Supplementary Table 14. Titration of nucleosomes at 100 mM NaCl. 

 RHF HWHF xHF RMF HWMF xMF xLF xDOnly 

0.05nM 54.5 3.0 0.05 57.3 12 0.61 0.24 0.10 
0.16nM 54.5 3.0 0.03 55.6 9.8 0.61 0.26 0.10 
0.35nM 54.5 3.0 0.10 53.6 8.1 0.65 0.19 0.06 
0.7nM 54.5 3.0 0.25 53.6 9.4 0.47 0.20 0.08 
1.25nM 54.5 3.0 0.34 53.3 7.6 0.51 0.11 0.05 
2mM 54.5 3.0 0.47 52.7 9.7 0.37 0.09 0.07 
3nM 54.5 3.0 0.61 52.5 8.7 0.27 0.07 0.04 
Free 
DNA 
(LF) 

75.1 10.3 0.95 --- --- --- --- 0.05 
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