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1. ABSTRACT

Traumatic injury of the spinal cord results in formation of a collagenous fibrous scar acting as a growth barrier for regenerating axons in the lesion centre. Recently, an anti-scarring treatment (AST) to suppress fibrous scarring by local application of an iron chelator and cyclic adenosin monophosphat (cAMP) was developed in this lab. AST led to long distance axon regeneration and functional recovery in adult rat (Klapka et al., 2005).

In this thesis, gene expression profiles of layer V of sensorimotor cortex following thoracic corticospinal tract (CST) transection from day 1 up to 60 days post-operation (dpo) were investigated by the means of microarray hybridization (Affymetrix). Using this genomic approach, cortical gene regulations triggered by CST-transection as well as by AST-induced axonal regeneration were identified.

Interestingly, more than 900 significantly regulated genes were detected as early as 1 dpo in the lesion-affected sensorimotor cortex. Subsequently, the number of significant regulations further increased to a maximum of approx. 2.000 genes at 21 dpo.

By means of Gene Ontology (GO)-categories (Ashburner et al., 2000) the genes were linked to functional information. GO clustering was than used to reveal processes that were of particular importance and were affected by spinal cord injury. As expected, ontologies representing “wound response”, “growth-associated cytoskeletal reorganization”, and “cell survival” were injury-affected at the early time points, whereas “protein biosynthesis”, “synaptic reorganization” and “apoptosis” were enriched at 21 dpo and/or 60 dpo.

Direct comparison of the temporal expression profiles of lesioned control rats and AST-treated animals documented strong AST-mediated modulation of the lesion-triggered cortical expression profiles, reflecting regeneration-associated molecular responses. Indeed, these data revealed substantial proportions of AST-counter-regulated and AST-boosted genes as well as
discrete AST-specific gene regulations. Interestingly, numerous AST-regulated genes affect crucial biological processes associated with “cell survival”, “stress response”, “cellular protection” as well as “axon guidance” and “axonal outgrowth”.

For the first time, this work presents a comprehensive temporal comparison of gene expression profiles reflecting both the lesion-induced cortical response after traumatic CST lesion, and responses during successful AST-mediated axonal regeneration. Moreover, the results allow to define both distinct phase- and treatment-dependent associated regulation patterns.

Given the complex task of assessing genetic profiles at multiple conditions and stages from such a heterogeneous tissue, like the cerebral cortex, the experimental setup as well as the subsequent data processing and statistical analysis procedures had to be adjusted to cope with the expected variations. An Excel VBA-based analysis tool and Python-based scripts for automated low-level analysis were developed. Using these tools, based on thresholds for fold-changes and p-values the combined expression patterns calculated from five different analysis algorithms can be visualized and linked with functional information. Especially in the case of expression patterns comprised of multiple timepoints and treatments this method helps in generating a full picture of genetic profiles. The procedures for data analysis and statistical evaluations developed in this thesis have contributed to several publications (Kruse et al., 2008; Barbaria et al., 2009; Heinen et al., 2008; Kury et al., 2004; Kruse et al., 2009; Bosse et al., in preparation).
1. ZUSAMMENFASSUNG


In dieser Arbeit wurden die Genexpressionsprofile der Schicht V des sensorimotorischen Cortex nach Transsektion des thorakalen Kortikospinaltrakts (cortico spinal tract, CST) zwischen 1 und 60 Tagen nach Operation (days post operation, dpo) mit Hilfe von Microarray-Analysen (Affymetrix) untersucht. Anhand dieses genetischen Ansatzes konnten kortikale Genregulationen identifiziert werden, welche durch die CST-Transsektion sowie die AST-induzierte axonale Regeneration hervorgerufen wurden.


haben bereits zu mehreren Publikationen beigetragen (Kruse et al., 2008; Barbaria et al., 2009; Heinen et al., 2008; Kury et al., 2004; Kruse et al., 2009; Bosse et al., in preparation).
2. INTRODUCTION

The goal of this study is to partly unravel the complex molecular responses to axotomy in a non-regenerative and a treatment-triggered regenerative CNS environment. To provide profound information for the reader about the regulatory reactions, which could be expected in response to axotomy, as well as current clinical and experimental methods for the treatment of axons injuries, this introduction tries to cover these broad scientific fields.

2.1 Axonal regeneration strategies in the adult mammalian CNS.

Axonal and neurite lesions occur in many neurological diseases, like for example Alzheimer's disease (AD), if neuritic plaques and neurofibrillary tangles are formed or during inflammatory processes in multiple sclerosis (MS, Selkoe, 1999; Trapp et al., 1999; Jeffery et al., 2000). In both AD and MS associated axonal transections could be correlated with increasing mental and physical disabilities. These chronic diseases show manifestation of the full pathology over a longer period of time and it is remarkable that axonal injury was identified as a major cause of the accompanying affections.

In contrast, traumatic axonal lesions that occur in the brain or the spinal cord show an immediate dramatic effect on nervous system functions. Damage to the spinal cord, the major nervous connection from the brain to the body, leads to permanent paralysis. Within a split second all major sensory and motor functions below the site of injury are irreversibly affected.

This is a very dramatic fate, especially as there is at present no cure for spinal cord injury (SCI), which would restore all or at least some of its previous functions. Standard clinical
procedures comprise surgical decompression and stabilization of the severed spine. However, early start of rehabilitation is considered to be the most important step to regain as many functions as possible (DeVivo et al., 1990). A pharmacological promising attempt was believed to be done in 1990 when the FDA (Food and Drug Administration in the USA) approved methylprednisolone for acute treatment of SCI. This corticosteroid was beneficial if given within the first eight hours of injury (Green et al., 1980; Seidl, 2000). Subsequent studies, however, have reported extensive complications with minimal neurological benefit (Fehlings, 2001) and the use of methylprednisolone might also result in steroid myopathy (Qian et al., 2000; Qian et al., 2005). The concurrent use of methylprednisolone, however, might jeopardize the establishment of other neuroprotective regimens in clinical trials. For example the more potent beneficial effects on neurological recovery of Erythropoietin (Boran et al., 2005) were neutralized by methylprednisolone administration in animal trials.

2.1.1 Axon regeneration research

To achieve the goal of restitution of all functions after SCI, a complex set of requirements has to be fulfilled. These requirements could be recognized as the ultimate goal in axonal regeneration research, as complete restoration of functions would demand recapitulation of early developmental events in an adult organism. Despite this apparently insurmountable challenge, limited regeneration success has been achieved in a number of experimental cases, which aimed at resolving one or more of the following general requirements for complete regeneration:

1. survival of axotomized neurons
2. stimulation of axonal outgrowth
3. tissue repair at the lesion site
4. correct pathfinding of outgrowing axons

5. functional reinnervation

In addition to these neuronal and axonal repair steps, mechanical stabilization, rehabilitation and muscle stimulation will probably be necessary. The diversity of the formerly mentioned approaches in the clinical phase originated from a growing number of experimental strategies, which aim at understanding and alleviating the ailments arising after SCI. Since the early regeneration research of Ramon y Cajal (Ramon y Cajal, 1928), lesions to central axons in mammalia were considered to lead to a permanent loss of function. But pioneer work by Aguayo and colleagues (Richardson et al., 1980) revived this increasingly popular field in neuroscience. The demonstrated potency for regeneration was nurtured by the notion that regeneration capabilities in adult mammals were not lost, but needed to be stimulated. The hope that CNS axons could regenerate even in the adult animal was furthermore supported by the regeneration properties found in other animals. It appeared that there was a hierarchical loss of regeneration capabilities,

- phylogenetically:

  Lower vertebrates like the zebrafish regenerated most of their spinal axons, and traversal of the lesion site was seen at six weeks after axotomy (Becker et al., 1997). But characteristic reexpression of regeneration associated genes depended on the cell type and the distance of the lesion in the spinal cord (Becker et al., 1998).

- ontogenetically among mammals:

  In neonate opossum spinal tissue neurites regenerate until myelination at postnatal day thirteen (Varga et al., 1995). However, this case could be arguable with respect to postnatal regeneration capabilities, as the apparent long lasting ability for regeneration could be attributed to the early birth of marsupialia. The reported developmental stage could better
Introduction

correlated with embryonic stages in placentalia. Nevertheless, developmental changes relate with a gradual loss of the CNS regeneration capability.

- systemically:

While peripheral nerves do regenerate (Ide, 1996; Fu and Gordon, 1997), only regeneration tendencies are recognized in the CNS. Serotonergic and noradrenergic fibres often display marked regeneration efforts, while corticospinal fibres do not under normal conditions (Ramon-Cueto et al., 2000). On the other hand, transfected corticospinal motor neurons in layer V overexpressing the BDNF receptor trkB showed corticospinal axon regeneration into subcortical lesion sites expressing BDNF after subcortical axotomy (Hollis et al., 2009).

2.1.2 Therapeutic cell and tissue transplantations

The concept to transplant a permissive PNS-derived substrate into a non-permissive CNS-environment, which was introduced by Aguayo and colleagues (Benfey and Aguayo, 1982) stimulated the development of a series of tissue and cell implantation strategies. Transplanted peripheral nerves were developed further for axonal regeneration, for example by combining them with methylprednisolone application (Chen et al., 1996). The apparently better efficacy of predegenerated peripheral nerves (Dahlin, 1995; Decherchi and Gauthier, 1996) lead to the discovery that activated macrophages alone had an unrecognized potential to create a permissive environment and support lesion repair processes, thus allowing extensive axonal regeneration (Rapalino et al., 1998). The importance of macrophage infiltration after axotomy is further supported by data from a Xenopus tadpole optic nerve crush paradigm, where regeneration is found after massive invasion of macrophages in the lesion site (Wilson et al., 1992).
Another variant of these cell transplantation approaches was the implantation of olfactory ensheathing cells, which were recognized as a cell type with features of both, peripheral Schwann cells and central oligodendrocytes (Li et al., 1998; Ramon-Cueto et al., 2000). It has been shown, that olfactory ensheathing cell implantation enhances hindlimb-stepping ability in adult spinal transected rats (Kubasak et al., 2008). Primate olfactory ensheathing cells are suitable for culture conditions and transplantation (Rubio et al., 2008). Grafting of embryonic tissue (Reier et al., 1983; Schnell and Schwab, 1993; Itoh et al., 1999) and the embryonic stem cell implantations (McDonald et al., 1999) resulted in a certain degree of functional recovery accompanied by some axonal elongation. There have been several approaches to utilize different types of stem cells in the recent years. Transplantation of predifferentiated embryonic stem cells restores sensory function following spinal cord injury in mice (Hendricks et al., 2006). A autogenous undifferentiated stem cell infusion on human patients showed recovery of somatosensory evoked potentials (SSEPs) to peripheral stimuli after 2.5 years of follow-up (Cristante et al., 2009). Transplantation of bone marrow stromal cells promotes regeneration and improves motor function in SCI (Chiba et al., 2009). The transplantation of fetal brain tissue into the spinal cord lesions of hundreds of patients in china has to be seen problematic. No scientifically supportable data of these human studies has been published so far (Dobkin et al., 2006).

2.1.3 Application of neurotrophic substances

Cellular implants have the advantage to respond in multiple ways to the complex environment that they are placed in. They can migrate into the host tissue, thereby often forming traces which could be followed by regrowing axons. As a response to their environment many of the above mentioned cell types are also able to secrete neurotrophins. Neurotrophins were known
to have neurite promoting and guidance effects in vitro (Campenot, 1994), as well as effects on neuronal survival. Therefore, it was not long until neurotrophins alone were applied to treat experimental spinal cord lesions in vivo (Schnell et al., 1994). But the effects on recovery are still not completely understood. Treatment of adult rat spinal cords with brain-derived neurotrophic factor (BDNF) stimulated hindlimb activity, with sprouting of cholinergic fibres only at the lesion site without long distance regeneration (Jakeman et al., 1998). In similarity to these results, neurotrophin-3 (NT-3) containing collagen gels attracted proximal axons, but did not result in elongation caudally to the lesion (Houweling et al., 1998a), while others were able to demonstrate a correlation of neurotrophin stimulated axonal outgrowth at the dorsal root entry zone with functional recovery (Ramer et al., 2000).

Unfortunately, clinical trials have also revealed side effects of neurotrophin treatment, such as pain and weight loss (Olson, 1993). Thus strategies were developed, such as the implantation of genetically manipulated fibroblasts (Grill et al., 1997), Schwann cells (Tuszynski et al.) and neural stem cells (McDonald et al., 1999), which created experimental cellular tools for long lasting, low dose application of neurotrophins.

2.1.4 Neuroprotective and -replacement treatments

Besides loss of projecting motor neurons in the cerebral cortex after SCI (Hains et al., 2003), motor neuron loss at the lesion site within the spinal cord could be observed after chronic cervical cord compression and decompression (Harkey et al., 1995). Moreover, secondary tissue damage is known to further complicate injuries (Lu et al., 2000). Neuroprotection is the primary prerequisite after lesion to the optic nerve. Apoptotic loss of retinal ganglion cells upon axotomy was treated with a number of anti apoptotic interventions, such as expression of the anti apoptotic protein p35 (Kugler et al., 1999), injection of aurantricarboxylic acid into
the eye (Heiduschka and Thanos, 2000) or cataractogenic lens injury (Fischer et al., 2000). Expression of the proto-oncogene bcl-2 was shown to be anti apoptotic, by protecting red nucleus neurons after cervical axotomy (Zhou et al., 1999) and regeneration stimulatory for axotomized retinal ganglion cells (Chen et al., 1997). Additional knowledge on the preservation of neurons was gathered by studying neurodegenerative diseases, where neurotrophins or synthetic analogues were successful in preventing neuronal loss (Skaper and Walsh, 1998).

In conclusion, many different experimental strategies for neuroreplacement, neuroprotection and stimulation of axonal outgrowth have contributed to the understanding of nervous system functions in the axotomy disease state. Although limited functional recovery was often described, not all examples conclusively demonstrated that the improvements completely rely on the treatment and its postulated effects. This could in part be attributed to the difficulty to dissociate beneficial effects of the therapeutic intervention from accompanying spontaneous plastic changes. Likewise, improved sensoric and motoric abilities could not always be strictly correlated to the length of regenerated axons. Only a few studies demonstrated loss of functions, which were gained by the therapy, after relesioning. Nevertheless, the existing array of therapeutic approaches will hopefully be valuable in the development of new therapies for a variety of lesions to central nervous system axons.

2.1.5 Neutralization of inhibitory molecules at the lesion site

Another mainstream of regeneration research followed the early work of Ramón y Cajal and initial transplantation results, which demonstrated the inhibitory nature of the lesion site and the white matter in the mammalian CNS. Neutralization of the inhibitory effect of CNS white matter was demonstrated for the first time by the administration of the M-type
immunoglobulin IN1 (Caroni and Schwab, 1989), which lead to axonal regeneration and functional recovery (reviewed by Tatagiba et al., 1997). This concept to neutralize myelin resident inhibitors stimulated new experimental therapeutic approaches. Disruption of myelin by x-ray irradiation (Savio and Schwab, 1990; Kalderon and Fuks, 1996) and by immunological means (Keirstead et al., 1995) both proved that myelin removal could enhance regeneration.

Reports on cloning of the IN1 antigen, Nogo-A, promised to provide more insight into the axon inhibitory mechanisms associated with this myelin resident protein (GrandPre et al., 2000; Chen et al., 2000; Prinjha et al., 2000). Surprisingly, these reports revealed that the inhibitory aminoterminal domain of the membrane anchored Nogo-A was localized to the cytoplasmic face of the oligodendrocyte plasma membrane. However, an additional small extracellular fragment of the protein was also shown to possess growth cone collapse activity. Nogo was identified to belong to the family of reticulon proteins, which are associated with the endoplasmic reticulum (GrandPré et al., 2000). None of the extracellular fragments of the other reticulon family members displayed a collapsing activity, like it was recognized for Nogo isoforms. Investigations by Fournier et al. (Fournier et al., 2001), led to the isolation of the corresponding glycosylphosphatidylinositol-linked receptor for this extracellular fragment, which presents a target for the development of agents, which promote axonal outgrowth.

Although the inhibitory nature of CNS white matter is widely accepted, some reports demonstrated surprising results, showing a permissiveness of this apparently hostile substrate. Neuroblasts grafted into the striatum (Wictorin et al., 1990) or adult dorsal root ganglia (DRG) neurons microimplanted directly into the corpus callosum or fimbria (Davies et al., 1997) extended their axons for considerable distances along or within the white matter. This apparent contradiction to the approaches mentioned afore could be explained by myelin
geometry, upon which its permissive or inhibitory nature could rely on (Pettigrew and Crutcher, 1999). Neurons cultured on native cryostat-sections of mature rat CNS tissue, were found to extend their neurons preferentially on grey matter. However, interestingly, white matter appeared to support neurite outgrowth, if neurites elongated parallel to existing myelinated tracts, but not nonparallel outgrowth.

On the other hand, it could be shown that elongating axons stop or turn at presumptive barriers consisting of chondroitin sulphate proteoglycans (CSPGs, Davies et al., 1997). These extracellular matrix (ECM) proteins were found to be expressed at axon lesion sites (Stichel et al., 1995) and were shown to inhibit neurite outgrowth in vitro (Fawcett and Asher, 1999b). CSPGs are produced or induced by fibroblasts, astrocytes and macrophages (Fitch and Silver, 1997), interestingly, with the latter cells being also axon regeneration stimulating in other experimental paradigms (Rapalino et al., 1998). Targeting of CSPG inhibition with CSPG degrading matrix metalloprotease, MMP-2, was successful in vitro (Zuo et al., 1998), while in vivo the transected fornix did not regenerate after chondroitinase treatment. The composition of the ECM at the lesion site is influenced by a complex array of inflammatory cytokines, which are known to stimulate reactive gliosis (Logan et al., 1994) or induce ECM formation, like TGF-β1, which up-regulates tenascin synergistically with basic fibroblast growth factor (bFGF, Smith and Hale, 1997). Other effectors like interferon-γ acted against scarring, but did not increase axonal outgrowth (DiProspero et al., 1997).

As axons grow out along axonal guidance cues during development, either by attractive or inhibitory means, the expression of such molecules at CNS lesion sites was analysed. Indeed, the repulsion mediating proteins semaphorin 3A (Giger et al., 1998) and EphB3 (Miranda et al., 1999) were found to be expressed at several CNS lesion sites, either within fibroblasts or white matter resident astrocytes and grey matter motor neurons, respectively, and might therefore be involved in axonal outgrowth inhibition. In addition to this potential role in
barrier formation, correct expression of guidance cues along the former pathways is a prerequisite for successful target reinnervation. In some cases existing guidance cues were followed by grafted cells. Transplanted into adult rat striatum, human telencephalic neuroblasts followed major myelinated axon tracts up to their putative target regions in the substantia nigra, the pontine nuclei and the cervical spinal cord (Wictorin et al., 1990). Similar results were obtained with human dopaminergic neurons, which were also grafted into the rat brain and specifically extended tyrosine-hydroxylase positive fibres into the nigrostriatal pathway up to the deafferented striatum (Stromberg et al., 1992). Expression of attractive guidance cues, such as L1 and PSA-NCAM along regenerated tracts (Aubert et al., 1998; Weidner et al., 1999) also served as a template for artificial bridges. Bridges are especially important to traverse a gap in the severed spinal cord. There were several synthetic sheaths tested, filled with viable Schwann cells (Steuer et al., 1999) or consist solely of modified polymers (Woerly et al., 1999; Holmes et al., 2000), which could also be enriched with neurotrophic growth factors, like NT-3 (Houweling et al., 1998c). The combination of a Schwann cell bridge, olfactory ensheathing glia, and chondroitinase ABC provided significant benefit in functional recovery (Fouad et al., 2005).

2.1.6 Possible causes for the absence of any spontaneous CNS regeneration

It has been shown that injury to CNS axons leads to limited growth (Li and Raisman, 1994) but the growth stops at the lesion site (Stichel and Müller, 1994). Reasons for this regeneration failure could be:

a) Missing neurotrophic factor in the CNS tissue (Houweling et al., 1998b)

b) The presents of inhibitory molecules in the CNS tissue (Fawcett and Asher, 1999a)

c) The formation of a physical barrier at the lesion site (Reier et al., 1983)
The growth stop in the lesion site implies that this area is of particular interest for research on regeneration failure and regeneration supporting therapy.

**The lesion scar**

The formation of a wound healing scar at the lesion site in the CNS was first observed by Ramon y Cajal at the beginning of the last century. In this lesion scar two different zones can be distinguished, the glial scar in the peri-lesion area and the fibrous scar in the lesion centre (Fawcett and Asher, 1999a).

The glial scar consists mostly of reactive astrocytes, which are marked by an over-expression of the glial fibrillary acidic protein (GFAP). These astrocytes have been shown to express putative inhibitory molecules like tenascin (Faissner, 1997), CD44 (Mansour et al., 1990), brevican and neurocan (Fawcett and Asher, 1999a). Oligodendrocytes and meningeal cells are also present in the glial scar which synthesize inhibitory molecules like Nogo (Chen et al., 2000), myelin associated glycoprotein (MAG), ephrines and semaphorins (de Winter et al., 2002).

The fibrous scar in the lesion centre consists for the most part of collagen IV (Coll IV). This collagen is an element of basal membranes (BM), which can also be found in blood vessels (Stichel et al., 1999b).

**The fibrous scar as a regeneration barrier**

Numerous molecules can associate to the BM (Timpl, 1994). Some of these molecules were identified as inhibitor of axonal growth: e.g. chondroitine sulphate proteoglycans (CSPG,
(Morgenstern et al., 2002), semaphorins (de Winter et al., 2002) and ephrins (Bundesen et al., 2003) and thereby prevents axonal regeneration across the lesion site.

2.1.7 Other strategies for functional recovery

Other strategies for functional recovery include the growing field of neuroprotheses. Ten years ago, improvements in muscle mass, general fitness and spasticity have been shown for FES-propelled cycle training (Scremin et al., 1999). It has been shown that a brain-computer interface (BCI) can be used to control a functional electrical stimulation (FES) device by reading bursts of beta oscillations in the electroencephalogram (EEG) of a patient and by that enable the patient to move his paralyzed hand (Pfurtscheller et al., 2003). Numerous new systems of neuroprostheses interfacing with either CNS or PNS both above and below the lesion are under development and at different stages of translation to the clinic (Giszter, 2008).

Due to the fast growing options of technically feasible neuroprostheses this field will surely have the biggest impact on the lifes of SCI patients in the next five to ten years.

2.2 Axon outgrowth and regeneration failure

Axon outgrowth in the developing organism is a highly complex task. The complexity of synaptic connections in the brain easily outnumbers the quantity of possible instructions directly encoded in an organism's genome. Therefore, this complex network must be realized in a molecular structure and interaction-based code. This chapter intends to provide an overview over general aspects of signal transduction from the growth cone membrane down
to the cytoskeleton. Special emphasis will be put on signalling mechanisms during growth cone turning, the collapse response and axotomy induced molecular responses. In addition, important families of guidance proteins will be briefly introduced.

2.2.1 Second messenger cascades activated during growth cone turning, collapse, and after axotomy

Cyclic nucleotides

Growth cone navigation becomes even more complex, if cAMP associated effects are considered. Decreasing extracellular (and concomitantly intracellular) calcium, increases the advance of elongating neurites, but renders them insensitive to attractive molecules, such as brain derived neurotrophic factor (BDNF), which is signalling through a cAMP/protein kinase A (PKA) dependent pathway. Under standard calcium conditions, addition of a cAMP competitor, PKA inhibitor or an overall decrease in the cAMP level resulted in a switch of the turning response induced by certain attractive guidance molecules, such as netrin-1, from attraction to repulsion. On the other hand, PKA activation or cAMP increase enhanced attractive turning (Ming et al., 1997; Song et al., 1998). Netrin-1 interaction with adenosine receptor A2b was shown to be required for netrin-dependent axonal outgrowth. This G protein coupled receptor was identified as a DCC (deleted in colorectal cancer) interacting receptor, thus implicating DCC only indirectly into netrin-mediated axonal outgrowth. Activation of A2b to stimulate cAMP accumulation could provide a missing link for guidance molecule induced changes in cAMP levels (Corset et al., 2000). However, these data were compromised by a report, showing that netrin-1 binding to DCC derepresses cytoplasmic domain multimerization of the receptor. Furthermore, the cytoplasmic P3 domain was shown
to be required for this self-association of the cytoplasmic DCC domain and sufficient for function of DCC as a chemoattractant (Stein et al., 2001). In similarity to the cAMP associated switch response, attractive or repulsive guidance molecules displayed dependence on cyclic guanosinemonophosphate (cGMP) levels. But this pathway was shown to be independent of extracellular calcium levels and activation of cGMP signalling resulted in a switch from repulsion to attraction (Song et al., 1998). In conclusion, these results demonstrated that growth cone navigation is critically regulated by intracellular calcium and cyclic nucleotide levels. These levels may depend on neuron type, neuron age and also the path an axon has already travelled. Whether levels of intracellular calcium or cyclic nucleotides vary to the same extend in vivo, as it has been demonstrated in vitro remains to be shown.

Growth cone collapse

Another well-known neurite response, the growth cone collapse, was correlated with a rise in intracellular calcium in some cases (Loschinger et al., 1997), while others clearly demonstrated independence from calcium levels within the growth cone (Ivins et al., 1991). This apparent contradiction may depend on the developmental stage of the studied neurites, as only adult rat DRG or chick RGC neurons were found to display a long lasting collapse response with concomitant calcium rise, while their embryonic counterparts collapsed transiently with only small calcium elevations (Bandtlow and Loschinger, 1997). Like during guidance events, different signalling pathways, involving small GTPases or phospholipase A2 and lipoxygenase, could be responsible for the collapse response (Kuhn et al., 1999; de La Houssaye et al., 1999). In the end, the collapse signalling cascades were shown to converge on cytoskeletal rearrangements. Filamentous actin depolymerisation was found to be a
characteristic molecular result of the collapse response, with the microtubule network only being rearranged (Fan et al., 1993; Kuhn et al., 1999).

The relatedness of guidance mechanisms and growth cone collapse became apparent for cultured retinal ganglion cells. Outgrowing pioneering axons extended lateral extensions hundreds of micrometers away from their tip, after ephrin or mechanically induced collapse, and likewise accompanying axons were induced to defasciculate at the same distance (Davenport et al., 1999).

**Calcium induced molecular cascades after axotomy**

Reinduction of growth cones a few hundred micrometers away from the collapsing axon tip, strikingly resembles the observed morphological changes upon axotomy of *Aplysia* neurons. If these neurons were axotomized, a brief, sharp rise of intracellular calcium to about 1000 μM (resting level is around 0.1 μM) was observed at the severed axon tip. But within minutes the membrane resealed and no further calcium influx was observed. Subsequently a new growth cone was formed within ten minutes at about 100 μm from the transection site. This region collocalized with an area, where calcium concentrations were raised to 300-500 μM. Elevation of calcium up to this level anywhere along the severed or unsevered axons was sufficient to induce growth cone formation (Ziv and Spira, 1997). Moreover this calcium rise was sufficient to trigger a localized proteolytic activity, which was already known for its ability to induce growth cones. Within about an hour, proteolytic activity reached its maximum and cytoskeletal alterations were manifested.

Submembraneous, heterotetrameric spectrin/fodrin was shown to be one of the targets of proteolytic cleavage (Gitler and Spira, 1998). Spectrin is especially important for membrane associated cytoskeleton organization and signalling. This is already suggested by its multiple binding domains, which interact with many important cytoskeletal components, such as actin
or ankyrin and possibly signalling molecules via its Src-homology-3 (SH3) domain. Spectrin, actin and calmodulin were also directly associated with calcium dependent membrane transport during axonal regeneration (Koenig et al., 1985).

The mentioned axotomy induced events are further supported by data, which also emphasize the necessity of calcium influx and proteolytic activity for membrane resealing and subsequent axon dedifferentiation in cultured rat septal neurons (Xie and Barrett, 1991). Moreover, it was pointed out that microtubule disassembly was also necessary for membrane resealing. In all of these studies, proteolytic activity was associated with the calcium/calmodulin activated, heterodimeric cystein endopeptidase calpain.

This family of proteases is known to cleave spectrin and microtubule associated protein 2 (MAP2) isoforms. The crucial role for calpains in mediating also cytotoxic effects was demonstrated. Physiological activation of cyclin-dependent kinase 5 (CDK5) by its neuron specific activator p35 is required for neurite outgrowth. But upon calcium or amyloid β-peptide stimulation p35 is cleaved to p25, which in turn up-regulates CDK5 activity and mislocalization. As a result, tau becomes hyperphosphorylated, the cytoskeleton disrupted and apoptosis is initiated. Cleavage of p35 to p25 depends upon calpain activity, placing this protease in the center of calcium induced cytoskeletal alterations in acutely axotomized neurons and during chronic Alzheimer's disease (Lee et al., 2000).

Therefore, the mechanisms leading to calpain induced neurotoxicity in AD could possibly also affect axotomized neurons and may contribute to the distance related effects of axotomy induced cell death in some neuronal populations.
2.2.2 Major guidance molecules

The pivotal role and general importance of second messengers in transducing molecular information to the cytoskeleton has been described above. Alterations in second messenger levels are thought to be initiated by interactions of guidance molecules at the growth cone membrane. These membrane associated proteins belong to the best studied proteins, which are involved during axonal outgrowth and have more comprehensively been reviewed by Tessier-Lavigne and Goodman (Tessier-Lavigne and Goodman, 1996).

Pioneers of neurite growth associated proteins

Cell adhesion molecules (CAMs) belonging to the immunoglobulin superfamily were among the first transmembrane proteins to be implicated in axonal outgrowth. Three major members of that family, NCAM, N-cadherin and L1, were shown to signal via their homo- and heterophilic trans interaction (between membranes of different cells) induced cis clustering (within the same membrane) with fibroblast growth factor (FGF) receptors. Stimulation of the CAM/FGF pathway results in calcium influx via N- and L-type calcium channels and production of inositol phosphate. Furthermore G\textsubscript{i}- and G\textsubscript{o}-type G proteins participate in the activation of second messenger production, probably by interaction of the \(\beta\gamma\) subunit with the pleckstrin homology (PH) domain of phospholipase C \(\gamma\) (PLC \(\gamma\), Viollet and Doherty, 1997). Whether CAM mediated growth responses are attractive or inhibitory may depend on their extracellular binding partners. Heterophilic interaction of L1 with laminin initially lead to growth cone collapse, but then supported neurite outgrowth, while interaction with a chondroitinsulphate proteoglycan (CSPG) was inhibitory. The presence of an RGD-motif in L1 was shown to specifically recognize several integrin heterodimers.
In addition to the mentioned participation in signalling events, L1 could directly influence cytoskeletal changes. The highly conserved cytoplasmic binding site for ankyrin, indirectly links L1 to the spectrin-actin cytoskeleton, and appears to be crucial for L1 function. The importance of the cytoplasmic tail is further supported by mutation data within this region, which lead to severe brain malformations (Brummendorf et al., 1998). L1 activity could furthermore be modulated by phosphorylation of serine 1181 and 1152 by casein kinase II and p90 rsk, an S6 kinase, respectively. Possible tyrosine phosphorylation of L1 may also be regulated by the intracellular domain of the phosphacan CSPG, RPTP ζ/β, a receptor type protein tyrosine phosphatase (Burden-Gulley et al., 1997), illustrating the multiple interactions which have to be considered in mechanistic guidance models. Castellani et al. (Castellani et al., 2002) showed that L1 and neuropilin-1 are responsible for the axonal responses to semaphoring 3A. Among various other pioneering growth associated proteins, such as NCAM, integrins, low affinity NGF receptor, c-src (a non receptor tyrosine kinase, Skene, 1989), actin and tubulin (McKerracher et al., 1993; Bisby and Tetzlaff, 1992) and c-jun (Herdegen et al., 1993; Herdegen et al., 1997), GAP-43 is one of the best known and studied.

GAP-43 was identified as a protein, which is highly up-regulated and axonally transported upon sciatic nerve transection (Skene and Willard, 1981), its role during axonal outgrowth has been intensively studied. GAP-43 alone is neither sufficient, nor necessary for axonal outgrowth, but its supportive effect for axonal sprouting has been demonstrated. Also other proteins could be equally important, like CAP-23, which has similar biochemical characteristics.

Although GAP-43 up-regulation is often associated with a potential for regeneration, a strict correlation between axotomy and neuronal GAP-43 induction cannot be found. Transection of the central branch of dorsal root ganglia (DRG) does not increase GAP-43 levels, if lesions
are made far from the soma. GAP-43 also appears to be important during development, where high perinatal GAP-43 levels decrease until adulthood. However, mRNA and protein are still widely distributed in the adult brain (Benowitz et al., 1988; Yao et al., 1993).

These data have not established GAP-43 as a primary determinant of axon outgrowth. Therefore, a more generalized perspective could be generated by considering its biochemical properties. The aminoterminus of GAP-43 activates G\(_{\alpha}\) and G\(_{\beta}\) proteins, of which the \(\alpha\) and \(\beta\) subunits are enriched in growth cone membranes. Nevertheless, G protein activation was shown to retard axon outgrowth, which raises a conflict between the observed GAP-43 induction and its stimulating effect on G proteins (Strittmatter et al., 1992). A solution to this apparent contradiction could be seen in the palmitoylation of GAP-43, which blocks G protein activation and could also alter GAP-43 localization. The IQ motif of GAP-43 that is shared by members of the calpactin family, and mediates calmodulin binding in the absence of calcium, is also involved in GAP-43 function. GAP-43 is a major substrate of protein kinase C (PKC) isoforms in the growth cone, and phosphorylation by PKCs abolishes calmodulin binding. The calcium/calmodulin activated phophatase calcineurin, on the other hand, decreases the level of phosphorylated GAP-43. Phosphorylated GAP-43 stabilizes F-actin and localizes to growth cone lamellae.

**Semaphorins**

The semaphorin family of membrane bound or secreted chemotropic proteins was founded by collapsin (renamed to Sema3A), which induces growth cone collapse. Many members of this protein family have since been identified and implicated in axon guidance and patterning, but also in skeleton and heart formation during development. The phylogenetically highly conserved aminoterminus is characterized by the 500 amino acids containing the semaphorin domain with several conserved sequence stretches. The family has been subdivided into seven
classes, with the first two containing invertebrate semaphorins. Within the five vertebrate
classes, comprising 20 members, the class specific carboxyterminus determines, whether
semaphorins are secreted (class three), transmembrane (classes four to six) or GPI-anchored
(class seven).

The cytosol facing carboxy terminals might also be involved in signalling, as for example
SemaVib was shown to interact with the SH3 domain of c-src (Eckhardt et al., 1997). The
repulsive actions of Sema3A are known to depend on furin convertase processing, which
might therefore introduce the first level of axon repulsion modulation (Mark et al., 1997). The
Sema3A induced collapse response stimulates endocytosis in growth cones. Endocytosis
associated vacuoles at sites of altered F-actin organization contained the Sema3A receptors
neuropilin-1 and plexin (mentioned below), and the Sema3A signalling molecule rac1
(Fournier et al., 2000).

Apart from mediating repulsion, like in the case of Sema3A, semaphorins are also known to
mediate neurite attraction. Sema3C and Sema-1 mediated attraction was found in vertebrates
(Bagnard et al., 1998) and in invertebrates (Wong et al., 1999), respectively. However, the
observed guidance responses depend on an increasing gradient, as neither Sema3C mediated
attraction, nor Sema3A mediated repulsion could be observed, if axons grew along decreasing
semaphorin concentrations (Bagnard et al., 2000). Moreover, neurites from the same cell
could respond in an opposite fashion towards a gradient of the axon repellent Sema3A. This
semaphorin is suggested to be distributed in a gradient within the developing cortex (Polleux
et al., 1998). Axons were shown to grow out along a decreasing Sema3A gradient, while
dendrites of the same pyramidal cells moved upwards, requiring both Sema3A and
neuropilin-1. In this case, asymmetrical distribution of soluble guanylate cyclase, being high
at the apical side of the differentiating pyramidal cell, could explain the different behaviour of
dendrites and axons towards cGMP gradients.
**Other guidance molecules**

The transmembrane receptors of the Roundabout (Robo) family are the receptors for the signalling molecule Slit, although there may be more Slit receptors. Together, Slit and Robo prevent longitudinal axons from crossing the midline as well as commissural axons from recrossing (Farmer et al., 2008).

The ephrins and Eph receptors are involved in the cell signalling pathway and animal development. The Eph receptor was identified in several regions in growth cones of spinal motor and occulomotor neurons (Pasquale et al., 1992).

The paired immunoglobulin-like receptor B (PirB) was found to be a second receptor (next to the Nogo receptor (NgR)) for the myelin inhibitors Nogo, MAG and OMgp (Atwal et al., 2008). Blocking both PirB and NgR leads to a release of neurites from myelin inhibition.

**2.2.3 Known molecular reactions to nervous system injury**

Unlike the CNS, the peripheral nervous system (PNS) does regenerate spontaneously after nerve injury. Thus, there are numerous studies describing changes in gene expression in the regenerating PNS (Bonilla et al., 2002; Bosse et al., 2006; Bosse et al., 2002; Cameron et al., 2003; Costigan et al., 2002; Fan et al., 2001; Kim et al., 2001; Maier et al., 2008; Nagarajan et al., 2002; Stam et al., 2007; Xiao et al., 2002). Most of these studies focused on transcriptional changes in cell bodies of axotomized sensory or spinal motor neurons, some also on gene expression alterations at the lesion site. Among the genes regulated in peripheral nerve regeneration are the growth associated protein 43 (GAP-43), v-jun sarcoma virus 17 oncogene homolog (c-jun), Galanin (GAL), activating transcription factor 3 (ATF3),
interleukin 6 (IL-6), neuropilin-1 (NRP1). It is likely that the presence or absence of some of the molecules necessary for successful PNS-regeneration play a part in CNS-regeneration failure.

Although a great number of studies investigated the gene expression response in the CNS after brain injury (Bareyre et al., 2002; Rall et al., 2003; Lu et al., 2004; Israelsson et al., 2006; Quintana et al., 2007a; Quintana et al., 2007b; Poulsen et al., 2005; Uhl et al., 1988; Somers and Beckstead, 1990; Salin and Chesselet, 1993, Salin and Chesselet, 1992; Raghavendra Rao et al., 2003), there is only little known about the regulatory response in the brain after spinal cord injury. Some studies suggest that CNS neurons do not respond to axotomy in the way PNS neurons do. For example, GAP-43, a regeneration/growth-associated gene of the PNS was only increased by cortical pyramidal neurons when subjected to a subcortical lesion, but not to a pyramidotomy (Tetzlaff et al., 1994). The same was shown for α-tubulin 1, which is known to be up-regulated in the regenerating PNS but is down-regulated in corticospinal neurons after axotomy (Mikucki and Oblinger, 1991). Interestingly, α-tubulin 1 is down-regulated in retinal ganglion cells (RGCs) after axotomy alone, but up-regulated when a peripheral nerve (PN) graft is applied to stimulate regeneration (Fournier and McKerracher, 1997). Beyond that data of Mason et al. (Mason et al., 2003) suggest that cortical neurons differentially change the injury-induced gene expression depending on the distance of the injury site to the cell body. Interestingly, the authors identified increased expression of a number of growth-associated genes like c-jun, L1, ATF3 and Krox-24 after intracortical but not after spinal axotomy of layer V pyramidal neurons. A recent study revealed no changes in expression of the myelin-associated inhibitors NgR1, NgR2, LINGO1, p75NTR and TROY after severe T10 spinal cord contusion in any neuronal population of the mouse brain (Barrette et al., 2007). The above studies made use of in situ hybridisation (ISH)
and immunohistochemistry, in animal injury models without any further treatment. To date, no systematic studies on cortical gene expression profiles after SCI have been performed.

### 2.3 Lesion model and treatment

#### 2.3.1 The lesion model of the axotomized corticospinal tract (CST)

Unlike in humans the CST in rats is mainly located in the anterior part of the posterior funiculus, between the fasciculi gracilis and cuneatus and the grey commissure. Though, uncrossed fibers from the pyramidal tract can also be found in lateral and ventral area of the spinal cord, the dorsal CST holds between 90-95% of all CST fibers in rats (Brösamle and Schwab, 1997). The main targets of the CST axons are neurons in the grey matter of the spinal cord. In humans these are alpha motoneurons which synapse directly to their target muscle.

The transection of the only the CST leads only to transient functional deficits in rats. Obviously the rubrospinal tract (RST) is able to compensate the functional deficits. Transection of the CST and RST simultaneously leads to permanent functional impairments (Kennedy, 1990). Lesion-caused functional restrictions and recovery of a CST-only lesion can still be observed by functional test like the BBB–score (Basso, Beattie, Bresnahan Locomotor Rating Scale Basso et al., 1995), the horizontal ladder (Metz et al., 2000) and the catwalk test (Gabriel et al., 2007).
2.3.2 Experimental strategies to suppress the collagen IV containing fibrous scar

The fibrous scar is mainly made of a complex extracellular matrix (for detailed review see: Yurchenco and Schittny, 1990). The underlying Coll IV network is connected to the laminin matrix via entactin. Integrins mediate the attachment of cells to this network.

Earlier studies on the proteolytic degradation of the Coll IV containing lesion scar led to extensive bleeding as the BM surrounding blood vessels was also degraded (Feringa et al., 1979). For this reason, an approach was developed to target only the *de novo* synthesis of Coll IV after lesion.

The collagen biosynthesis

In collagen-producing cells like fibroblasts (Berry et al., 1983), astrocytes (Liesi and Kauppila, 2002) and endothelial cells (Schwab et al., 2001) the procollagen is hydroxylated by the prolyl 4-hydroxylase. This reaction is essential to provide stable triple helices formations which are secreted into the ECM. Collagen triple helices spontaneously form networks, in the case of Coll IV sheet-like structures. One key enzyme in the collagen synthesis is the iron-dependent prolyl 4-hydroxylase. A depravation of the cofactor iron would lead to a low hydroxylation rate and with that to a suppression of a stable collagen network formation.
Transient suppression of the collagen IV containing scar formation by the means of iron chelators

The regeneration supporting effect of transient scar suppression in the CNS could first be shown in the lesion model of fornix transection by local application of iron chelator 2,2’-dipyridyl (DPY, Stichel et al., 1999a). In the lesion model of spinal cord injury the injection of the more potent iron chelator 2,2´-bipyridine-5,5´-dicarboxylic acid (BPY-DCA) alone did not show significant suppression of Coll IV scar formation.

Inhibition of collagen IV producing cells

In the spinal cord meningeal fibroblasts invade the lesion site (Berry et al., 1983). The application of cAMP leads to a suppression of Coll IV production of these cells by interfering with the connective tissue growth factor (CTGF) mediated autocrine effect on proliferation and ECM production (Duncan et al., 1999).

2.3.3 The Anti Scarring Treatment (AST)

The AST-treatment is a combined application of the iron chelator BPY-DCA and 8-bromine-cAMP into the lesion site and an additional long-term release of BPY-DCA from an elvax copolymer placed onto the lesion site after operation. Klapka et al. (Klapka et al., 2005) could show delayed Coll IV expression and fibrous scar formation for up to 12–13 days after injury in treated animals. At 14 days after injury a Coll IV-positive fibrous scar had appeared in treated animals and resembled the collagenous scar in lesioned control animals.
Retrograde axonal Fluoro-Gold tracing of pyramidal neurons in layer V of primary somatosensory cortex projecting into the dorsal CST revealed a remarkable rescue effect of the scar-suppressing treatment in the cortical area of Bregma -1.1 to -2.1 mm.

The effect of scar suppressing treatment on axonal regeneration was tested by anterograde BDA-tracing of the CST. Axon growth was investigated for 10–12 weeks after surgery. In the group of treated animals extensive arborisation of BDA-traced axons could be observed in grey matter. High power magnification revealed that the axonal arborisations were decorated with numerous varicosities resembling presynaptic boutons adjacent to cell bodies located in grey matter. Interestingly, regenerating CST fibres in the distal stump were not restricted to grey matter.

2.3.4 Functional recovery

In Klapka et al. (2005) the functional benefit of fibrous scar-suppressing treatment by studying locomotor behaviour after SCI and treatment was investigated. BBB scores of the open-field tests, the CatWalk test as well as fine motor performance showed significantly improved locomotor performance of treated vs. lesioned control rats.

2.4 Concluding remarks

Increasing information on axon guidance associated protein families, has resulted in a remarkable gain of knowledge about nervous system wiring in the past years. This list reported here is still far from being complete and some guidance families had to be neglected in this introduction.
Though classical biochemical and genetic approaches are still very powerful to identify new guidance molecules and also some of their interaction partners, they fail to detect the highly complex downstream signalling machinery in the growth cone. The availability of genomics techniques enabled researchers to quantify the expression of known and unknown genes on a genomic scale (DeRisi et al., 1997). First, coexpression analysis in clusterograms helped to visualize thousands of genes, which are expressed together in different or similar experimental contexts (Eisen et al., 1998). As technology and the necessary analysis software evolved over time it is possible today to include multiple sources of information like functional annotations and protein interactions to the mere regulation data allowing additional findings on the level of systems biology.

Therefore, looking not only for regulated genes but also interpreting changes in functional group representation and shifts in regulation patterns can help to unravel the complex molecular reactions to axotomy and neuronal regeneration.
3. MATERIALS AND METHODS

3.1 Treatment paradigms and animal groups

To study changes in neocortical mRNA expression after axotomy to the CST in the thoracic spinal cord and to identify alterations in gene expression due to the AST-treatment, three experimental animal groups were examined and compared:

1. *Sham-operated* animals underwent laminectomy and opening of the dura but received no transection of the CST.

2. *Lesion-only* animals further received a CST transection resulting in a non-regenerating condition.

3. *AST-treated* animals received a CST transection followed by a combined treatment with BPY-DCA and cAMP resulting in complex regenerating reactions.

![Fig. 1. Animal groups. Cortical tissue including directly affected pyramidal neurons was collected and analyzed from sham-operated, CST-lesioned as well as CST-lesioned and AST-treated animals.](image)

The animals were sacrificed 1, 7, 21 or 60 days-post-operation (dpo). These time-points were chosen to obtain genetic profiles of distinct states of spinal cord injury and repair. While 1
day-post-lesion represents an acute phase, 7 days-post-lesion represents a phase of spontaneous axonal sprouting. At 21 dpo growth cones have reached the border of the lesion site and, in the case of the AST-treated animals, axons have entered the lesion area. At 60 dpo commencement of functional recovery could be observed in AST-treated animals (Klapka et al., 2005).

In this thesis, heterogeneous cortical tissue was used and, therefore, the higher expected variations had to compensate by increasing the number of test animals per experimental group and the type of analysis applied. For that reasons routinely 4-5 biological replicates (minimum 3) per condition were analysed. Samples were not pooled but each subject was hybridized to a separate microchip. Considerations concerning replicate numbers and pooling strategies can be found in section Impact of experimental setup (3.10.3). In addition, further technical aspects of this experiment required attention to achieve valuable data, e.g reproducibility of spinal cord axotomy, speed and accuracy of tissue preparation, extraction of quality RNA, optimal conditions for reverse transcription, labelling and hybridization.

3.2 Animals

Adult male Wistar rats (200-250g) were subjects for experimental cortico-spinal-tract transection. Animals were bred within the animal facility (Tierversuchsanlage, TVA) of the Heinrich-Heine-University, Düsseldorf and kept under specific pathogen free conditions until surgery. They were maintained in a temperature (21°C) and humidity (50 +/- 5%) controlled animal housing, on a 12h light/dark cycle. Dry and pelleted animal food and water (pH 2), was available ad libitum.
3.3 Retrograde labelling of primary motoneurons which project into the CST

Application of tracer for retrograde tracing and identification of the cortical pyramidal cells (CPCs) was performed immediately after spinal cord injury and treatment by injecting $2 \times 0.5 \mu L$ of Fluoro-Gold (Fluorochrome LLC, Colorado, USA; 3% in aqua bidest) lateral to the CST at the most proximal end of segment Th7 using a 10-μL Hamilton syringe with a 32-gauge canula. After 7 days brains of traced animals were dissected either for calibration of the cortical tissue preparation technique or for cell identification in combination with immunohistochemistry.

3.4 Corticospinal tract transection and Anti Scarring Treatment

Transection of the CST was carried out as previously described in (Klapka et al., 2005). In brief, laminectomy of vertebrae Th8 and Th9 was performed under isoflurane-mediated anaesthesia (Fig. 2a). The dura was opened with spring scissors and the dorsal columns and dorsal CST were cut with a Scouten Wire Knife (Bilaney, Germany; Fig. 2b). Animals with anti-scarring treatment received 2 mg solid 8-Br-cAMP into the lesion site before the dura was sutured (Fig. 2c). The iron chelator 2,2′-bipyridine-5,5′-dicarboxylic acid (BPY-DCA, 40 mM in Tris-buffer) was injected both into the lesion site (4 injections of 0.2 μl) and at 1mm proximal to the lesion site (2 injections; Fig. 2d). After injection, 2 mg of 8-Br-cAMP were applied to the lesion area. Control animals received injections of Tris buffer without cAMP application. The lesion of treated animals was covered with a piece of ELVAX (ethylene-vinyl-) copolymer sheet loaded with BPY-DCA for slow release, whereas ELVAX copolymer in control animals contained Tris-buffer alone. Finally, the animals were sutured and treated with antibiotics (Baytril) for one week. If necessary, the bladders were emptied manually.
Materials and Methods

3.5 Tissue preparation

3.5.1 Preparation of brain tissue

For the preparation of tissue for RNA extraction as well as retrogradly labelled tissue recovery each brain was quickly removed from the severed head in a cold room (~4°C). The left and right hemispheres were separated and snap-frozen in 2-methylbutan (~50°C). Frontal sections (50μm thickness) were created using a cryostat (~25°C).
3.5.2  **Cortical tissue localization via retrograde labeling with Fluoro-Gold**

The adequate cortical area for tissue preparation of pyramidal cells in layer V of the sensory-motor cortex was determined via retrograde labelling with Fluoro-Gold. The area from 0.5 to -1.5 mm Bregma showed the strongest labelling signal in all tested animals and assured reliable as well as reproducible coordinates for subsequent tissue preparation.

![Image](image.png)

**Fig. 3.** Identification of the adequate cortical area. Left: 40 adjacent coronal cuts (50μm thickness, Bregma 0.5 to -1.5mm). Right: Preparation of cortical layer V and VI.

3.5.3  **Preparation layer V sensorimotor cortex and total RNA isolation**

For tissue collection the brains were removed in a cold room (~4°C) and directly frozen in isopropanol at -45 to -55°C. Using a cryotom 40 serial coronal brain slices of 50μm thickness were cut. The area of layer V containing the primary motor neurons and the subjacent part of layer VI were dissected at -20°C and collected in Qiazol. Cortical slices from lesioned adult rats (lesion-only and AST-treated), as well as from sham-operated rats were prepared. Tissue was rapidly removed and processed using the RNeasy Lipid Tissue Mini Kit (Qiagen). In
addition, DNase-I treatment and the RNeasy-clean up protocol (Qiagen) were applied in combination to devoid contamination with genomic deoxyribonucleic acid (DNA).

3.6 Utilized microarray platforms

Except for the one day timepoint the chip type A of the Affymetrix GeneChip® Rat Expression Set 230 was used. For the one day timepoint the Affymetrix GeneChip® Rat Genome 230 2.0 Array was used. The Affymetrix GeneChip® Rat Genome 230 2.0 is holding the same probesets as the combination of Affymetrix GeneChip® Rat Expression Set 230 A+B, approximately 30,000 probesets in total. Due to the fact that the different timepoints were not compared directly among each other differences in the chips are negligible for this study.

3.7 Probe labeling and array hybridization

Briefly, approx. 2 μg of total RNA were converted into labeled cRNA consecutively using Superscript Double-Stranded cDNA Synthesis Kit (Invitrogen) and BioArray High Yield RNA Transcript Labeling Kit (Enzo) for each condition. Following hybridization and several washing steps according to the manufacturer’s protocol the hybridized Rat 230A microarrays (Affymetrix) were exposed to a scanner and the signals were digitalized. Signal intensities were determined and raw data quality was independently evaluated using ArrayAssist 4.2.0 Software (Stratagene).
3.8 Quantitative polymerase chain reaction (qPCR) procedures

Primers for real-time analysis of early growth response 2 (Krox-20), unc-5 homolog A (UNC5A), galanin (GAL1), vitamin D receptor (VDR), peroxiredoxin 2 (PRDX2), roundabout homolog 1 (ROBO1), colony stimulating factor 2 (CSF2), Bcl2-associated atnanogene 1 (BAG1), syntaxin binding protein 1 (STXBP1), glial cell derived neurotrophic factor (GDNF) and kalirin (KALRN) were designed by using PRIMER EXPRESS 2.0 software (Applied Biosystems) and tested for efficient amplification rates and specific amplicon generation. Real-time qPCR was performed by using SYBR green chemistry (Applied Biosystems) with Glyceraldehyde 3-phosphate dehydrogenase (GAPDH) and Ornithine decarboxylase 1 (ODC1) as reference genes. Reactions and readout were performed on an Applied Biosystems PRISM® 7000 Taqman sequence detection system, relative fold differences were determined with use of the Ct method as described by the manufacturer.

3.9 Immunohistochemistry

For immunohistochemistry rats were anaesthetised with Hypnorm (Janssen-Cilag, Germany) and Dormicum (Roche, Switzerland) and transcardially perfused with 4% paraformaldehyde. Brains were post-fixed in 4% paraformaldehyde, cryoprotected in 30% sucrose and cut on a cryostat for immunohistochemistry.

After microwave antigen retrieval (citrate buffer, 600W for 3x2 min) and blocking of nonspecific binding sites with blocking solution (5% donkey-serum; Sigma, USA, in PBS-T: PBS with 0,1% TritonX-100), 20 µm coronal brain sections were incubated at 4°C over night with rabbit anti-Galanin (1:100; Affinity BioReagents, USA), rabbit anti-VDR (1:750; Affinity BioReagents, USA), rabbit anti-GM-CSF (1:25; Santa Cruz Biotechnology, Inc.,
USA) and rabbit anti-Diablo (1:100; Calbiochem, USA) diluted in blocking solution. Staining was visualized using Avi-Alexa488-coupled secondary antibody (donkey anti-rabbit AviAlexa488, 1:200; Molecular Probes, USA) diluted in blocking solution. After 2 washing steps and elimination of lipofuscin autofluorescence with 0.3% Sudan Black B in 70% ethanol (7 min at room temperature), the brain sections where coverslipped with FluoromountG (Southern Biotech, USA).

As the Fluoro-Gold signal in retrogradely traced pyramidal neurons of sensorimotor cortex (see above) was lost during the immunohistochemical procedures, the sections were photographed before and after immuno staining at identical positions using a BZ-8000 digital microscope (Keyence, Japan).

3.10 Microarray data analysis

3.10.1 Affymetrix gene chip technology

Over the last 10 years, Affymetrix microarrays have become a standard in mRNA expression profiling. Using solid-phase chemical synthesis and photolithographic techniques employed in the semiconductor industry, 25-mer oligonucleotides are directly synthesized at specific locations on coated glass slides as probes for cRNA fragments (Lockhart et al., 1996; Lipshutz et al., 1999). Given the high density of probes due to their small feature size (from 50 down to 2 μm), chips with the size of a human thumbnail holding the whole transcribed genome of species like rat, mouse or human are available today (Affymetrix). To assess non-specific binding, each perfect match (PM) oligonucleotide sequence is accompanied by a mismatch (MM) probe in which an incorrect nucleotide is introduced at position 13 of the 25-
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mer oligonucleotide. A PM probe and its reference MM probe make up a probe pair. To obtain reliable gene expression measures and background estimations multiple probe pairs are used for each mRNA expression measurement. Typically, on current Affymetrix arrays 11 different probe pairs make up such a so called probe set, related to a common gene or a fraction of a gene. Using the information of the multiple measurements of hybridization in each probe set allows a more robust measure of expression. However, calculating the expression is much more complex as compared to spotted arrays where each gene is represented by just one probe.

3.10.2 Variations

The measurand in microarray experiments is the amount of a specific transcript in a present sample from prepared tissue or cells of interest. The selective binding of cRNA fragments to their complementary chip probes is a function of this mRNA amount. Unfortunately, this function holds a number of unknown variables which lead to background noise. Among these variables are variations in the RNA extraction and reverse transcription efficiency, chip fabrication tolerances, background intensity fluctuations, non-uniform target labelling, pipetting errors, scanning deviations and so forth. The sources of these variations can be separated in three layers: biological variations, technical variations and measurement errors (Churchill, 2002). The biological variations are of interest for the investigator. This type of variation is intrinsic to all biological organisms and can be influenced by factors like tissue heterogeneity, genetic polymorphism, environmental factors, pooling of samples as well as by any type of treatment (Spruill et al., 2002; Whitney et al., 2003; Molloy et al., 2003; Oleksiak et al., 2002). Technical variations accumulate during handling of the biological samples such
as extraction, RNA preparation, labelling and probe hybridization. Measurement errors originate from the process of reading the fluorescence signals on the array. A complete elaboration of the different sources of variation can be found in Hartemink et al. (Hartemink et al., 2001). Given the fact that the ratio of interesting variations to obscuring variations has a significant impact on the usability of microarray data, minimising the technical variations by controlling the quality of the RNA samples and using well proven and efficient labelling and hybridization methods is crucial (Bakay et al., 2002; Brown et al., 2004; Dumur et al., 2004).

3.10.3 Impact of the experimental setup

The experimental setup has a great impact on the statistical power of the resulting data. This includes the choice of tissue and tissue preparation, number of and kind of replicates as well as the fact whether or not samples are pooled. Multiple replicates for each condition may tremendously increase the cost of a broad experimental setup, but, on the other hand, choosing too few replicates to bring down costs may render a still expensive study into an investigation lacking a reliable result. Various articles have assessed the effect of replicate numbers on the false positive rate (Hariharan, 2003; Pan et al., 2002) or to estimate the statistical power of experiments \textit{a priori} (Seo et al., 2006). Hariharan showed that the number of false positives included to catch all 14 spike–in genes in the Affymetrix Latin Square dataset drops from 2,000 (2 replicates) to 50 (4 replicates).

Pooling biological samples seems to be appropriate to reduce the total number of microchips but keeps the number of animals up. The concept of pooling is to minimize subject-to-subject variations in order to identify substantial differences between the experimental groups (Simon and Dobbin, 2003; Churchill, 2002; Churchill and Oliver, 2001). Drawback of this approach
is the inability to identify and remove outliers and to approximate the variation within the population. While there are ways to minimize this effect by adequate pooling strategies where each group is split into overlapping subgroups, the advantages of pooling are limited to larger study designs and high amounts of samples (Kendziorski et al., 2005; Kendziorski et al., 2003; Shih et al., 2004).

3.10.4 Low-level analyses

To separate biological variations of interest from obscuring variations, the collected raw-data have to be pre-processed. This so called "low-level"-analysis normally includes background adjustment, normalization, $PM$ correction and summarization. While background adjustment removes non-specific background from scanned images for each single array, normalization reduces non-specific, non-biological variations between multiple chips. $PM$ correction is supposed to reduce the effects of non-specific binding or cross-hybridization by $MM$ probe subtraction. The usefulness of this procedure is still controversially discussed in the literature, as several studies have shown that ignoring $MM$ probes can lead to a lower variance (Bolstad et al., 2003; Irizarry et al., 2006b; Naef et al., 2002; Bolstad et al., 2004; Irizarry et al., 2003d; Millenaar et al., 2006; Wu and Irizarry, 2005; Cope et al., 2004). Finally, the summarization step generates a single expression value out of the multiple intensities of each probe set. Depending on the algorithm used, this can be done with a single chip or including data of multiple chips from one project. The steps of low-level analysis can not be separated by a clear cut as there are algorithmic approaches to solve two or more of these measures at once. There are also approaches that skip one or more steps like the background adjustment or, especially, the controversial issue of $PM$ correction (Irizarry et al., 2006a).
In recent years it became more and more obvious that the way the oligonucleotide array data are pre-processed, dramatically influences the results that can be extracted from the experiments (Millenaar et al., 2006). Several studies tried to evaluate the performance of different pre-processing methods, mainly using "spike in" and "dilution" experiments (Hill et al., 2001; Schadt et al., 2000; Qin et al., 2006; Seo and Hoffman, 2006). Given the many different ways to perform the respective parts of low-level analysis and their countless combinations, making the right choice for pre-processing has become a scientific field of its own. Obviously, though coefficients like accuracy, precision and bias from a set of pre-processing combinations can be assessed, the overall "performance" is difficult to measure. The "performance" of low-level analyses mainly depends on the type of data to be processed, on factors like the number of chips, on the type of tissue that is to be analyzed and on the scientific goal that is pursued.

**Microarray Suite (MAS)**

Until 2001, GeneChip MAS 4.0 software used the average of the difference (AvDiff) of corresponding PM and MM intensities to calculate expression values. AvDiff is defined as

\[ AvDiff = |A|^{-1} \sum_{j \in A} (PM_j - MM_j) \]

with \( A \) a set of suitable probe pairs. In about 1/3 of the probe pairs of an average array MM ≥ PM (Irizarry et al., 2003a). Thus, adjusting for non-specific binding and background noise by the PM-MM transformation leads to two obvious problems: about 5% of the resulting intensities of the probe sets are negative and data including negative values cannot be log transformed to account for the multiplicative measurement error. With introduction of MAS 5.0 in 2001 the signal was calculated as follows:

\[ signal = Tukey Biweight(\log(PM_j - MM_j)) \]
with \( MM^* \) is a modified \( MM \) value to prevent adjusted expression values to become less or equal 0. Each probe pair has a "vote" in determining the signal; the probe pairs are weighted based on their distance from the probe set mean. Using the weighted intensity values, the adjusted mean for the probe set is determined (for detailed information on MAS 5.0 see Affymetrix, 2001). For background adjustment each chip is divided into 16 zones correcting the probe values by using (i) the second percentile of the probe values in that zone as background and (ii) the distance of the probe to the centre of its zone as a weight. To normalize the data of multiple chips MAS 5.0 uses linear regression, scaling the overall intensities of all chips to the same user-defined target intensity.

**Model-based Expression Indexes (MBEI)**

In 2001 Li and Wong (Li and Wong, 2001) showed that there are huge differences in the intensities of probes in the same probe set, though they all bind different segments of the same gene. However, the so called probe set patterns of genes are generally the same compared between different chips. The MBEI method, implemented in the dChip software package, uses this information to account for individual probe-specific effects as well as detection of outliers and image artefacts (Schadt et al., 2001). The invariant set, a large number of ad-hoc selected genes as references for non-linear normalization instead of a fixed catalogue of "housekeeping genes", is used for normalization (Li and Wong, 2001). Both a \( PMMM \) and \( PM \) mode are implemented in dChip, meaning that either the \( PM/MM \) differences are evaluated (\( PMMM \)) or ignored (\( PM \)).
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Fig. 4. Outlier detection by means of probe set patterns. The 20 PM intensity values of one probe set on three different arrays plotted against their probe numbers show almost the same profile. Irregular probes (black arrow) or chips can be identified. Figure modified from Li & Wong, 2001.

Several other low-level analyses have been developed from different groups. Most of them are based on the findings of Li and Wong (Li and Wong, 2001), namely strong probe effects in PMMM-adjusted intensity values, advantages of multi-array summaries for signal estimation as well as outlier detection and need for non-linear normalization.

Robust Multiarray Average (RMA)

In 2003, Irizarry et al. introduced RMA as a new method for low-level analysis (Irizarry et al., 2003a; Irizarry et al., 2003b). It is based on the discoveries made by Li and Wong, but uses different algorithms for each pre-processing step. Only PM values are used for the calculation, the MM values are ignored. The assumption is made that the observed PM intensity distribution is a combination of an exponentially distributed signal and a normally distributed background. The resulting background corrected probe intensities are then normalized using quantile normalization. Bolstad et al. (Irizarry et al., 2003a) demonstrated that data-driven quantile normalization is a fast and simple way of normalization. Moreover, quantile normalization showed good performance when compared to two other, already established
methods \((cyclic\ loess \ and \ contrast\ based)\). All three normalization methods are referred to as "complete data methods", meaning that the data of all chips in an experiment are combined to form the normalization relation. Quantile normalization adjusts the data of all arrays to the same distribution. The method is based on the idea that a quantile-quantile plot of two data vectors shows a straight diagonal line if the distributions of the two vectors are the same. This suggests that projecting the data points of all \(n\) arrays in a \(n\)-dimensional quantile-quantile plot onto the \(n\)-dimensional diagonal identity line leads to an equally distributed data set. Table 1 shows a simplified example: the expression values of each chip make up a column of a spreadsheet, each row representing a specific gene. Now each column is sorted in increasing order and the values of every cell are replaced with the row average. Finally, the columns are unsorted, each row representing a gene again. This method works well with most types of datasets and is stable against outliers. However, an extreme probe intensity value of a gene on a certain chip can influence the calculated expression values of different genes in the dataset of all the other chips. Therefore, quantile normalization should be performed before summarization in order to prevent such rare cases. Moreover, certain kinds of experimental setups can lead to a high error rate due to the assumption that there are no distribution changes over all chips. Looking at over 15,000 genes in one study, overall up- and down-regulation should be approximately the same. However, in studies involving malignant tumors, ageing or major interference of the transcriptional apparatus, this basal assumption made for quantile normalization may lead to aberrant biological results.
Fig. 5. Components of the measured intensity distribution. Detected density of probe intensities (a) includes two components, an exponentially distributed signal (b) and a normally distributed background (c).

Fig. 6. Densities of PM probe intensities for spike-in datasets. Distributions before (grey) and after (black) quantile normalization are plotted. Figure modified from Bolstad et al., 2003.

After performing quantile normalization, RMA fits the background-adjusted, normalized and log₂-transformed PM intensities, denoted with $Y$, to a linear additive model:

$$ Y_{ijn} = \mu_{jn} + \alpha_{jn} + \varepsilon_{ijn}, \quad i = 1,...,I, \quad j = 1,...,J, \quad n = 1,...,n $$

with $\alpha_j$ standing for a probe affinity effect and $\varepsilon_{ijn}$ is an independent identical error term with mean 0. An estimated $\mu_i$ represents the log scale expression level for probe set $n$ on array $i$. 
The assumption that the average of each probe set is a representative measurement of the associated gene’s expression leads to $\sum_j \alpha_j = 0$.

The model parameters are estimated using the robust median polish (Holder et al., 2001) procedure. A detailed comparison of MAS5.0, MBEI and RMA methods is given in Irizarry et al. (Irizarry et al., 2003c).

### Table 1.

Example for quantile normalization. Columns representing chip data are sorted in ascending order, the values in each row replaced by the rows mean and finally the columns unsorted. After quantile normalization each chip shows the same distribution, due to the same values in every column. For example gene 2 seems to be lower expressed in the sample on chip 3, though the original values do not show that directly. Extreme outliers can influence corrected values of other genes on other chips.

#### GC-RMA

In 2004, Wu and Irizarry (Wu et al., 2003) added a new way of background adjustment to the RMA method, using probe sequence information to estimate the affinity of the probe for non-specific binding (NSB). This approach, called GC-RMA, was designed to resolve the
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drawback of RMA. While the precision of RMA is high, it lacks accuracy in estimating fold changes. The new GC-RMA method not simply uses the GC content but the position of each base type (A, T, G or C) in the 25-mer oligonucleotide sequence to determine the affinity of each probe. Two effects come in to play here. First, G-C pairs form three hydrogen bonds as opposed to two in the case of A-T pairs, leading to a stronger hybridization. Second, the purines U and C in the mRNA are labelled, leading to weaker hybridization (Naef and Magnasco, 2003).

![Fig. 7. Effect of bases A, T, G and C in position k on the affinity and brightness of probes. Position 1 corresponds to the first base on the glass slide. Figure modified from Naef & Magnasco, 2003 and Wu et al., 2003.](image)

The original model introduced by Naef and Magnasco (2003) described the probe affinity \( \alpha \) as the sum of position-dependent base effects:

\[
\alpha = \sum_{k=1}^{25} \sum_{j=A,T,G,C} \mu_{j,k} 1_{b_k = j} \quad \text{with} \quad \mu_{j,k} = \sum_{l=0}^{3} \beta_{j,k} k^l,
\]

where \( k=1,\ldots,25 \) represents the position along the probe, \( j \) indicates the base letter, \( b_k \) indicates the base at position \( k \), \( 1_{b_k = j} \) is 1 when the \( k \)-th base is of type \( j \) and 0 otherwise, and \( \mu_{j,k} \) indicates the contribution to affinity of base \( j \) in position \( k \). The effect \( \mu_{j,k} \) for fixed \( j \) is assumed to be polynomial of degree 3. This model is adapted to describe the NSB in GC-RMA. It is assumed that \( PM \) is the sum of optical noise \( O_{PM} \), NSB noise \( N_{PM} \) and the signal \( S \) while \( MM \) is the sum of optical noise \( O_{MM} \) and NSB noise \( N_{MM} \) only. Maximum Likelihood
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Estimate (MLE) or Empirical Bayes Estimate (EB) is used to estimate S. GC-RMA implementing an empirical Bayes approach outperforms RMA for low expressed genes.

Probe Logarithmic Intensity ERror (PLIER)

Affymetrix introduced PLIER in the year 2005 (Affymetrix, 2005). Because of the complex interactions leading to measured intensities, the analyzed parameters are termed feature responses instead of probe affinities as in Irizarry et al. (Irizarry et al., 2006a). The PLIER algorithm does not utilize probe sequence information. It rather generates an empirical probe set specific feature response pattern that is supposed not only to incorporate the different thermodynamic properties and binding efficiencies, but also other factors like labelling, non-equilibrium washes, and density of synthesis. This feature response pattern can be compared to the probe set pattern introduced in MBEI. Feature response patterns across multiple arrays are utilized to identify poorly performing features with erratic hybridization characteristics. The PLIER algorithm additionally accounts for heteroskedacity of the data. It is assumed that in probe sets with a mean close to the background, probes with the highest feature response are those most informative. In the process of signal generation each feature receives a weight, the most informative features providing the strongest contribution to the signal. The weight is depending on the consistency of the feature over multiple arrays and the median feature intensity, favouring higher feature responses at the low end of target abundance. The error estimation also includes abundance information. While at low abundance the largest component of the measured intensity is most likely background, at high abundance it is specific target response. This is also true for the error contained in the intensity. To avoid underestimation of error at the lower end of abundance, PLIER implements an error model, which smoothly transitions between a low abundance “arithmetic” to a high abundance “multiplicative” form. This design leads to a high sensitivity for low expressors and a low
false positive rate (Seo and Hoffman, 2006). A detailed description of the underlying M-estimator calculation can be found at:


3.10.5 Statistical analysis

Once the data have been background corrected, transformed into log scale, normalized and summarized, expression values for every gene are obtained. The main purpose for microarray experiments is to assess information about differences of gene expression. Thus, a decision has to be made which genes will be accounted for as regulated/differently expressed based on their expression values. The easiest way is to calculate the ratio of the group’s mean expression values, the so called fold change, and set a threshold above which the genes will be considered as regulated. This method was widely used at the beginning of the microarray era. The fold change cut-off, however, has major drawbacks, because it does neither accommodate for the actual level of expression values nor for their variance. While at small intensities slight changes of the signal due to background noise can already lead to a massive fold change, highly expressed, truly regulated genes on the other hand may not reach the fold change cut-off, potentially already running into a saturation effect. Furthermore, the resulting fold change value is highly dependent on the preceding low-level analysis. By changing the type of background adjustment the fold change could change dramatically (Seo and Hoffman, 2006).

Additionally, comparison of actual RNA amounts to resulting fold changes measured in spike-in experiments showed that the ratios assessed by microarray data greatly underestimate the actual RNA fold changes (Cope et al., 2004). Taking into account that these changes could
be caused by only a subgroup of cells in heterogeneous tissue samples, biologically relevant gene regulations may show fold changes lower than 1.5.

The t-test can be used to prove significance in differential gene expression between two experimental groups. The t-statistic $t_g$ is calculated for each gene $g$ with $e_1$, $e_2$ representing the mean expression values, $s_1$, $s_2$ the standard deviations, and $n_1$, $n_2$ the number of arrays for group 1 and 2:

$$ t_g = \frac{e_1 - e_2}{\sqrt{\frac{s_1^2}{n_1} + \frac{s_2^2}{n_2}}} $$

The $t_g$ value can be transformed into a more convenient p-value using the Student’s t-distribution. The assumption is made that the expression values in each group are normally distributed and the variances of these two distributions are the same. Thousands of genes are tested at once, leading to a severe inflation of the type I error rate increasing the chance for false positives. To neutralize this effect several p-value correction methods have been introduced. The p-value correction methods based on the family wide error rate (FWER) tend to be rather conservative leading to a higher number of false negatives. The FWER controls the chance of having one false positive in the group of regulated genes. Given the nature of microarray studies with thousands of analyzed genes and often hundreds of regulated genes the less conservative p-value correction method controlling the false discovery rate (FDR) is often advisable. This methods does not control the chance of having one false positive but it controls the chance of having a given percentage (normally 5%) of false positives.

If more than two conditions have to be analyzed a comparison of all possible individual pairs of conditions could be performed using the t-test. But increasing the number of tests will subsequently rise the number of false positives. Another parametric test, the analysis of variance (ANOVA), is not bound to a comparison of only two groups and might thus be
beneficial in such a study. The ANOVA follows the null hypothesis that the population means $\mu$ for all conditions are the same:

$$H_0: \mu_1 = \mu_2 = ... = \mu_k$$

with $H_0$ is the null hypothesis and $k$ the number of conditions. Basically, ANOVA compares two estimates of variance ($\sigma^2$), the Mean Square Error ($MSE$) and the Mean Square Between ($MSB$). The $MSE$ is based on the variances within the sample’s and is an estimate of $\sigma^2$ no matter if the null hypothesis is true or not. The $MSB$ is based on differences among the samples means and is only an estimate of $\sigma^2$ if the null hypothesis is true, otherwise it will be larger. Therefore, if $MSB \gg MSE$, it is likely that at least one mean of the population is different to the rest. The ratio of $MSB$ and $MSE$ can be used to calculate the corresponding p-value for this difference using the $F$ distribution. Just like the t-test, the ANOVA assumes independence, normal distribution and homogeneity of variance. Although the distribution of microarray data of interest may not be known, ANOVA is quite robust to violations of these assumptions, tending to be rather conservative. To completely avoid these problems, non-parametric methods like Mann-Whitney $U$ for two conditions or Kruskal-Wallis for more than two conditions are suitable tests for statistical analysis.

3.10.6 Biological pathways and ontology information

Fitting a list of regulated genes to already known pathway maps of biological processes provides an approach towards the understanding of the biological function of the observed gene regulations. Projects like the Kyoto Encyclopedia of Genes and Genomes (KEGG database of biological systems; http://www.genome.jp/kegg/) may help to unravel putative molecular interactions and signalling networks. Tools like PathwayArchitect use known
connections between genes and their products elucidate putative functional pathways out of a given group of genes.

In information science, ontology describes a set of individuals and the relationships between these individuals within a domain. In the case of gene ontology (GO) the individuals are different genes which belong to certain classes, like "cytoskeleton" or "neurotransmitter secretion". Linked by the two relationships is-a and part-of these GO-classes build a tree-like structure holding information about biological processes, cellular components and molecular functions in a species-independent manner. While annotation binds biological information to specific genes, ontology provides a framework of structured, controlled vocabulary to do this. Using gene ontology annotation information is a simple way for a high-level analysis of gene functions based on microarray data. Web-based tools like David (http://david.abcc.ncifcrf.gov) or L2L (http://depts.washington.edu/l2l/) enable the scientist to identify functional annotations, which are significantly enriched in a given list of probe set IDs as described in the following example: Imaging that a functional group $F$ which is represented by 100 genes on a chip with 10,000 different probe sets hitting at least one of the terms in the GO-database. By chance, about 1% of the genes in a list of regulated genes belongs to $F$. If the outcome of a virtual array experiment results in a much higher proportion of regulated genes of that functional group $F$, it would be strong evidence for a possible biological function of that specific group in the analyzed paradigm. One handycap of this procedure is that only one gene list is analyzed at a time. For a more detailed description of high-level analysis measures see Kruse et al. (Kruse et al., 2008).
4. RESULTS

4.1 Lesion model and tissue preparation

This work demonstrates that cortical gene expression profiles after thoracical CST transection as well as after thoracical CST transection and regeneration promoting treatment can be assessed by the means of microarray hybridisations. The lesion model is adequate to produce test animals with comparable lesions resulting in animal groups with similar cortical gene expression. The tissue preparation methods using cryo-dissected slices and microscope aided scalpel tissue preparation led to well-preserved total RNA as well as adequate and reproducible localization of tissue-blocks. The comparability of the resulting animal groups in the different conditions was check by correlation analysis and principal component analysis (PCA).

4.2 Difficulties and solutions in microarray experiments

4.2.1 From raw data to biological meaning

The presented comprehensive study on differential genomic responses in sensorimotor cortex after CST transection with or without pharmacological intervention implies several factors which complicated the identification of differentially expressed genes. As noted above heterogenous cortical tissue was studied, a fact which implies the advantageous potential to analyse both neuronal and glial reactions to CST lesion. However, this approach leads to a
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decrease in signal detection, because gene expression changes in one particular cell type are
diluted by the other cells. As well, counteracting responses in different cell types may mask
each other. In the case of the CST lesion, only a proportion of cells in the analyzed cortical
tissue, the primary motor neurons of layer V, are directly affected by the lesion. Furthermore,
only a subpopulation of these neurons will regenerate, depending on the condition examined.
Nevertheless, to assure accurate and reproducible results an increased number of biological
replicates per condition were used and in the subsequent data analysis a broad spectrum of
pre-processing methods was implemented. Gene regulations involved in regeneration
processes, apoptosis and survival were identified and distinct AST treatment-mediated
modifications were observed.

4.2.2 Data processing

Initial data analysis has been performed using the Stratagene softwares ArrayAssist and
PathwayArchitect. Using ArrayAssist the investigator can choose between the 5 well
established algorithms for low-level analysis, MAS5, MBEI, PLIER, RMA and GC-RMA. To
ensure a fast and flexible workflow, scripts based on the programming language Python to
automatically and reproducibly process the analysis of different sets of arrays were developed.
The raw data was imported separating the chips into groups according to their experimental
conditions. The Python scripts automatically performed the corresponding sets of background
correction, normalization, variance stabilization and log transformation and carried out
statistical analyses for all five algorithms. When finished the resulting data sets were exported
to Excel file format by the Python scripts. Further analysis was done in Microsoft Excel using
a package of self-provided Visual Basic for Applications (VBA)-based tools which was
termed ChipChat. The resulting lists of regulated genes additional information from external
databases like *David* (http://david.abcc.ncifcrf.gov) or *L2L* (http://depts.washington.edu/l2l/) could be accessed via the VBA-tool for high-level analysis, functional grouping and clustering.

### 4.2.3 Combination of pre-processing methods

Five of the most commonly used pre-processing methods have been described above. Depending on multiple factors all algorithms will be able to find more or less overlapping and accurate groups of regulated genes. Using only one pre-processing algorithm will lead to biased data depending on the accuracy and precision of the algorithm and the type of background adjustment, normalization and summarization steps. To narrow down the group of false negatives without including too many false positives a combination of multiple analysis methods appears beneficial in the majority of cases (Irizarry et al., 2006a).

<table>
<thead>
<tr>
<th>Box 1: Error types</th>
</tr>
</thead>
<tbody>
<tr>
<td>Two different types of errors can be differentiated, <em>statistical</em> and <em>systematic errors</em>. Although the statistical error is caused by random variations, the systematic error is the result of nonrandom variations of an unknown source. The statistical error can be divided into two types:</td>
</tr>
<tr>
<td>- <em>Type I</em> is the error of accepting a difference when in truth there is none (<em>false positive</em>).</td>
</tr>
<tr>
<td>- <em>Type II</em> is the error of accepting the null hypothesis when in truth there is a difference (<em>false negative</em>)</td>
</tr>
</tbody>
</table>

For each experiment, a reasonable balance between *type I* and *type II errors* (Box 1) has to be found, based on the data and the scientific aim. If only a few new candidate genes are to be identified a higher false negative rate can be accepted. In a systemic approach, on the other hand, a slightly higher false positive rate will not disturb the overall regulation pattern, but, e.g., an algorithm-specific non-sensitivity for low-level expression changes will do so. In this
thesis a method implementing five well-described algorithms with different weights on the "vote" for regulation was developed that can be used to utilize the advantages of all algorithms while holding the disadvantages in check. As multiple statistical tests based on the resulting data of each pre-processing method are performed, the p-value thresholds need to be adapted to compensate for the resulting type I error increase.

ChipChat software tool

Due to the complex experimental setup, including multiple analyzed conditions and timepoints as well as the heterogenous brain tissue samples, the analysis of the microarray data had to be adjusted. By incorporating the whole data derived from the five different pre-processing methods used into the ChipChat software tool, the five resulting lists of regulated genes can be compared directly. Moreover, the setting of separately changeable thresholds for crucial criteria, like p-values and fold changes enables widespread analyses and comparisons. Overlaps of lists were calculated and information regarding ranks or percentages of genes which have a proper p-value but do not meet the fold change threshold can be assessed. In the "vote" for regulated gene expression the different algorithms could be rated by selectable weightings. A concluding results sheet was then generated representing the calculated expression information of all algorithms for each regulated gene including the respective fold changes and p-values. For each gene in each comparison a regulation index is calculated based on the number of pre-processing methods which account for the gene to be regulated, the weights given for the respective analysis type and the direction of regulation. This regulation index offers the excellent capability for fast semi-automated identification of genes that, e.g., satisfied specific threshold criteria in at least three of the pre-processing procedures.
Additionally, genes comprising similar regulation patterns can be identified. These calculations can be performed with multiple worksheets at once, which enables the user of ChipChat to quickly compare different datasets and further simplifies an informed decision what data sets are reliable.

**Implemented thresholds**

Using the ANOVA statistical test additional lists of genes were generated, which were significantly regulated at least in one of the analyzed conditions. To specify the time-point and experimental condition at which a particular gene is regulated t-tests were applied. Using the information gained from t-test cross-comparisons genes were classified (i) as regulated in response to the injury, (ii) as boosted or counter-regulated due to AST-treatment when compared to lesion-only, (iii) or exclusively regulated in the AST-treated. The results shown here were acquired using a one-way-ANOVA for the 7, 21 and 60 dpo time-points (with a p-value threshold of 0.02 after GC-RMA and PLIER low-level analysis). The 1 dpo time-point contained only two conditions, therefore t-tests were run p-value thresholds of 0.02 and fold change thresholds of 1.3. At 1 dpo a gene was considered to be regulated if the calculations met the thresholds in at least 2 out of the 5 low-level analysis methods described, and if one of the fulfilling methods was GC-RMA or PLIER. Using these analysis settings resulted in reliable list of regulated genes. These regulations could be confirmed for selected genes by qPCR. Additionally, the list of regulated genes are verified by the results of the high-level analysis below.
4.2.4 Resulting guidelines for microarray data low-level and statistical analysis

When planning a study based on microarray data, it is fundamental to define the goals of this study. As the group sizes, the appropriate low-level analysis as well as statistical analysis depend on the type of tissue or samples as well as the experimental setup, the thresholds depend on the scientific goals of the study. Generally, thresholds that should be considered are minimum expression values, the fold-change cut-off, the p-value cut-off as well as combination of multiple low-level analysis types in an and or or connection. If the goal is to identify only a handful of strongly regulated candidates associated with a certain condition these thresholds should be chosen in a wider range. However, if the goal is to identify a broad spectrum of regulation for further high-level analysis a less conservative strategy is reasonable to a certain degree, as potential false positives should not interfere with high-level analysis results.

Quality control is a crucial step in microarray data analysis as the chip failure rate, e.g. for Affymetrix chips, lies at about 10%. Checking internal controls, correlation plots and PCA visualisations helps to identify potential outlier chips.

To minimize the inflation of the error type I rate, prefiltering is recommended. The stricter the filter criteria are in these steps, the higher is the percentage of identified significant regulations in the remaining dataset. Next to filtering for minimum expression levels and fold-change cut-offs it can be advisable to additionally filter for the genes which can be found significantly regulated by multiple low-level analysis algorithms.

The statistical evaluation depends on the experimental setup, the number of groups and their dependencies. In most cases, where more than two conditions are studied, a uni- or multivariate statistical test like ANOVA followed by an adequate post-hoc test can be used. By
using a FDR-based error correction, the experimenter is able to directly control the type I error rate without losing high numbers of accurate results.

### 4.3 Cortical gene expression profiles following spinal cord injury

In order to characterize the changes in cortical mRNA expression profile after thoracic spinal cord injury RNA samples from cortical layer V of CST-transected adult rats to that of sham-operated animals were compared (Fig. 1 a,b). Significantly regulated genes comprising stage-specific molecular responses over a period of 1, 7, 21 and 60 dpo (Table 2) were identified. Out of a total of ∼11,000 genes represented on the chip, approximately 3,100 genes were detected that showed significant regulation at least at one of the selected timepoints.

<table>
<thead>
<tr>
<th></th>
<th>Total</th>
<th>Lesion vs. Sham</th>
<th>AST vs. Lesion</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>regulated</td>
<td>up</td>
<td>down</td>
</tr>
<tr>
<td>1 dpo</td>
<td>917</td>
<td>521</td>
<td>41%</td>
</tr>
<tr>
<td>7 dpo</td>
<td>1404</td>
<td>853</td>
<td>44%</td>
</tr>
<tr>
<td>21 dpo</td>
<td>2035</td>
<td>1199</td>
<td>27%</td>
</tr>
<tr>
<td>60 dpo</td>
<td>1582</td>
<td>959</td>
<td>56%</td>
</tr>
</tbody>
</table>

**Table 2.** Numbers of regulated genes in sensorimotor cortex of sham, lesioned-only and AST-treated rats at four different timepoints (1, 7, 21, 60 days) after surgical treatment. The numbers and proportions of up- and down-regulated genes are shown. While the numbers of regulated genes identified at each timepoint are very similar for the lesion and AST group, a strong imbalance of up- vs. down-regulations was observed at 1 and 7 dpo in the AST-group and at 21 dpo in the lesion-only group.
Significantly enriched functional groups of regulated genes after SCI

<table>
<thead>
<tr>
<th>1 dpo</th>
<th>7 dpo</th>
<th>21 dpo</th>
<th>60 dpo</th>
</tr>
</thead>
<tbody>
<tr>
<td>apoptosis</td>
<td>apoptosis</td>
<td>apoptosis</td>
<td>apoptosis</td>
</tr>
<tr>
<td>response to oxidative stress</td>
<td>translation biosynthetic process</td>
<td>protein metabolic process</td>
<td></td>
</tr>
<tr>
<td>protein folding</td>
<td>macromolecule metabolic process</td>
<td>ribosome</td>
<td></td>
</tr>
<tr>
<td>cytoskeleton organization</td>
<td>brain development neurological process</td>
<td>cytoskeleton organization</td>
<td></td>
</tr>
<tr>
<td>regulation of neurogenesis</td>
<td>glutamate receptor activity</td>
<td>signal transduction</td>
<td></td>
</tr>
<tr>
<td>neuronal network</td>
<td>neurotransmitter transport</td>
<td>synapse part</td>
<td></td>
</tr>
<tr>
<td>ion channel activity</td>
<td>postsynaptic membrane</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Table 3.** Significantly enriched functional groups of regulated genes after SCI. Differentially regulated genes were checked for GO-term enrichments. The cortical regulatory response to CST-lesion shows a timepoint-specific profile of strongly modulated functional clusters.

As early as one day after CST transection 521 genes were significantly regulated in Layer V despite of the distance of several centimetres from the lesion site in spinal cord (at thoracic level 8) to the sensorimotor cortex from which the RNA was isolated (Table 2). Later (7 - 60 dpo) the number of regulated genes was further increased and showed a maximum of 1.199 genes at three weeks after injury. Notably, the proportion of up- and down-regulations varied over time. While at 1, 7 and 60 dpo close to 50% of the genes were regulated in either direction, at 21 dpo nearly 75% of the regulated genes were repressed (Table 2).

Analysing the enrichment of regulated genes in functional groups of the GO-tree, the analysis indicated strong stage-specific dynamic modulation of different functional processes (Table 3). At 1 dpo affected processes included, among others, “wounding responses”, “growth-associated cytoskeletal reorganization” and “cell survival”, whereas at 7 dpo “metabolic and transport processes” and genes involved in “oxidative stress responses” were concerned. Later on, functional groups involved in “protein biosynthesis” and “synaptic reorganization” were enriched at 21 and 60 dpo. Likewise, “apoptotic processes” were strongly modulated at 60 dpo.
Fig. 8 Schematic representation of expression changes in lesioned animals compared to sham animals and in AST animals compared to lesion controls illustrates the various regulation patterns. In comparison to lesion-induced regulations, AST-induced regulations showed four different responses: (i) probesets “Regulated by injury” are strictly altered by SCI regardless of an additional AST treatment (no significant regulation in the comparison AST vs. Lesion); (ii) “Boosted by AST” are probesets with altered expression by injury that become
further up- or down-regulated by AST; (iii) “Counter-regulated by AST” represents probesets which are regulated back to or beyond sham-level by AST; (iv) probesets “Exclusively regulated by AST” show no significant Lesion vs. Sham regulation. The detailed view on the left illustrates the results of all the five implemented algorithms (Mas5, LiWong, Plier, RMA and GC-RMA) for each comparison (Kruse et al., 2008).

4.4 Modulation of the cortical lesion-triggered gene expression profile by AST

Direct comparison of gene expression in AST animals with lesion-only control rats revealed a strong modulation of lesion-triggered gene expression profiles by the regeneration promoting treatment (Table 2). Similar to lesion-only animals the number of significantly regulated genes in AST-treated animals increased over time reaching a peak at 21 dpo (1167 genes, Table 2). Over the entire period (1-60dpo) approximately 2.800 genes were significantly altered in treated compared to lesioned animals. While at 1 dpo only 25% of the regulated genes in AST animals were up-regulated, nearly 70% of the regulated genes were up-regulated at 7 dpo. Interestingly, the total number of regulated genes at each timepoint corresponded among the groups of lesion-only and the AST animals. Thus, the detected regulatory complexities of cortical reactions to SCI on the one hand and the time-dependent alterations of these lesion-triggered modifications by AST-treatment are in the same order of magnitude.

4.4.1 Principle time- and treatment-specific changes in gene expression patterns

Differences in gene regulations where analyzed in two groups. The groups were: (i) Lesion vs. Sham, where the transcriptome of cortical layer V of spinal cord injured rats is compared to that of unlesioned (sham) animals, and (ii) the AST vs. Lesion comparison where treatment-elicited regulations were identified which accompany the AST-triggered axonal regeneration
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and functional improvement as previously described in detail (Klapka et al., 2005). In the following, gene regulations discovered in the Lesion vs. Sham comparison are referred to as lesion-triggered while regulations in AST-treated animals are based on significant changes identified in the AST vs. Lesion comparison.

In principle, AST-triggered alterations of gene expression may lead (i) to no significant differences compared to lesion-only animals (injury-specific gene regulation), (ii) to an even higher or even lower expression level of the respective probeset found to be regulated in lesion-only animals (genes boosted further up or down by AST), (iii) to a counter-regulation back to or beyond the basal sham expression level (genes counter-regulated by AST), or (iv) to genes exclusively regulated in AST-treated animals showing no changes in transcript level by spinal cord lesion only. As shown in figure 3 all groups (i-iv) of differential gene regulation were observed. Interestingly, the group of AST-boosted probesets comprised only a small proportion (~1%) of the regulated transcripts at all timepoints examined. In contrast, the proportion of AST-counter-regulated transcripts clearly increased over time to more than 15% (Fig. 8). The proportion of AST-specific transcripts of the overall detected regulated probesets was surprisingly high (40-46%, Fig. 8). At each timepoint the amount of injury-specific and of AST-specific regulated transcripts were very similar.

4.4.2 Identification of time- and treatment-specific clusters of regulated genes

The overlap between timepoints of groups of regulated genes was low (<20%), indicating distinct regulation profiles at the observed stages. For further insight into the gene regulation patterns, the data was checked for significant overlaps between groups of regulated genes in lesion-only and AST-treated animals at all timepoints. The number of overlapping genes expected by chance was calculated based on the group sizes and the total number of genes.
Results

present on the microarray and then compared to the actual number of overlaps found between the respective groups. Those overlapping groups of regulated genes that differed significantly from the overlaps expected by chance were, therefore, considered to be significantly over- or under-represented in the experimental procedures. Table 4 summarizes the overlaps between lesion- and AST-regulated genes. For example, it is shown that genes which are up-regulated at 1 dpo in lesioned animals were significantly enriched in the groups of AST-suppressed genes at 1 dpo (259%) and 7 dpo (331%). Thus, although total overlap was low, the data shown in Table 4 revealed a number of specific regulations pointing to significant differences in regulatory processes between lesion-only and AST animals.

Table 4. Overlaps between gene regulations in Lesion and AST paradigms at different timepoints. The given overlap between groups of regulated genes is shown as percentage of the expected number of overlapping genes based on the group sizes and the total number of genes on the chip. Each possible comparison for the timepoint-specific sets of up- and down-regulated genes in the groups Lesion vs. Sham and AST vs. Lesion is illustrated. Overlaps showing a significant over- or under-representation are shown in orange (over-representation) and blue (under-representation), respectively. Interestingly, some effects are not constricted to the same timepoint. For example a significant proportion of lesion-induced genes at 1 dpo is down-regulated by AST at 1 (259%) and also at 7 (331%) dpo.
Fig. 9. “Topographic” map illustrating overlaps between sets of regulated genes with respect to kind of treatment, direction of regulation and timepoint of the respective gene regulation. Overlaps between groups of regulated genes for each timepoint, direction of regulation and the comparison of Lesion versus Sham and AST versus Lesion have been calculated. The given number of overlaps is shown as percentage of the expected number of overlaps. Overlaps smaller than 150% of the expectancy value are illustrated in light to dark blue, over-representations in overlaps higher than 150% of the expectancy value are illustrated in light to dark red. For example AST-counter-regulations of lesion-induced genes at 7 and 21 dpo lead to the ridge structure in the lower left and in mirror image in the upper right corner of the topographic map. The corresponding values of the over- or under-representations including the level of significance are shown in Table 4.

The “topographic” map in Fig. 9 visualizes the data presented in Table 4. Structures containing significant high overlaps representing processes like counter-regulation or genes
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continuously regulated over time can be easily identified. Many of these over- or under-representations might be expected, as for example genes cannot be up- and down-regulated at the same timepoint in one condition. Therefore, the overlaps of these groups will be zero as indicated by a blue pit. Additional dark blue areas denote the low amount of AST-boosted regulations. On the other hand, AST-counter-regulations were very common over all timepoints, leading to ridge-like structures. For example, the lesion-triggered up-regulations which are counter-regulated in treated animals are shown as prominent ridges in the lower left corner (Fig. 9). Within the lesion group the highest overlap among up-regulated genes was displayed between 7 and 21 dpo. In contrast, down-regulated genes in this group overlapped strongest between 21 and 60 dpo. On the other hand, within the AST group up-regulations, e.g., exhibited a high overlap between 1 and 7 as well as between 21 and 60 dpo. Down-regulated genes in the AST group, however, showed a broad overlap between the timepoints 1, 7 and 21 dpo. This indicates a remarkable difference for the regulatory control of repressed and induced genes over the analyzed time frame.

Another noticeable observation was the singular sharp peak representing a significant high overlap between genes found up-regulated at 21 dpo in the lesioned animals and genes up-regulated at 60 dpo in AST-treated animals. Studying this group of regulated genes in more detail showed that a very high proportion of AST counter-regulated genes at 21 dpo were exclusively AST-induced at 60 dpo. Among the group of genes which showed this striking kind of regulation were candidates such as Fas apoptotic inhibitory molecule 2 (FAIM2), claudin 11 (CLDN11), peroxisome proliferative activated receptor delta (PPARD), dihydropyrimidinase-like 5 (DPYSL5), BCL2-like 1 (BCL2L1), statin-like (STNL), syntaxin binding protein 1 (STXBP1), unc-5 homolog A (UNC5A) and neuronal d4 domain family member (NeuD4).
The peaks of overlap were analyzed for the enrichment of functional gene groups. AST counter-regulated genes at 7 dpo were significantly enriched in functional groups involved in "developmental processes". At 21 dpo AST-induced counter-regulated genes were enriched in functional groups like "protein synthesis" and "synaptic function", while genes which were only induced in lesioned animals at this timepoint were enriched in genes associated with "plasticity of the dendritic tree".

4.5 Functional groups of regulated genes

In a further step, functional groups of genes, which showed an over- or under-representation of GO-categories (Ashburner et al., 2000) have been analyzed to reveal biological processes that were activated or repressed during regeneration. A selection of significantly over- and under-represented functional groups is shown in Table 5. Several genes are part of many GO-classes and may be connected to multiple groups.

Interestingly, in the group of regulated genes linked to the GO-term “apoptosis” there was a clear difference in the over- and under-representation of genes that were associated with induction or negative regulation of apoptosis, respectively. In lesioned animals, numerous genes responsible for induction of cell death were significantly enriched in the group of up-regulated genes. In contrast, in AST-treated animals both up-regulated anti-apoptotic or neuroprotective genes and down-regulated genes involved in induction of apoptosis were significantly enriched. Down-regulation of pro-apoptotic genes was observed most strongly at 1 dpo (data not shown). The amount of up-regulated anti-apoptotic or neuroprotective genes in treated animals increased over time (Fig. 10).
Table 5. A selection of significantly over- and under-represented functional groups of genes. The first column states the total number of genes on the chip associated with the corresponding functional group (right column) followed by the proportion (%) of number of genes found / expected number of genes. The upper row shows the total number of regulated genes (overall, up- and down-regulated) in the given comparison. The colour indicates the significance level calculated via the hypergeometric distribution. The names of the functional groups in the right column are given as in the GO-tree.
Fig. 10. Examples of functional groups which were strongly modulated by AST-treatment. The number of significantly regulated genes associated with the GO-terms “axon guidance”, “axonogenesis”, “structural
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constitution of ribosome”, “transcription” and “anti-apoptosis” are shown at each timepoint and over all timepoints (total). Note that the number of axon guidance genes that is altered by AST compared to lesion is higher then the total number of axon guidance genes regulated due to the lesion itself (up-regulation: white bar; down-regulation: grey bar).

The GO-term “cell morphogenesis” displayed significant over-representations. Its subgroups “axonogenesis” and “axon guidance” were of particular interest. Both terms were under-represented among lesion-induced genes (Table 5). The low amounts of regulated genes in both processes were detected at all timepoints. In contrast, the AST-induced genes related to “axonogenesis” and “axon guidance” were increasingly over-represented over time (Table 5). In treated animals the profile of regulation for “axon guidance” changed from a solely down-regulation at 1 dpo to a predominant up-regulation at 60 dpo. In the case of “axonogenesis” an increased regulation from 7 to 60 dpo was detected (Fig. 10).

In the group of lesion-triggered down-regulations genes linked to the GO-term “tissue regeneration” were significantly enriched. However, not a single gene linked to this GO-term was found to be regulated in AST animals. This indicated that the genes in this group are regulated as a response to injury, regardless of treatment.

In addition, genes associated with “membrane organization and biogenesis” could be identified to be over-represented in the groups of up-regulated genes in both lesioned and AST-treated animals (Table 5). It was very surprising, however, that in AST-treated animals up-regulated “structural constituents of the myelin sheath” were significantly over-represented at 21 and 60 dpo (data not shown).

Genes linked to the GO-term “transcription” were significantly enriched in the group of lesion-triggered up-regulations. Interestingly, this enrichment peaked at 7 dpo and declined at the later timepoints. In addition to this enrichment of lesion-triggered transcription-associated up-regulations, AST-treated animals further showed significant over-representation of up-regulated genes in this functional group as compared to lesion-only animals. These AST-
triggered effects increased over time peaking at 60 dpo. The same profile was observed for “structural constitution of ribosome” (Fig. 10). Thus, transcriptional and translational activity in the cortex is enhanced after SCI but further stimulated after AST-treatment (Table 5).

4.6 Identification of regulated genes associated with AST-dependent responses

One goal of this study was to characterize novel gene products that were regulated in the injury paradigm and the regeneration-failure following SCI. However, the major aim of this work was to identify regulated genes that could be associated with successful AST-promoted axonal regeneration (Table 6).

4.6.1 Axon outgrowth and guidance

Genes affecting processes involved in axon growth, like galanin (GAL1), glial cell derived neurotrophic factor (GDNF), kalirin (KALRN), LIM domain only 4 (Lmo4), galectin 1 (LGALS1), mitogen activated protein kinase 8 interacting protein (Mapk8ip), actin beta (ACTB), interleukin 4+6 (IL-4+6), vitamin D receptor (VDR), enabled homolog (ENAH) and S100 calcium binding protein beta (S100B) were up-regulated in the AST animals (Table 6).

Genes involved in axonal guidance, like roundabout homolog 1 (ROBO1), reticulon 4 receptor (RTN4R), unc-5 homolog A+B (UNC5A+5B), dihydropyrimidinase-like 5 (DPYSL5/CRMP5), paired-Ig-like receptor B (PirB), neuropilin 1 (NRP1), receptor-like tyrosine kinase (RYK), cyclin-dependent kinase 5 (CDK5), semaphorin 6B (Sema6B), contactin 2 (axonal, CNTN2), neural cell adhesion molecule L1 (NCAML1), fasciculation and elongation protein zeta 1 (FEZ1) and activated leukocyte cell adhesion molecule
(ALCAM) also showed AST-triggered changes in expression. Of these genes, ROBO1, UNC5A+B, DPYSL5, RTN4R, PirB and NRP1 which are all known to be involved in growth cone repulsion and/or collapse, were down-regulated in AST-treated compared to lesion-only animals in at least one of the observed timepoints (Table 6). On the other hand, genes like CNTN2, FEZ1 and ALCAM, which are positively involved in outgrowth and axon targeting, were up-regulated in the AST-group. Sema6B was up-regulated in the cortex in AST-treated rats late at 60 dpo.

Like Mason et al. (2003) and others before (Reh et al., 1987; Tetzlaff et al., 1994) no significant cortical up-regulation of GAP-43 in lesioned-only nor in AST-treated animals was found. On the other hand, the down-regulation of two regulated genes, far upstream element binding protein 1 (FUBP1) and polypyrimidine tract binding protein 2 (PTBP2, Table 6) was detected, which are known to be involved in GAP-43 mRNA binding, thereby influencing its stability (Irwin et al., 1997). Both genes are down-regulated in AST-treated animals, FUBP1 at 1 and 7 dpo, PTBP2 at 60dpo.

4.6.2 Apoptosis, Protection and Stress response

Apoptosis-associated genes like Bcl2l1, BCL2-like 13 (apoptosis facilitator, Bcl2l13), BTB (POZ) domain containing 14B (BTBD14B), diablo homolog, Drosophila (Diablo), corticotropin releasing hormone (CRH), Tnf receptor-associated factor 2 (Traf2), BH3 interacting domain (Bid3), v-akt murine thymoma viral oncogene homolog 1 (Akt1), Bcl2-associated athanogene 1 (Bag1), peroxiredoxin 2 (PRDX2), superoxide dismutase 1 (SOD1), colony stimulating factor 2 (CSF2) and signal transducer and activator of transcription 5A (STAT5A) were regulated by AST-treatment (Table 6). Of these genes, Bcl2l13, BTBD14B, Diablo, CRH, Traf2 and Bid3, which are associated with pro-apoptotic processes, were
exclusively down-regulated in treated animals. On the other hand, genes described to comprise anti-apoptotic and/or neuro cell-protective properties like Akt1, Bag1, PRDX2, SOD1, CSF2 and STAT5A, were found up-regulated in the AST animals compared to lesion controls.

4.6.3 Myelin associated genes

Interestingly, myelin-associated genes like claudin 11 (CLDN11), peripheral myelin protein 22 (PMP22), myelin-associated oligodendrocyte basic protein (MOBP), myelin basic protein (MBP), cyclic nucleotide phosphodiesterase 1 (Cnp1) and early growth response 2 (EGR2, Krox-20) were all up-regulated due to AST-treatment at later timepoints (21 and/or 60 dpo; Table 6). Except for EGR2 all of these genes encode for proteins essential for compact myelin structures. EGR2 is a transcription factor regulating several genes which are relevant for myelin formation and maintenance.
# Results

Table 6. Sensorimotor cortical regulation of selected genes in the AST vs. Lesion comparison are displayed for selected functional groups. The arrows indicate the significant up- or down-regulation of the corresponding gene at the given timepoints in AST compared to lesioned-only animals. Next to genes involved in axonal outgrowth
and guidance, survival and apoptosis a surprisingly high number of cortically regulated genes associated with myelin was detected. The majority of these genes were up-regulated at 60 dpo.

### 4.7 qPCR validation

To verify the validity of the microarray data of selected genes, real-time quantitative PCR was performed (qPCR, Fig. 11). For most genes, the qPCR data confirmed the microarray results, both in temporal pattern as in magnitude of regulation. The fold change of regulation detected by qPCR was in general about 1.5 to 2 times greater than in the array based data. Genes from several relevant functional groups were chosen for validation. CSF2, Bag1, KALRN, PRDX2, VDR, EGR2, ROBO1, UNC5A, and GDNF showed the same significant regulation patterns with qPCR as compared to the arrays. Galanin 1 (GAL1) and Syntaxin binding protein (STXBP1) even showed qPCR-based regulation at more timepoints as was originally detected by microarrays. Possibly due to differences in sensitivity between the methods, the detected degree in change of gene expression varied somewhat. In the case of Diablo, NRP1 and Zfp281, the significance of the array-based regulation could be reproduced for some but not all timepoints. In general, the qPCR analysis suggests that the regulations observed by microarrays are trustworthy.
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Fig. 11. Validation by quantitative qPCR for a subset of regulated cortical genes identified by the GeneChip analysis. For selected timepoints the mRNA-expression levels of cortical tissues from either lesion-only (white bars) or AST- treated (black bars) were compared to sham-operated animals. Abbreviations: early growth response 2 (Krox-20), unc-5 homolog A (UNC5A), galanin (GAL1), vitamin D receptor (VDR), peroxiredoxin 2 (PRDX2), roundabout homolog 1 (ROBO1), colony stimulating factor 2 (CSF2), Bcl2-associated anathogene 1 (BAG1), syntaxin binding protein 1 (STXBP1), glial cell derived neurotrophic factor (GDNF), kalirin (KALRN). Note: Significance was calculated for the comparisons Lesion-only vs. Sham-operated (corrected p-
value < 0.05 *, <0.01 **, <0.001 ***) and AST-treated vs. Lesion-only (corrected p-value < 0.05 †, <0.01 ††, <0.001 †††).

4.8 Cellular localisation

To understand the complexity of cellular responses leading to regeneration-failure or regeneration-success in the injured CNS, the cellular localisation of the transcripts and/or proteins encoded by the regulated genes is instrumental. The Allen Brain Atlas was used to gain insight into the anatomical expression pattern of most of the genes of interest. In addition, neuronal localization of GAL1, CSF2, Diablo and VDR by immunohistochemistry in retrograde labelled pyramidal cells of layer V in sensorimotor cortex was performed by Dipl. Biol. Marcia Gasis. She found all tested genes to be expressed in unlesioned as well as transected identified pyramidal cells in layer V. In these cells the proteins GAL and CSF2 showed a homogenous cytoplasmatic localisation while the spot-like distribution of Diablo in the cytoplasm supported its known mitochondrial localization. Immune staining of VDR was predominantly detected in the nucleus.
5. **DISCUSSION**

5.1 **Lesion model and tissue preparation**

The lesion model for CST transection as well as the described tissue preparation proved reliable and feasible to study cortical gene expression profiles. The great impact of SCI as well as of AST on gene expression in the cortex especially at the early timepoint is surprising. Taking the fast and early cortical response to lesion and most notably to treatment into account it could be beneficial to start potential treatments in human patients within hours of the incident.

The requirements for complete successful regeneration have been stated in the Introduction (2.1.1). Interestingly, the AST treatment obviously affects more processes than “tissue repair in the lesion site” (respectively the suppression of scar formation) and the “survival of axotomized neurons”. As soon as at 1 dpo several genes involved in axonal outgrowth and cell survival are regulated in treated animals (Table 6). Over time, numerous regulations indicate that all the other requirements for successful regeneration, “stimulation of axonal outgrowth”, “correct pathfinding of outgrowing axon”, and “functional reinnervation”, are also positively influenced by AST (Table 3): How the components of the AST-treatment induce such a fundamentally different regeneration program compared to the lesion-only reaction still needs to be studied.

The way of signal transduction from the lesion site to the cortex to transport the information of an axotomy is still unclear. Fast signal transduction after peripheral nerve injury to the facial nucleus via the ciliary neurotropic factor (CNTF) and STAT3 in less than 12 hours has
been described (Kirsch et al., 2003). Still, how the AST-treatment induces positive effects at this early timepoint has to be further studied.

The possibilities in applying these methods to other lesion models, treatments or timeframes are self-evident. For example, ongoing experiments in our lab are the analysis of cortical reactions to the separate treatment with BPY-DCA and cAMP as well as cortical reactions to SCI treatment with olfactory ensheathing cells. The comparison of the reactions to BPY-DCA as well as to cAMP treatment will help to understand how the combined treatment including both components leads to functional recovery. The comparison of gene expression profiles after SCI lesion and treatment with either AST or olfactory ensheathing cells could help to identify treatment specific and regeneration associated patterns.

Furthermore, the DRGs of the used test animals have been collected and utilized for microarray experiments. Thus, the regulation pattern of cortical and DRG tissue after SCI with and without treatment can be compared. Another approach to unravel the regulatory reactions after axotomy are ongoing experiments in our lab focusing on the PNS. Analysis of the expression profiles of affected DRGs after sciatic nerve crush, transection as well as reanastomosis are being identified. Comparing the resulting data sets will help to identify similarities and differences in the regeneration programs of the central and peripheral nervous system.

In future work, the described tissue preparation method could easily be used to compare several different SCI treatment approaches like stem cell implantation or tube grafts. In addition to functional studies, this could help to understand the underlying regeneration potential.

For this study, the complete layer V of the sensorimotor cortex was dissected to prepare total RNA from lesioned-affected cortical tissue. Alternatively, individual retrogradly labelled and identified pyramidal cells from layer V of the cerebral cortex could be collected via laser
capture microdissection. The advantage of laser microdissection is the cellular purity of the resulting samples as well as that all gene regulations detected by subsequent microarray analysis can be ascribed to neurons directly affected by the transection. The drawback of this approach is however, the necessity of RNA amplification due to the limited amount of collected material, leading to additional technical variations. On the other hand, using a tissue-block to harvest a defined cortical layer does not only give insight into the reactions of pyramidal neurons but also into the secondary responses of the surrounding glial cells. For this reason as well as the refrain from RNA amplification the tissue-block preparation method was performed. However, experiments with detailed focus regeneration phase based on single cell laser capture microdissection to collect identified pyramidal cells of cortical layer V, which have regenerated across the lesion site, are being planned.

One example for potential glial reactions is the several myelin-associated genes found to be up-regulated at the 60 dpo timepoint (Table 6). Although, some of these myelin genes have been described to also be expressed in pyramidal neurons (e.g. SCIP) others are only known to be expressed in oligodendrocytes (e.g. CLDN11). Furthermore, the time pattern and enrichment of these expression changes at the late timepoints suggests myelination associated processes in oligodendrocytes. Interestingly, Ryu et al. (2007) showed in the PNS that the expression of SCIP has to stay low for successful myelination by Schwann cells, as it decreases the levels of myelin protein-zero (MPZ), MBP and Pmp22 mRNA. In this thesis, SCIP is found down-regulated in treated animals at 21 dpo, while all three genes, MPZ, MBP, and Pmp22, are up-regulated at the 21 and/or 60 dpo timepoint (MPZ is up-regulated in lesioned and treated animals at 60 dpo). Thus, the detected expression changes could indicate similarities between Schwann cell and oligodendrocyte regulations in regard to myelination respectively remyelination, including timepoint-specific down-regulation of SCIP.
5.2 Data analysis and data verification

One of the drawbacks of the numerous microarray gene-profiling studies published to date is the nonconformity of applied data analysis procedures. Countless possible options for low-level analysis and statistical evaluation make the results hard to compare. Additionally, basic rules for proper data analysis based on the size and the goal of the experiment as well as the resulting data are not always taken into account. One example is the implemented normalization type. Though quantile normalization has been established as the standard normalization method for microarray data, it works under the assumption that there are no distribution changes over all chips. Thus, it generates a high error rate in cases where strongly differing tissue samples (like tumor vs. healthy tissue) are compared.

The inflation type I error rate is also often underestimated. The investigator often neglects the fact that the number of found significantly regulated genes is higher if the data is filtered prior to the statistical test, resulting in a smaller list giving more results. Focusing on relevant test groups and prefiltering the data for genes which are above given expression and fold-change thresholds drastically enhances the power of the resulting output.

The impact of the low-level analysis on the resulting data has been described above (3.10.4). Due to the fact that each algorithm has its strength and weaknesses a combination of the multiple resulting data sets can be useful. For example, PLIER is especially powerful in detecting low-abundance expression changes but underestimates the regulation fold change. While GCRMA has been shown to calculate less biased fold changes it will most likely not detect numerous low-abundance regulations. A combination of the two datasets helps to solve these problems.

Verification of the microarray results by qPCR documented a very good analogy. This indicates the quality of the presented data sets. First analysis trials with the standard settings
for analysis in the ArrayAssist software using only RMA for low-level analysis and a FWER-based correction method for the statistical evaluation resulted in a handful of regulated genes. None of the genes that were verified by qPCR was in this list. Thus, using this standard analysis approach it would have not been possible to detect hundreds of relevant and significantly regulated genes nor to define both distinct phase- and treatment-dependent associated regulation patterns.

The tools and procedures for microarray data low-level, statistical and high-level analysis developed in this thesis lead to reliable and robust results even in the case of complex experimental setups and challenging samples like heterogeneous brain tissue. They have proven their scientific usefulness by contributing to several publications (Kruse et al., 2008; Barbaria et al., 2009; Heinen et al., 2008; Kury et al., 2004; Kruse et al., 2009; Bosse et al., in preparation).

5.3 Comparison to optic nerve regeneration

The optic nerve, like the CST, represents a CNS pathway that does not regenerate spontaneously (Benowitz and Yin, 2008). Though the retinal ganglion cells (RGCs) show a transitory sprouting response after injury, this response does not lead to long-distance regeneration through the optic nerve. However, if an inflammatory reaction is induced in the eye (e.g. by lens injury), resulting in trophic factors being secreted by macrophages, RGCs are able to regenerate axons through the optic nerve (Fischer et al., 2004). Interestingly, the regenerating RGCs seem to undergo gene expression changes comparable to those seen in regenerating peripheral neurons (Fischer et al., 2004). For example, GAP-43 is strongly induced in regenerating RGCs. Although the regulation patterns of regenerating RGCs and cortical pyramidal cells (CPCs) in layer V are fundamentally different, there are also
similarities. For example, the genes GAL1 and SOCS3 are both strongly up-regulated in regenerating RGCs as well as in CPCs. As GAL1 is involved in outgrowth and SOCS3 is involved in cell survival an overlap in these basic processes of regeneration is plausible. Nonetheless, as the regeneration in RGCs is induced by increased inflammation and AST-treatment in the spinal cord is thought to decrease the inflammatory response, differences in the resulting regulatory reaction are not all-too surprising.

5.4 Cortical molecular response after CST axotomy and AST-treatment

In this work, for the first time, gene expression profiles with high temporal resolution in layer V of sensorimotor cortex following spinal cord injury were analyzed and compared to gain insight into changes in CNS neuronal gene regulation related to axotomy and successful axon outgrowth and regeneration. The goal was to find regulated genes in the sensorimotor cortex of sham-operated, lesion-only and AST-treated rats following dorsal hemisection in thoracic spinal cord. RNA was isolated from the sensorimotor cortex at 1, 7, 21 and 60 days after CST transection. By comparing the mRNA expression profiles from lesioned animals lacking axonal regeneration to cortical expression patterns of animals receiving the regeneration-promoting AST treatment (Klapka et al., 2005), regeneration-associated profiles of gene expression have been identified.

Besides genes of known axon growth-promoting proteins, which are likely to take part in the observed functional recovery in AST-treated animals, genes with thus far unknown or multiple known functions could be classified for their putative role in corticospinal axon regeneration leading to functional improvement.

Lesion and AST-triggered gene expression changes in cortical layer V were observed as early as 1 dpo. These early regulations involved more than 900 genes including functional groups
of genes particularly related to wounding, apoptosis, regulation of neurogenesis and cytoskeletal reorganization, which are significantly over-represented. With respect to the great distance between the lesion site at mid-thoracic spinal cord level and the analyzed cortical tissue the huge number of genes affected in injured and AST-treated animals within one day is very surprising. At present, it is unclear how the lesion- and AST-triggered local signals are transmitted from the side of injury in spinal cord to sensorimotor cortex. The number of regulated genes is further increased over time in both lesion-only and AST animals reaching a maximum at three weeks after injury and treatment, respectively.

Besides possible direct effects of the iron chelator and cAMP on the injured CST axons, putative indirect neuroprotective effects of the iron chelator through inhibition of the Fenton reaction (suppression of reactive oxygen species, ROS) and/or growth stimulating effects of cAMP indirectly influence cortical responses in AST animals are possible. As scar suppression itself is unlikely to have an effect on cortical gene expression at this early timepoint, systemic effects or changes in the lesion rim, for example due to the injected cAMP or changes in the inflammatory reaction are feasible explanations for these results.

The very large proportions of AST-counter-regulated and AST-specific gene regulations clearly demonstrate that the regeneration promoting treatment AST causes a massive change in the cortical gene expression profile that is normally induced after CST-lesion only. This finding indicates that AST causes a fundamental alteration of the lesion-induced gene expression program in cortical neurons of control animals towards a regeneration-associated profile. Obviously, AST does not slightly modify a lesion-induced regeneration program but the gene expression profile triggered by AST leading to successful regeneration and functional improvement differs fundamentally from that of lesion-only animals.
5.5 Important timepoint and treatment-specific regulation pattern

The overlaps between groups of regulated genes over the observed time period were analyzed in order to detect specific processes taking place in the different experimental paradigms. In addition, this method provided an important systematic tool to pinpoint interesting events in the vast amount of data microarray studies provide. An example of such an event is the unexpectedly high overlap between genes, which were up-regulated in lesioned cortex at 21 dpo and in treated animals at 60 dpo. As mentioned before these genes were mainly counter-regulated by AST at 21 dpo and exclusively up-regulated in treated animals at 60 dpo. This suggests that for this subgroup of genes there is a general regulation pattern, which is switched on exclusively in lesioned-only animals at 21 dpo and in treated animals at 60 dpo. The genes following this pattern could not be assigned to a specific functional group. Interestingly, at 7 dpo genes which were lesion-repressed and AST-induced were significantly enriched for the function “developmental process”. This is remarkable as in the adult CNS dedifferentiation is a requirement for processes like axonal outgrowth, axon guidance and myelination to take place. At 21 dpo the counter-regulated group of AST-induced genes were significantly enriched for protein synthesis and synaptic function. On the other hand, AST-counter-regulated genes, which were lesion-induced at the same timepoint, were significantly enriched for the functional group plasticity of dendritic tree. Thus, the process of synaptic stripping could be involved. This loss of synaptic buttons after axotomy or functional detachment of motoneurons from their target has been described to increase between 4 to 35 days after detachment (Pastor et al., 1997). This fits the interpretation that in lesioned animals at 21 dpo dendritic reorganisation as well as reduced metabolic activity takes place whereas in treated animals heightened protein synthesis and synaptic function indicates ongoing functional axonal regeneration.
5.6 Over- and underrepresentation of functional groups of regulated genes

An AST-triggered over-representation of anti-apoptotic genes and a down-regulation of pro-apoptotic genes were found (Table 3). This indicates that AST drives gene expression into protection against apoptosis. This correlates with the published neuroprotective effects of AST. Interestingly, the AST triggered changes in the genes involved in apoptosis occurred mainly at early as well as late timepoints (Table 6), indicating that there may be two phases after SCI where the neurons need protection: the acute, early phase, where neurons are just injured and the late phase, where neurons try to reach their targets.

Additionally, AST-triggered up-regulation of genes involved in axon guidance and axonogenesis were observed (Fig. 10). These up-regulations increase over time and could be part of the cortical molecular reaction responsible for the published axonal regeneration. As there are only very few genes regulated in these functional groups in lesion-only animals this emphasizes that in these animals there is no detectable long-lasting regeneration program initiated.

Compared to lesion-only animals the cortical expression in treated animals of genes associated with transcriptional and translational processes increases drastically over time (Fig. 10). For example, ribosomal genes are strongly down-regulated in lesioned animals at 21 dpo, nearly all of these regulations are counter-regulated in AST-treated animals. In treated animals, there are more ribosomal genes up-regulated at 60 dpo alone than in lesioned-only animals in all timpoints taken together. On the other hand, there are two times more ribosomal genes with significantly reduced expression in lesioned animals at 60 dpo than in treated animals at all timepoints taken together.
The described expression changes of these functional groups indicate the regeneration failure as well as cortical cell atrophy and metabolic restructuring in lesion-only animals. On the other hand, in treated animals influenced functional groups characterize the effort for ongoing outgrowth and axonal regeneration.

5.7 Regulated genes with known roles in regeneration

To date, studies on cortical gene expression after SCI showed no changes in genes of known relevance to regeneration. In contrast to the findings of Mason et al. (2003) the work presented here has identified significantly regulated genes in the cortex of CST-transected rats. In the earlier study the authors showed that no changes of expression after cervical axotomy could be identified in layer V pyramidal neurons for the genes GAP-43, CAP-23, SGC10, L1, CHL1, c-jun, ATF3 or krox-24 using in situ-hybridisations. Each of these genes is associated with the cell body response to a proximal, but not to a distal, axotomy. Except for CAP-23 and krox-24 all of these genes were up-regulated in corticospinal neurons in layer V after a proximal intracortical lesion, indicating that cortical neurons are capable of the same response to axotomy like neurons which successfully regenerate. In this study, c-jun and krox-24 were found regulated after CST lesion at Th8, indicating that, with the microarray method which is more sensitive than ISH, a response to injury can be observed. Furthermore, in treated animals L1 was found to be down-regulated.

No significant change in GAP-43 mRNA levels has been found. While GAP-43 is known to be expressed at high levels in neuronal growth cones during development and during axonal regeneration its role in injured CNS neurons is not clear. As functional recovery after AST treatment was observed, this might indicate that up-regulation of GAP-43 transcript in pyramidal cells may not be essential for corticospinal tract regeneration. Previous work on
striatal reactions to cortical lesion showed unchanged or decreased GAP-43 mRNA and protein levels (Szele et al., 1995; Pasinetti et al., 1993). However, the regulation of FUBP1 and PTBP2, two RNA binding proteins binding to GAP-43 mRNA (Irwin et al., 1997), might lead to accumulation or deprivation of GAP-43 on protein level, without requiring significant expression changes of its mRNA. Both respective proteins seem to compete for binding GAP-43 mRNA, leading to antagonistic effects regarding mRNA-lifetime, thus influencing GAP-43 protein concentrations. As FUBP1 is thought to destabilize GAP-43 mRNA (Irwin et al., 1997) its down-regulation at 1 and 7 dpo in AST-treated animals could lead to higher cortical GAP-43 protein levels. Although these potential changes in GAP-43 protein levels fit phases of axonal outgrowth and functional recovery, an essential function of GAP-43 in corticospinal regeneration still needs to be shown.

The transcription factor c-jun has been associated with neuronal regeneration after axotomy as well as with programmed cell death in other experimental paradigms (Herdegen et al., 1997). The AST-triggered counter-regulation of c-Jun mRNA back down to sham-level indicates that in corticospinal neurons the function in apoptotic cell death may be predominant, or alternatively that c-jun up-regulation may not be necessary for layer V pyramidal neuron regeneration. This observation would fit the findings of Chaisuksunt et al. (Chaisuksunt et al., 2000), who showed that purkinje cells close to peripheral nerve grafts do up-regulate c-jun without showing any regenerative response. These data suggest that there are both parallels and differences in the genes regulated in central and peripheral regeneration.

Among others, the up-regulation of the genes KALRN, GDNF and GAL1 has been verified via qPCR. Kalirin was first discovered as a protein interacting with huntingtin-associated protein 1 (HAP1) and is known to be involved in neuronal shape and growth. It has the ability to interact with numerous other proteins. GDNF is a potent neurotrophic factor for motor neurons and has been shown to prevent apoptosis of motor neurons after axotomy. Galanin
has been described as a “regenerating axon” marker in peripheral nerve lesion studies (Suarez et al., 2006). The up-regulation of galanin in the cortex of treated animals in every observed timepoint could be an indicator for long-term axon regeneration. Interestingly, in lesioned animals there was only an up-regulation of galanin at 60 dpo, which was boosted even higher in AST-animals. The fact that there is nearly no regulation of such proteins in lesion-only animals further underlines the hypothesis that there is a profound difference between the cortical reaction to axotomy and an expression profile that leads to successful regeneration as observed in the treated animals.

Several of the genes described above are also known to be involved in other neurodegenerative diseases, like Alzheimer disease (AD) or Multiple Sclerosis. For example, KALRN, CDK5, S100, CRH are involved in AD. Though the function of KALRN in AD is not resolved, it has been found to be under-expressed in the hippocampus of Alzheimer patients.

Interestingly, a number of AST-triggered gene regulation, which are detected in multiple timepoints change the direction of regulation. For example, in Table 6 each functional group except “pro-apoptotic” holds one gene that is regulated in different directions at 21 and 60 dpo (Mtap1a, UNC5A, BCL2L1, CLDN11). This taken together with the small overall overlap between the different timepoints underlines the distinct timepoint-specific cortical regulation patterns.

5.8 Summary and outlook

In summary, this thesis showed that corticospinal transection leads to massive regulatory reaction of the transected pyramidal neurons and surrounding cortical tissue. This reaction could be detected as early as 1 dpo. While early regulations were enriched for functional
groups like apoptosis and wound response, later timepoints showed enrichment for genes involved in brain development, biosynthesis and cytoskeletal reorganisation. This thesis also presents evidence that AST-treatment leading to functional recovery induced extensive changes in this cortical regulatory response, including modulation of genes involved in processes like axonal outgrowth, axon guidance, survival, apoptosis and myelination. Genes known to promote axon growth and survival are AST-induced, while growth inhibitory, repulsive and pro-apoptotic genes are repressed in treated animals.

The tissue preparation method and data analysis tools developed in this thesis lead to reliable and convincing results. Ongoing experiments are based on the presented findings and the data analysis tools have contributed to several publications.

In future work, the presented data will be compared to expression profiles in DRGs after central as well as after peripheral lesion. A comparison with another regeneration supporting approach, the application of olfactory ensheathing cells, is underway. Thus, the presented work is a building block in unravelling and understanding the complex reactions to nervous system injury and regeneration.
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7. Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>AB</td>
<td>Antibody</td>
</tr>
<tr>
<td>ACTB</td>
<td>actin beta</td>
</tr>
<tr>
<td>AD</td>
<td>Alzheimer disease</td>
</tr>
<tr>
<td>Akt1</td>
<td>v-akt murine thymoma viral oncogene homolog 1</td>
</tr>
<tr>
<td>ALCAM</td>
<td>activated leukocyte cell adhesion molecule</td>
</tr>
<tr>
<td>ANOVA</td>
<td>Analysis of variance</td>
</tr>
<tr>
<td>AST</td>
<td>Anti scarring treatment</td>
</tr>
<tr>
<td>ATF3</td>
<td>activating transcription factor 3</td>
</tr>
<tr>
<td>BAG1</td>
<td>Bcl2-associated athanogene 1</td>
</tr>
<tr>
<td>BBB</td>
<td>Locomotion scale after Basso, Beattie and Bresnahan</td>
</tr>
<tr>
<td>BCI</td>
<td>Brain-computer interface</td>
</tr>
<tr>
<td>BCL2L1</td>
<td>BCL2-like 1</td>
</tr>
<tr>
<td>BCL2L13</td>
<td>BCL2-like 13</td>
</tr>
<tr>
<td>BDA</td>
<td>Biotinylated dextran amin</td>
</tr>
<tr>
<td>BDNF</td>
<td>brain derived neurotrophic factor</td>
</tr>
<tr>
<td>bFGF</td>
<td>basic fibroblast growth factor</td>
</tr>
<tr>
<td>Bid3</td>
<td>BH3 interacting domain</td>
</tr>
<tr>
<td>BM</td>
<td>Basal membran</td>
</tr>
<tr>
<td>BPY-DCA</td>
<td>2,2′-bipyridine-5,5′-dicarboxylic acid</td>
</tr>
<tr>
<td>BTBD14B</td>
<td>BTB (POZ) domain containing 14B</td>
</tr>
<tr>
<td>CAM</td>
<td>Cell adhesion molecules</td>
</tr>
<tr>
<td>cAMP</td>
<td>Cyclic adenosin monophosphat</td>
</tr>
<tr>
<td>CDK5</td>
<td>cyclin-dependent kinase 5</td>
</tr>
<tr>
<td>cGMP</td>
<td>cyclic guanosinemonophosphate</td>
</tr>
<tr>
<td>c-jun</td>
<td>v-jun sarcoma virus 17 oncogene homolog</td>
</tr>
<tr>
<td>CLDN11</td>
<td>claudin 11</td>
</tr>
<tr>
<td>Cnp1</td>
<td>cyclic nucleotide phosphodiesterase 1</td>
</tr>
<tr>
<td>CNS</td>
<td>Central nervous system</td>
</tr>
<tr>
<td>CNTF</td>
<td>ciliary neurotropic factor</td>
</tr>
<tr>
<td>CNTN2</td>
<td>contactin 2</td>
</tr>
<tr>
<td>Coll IV</td>
<td>Collagen IV</td>
</tr>
<tr>
<td>CPC</td>
<td>Cortical pyramidal cell</td>
</tr>
<tr>
<td>CRH</td>
<td>corticotropin releasing hormone</td>
</tr>
<tr>
<td>CSF2</td>
<td>colony stimulating factor 2</td>
</tr>
<tr>
<td>CSPG</td>
<td>Chondroitin sulfat proteoglykane</td>
</tr>
<tr>
<td>CST</td>
<td>Corticospinal tract</td>
</tr>
<tr>
<td>CTGF</td>
<td>connective tissue growth factor</td>
</tr>
<tr>
<td>DCC</td>
<td>deleted in colorectal cancer</td>
</tr>
<tr>
<td>Diablo</td>
<td>diablo homolog, Drosophila</td>
</tr>
<tr>
<td>DNA</td>
<td>Deoxyribonucleic acid</td>
</tr>
<tr>
<td>dpo</td>
<td>days post operation</td>
</tr>
<tr>
<td>DPY</td>
<td>2,2′-dipyridyl</td>
</tr>
<tr>
<td>DPYSL5</td>
<td>dihydropyrimidinase-like 5</td>
</tr>
<tr>
<td>DRG</td>
<td>Dorsal root ganglia</td>
</tr>
<tr>
<td>ECM</td>
<td>Extracellular matrix</td>
</tr>
<tr>
<td>EEG</td>
<td>Electroencephalogram</td>
</tr>
<tr>
<td>EGR2, Krox-20</td>
<td>early growth response 2</td>
</tr>
<tr>
<td>Elvax</td>
<td>Ethylen-Vinyl-Aacet Kopolymer</td>
</tr>
<tr>
<td>ENAH</td>
<td>enabled homolog</td>
</tr>
<tr>
<td>FAIM2</td>
<td>Fas apoptotic inhibitory molecule 2</td>
</tr>
<tr>
<td>FDA</td>
<td>Food and Drug Administration</td>
</tr>
</tbody>
</table>
Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>FDR</td>
<td>False discovery rate</td>
</tr>
<tr>
<td>FES</td>
<td>Functional electrical stimulation</td>
</tr>
<tr>
<td>FEZ1</td>
<td>fasciculation and elongation protein zeta 1</td>
</tr>
<tr>
<td>FGF</td>
<td>fibroblast growth factor</td>
</tr>
<tr>
<td>Fig.</td>
<td>Figure</td>
</tr>
<tr>
<td>FWER</td>
<td>Family wide error rate</td>
</tr>
<tr>
<td>GAL1</td>
<td>galanin</td>
</tr>
<tr>
<td>GAP43</td>
<td>growth associated protein 43</td>
</tr>
<tr>
<td>GAPDH</td>
<td>Glyceraldehyde 3-phosphate dehydrogenase</td>
</tr>
<tr>
<td>GDNF</td>
<td>glial cell derived neurotrophic factor</td>
</tr>
<tr>
<td>GFAP</td>
<td>Glial fibrillary acidic protein</td>
</tr>
<tr>
<td>GO</td>
<td>Gene ontology</td>
</tr>
<tr>
<td>IL-4</td>
<td>interleukin 4</td>
</tr>
<tr>
<td>IL-6</td>
<td>interleukin 6</td>
</tr>
<tr>
<td>KALRN</td>
<td>kalirin</td>
</tr>
<tr>
<td>KEGG</td>
<td>Kyoto Encyclopedia of Genes and Genomes</td>
</tr>
<tr>
<td>Krox-20, EGR2</td>
<td>early growth response 2</td>
</tr>
<tr>
<td>LGALS1</td>
<td>galectin 1</td>
</tr>
<tr>
<td>Lmo4</td>
<td>LIM domain only 4</td>
</tr>
<tr>
<td>MAG</td>
<td>myelin associated glycoprotein</td>
</tr>
<tr>
<td>MAP2</td>
<td>microtubule associated protein 2</td>
</tr>
<tr>
<td>Mapk8ip</td>
<td>mitogen activated protein kinase 8 interacting protein</td>
</tr>
<tr>
<td>MAS</td>
<td>Microarray suite</td>
</tr>
<tr>
<td>MBEI</td>
<td>Model-based Expression Indexes</td>
</tr>
<tr>
<td>MBP</td>
<td>myelin basic protein</td>
</tr>
<tr>
<td>MM</td>
<td>Mismatch</td>
</tr>
<tr>
<td>MOBP</td>
<td>myelin-associated oligodendrocyte basic protein</td>
</tr>
<tr>
<td>MPZ</td>
<td>Myelin protein-zero</td>
</tr>
<tr>
<td>MS</td>
<td>Multiple sclerosis</td>
</tr>
<tr>
<td>MSB</td>
<td>Mean square between</td>
</tr>
<tr>
<td>MSE</td>
<td>Mean square error</td>
</tr>
<tr>
<td>NCAML1</td>
<td>neural cell adhesion molecule L1</td>
</tr>
<tr>
<td>NeuD4</td>
<td>neuronal d4 domain family member</td>
</tr>
<tr>
<td>NgR</td>
<td>Nogo receptor</td>
</tr>
<tr>
<td>NRP1</td>
<td>neuropilin-1</td>
</tr>
<tr>
<td>NT-3</td>
<td>neurotrophin-3</td>
</tr>
<tr>
<td>Oct-6, Scip</td>
<td>POU domain, class 3, transcription factor 1</td>
</tr>
<tr>
<td>ODC1</td>
<td>Ornithine decarboxylase 1</td>
</tr>
<tr>
<td>PCA</td>
<td>Principal component analysis</td>
</tr>
<tr>
<td>PH</td>
<td>pleckstrin homology</td>
</tr>
<tr>
<td>PirB</td>
<td>paired immunoglobulin-like receptor B</td>
</tr>
<tr>
<td>PKA</td>
<td>cAMP/protein kinase A</td>
</tr>
<tr>
<td>PKC</td>
<td>protein kinase C</td>
</tr>
<tr>
<td>PLC γ</td>
<td>phospholipase C γ</td>
</tr>
<tr>
<td>PLIER</td>
<td>Probe logarithmic intensity error (PLIER)</td>
</tr>
<tr>
<td>PM</td>
<td>Perfect match</td>
</tr>
<tr>
<td>PMP22</td>
<td>peripheral myelin protein 22</td>
</tr>
<tr>
<td>PN</td>
<td>peripheral nerve</td>
</tr>
<tr>
<td>PNS</td>
<td>Peripheral nervous system</td>
</tr>
<tr>
<td>PPARD</td>
<td>peroxisome proliferative activated receptor delta</td>
</tr>
<tr>
<td>PRDX2</td>
<td>peroxiredoxin 2</td>
</tr>
<tr>
<td>qPCR</td>
<td>Quantitative polymerase chain reaction</td>
</tr>
<tr>
<td>RGC</td>
<td>Retinal ganglion cells</td>
</tr>
<tr>
<td>RMA</td>
<td>Robust multiarray average</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Description</td>
</tr>
<tr>
<td>--------------</td>
<td>-------------</td>
</tr>
<tr>
<td>RNA</td>
<td>Ribonucleic acid</td>
</tr>
<tr>
<td>ROBO1</td>
<td>roundabout homolog 1</td>
</tr>
<tr>
<td>ROS</td>
<td>Reactive oxygen species</td>
</tr>
<tr>
<td>RST</td>
<td>rubrospinal tract</td>
</tr>
<tr>
<td>RTN4R</td>
<td>reticulon 4 receptor</td>
</tr>
<tr>
<td>RYK</td>
<td>receptor-like tyrosine kinase</td>
</tr>
<tr>
<td>S100B</td>
<td>S100 calcium binding protein beta</td>
</tr>
<tr>
<td>SCI</td>
<td>Spinal cord injury</td>
</tr>
<tr>
<td>Scip, Oct-6</td>
<td>POU domain, class 3, transcription factor 1</td>
</tr>
<tr>
<td>Sema6B</td>
<td>semaphorin 6B</td>
</tr>
<tr>
<td>SH3</td>
<td>Src-homology-3</td>
</tr>
<tr>
<td>SOD1</td>
<td>superoxide dismutase 1</td>
</tr>
<tr>
<td>SSEPs</td>
<td>Somatosensory evoked potentials</td>
</tr>
<tr>
<td>STAT5A</td>
<td>signal transducer and activator of transcription 5A</td>
</tr>
<tr>
<td>STNL</td>
<td>statin-like</td>
</tr>
<tr>
<td>STXBP1</td>
<td>syntaxin binding protein 1</td>
</tr>
<tr>
<td>Traf2</td>
<td>Tnf receptor-associated factor 2</td>
</tr>
<tr>
<td>TVA</td>
<td>Tierversuchsanlage</td>
</tr>
<tr>
<td>UNC5A</td>
<td>unc-5 homolog A</td>
</tr>
<tr>
<td>VBA</td>
<td>Visual basic for applications</td>
</tr>
<tr>
<td>VDR</td>
<td>vitamin D receptor</td>
</tr>
</tbody>
</table>
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