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Figure 5.7: Graphical Search Interface of the GLENARVAN Component

B. To what extent does contextual knowledge and the defined semantic relations

improve the accuracy of annotation-based retrieval systems?

To answer these questions, a labeled data set from a sport image collection (inclu-
ding categories like football, handball, motor sports, tennis etc.) has been provided by
a domain specialist. In order to model a multiuser environment, each of the images
has been assigned to one or more of the 7 ontologies, which differ from each other in
the number of concepts, the structure and abstraction level. In order to produce noise,
concept mismatches generated randomly by class label variation and slightly modified
image annotations were included in the users’ profiles. The 30 queries were subdivided

into three types summarized in Table 5.1.

] Type \ #Q \ Aspects ‘
1 18 ambiguous, different contexts
2 3 orthographical errors
3 9 | extended query, definition of relations

Table 5.1: Query Types

The three query types were designed taking several aspects into consideration. In
the first instance, the tasks were created for the purpose to confront users with diffi-

culties they are faced in a real-life retrieval with standard search engines. Type 1
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demands a very specific issue, which is further specified by a context. Type 2 will
face the user with orthographic errors which often occur during the annotation. This
means that the system will need to look up the entered keywords to find appropriate
correspondences in the annotation data. The set of images returned by query type 3
has to be found by considering additional constraints, like the definition of relations

(e.g. 'z plays football’). An extract of the posed queries is illustrated in Table 5.2.

’ Type ‘ Query ‘ Context, Relations ‘
1 Accident Formula 1
Berlin Sports
2 Rudi Voler | Sports
3 Oliver Kahn | Football, screaming
Diego Bremen, cheering

Table 5.2: Query Examples

Results

The results of the experiments are illustrated in Figures 5.8 and 5.9 as bar diagrams,
summarizing the precision and recall statistics of each of the query type. Each bar
presents the average value after one search iteration. In addition, the average number
of images (# Images) considered in the result set is presented. This number is directly
controlled by the threshold 7, which is dynamically determined by the f; and f5 values.

For the evaluation we experimentally investigated
T=0.5X% fT: (56)

where f7 denotes the f-value of the top ranked image in the result set. Due to the inho-
mogeneity of the recall levels (number of considered images) in the individual queries,
the classical precision versus recall curves were non-applicable for the evaluation. Each
of the left bars (light gray) is obtained by the context-based queries without lexical
knowledge, the right ones with using the dictionary.

In all the query types, a high precision and recall value could be achieved. The
best precision was achieved by query type 2, which only used the automatic error
elimination. Due to the string matching algorithm, errors in the search parameters
could be efficiently corrected, and thus, the matching annotations could be determined.
Considering queries of type 1, a high precision value (on average 87,10% and 97,89%)

could be reached. The values could even be slightly increased by the SportsNet lexicon,
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Figure 5.8: Average Precision and Recall Values for Queries 1 and 2

which provided relations and alternative keywords. With regard to recall, the behavior
of extended queries (query type 3) was similar to the first, but in case of precision
it performed worse (54,16% and 58,33%). The reason for this effect can be traced
back to missing annotations and specializations (e.g. action=screaming) and the large
number of relations to be considered, which resulted in an overloaded result set. Here,
the probability of finding irrelevant images which have been incorrectly added into the
result set is higher. The parameter 7 provided a strong limitation of the number of
images to be considered from the result set without having a negative effect on the
precision. Thereby, it can be confirmed that the obtained result sets are very precise,
resulting from the system’s ability to transform a simple ’keyword+context’ query into
a high selective query obviating ambiguous results. In addition, in the case when the
context could not be directly determined (context did not occur as a concept in the
annotation ontology), the analysis of existing annotations assigned to a particular topic

helped to find the most likely semantic class to be considered as context.

In general, the results suggest that the usage of contextual information is helpful,
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Figure 5.9: Average Precision and Recall Values for Query 3

particulary if the data collection is unknown and the system contains annotations
created by multiple users with the help of different annotation ontologies. We have
also noticed, that results below the relevance threshold 7, which have been incorrectly
classified as non relevant (false negatives), have actually narrowly missed the result
set. On the other hand, non relevant images found in the result set (false positives)
seemed to have a semantic relationship to the demanded images — a fact which could
be helpful for the user to get a general idea of the data collection and if necessary
refine the query according to his new information need. As a summary, the property
of vagueness resulting from the consideration of variably structured ontologies and the

incorporation of users’ subjectivity characterize our information retrieval system.

5.4 Query Adjustment by using User-dependent

Annotation Preferences

The varying users’ perception of image contents and the usage of different retrieval
aspects make it necessary to develop methods for the unification and integration of diffe-
rent annotation schemes. In this section we put the main focus on the transformation
of the subjective annotations assigned by different users into a unified knowledge base.
The found correspondences between the already labeled data in the database and the
user’s ontology (and their vocabulary) are subsequently used to adjust a submitted
query. This is done by the query expansion algorithm, which has been introduced in
Section 5.3.2. The introduced method is separately evaluated on a large collection of
news data including both images and the corresponding textual data. The experiments
show that the reformulated queries significantly increase the retrieval quality, and thus

prevent the retrieval process to fail in case of different sights on image collections.
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Particularly when users are faced with a data repository whose content is unknown
and has not been made completely semantically accessible, our method performs quite

well.

5.4.1 Problem Description

In this section, we address the problem emerging during annotation-based retrieval
based on the usage of one global ontology within a multiuser environment. The sys-
tem’s core ontology, which is used for generating suitable annotation patterns, results
from a projection of the image feature space into a variable set of concepts and their
qualitative characteristics from the knowledge base. This fixed ontology serves to
obviate the inconsistency of keyword assignments among different indexers. It is also
used to suggest users alternative terms for the description of image segments and helps
them to better articulate and refine queries during image retrieval.

However, this approach assumes that users have the same background knowledge
and interpretation ability. Since, this is not the case in real world applications, we
model the subjectivity by different ontologies (in our experiment O} and O2?) created
by a slightly modification of the system’s core ontology. Test data is provided by ma-
nual annotation of randomly selected documents which are subsequently assigned as
instances of a couple of concepts from O! and O2. In the process of querying, this
data is used both as an instrument for knowledge expansion and for finding correspon-
dences between the system’s terminology and user-specific conceptual views. Thus, the
captured mappings between users’ conceptualization schemas and the system are used
to infer additional query parameters resulting in a better approximation of the user’s

information need. Figure 5.10 gives an overview of the experiment structure.
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Figure 5.10: Experiment Structure
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5.4.2 Experiments and Evaluation

In the experiments, the retrieval on a predefined data set was evaluated by comparing
the retrieval with our query adaptation according to the personalized annotation on-
tology and without using the approach (keyword-based search using the vector space
model). The two main criteria being considered for the evaluation of the effectiven-
ess, are precision and recall [BYRN99], which mirror the accuracy of the system by
measuring 1) the percentage of correct documents in the answer set and 2) the percen-
tage of relevant documents found in the retrieval session. The values extracted from
a set of queries are displayed as a curve of average precision at different recall levels
(e.g. 10%, 20%, etc.). Since the aim of our approach is the query expansion according
to users’ subjectivity, the set of relevant documents for each topic and the relevance
assessments of the obtained results was provided by the user himself — instead of using

a fixed reference collection.

Experimental Set Up

As test data, a collection of 2.360 news articles was taken, which were crawled from
news websites over the internet. The considered features comprised both image data
as low-level features and the news abstracts as textual information. We defined a co-
re annotation ontology for this data collection by partitioning the data into a set of
important concepts and subconcepts (including e.g. politics, science, countries, per-
sons, etc.) which are general enough to represent all data instances and corresponding
subconcepts refining the taxonomy. Each concept of the system’s ontology has been
manually assigned a set of representative documents in order to extract the vocabulary
for its description. This task has been done by using the ¢f.idf [BYRN99] weighting
supplemented by a heuristic, which analyzes the structure and the formatting of the

text, followed by a subsequent examination/clearing of the vocabulary.

| Exp | n(0.) | n(0.) | K(O) | K(

O 32 | 45 | 180 | I
( 2y 32 | 82 | 180 | 1-
(02 O] 64 | 45 | 180 | I
4(02,0%) | 64 | 82 | 180 | 1-

Table 5.3: Experiment Parameters

Table 5.3 lists the respective ontology parameters involved in the four experiment
sessions. In reference to the two core ontologies O! and O? the users’ ontologies
O} and O2? have been created according to the mentioned specifications by the manual
definition of a modified concept taxonomy enriched by the respective keywords from the

test data. 1(O,) denotes the number of concepts (and subconcepts) in the core ontology
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and K(O,) presents the average number of keywords determined for the description of
a concept instance of O.. Since the keywords have been extracted automatically from
the news abstracts, their number was rather high (1-80 keywords). In contrast to this
quantity, document examples associated to the users’ ontology have been annotated
with 1-5 keywords. The contents of the ontologies O, and O, have been chosen in that
manner, that only a small percentage of direct concept overlap (see Table 5.4) would be
provided for solving a given task. In order to produce noise, concept mismatches have
been generated randomly by class label variation or by the movement of a sibling to a
different parent. At instance level, a slightly modified vocabulary has been included in

the users’ ontologies.

Retrieval Tasks

The retrieval tasks T1-T3 differed from each other in the abstraction level of the infor-

mation need and were formulated as follows:

T1: Find information (image and text) about Chancellors of Germany.
T2: Find scientific articles (image and text) about History of Earth and Evolution.
T3: Find information (image and text) about New York’s Schools for Learning English.

The three retrieval tasks have been designed under consideration of several aspects. In
the first instance, the tasks have been created for the purpose to confront users with
difficulties they are faced in a real-life retrieval with standard search engines. Task T1
demanded a very general concept, which is not further specified and should return all
chancellors of Germany. Task T2 has faced the user with the vocabulary problem, which
means that it is barely possible to find appropriate search terms for this information
need. Here, the users had to rely on the lexical relations between keywords or the
corresponding concept linked with a few relevant documents. The set of documents
that should be found in retrieval task T3 had a very specific character. The demanded
news had to determine the names of particular schools and their location. An additional

constraint here is was learning English activity.

’ Overlap \ Task 1 \ Task 2 \ Task 3 ‘

0./0. | 324% | 32,5% | 17,0%
0./0, | 41,6% | 21,6% | 22,7%

Table 5.4: Average Concept Overlap in %

Results

The results of the experiments (tasks T1-T3) are illustrated in Figures 5.11 and 5.12

as average precision versus recall curves for both the classical and our approach (two
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curves for O} and O2?). In the first task, both approaches resulted in a high recall value.
The best precision was achieved by query reformulation using the 'user ontology 1°.
Due to the strong systematization of the concept 'politics’ in both ontologies and
a high occurrence of representative words in documents assigned to this topic, an
appropriate mapping between the query words and the corresponding semantic classes
could be easily found. The system’s behavior in the second task was similar to the
first, but in case of the smaller 'user ontology 1’ our method performed worse than
the classical approach. The reason for this effect is traced back to the coarse-grained
user’s concept set with only 45 concepts. The character of the defined information need
was very professional but general, which could only be satisfied by a small number of
documents. Consequently, the query reformulation was impaired by the fact that not
enough representative documents for this topic were available in the data collection.
The third task showed the limitations of our approach. The result set of this specific
information need could not outperform the classical IR approach in precision, because
of the missing representative documents for the concept school and the ambiguous class

affiliation of words occurring in the representative documents.
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Figure 5.11: Evaluation of Retrieval Task T1

In summary, the results of our experiments show a substantial improvement of re-
trieval accuracy by on average 12,4% in the recall values. A slightly improvement of
the precision by 6,2% could only be observed in task T1 and T2, indicating an ade-
quate functionality in cases when enough data instances are available to ensure correct
concept mappings. Generally speaking, the results suggest that we can efficiently in-

corporate personalized annotation ontologies to enhance the retrieval results.
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5.5 Related Work

Due to the increasing usage of image sharing and retrieval systems and the rapid ex-

pansion of the world wide web, efficient information access in form of querying and

browsing becomes increasingly essential. One of the key factors for an accurate infor-

mation access is the user context. Hence, systems which know who is asking for infor-

mation and for what purpose are in demand for providing the most appropriate answer

to the user’s information need. As characterized in [AABT03], interactions with web

search engines could be characterized as ‘one size fits all’. This means that all users’

requests are treated as static queries without any representation of user preferences,

search context, or the task context. In James Alann’s report [AABT03], contextual
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retrieval is defined as the task of combining search technologies and knowledge about

query and user context into a single framework.

In recent research work, several enhancements of the pure querying on indexed data
have been proposed. For example, methods for estimating the probability of document
relevance to user queries, or determining weights for search terms have been studied in
[RJ88, Wil92]. Ponte and Croft introduced in [PC98] their language model, where each
document is represented by a document language model and each query is treated as
a sample of text from the language model as well. The document result set is ranked
according to the probability that the document language model could generate the que-
ry text. Relevance feedback approaches have presented the first attempt to incorporate
users’ interaction with the retrieval system. The question of to what degree relevance
information can effectively be used by a relevance feedback process has been extensively
studied in [BSA94]. A personalized query is constructed by re-weighting of the query
terms based on some explicit or implicit feedback from the user [HRO1]. In [WLWKO6],
the contexts of query terms inside a document have been additionally considered for
the feedback in order to explore term co-occurrence relationships. Other approaches
modify the initial query using words from top-ranked or as relevant identified docu-
ments. For example, in the mentioned language model [PC98]|, some additional words
are added to the query based on the log ratio of the occurrence probability in the set of
relevant documents to the probability in the whole collection. Another form of query
expansion is done by lexical analysis, e.g. by including synonyms or closely related
words into the query [CFPS02] or by resolving lexical ambiguity [KC92]. Nevertheless,
synonym-based query expansion could be considered as a primitive form of applying
domain knowledge. Although all these approaches enhance the retrieval quality to a
certain degree, they are not satisfactory for disambiguate the sense of the user’s query,
defining query contexts and user models, which are central to personalization.

User’s interests in web-based information access have been explored in several rese-
arch work. For example, [BGG199] introduced an agent for the exploration and (unsu-
pervised) categorization of documents from the web based on a user profile. Lieberman
presented in [Lie97] an autonomous interface agent that makes real-time suggestions
for web pages that a user might be interested in and manipulates objects in the dis-
played interface, based on input implicitly collected from the user. Budzik [BBFHO02]
presented a system which can provide users with relevant resources in the context of
their current work and thus help users with similar goals and interests to communi-
cate both synchronously and asynchronously. The aspect of annotation sharing has
been previously examined in [KKO01]. The proposed annotation system is based on a
general-purpose open RDF infrastructure, where annotations are modeled as a class

of metadata and are viewed as statements about web documents assigned by users.
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In [CLCO06], Chakravarthy et al. presented AKTiveMedia, a user centric system for
multimedia documents which allows users to annotate textual, image or multimedia
documents in a collaborative way, sharing their experience with other members of the
community. Language technologies are adopted to provide a context specific sugge-
stion mechanism: for example when a user annotates a region of an image as ’part
of an engine’, the system suggests all the possible parts which are present in the on-
tology or in other user annotations. Appan et al. [ASSB05] investigate collaborative
annotation systems for a network of users which has the aim of providing personalized
recommendations which are inferred by a common sense inference toolkit.

These approaches, while the extracting user preferences, taking into account the
users’ behavior, and implementing recommendation methods based on inference, do
not consider the modeled users’ knowledge that can be used as additional source for
the determination and disambiguating the context. Our approach combine the critical
elements that make up a personalized retrieval system, by including the users’ know-
ledge about the domain being investigated (in form of ontologies), the query expansion
which can be seen as a short-term information need, and the captured user profiles

which present the long-term interests of the user.

5.6 Summary and Conclusion

In this chapter we have presented an approach for supporting classical IR systems by
modeling multiuser knowledge and profiles. The results suggest that we can efficient-
ly incorporate contextual information modeled by ontologies to enhance the retrieval
results. Thus, the retrieval quality can significantly be improved and a reduction of
retrieval time can be achieved. The presented approach also facilitates the user to
search through his own subjective view of semantic concepts, but concurrently utilizes
other existing models for inferring additional query parameters. Furthermore, our ap-
proach can also be applied to analyze the users’ annotation behavior. In particular for
semi-automatic image annotation, additional knowledge inferred from existing onto-
logies and the associated annotations, could be used for generating coherent keyword
assignments, resulting in a good trade-off between annotation work and annotation
quality. As the second aspect of our work, we have introduced a method for incor-
porating users’ semantic classification schemes (views) for supporting classical IR by
mapping the user’s annotation vocabulary onto the system’s ontology. In particular, if
a set of rules (mappings) is available, queries can be adjusted to the users’ needs and

retrieval objectives.






INCORPORATING A PSEUDO (QUERY
REFORMULATION METHOD

FOR RELEVANCE FEEDBACK IN WEB
IMAGE RETRIEVAL

Relevance feedback (RF) is achieved through users’ interaction with the system by
evaluating individual result tuples and through the system’s query reformulation to
better reflect the information need. In this chapter, we present a Pseudo Query Re-
formulation strategy where the iterative computation of relevance values responsible
for the reordering of query results is solely based on relative distances between images.
The particular aspect of our approach is the fact, that the involved functions, like re-
sult judgments, relevance computation and reordering of the results, are implemented
as database routines (user-defined functions), making our approach highly suitable for
web retrieval application. The experimental evaluation demonstrates the effectiveness

of the presented relevance feedback approach.

6.1 Introduction

The proceeding application of multimedia information systems and the rapid expansion
of image data on the web has brought the need for developing efficient querying and
browsing methods for this high-dimensional data. A powerful and widely used techni-

que for improving content-based image retrieval and for narrowing the semantic gap is
the relevance feedback method [RHM98, SB90, OBMO03, PMO99], which allows query

91
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reformulation (QR) by considering the user’s subjectivity and perception. In systems
supporting this technique the relevance feedback cycle is initialized by users’ selection
of a set of images that appears to be relevant to an initial query. The subjective user
evaluation serves as input for the feedback algorithm which uses the features derived
from the selected tuples to revise the search parameters. In general, feedback is used
to model the concept the user bears in mind.

As schematized in Fig 6.1, the relevance feedback algorithm is often formulated
in terms of the modification of the query vector, adaptation of the similarity metrics
[ISF98], or the modification of internal object representation (e.g. in [HZO01]). This

cycle of relevance feedback is iterated until the user is satisfied with the retrieved data.
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Figure 6.1: Relevance Feedback Cycle in CBIR
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This chapter is organized as follows: The remainder of this section reviews different
methods for query reformulation and gives the motivation for our 'pseudo’ RF approach
and presents its specific characteristics. In Section 6.2, we introduce the system’s com-
ponents and the used technologies, like user-defined functions and QBIC’s [FSN195]
query-by-content functionalities used for feature extraction and similarity computation
between the considered images in the feedback procedure. Section 6.3 demonstrates
the implementation details, including functions for the computation of the relevan-
ce judgments and methods for updating the scoring of the relevant/irrelevant result
tuples. The evaluation on a real world image collection in Section 6.4 demonstrates

the behavior of our system and presents the results of the implemented pseudo query
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refinement. Finally, Section 6.6 gives conclusions and directions for future work.

Relevance Feedback and Pseudo Relevance Feedback

Generally speaking, RF is an iterative process where the initial query is updated at each

stage based on the user’s feedback. In image retrieval applications the steps include:

1. The user expresses his/her information need by submitting a query ¢ using one
of the traditional CBIR paradigms, like query-by-color, query-by-sketch or query-

by-example.

2. The system calculates £ most similar images I, ..., I; to the query image [I9
based on their low-level features. This can be performed by applying the k-
Nearest Neighbors algorithm [SDI0O6] which returns a set of images which are
similar to the target image /¢ and which satisfy the criterion sim(l,, ;) < e,
whereas sim(-) (0 < sim(-) < 1) computes the similarity between two low-level

feature vectors.

3. The user sequentially provides judgments on a limited number of the ranked
images from the result set by declaring their relevance or irrelevance to her/his
request. These judgments can be related to the individual images as a whole or

only to individual features/attributes.

4. The system reformulates the query according to the user’s judgments using a

particular feedback approach.

5. This cycle of relevance feedback is iterated until the result set reflects the user’s

information need.

Approaches of reformulating the query can be coarsely divided into query re-weighting
[WZ02, PMO99], query representation modification [RHMO97] (see Figure 6.2) and pseu-
do relevance feedback [YHJ03]. All these approaches are based upon the vector space
model [KSR99] (VSM) from the information retrieval theory [BYRN99, Roc71], ac-
cording to which images are represented as feature attribute (or weights) vectors in a
multidimensional space. The idea of query re-weighting is to learn feature component
weights from relevant images (or/and irrelevant images) and to use them for the compu-
tation of new parameters for the subsequent query. In contrast, the query modification
approach allows users to modify the query point or to refine its representation. An
established method for refining the query is given by query point movement [RHM9T]
assuming that there exists an ideal query point which is estimated by the users’ feed-
back judgements. For that purpose, the query point is adopted to move towards the

region in the feature space that contains the relevant images (identified as red circles
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in Figure 6.2, left) specified by the user and thus approximating best the information
need.

A pseudo feedback approach (e.g. [YHJ03]) demands minimal participation from
the user, because it is based on the assumption, that the k-ranked images in the query
result already include relevant images, only their order has to be adjusted according to
the user’s selection. Hence, the feedback steps are done to judge the relevance of the
data, resulting in a reordering of the result set. The choice of k£ should comprise only
a small number of images (e.g. k = 30), to avoid displaying a large result set at a time
and thus minimizing the users’ interaction.

From the users’ point of view, the judgment of the result tuples is performed by ez-
plicit or implicit feedback. Giving explicit feedback means that the system captures
the documents which were marked as relevant or irrelevant. In contrast, the automatic
derivation of what users may be interested in from their behavior is referred to implicit
feedback. For example, this information could be inferred from the analysis of docu-
ments which have been selected for reading, or how long they have been viewed. Our
approach is based on the explicit judgment method with the objective to modify the
order of the result set. Since the finer scaling of the relevance values does not signi-
ficantly influence the results of the feedback algorithm, as shown in empirical studies
[JSS00], the users’ feedback (UF) is expressed by values [-1, 0, 1] with the following

meanings:

—1 not relevant
Users’ Feedback Values (UF) = 0 mneutral or not evaluated (6.1)

+1 relevant
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The new aspect in our work is the fact that the feedback algorithm is solely based
on considering the relative distance between images/image features instead of the cor-
responding feature values commonly used to reformulate the query. This assumption is
motivated by the frequent lack of comparison criteria between images lying in different
feature spaces and the time-consuming feature extraction which is not recommended
for real-time applications. In addition, by only considering the relative distances bet-
ween images, other distance measures, e.g. for the expression of semantic relationship
between two image objects, could be incorporated into our framework without affecting
its relevance feedback functionality. Above all, the implementation of the feedback and
scoring functionalities as user-defined functions makes the approach primarily suitable

for the usage in web-based image retrieval applications.

6.2 System Components

In this section we present the components of our system and the technologies used to
perform feature extraction, to capture the information from the feedback and accor-
dingly reorder the result list. The idea to embed relevance feedback procedures into
an object-relational database have been proposed in [OBCMO02|, where the approach

has been proven be an effective refinement strategy.

6.2.1 DB2 Image Extender and QBIC

The DB2 database management system provides functionalities for the development of
user-defined types (UDTs) and user-defined functions (UDFs) required for the realiza-
tion of the feedback functions. For the management and storage of image data, we use
the DB2 Image Extender [IBMO3] providing similarity search functionalities based on
the QBIC [FSNT95] technology for images stored in the DB2IMAGE type. The extender
is a part of the DB2 AIV Extenders Suite and allows to query image data or search for
images based on their content as easily as for traditional textual data [Sto02, IBMO03].
Furthermore, new data types and functions for image data using UDTs and UDFs can
be created. Another DB2 functionalities can be used in the Image Extender, for exam-
ple triggers to provide integrity checking across database tables ensuring the referential
integrity of image data. An example for inserting an image as the DB2IMAGE data type

into the table ’Person’ is demonstrated in Figure 6.3.

QBIC complements traditional queries that use image file names or keyword de-
scriptions by query-by-image-content functionality. The QBIC catalog is a set of ad-
ministrative support tables that holds data about the visual features of images. An
cataloged image is analyzed by the Image Extender by determining its feature values,

which are subsequently stored in the QBIC catalog. The @QbScore describes the distance
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INSERT INTO Person VALUES(

»1285577, % primary key
’Watson’, % name
DB2IMAGE( % DB2IMAGE

CURRENT SERVER, % server name
’watson.jpg’, % file name
’ASIS?, % do not convert file format
1, % save image data as BLOB
’chief’) % comment

Figure 6.3: Inserting a DB2IMAGE into a Table

between a cataloged image (target image) and a certain feature f; or (weighted) feature
scores S(f14:),---,S(fpa,;) of an arbitrary image z; to compare with. For example, in

the weighted case, the score can be computed by
QbScore = %-S(fl) tot %-S(fp), (6.2)

where p is the number of existing features and the values o, ..., a,, denote the weigh-
ting factors for each feature. To return the score of an image, one of these functions
has to be called: = QbScoreFromString, QbScoreFromTbString, QbScoreFromName,
or QbScoreFromTbName. These functions differ from each other by their parameters,
the first takes the name of a predefined query as parameter, whereas the second takes
the query string directly. As an example, the syntax for the computation of the weigh-
ted score between the images imgl.gif and img2.gif with respect to the available
attributes average color, histogram, draw and texture, is introduced in Figure 6.4.
SELECT id, name,
mmdbsys . QbScoreFromStr (imgl.gif,

’average file=<server,/pics/img2.gif> weight=2 AND

histogram file=<server,/pics/img2.gif> weight=0.5 AND

draw file=<server,/pics/img2.gif> AND

texture file=<server,/pics/img2.gif>’) as QbScore
FROM imagetable;

Figure 6.4: Extracting the QbScore between imgl.gif and img2.gif

In this expression, the weight is a positive real number denoting the significance
degree of a particular feature. If no weight has been specified, the default value of 1
is assigned, whereas specifying a weight of zero excludes the respective feature from
the computation. In order to determine the distance between images we used QBIC’s
query-by-image-content functionalities. This distance, the so-called score [FSNT95],

takes a value between [0,00] indicating how closely features of an image match those
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specified in the query. The lower the score, the closer to each other the considered

images lie in the feature space.

6.2.2 Similarity Model

Before we consider the realization of query refinement, we first present the feedback
and similarity model on which the relevance computation is based upon.

The relevance feedback can be formulated as an optimization problem, with the
aim of finding iteratively an optimal query vector ¢(p,pt) with query parameters pp,: in
reference to a initial query ¢(p) which will provide a result set of relevant images all of

them satisfying the user’s information need. Hence, the optimization problem can be
described by:

17(P) = 4(Dope)| < € (6.3)

To compute the relevance of a given piece of information with regard to a query, the

following similarity model M is defined:
M = (attributes, predicates, similarity function) (6.4)

The meaning of the individual terms is demonstrated in the form of a relational query

which is presented in the following Example 5.1.

Example 5.1 Query.

SELECT T.name, weighted_sum(a, 0.4, b, 0.6) AS overall similarity
FROM Student T

WHERE T. registered AND similar_marks(T.mark, 2, "Databases", 0.5, a)
AND live_close_to(T.city, "Diisseldorf", 0.5, b)

ORDER BY overall similarity ASC;

The presented query finds all the names of the students that are registered, have good
marks in the subject Databases und live close to the city Diisseldorf. The query has
two similarity predicates: similar-marks and live_close_to, which return two similarity
values a and b. These two values are combined into a single overall similarity
by a similarity function (weighted_sum). Formally, for a given list of similarity values
S1,. .., 5, (8 €]0,1]) and a corresponding weight wy, ..., w, (w; € [0,1] and >, w; = 1)

for each s; value, the similarity function has the form:
similarity_function(sy, wy, . . ., Sn, wy) — [0,1]. (6.5)

The similarity predicates similar_marks and live_close_to are functions with freely defi-
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nable number of input values. Here, the first value is the attribute to compare, followed
by function specific values, and the last two values include the threshold v and the si-
milarity score as return value. The function returns true if the similarity > «, else it
returns false. Depending on the situation, the number of input values may be adapted
to the required computation, for example some parameters may be added to distinguish

between different distance models or to configure the functions.

6.2.3 Feedback Algorithm

Since it is barely impossible for users of an image retrieval system to formulate the
query as a sequence of SQL statements containing scoring functions (e.g. similarity
functions for particular features) and required parameters (like feature weights), the
internal computations have to be embed in a query refinement strategy.

The basis for the implemented refinement is Rocchio’s formula [Roc71], which for-
mulates the query point movement iteratively approximating the ideal query point.
This is done by moving the query towards relevant points (documents which have
been marked as relevant by the user) and away from non-relevant points. The Roc-
chio’s formula is given below for a set of relevant documents D+ and non-relevant

documents D~

Q’—&Q+ﬁ(|;+|zdi)—v(ﬁzdi) (6.6)
€Dt €D~

where «, (3, and ~ are suitable constants which are determined by heuristics.
In our algorithm, the query point movement operates on image data represented
by all features available in QBIC. Let U be the universe of images and let C' C U be a
fixed, finite collection of images. For a given query ¢, the user has in mind some relevant
set of images I; C C. This set is unknown and the system’s objective is to discover
in optimal case all of these images. The interactive retrieval process starts with the
user proposing a particular query image, /9 C Y. Then the system provides an initial
set Z, C C of k images that are similar to I according to a suitable distance measure.
This set of images is judged by the user who provides feedback values presented in
the formula 6.1 by marking images as relevant or not relevant. Now, this feedback
information is used by the system to recompute a new set of images and the process is

repeated until the user is satisfied with the results.

Since most of the web retrieval systems, and also the used QBIC system, do not
reveal the internal representation of the data, the modification of the query has to
be done by considering the feature distances (scores) of the images which have been
evaluated by the user. This set of images serves as multiple examples which are used

to determine the overall score (distance) to the optimal query, and by means of this
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score, certain images are added or excluded in the next feedback iteration.

In the initial user’s query, all available features in QBIC are considered for the score
computation. The scores S(f,.,) are stored in the feedback table (see Figure 6.6) for
each feature f, and image z; in the data collection. These values are used to create a
ranked result list which is subsequently presented to the user. This list is ordered by
the overall score. In the first user’s feedback, the result list is examined and certain
features are given a feedback value introduced in Equation 6.1. The new (overall) score

S is calculated as follows:

(fp,ac,)new = S fp T4 OId

SIQ

2:: p,x

SR

Z (max(f, =) = 5(f,.-)). (6.7)

where S(f,.,) denotes the score of the image x; with respect to the query and the

feature f,. The scores s(f, +) and s(f,,-) are computed for images in the result

set which have been given a positive (images z;7 = 1,...x,) or negative feedback
(images x; = x1,...%y). n and m present the number of feedbacks which were positive

or negative, and max(f, . ) is the maximum value of f,, occurring in the negative
examples. The parameters «, 3, and ~ are used to describe the influence of the previous
iteration or the influence of the negative and positive feedback. According to [Roc71],
the conditions # > v and oo + 3+ v = 1 have to be fulfilled. For example, each time
an image is judged as relevant for a particular query in respect to feature f, (e.g.
fi = color), its score s(f,.;) is computed. As summary, Equation 6.7 presents the
computation of the overall score S(f,.,) for a given feature f,. It is determined by
averaging the gathered individual scores s( fpwj) of images which have been marked
as relevant and the weighted attenuation of the score if the feature also occurred in

images which have been marked as irrelevant.

6.3 Implementation Details

The implementation of the relevance feedback focusses on three main procedures, each

containing several functionalities (Figure 6.5).

A. Initialization of the Feedback. The first procedure initFeedback(), para-
meterized with an initial query image, is called to initialize the retrieval /feedback

loop and to reset all auxiliary tables.

B. Execution of the Feedback. The feedback() procedure is invoked for every
image, which has been evaluated by the user, providing scores to be buffered in

the auxiliary tables.
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results after ﬂiteration
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fb_count reset_tables() T [-1,0,1]scores
. | feedback (x .| .x,) | Si1--Sta

Figure 6.5: Realization of the Feedback Methods

C. Commit the Feedback. After the specification of the parameters «, 3, and =,

the feedbacks are calculated using the procedure commitFeedback(«, (3,7).

The computed scores for each image and other auxiliary values are stored in tem-
porary tables schematized in Figure 6.6, each consisting of the key attribute tid and
four attributes for the individual feature scores. Table fb_table, standing for 'feedback
table’ stores the currently valid overall score for each image and feature (determined
by applying the formula 6.7), whereas tables fb_pos and fb_neg collect the individual
scores from the positive and negative user feedbacks. For example, if image x5 gets
a negative feedback, the scores s(f,.,) are computed for the four features fi,..., f4
and the tuple (z2,5(f1.2,): 5(f2.25), S(f3,25), S(fa,2,)) is inserted into the table fb neg.
Another auxiliary table, like fb_temp, is required for buffering the results and table

fb_count provides a counter for the executed positive and negative feedbacks.

feedback: (fb_table)
(tad [ ST [ f2 [ 3 [ f4 |
T S(fl x1) 8(f2,x1) S(f3,a:1) S<f4 z1)
€2 S(fl,xz) S(fZ,mz) S(fB,xz) S(f4,x2)

L3 S(fl ZBS) S(f2 13) S(f3,$3) S(f4 :Jcs)

positive feedback: (fb_pos) negative feedback: (fb_neg)
A JU 2[5 JT] [EEl I 213
T 0.1 ] 02| 0.0 ] 0.0 1 0.1 1]0.0] 007 0.2
T2 00 | 0.5 | 0.0 | 0.0 T2 051 0.0] 00 ] 0.2
3 031027007 0.0 3 02 ] 0.0 | 00 | 0.7

Figure 6.6: Tables used for the Query Refinement
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A. Preparing the Database — initFeedback():

In this first step, initFeedback() is invoked with the query image’s file name.
Afterwards, the zero filled temporary tables are created by taking the template table
feedback and are subsequently filled with the initial distances computed by QBIC.

CREATE PROCEDURE initFeedback
(IN imagename VARCHAR (15))
NO EXTERNAL ACTION
LANGUAGE SQL
BEGIN ATOMIC
%kt Creating zero-filled temporary tables
%kt Initializing the QBE-Image
%%/ Inserting the initial distances

INSERT into session.fb_table (
SELECT tid,
mndbsys . QbScoreFromStr (image,
’QbColorFeatureClass file = X) as al,
mmdbsys . (bScoreFromStr (image,
’QbColorHistogramFeatureClass file = X) as a2,
mmdbsys . QbScoreFromStr (image,
’QbDrawFeatureClass file = X) as a3,
mmdbsys . QbScoreFromStr (image,
’QbTextureFeatureClass file = X) as a4
FROM imagetable);
END;

In the INSERT statement of the procedure, the initial feature distances between the
query image and all images in the data collection (in table imagetable) are computed

and inserted into the feedback table. In practice, the variable X is replaced by the path

of the query image, for example by the expression <server,/pics/’||imagenamel|’>’.

B. Gathering the Feedback — feedback():

To realize the procedure feedback() a few help functions have been implemented
at first. The user-defined functions uf Color, uf HColor, uf Draw, and uf Texture
serve to capsulate the complex score computation and provide a ’user view’ for only
retrieving the relative FeatureScore with respect to the query image and a selected
feature. An example of the function uf _Color which returns a ranked list of distances
between all stored images and a query image ’imagename’ is given above:

CREATE function uf_Color
(imagename VARCHAR(15))
RETURNS TABLE (tid INTEGER, f1 decimal(7,3))
LANGUAGE SQL
RETURN
SELECT tid,
mndbsys . QbScoreFromStr (image,
’QbColorFeatureClass file =
<server,/pics/’||imagename||’>’)
FROM imagetable;

The chosen image id which was given a user’s feedback, is passed with its relevance

value to the feedback function feedback(). The relevance values assume the values 1,
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0, or -1. Depending on the assigned value for each feature, the functions fb_pos() or
fb_neg() are called. The temporary table fb_temp is needed to save the results and to
store them in the scoring table. After each successful update of the scores, the counter
in table fb_count is increased. In this table, the number of given positive and negative
ratings is stored for each feature, thereinafter required for the relevance computation

of a particular feature (see Subsection C.).

C. Evaluating the Feedback — commitFeedback():

The function scoringRule (), which is responsible for the reordering of the results
is presented below. Alternatively, another feedback mechanism can be easily embed-
ded at this place to implement different approaches. The overall score of a respective
image is determined using the Formula 6.7 by considering the positive and negative

feedbacks, their frequency, and the parameters a, (3, 7.

CREATE FUNCTION scoringRule(
a DECIMAL(7,3), b DECIMAL(7,3), c DECIMAL(7,3),
alpha DECIMAL(7,3), beta DECIMAL(7,3), gamma DECIMAL(7,3),
max DECIMAL(7,3))
RETURNS DECIMAL(7,3)
LANGUAGE SQL
CONTAINS SQL
NO EXTERNAL ACTION
NOT DETERMINISTIC
BEGIN ATOMIC
IF (a IS NULL AND b IS NULL)
THEN RETURN c;
ELSEIF a IS NULL
THEN RETURN ((alpha+(beta/2)) * c) + ((gamma+(beta/2)) * (max-b));
ELSEIF b IS NULL
THEN RETURN ((alpha+(gamma/2)) * c) + ((beta+(gamma/2)) * a);
ELSE RETURN (alpha * c) + (beta * a) + (gamma * (max-b));
END IF;
END;

With commitFeedback() the gathered feedback values are updated in the tempo-
rary tables (fb_pos and fb_ neg) after each feedback step, and subsequently reset for
the next iteration. The following code fragment demonstrates the subsequent update
of the f1... f4 values in table fb_pos by averaging the sum of the gathered scores by
the number of positive user’s feedbacks for each of the individual features:

UPDATE session.fb_pos SET (f1, f2, £f3, f4) =

( £1 / (SELECT pos FROM session.fb_count
WHERE f = 1),

)

In the last step, the function scoringrule() is used to determine and buffer the

new scores for all available images according to the existing feedback values. These
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INSERT INTO session.fb_temp (
SELECT a.tid as tid,
scoringrule(a.fl, b.f1, c.f1l, alpha, beta, gamma),
scoringrule(a.f2, b.f2, ...),

FROM (fb_pos NATURAL JOIN fb_neg NATURAL JOIN fb_table))

scores are inserted into the temporary table fb_temp (see INSERT statement above).
After the numerous steps of this one iteration, the ranked results are reordered in a

descending order according to the images’ overall scores.

6.4 Experiments and Evaluation

Since the focus of this paper lies on the integration of a pseudo relevance feedback
functionality into an object-relational database, and not on the optimization of existing
relevance feedback approaches, our evaluation data set only comprised 1,052 images.
The enhancement of the retrieval quality was measured by precision and recall, which
were plotted at each feedback iteration, indicating the amount of relevant documents
in the result list (precision) and the percentage of relevant documents already found
(recall). At each iteration the user gave his relevance judgment to two chosen images.
For each of the selected images, the invocation of the sequence of functions presented in
Figure 6.7 was necessary to realize the query reformulation. The implemented graphical
web interface which provides the possibility to define a query image and to make
judgments about the relevance of each feature/image in the result set is presented in
Figure 6.8.

call initfeedback(’imagename’);
For (#relfeed)
use SESSION.fb_table to call the values
For (#judgments)
call feedback(’image_x’, 1, -1, 0, 1);
End judgments
call commitfeedback(0.5, 0.4, 0.1);
End RF cycles;

Figure 6.7: Function Calls to Commit Users’ Feedback

The experiment consisted of two queries performed by two different users. The first
query session (Figure 6.8, left) started with a query-by-sketch using a two-colored image
template as ¢; simulating a sunset. This special scenario was intentionally chosen due
to its outstanding reproduction of the feature color and to simulate the position, that
searchers often have no idea what they are looking for. In the second query session

(see Figure 6.8, right), a grey scale image of a building was taken as the start point
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RF - second iteration

RF - first query

Figure 6.8: Graphical Web Interface for Retrieval and Relevance Feedback. The
Displayed Images Present the Initial Results of the Queries ¢; and ¢

@2, with its prominent texture properties. The results obtained from the experiments

were analyzed from several aspects:

a.) effectiveness of the similarity functions of QBIC,

b.) relevance feedback effort, e.g. number of images viewed, duration of the judg-

ments,

c.) subjective evaluation of the usefulness of the refined answer set after first and

second RF iteration.

Figure 6.9 shows the precision versus recall curves for the two query sessions, ini-
tiated with queries ¢; and ¢o. Considering the manageable amount of four available
low-level features and the limited image application domain, the CBIR functionalities
of QBIC provided adequate results for the subsequent relevance feedback evaluation.
Since the number of displayed result tuples was limited to 9 and the judgment of
the images was executed rather efficiently, the time factor could be neglected in this
evaluation. The curve progression in both cases shows a high performance of the two
queries already after the initial query, but could be increased after the first and second
feedback iteration.

In addition, the users’ subjective feeling about the usefulness of the query reformu-
lation showed that the reordering of the top-ranking images after the first and second
feedback iterations fulfilled its requirements. The new determined images appeared to

be a natural expansion of the initial query submitted by the user.
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Figure 6.9: Precision/Recall Curves for the Queries ¢; and go After First and Second
RF Iteration

6.5 Related Work

Our approach is related to numerous work from several areas of multimedia IR, like
CBIR, query refinement, relevance feedback and query formulation. The embedding of
relevance feedback procedures as functions into an object-relational database was inspi-
red by the work of [OBCMO02]. In our contribution, we do not focus on the optimization
of query refinement strategies or the improvement of similarity functions for image da-
ta, but rather, we work out, how to incorporate a pseudo relevance feedback method
into web retrieval applications which will encapsulate the internal feature extraction
functionalities from the user. Hence, our feedback algorithm is solely based on the
relative distance between images/image features instead of the corresponding feature
values commonly used to reformulate the query. Traditionally, similarity computati-
on and relevance feedback have been studied for textual data and have been recently
generalized to other application fields, like images [HROMO98, Pen03], temporal data
[KP99], or web retrieval [YCWMO03]. Some representative systems using the relevance
feedback for CBIR are MARS [RHM97] and Photobook [PPS99]. MARS implements a
single-point movement technique, which means that the refined query ¢ at each itera-
tion consists of only one query point. By contrast, multi-point movement techniques,
such as query expansion [COBMPO04] or Qcluster [KC03], use multiple query points to
estimate the ideal space that is most likely to contain relevant results. Experimental
evaluation in [RHM97| shows that query expansion outperforms query point movement
in retrieval effectiveness. Another advantage of query expansion is that query expansion
can be coupled with existing information systems without requiring any modification
of the internal query representation.

In last years, several extensions of the classical RF approaches have attracted

research communities. For example, MediaNet [HRTLO04] is an approach which integra-
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tes additional knowledge sources into the relevance feedback process and uses genetic
or evolutionary algorithms directly for the search process. The additional knowledge
sources are used to shape the learning space when insufficient training samples are
available. In web image retrieval applications the RF have been avoided so far because
of scalability, efficiency and effectiveness reasons. In [CJZJ06] a combination of vi-
sual feature-based RF and textual feature-based RF mechanism was proposed, which
collects the implicit click-through data without extra burden on the user. Since web
images could be characterized by textual and visual features, the use of textual fea-
tures can be beneficial to image retrieval by incorporating high-level concepts. In our
strategy, the query response time of queries could be negligible, and by the restriction
of the initial result set, and thus the number of user’s explicit interactions, we could

achieve that relevant images could be found without any effort.

6.6 Conclusions

In this chapter we have presented a framework for incorporating a pseudo relevance
feedback procedure for image retrieval using IBM DB2 and the QBIC system. The simi-
larity computation, result judgements and query refinement have been integrated into
the SQL language by using procedures and user-defined functions. A final evaluation
of the result quality has been done to validate the approach taken. In summary, the
results provide a solid basis for further research activities. Particularly in cases when
there is no adequate query image as initial point, we can achieve a significant increase
of the retrieval quality by the implemented pseudo relevance feedback procedure. As
mentioned in the motivation, another promising research direction could be to combine
the low-level similarity with high-level relations between semantic concepts. For exam-
ple, the extraction of semantic information could be automated (e.g. in web retrieval
applications) by considering the bounding textual information around the image data.
Furthermore, our approach could be combined with additional knowledge in form of
domain-specific ontologies and thus provide support for manual semantic classification
of the data. From this classification, knowledge about the user’s perception subjectivity

could be inferred and utilized for the relevance feedback.
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This chapter presents the conclusion of our work. Section 7.1 summarizes the contri-
butions of this thesis and describes the solution of the given problems. Finally, some

future research directions are presented in Section 7.2.

7.1 Summary

The late advances in computer and communication technologies caused a huge incre-
ase of digital multimedia information available in personal and business applications.
Several new requirements for satisfying the users’ needs during the retrieval and an-
notation of multimedia data which have appeared due to this development, have been
considered in this thesis. First of all, we have presented a framework for suppor-
ting semi-automatic annotation of multimedia data which is based on the extraction
of elementary low-level features, user’s relevance feedback, and the usage of ontology
knowledge. This approach facilitates image annotation by computing the most likely
relevant content descriptors as a result of extracted low-level features and the compari-
son of annotations of similar images. Besides the definitions used throughout this thesis
and the detailed description of the image’s representation levels, we have considered
the levels at which relevance feedback is applied within our framework. In addition,
we have supplementary focused on the projection of visual features into a finite set of

semantic concepts which stills forms a real challenge in retrieval applications.

Another aspect of our work results from the encountered problems during the an-
notation process, like the existence of multiple levels of abstraction, incompleteness
of annotation data, or differing users’ subjectivity. We have firstly introduced funda-

mental definitions needed for the introduction of the multi-level annotations. Within
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our Annotation Analysis Framework, a graph-based representation technique is used
to transform the annotations into a form which is understandable for the machine by
facilitating inference making. The presented method incorporates the semantic mea-
ning od annotation terms, their relations, and the frequency they are assigned, and
thus supports semantic retrieval at different levels of abstraction. In addition, we have
demonstrated how to incorporate our method into the probabilistic image annotation

approach.

In order to avoid context mismatches between users, for example when users’ pre-
ferences, linguistic differences, or the usage of different abstraction levels for the an-
notation influences retrieval behavior of an IR system, methods for understanding and
interpreting the subjective sights are needed. Based on our annotation/retrieval fra-
mework, we have presented the GLENARVAN component, which is responsible for
context computation, ontology comparison, and query expansion according to users’
profiles. In this contribution we have considered two different aspects: First, multiple
sources of information which are modeled as different user profiles and are brought to-
gether in order to extract contextual information and to attenuate users’ subjectivity.
The second issue is how to prevent the retrieval process to fail in the case of different
views on the data collection. For this purpose, the subjective users’ annotations are
used to discover mappings between the system’s ontology and the user’s vocabulary

and thus to infer additional query parameters for a user-adapted query reformulation.

Finally, we have presented a Pseudo Relevance Feedback method, which improves
the content-based image retrieval by query reformulation considering the user’s sub-
jectivity and perception. The feedback cycle is characterized by users’ interaction with
the system in which individual result tuples are evaluated as relevant or not relevant
for a given query. The particular aspect of our approach is the fact, that the involved
functions, like result judgments, relevance computation and reordering of the results,
have been implemented as user-defined functions, making the method highly suitable
for web retrieval applications. The subsequent experimental evaluation on an image

collection demonstrates the effectiveness of the presented relevance feedback approach.

7.2 Future Work

In the context of this thesis we have focused on a small set of possible functionalities to
improve the semantic multimedia retrieval. However, referring to the concepts we have
presented in this work, there are several aspects that would require further investiga-
tions: The extraction of primitive low-level features (pixel-based extraction) has some
limitations that need further considerations. A question could be here, to investigate

the impact of feature selection on the performance of the semi-automatic annotation,
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since all hybrid approaches depend on the performance of CBIR algorithms.

Another promising aim is the improvement of the annotation quality, which presents
an important requirement for annotation-based retrieval systems or systems performing
(semi-)automatic assignment of annotations. The GLENARVAN component could be
expanded by a data generator component, transforming the analyzed annotation be-
havior of a user (profiles) and the used vocabulary into training data. The captured
information retained over multiple system interactions together with the mappings bet-
ween different annotation profiles could be profitable for systems which are based on
machine learning. Particularly in systems, which are based on the automatic recom-
mendation of suitable annotations for a given image, the training data may be used for
providing coherent keyword assignments, and in the end, this would result in a good

trade-off between annotation work and annotation quality.
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