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Zusammenfassung

Mit der Erfindung der Chirped Pulse Amplification (CPA) Technik im Jahre 1985

wurde es möglich, die Intensität ultra-kurzer Laserpulse extrem zu steigern. So

stehen heutzutage an internationalen Groß-Laboratorien bereits Laser mit Leis-

tungen von Petawatt zur Verfügung. An Universitäten können ultra-kurze Pulse

von nur wenigen Schwingungen des optischen Feldes mit Hilfe kompakter ”Table-

Top”-Systeme auf mehrere zehn Gigawatt verstärkt werden. Diese Pulse bieten

ideale Bedingungen für die Untersuchung ultra-schneller Prozesse.

In dieser Arbeit wurde ein Puls mit einer Länge von unter 10 fs in einen Gas-

jet unter hohem Druck fokussiert. Im Fokus wurden Intensitäten von über

1016 W/cm2 erreicht. Hierbei kommt es zur Feldionisation des Materials. In

einem ”Pump-Probe”-Experiment wurde die vom Laser induzierte Ionisations-

front und der entstehende Plasmakanal mittels Schattenbildern und Interferome-

trie untersucht. Erstmals konnte das Voranschreiten der Front und die Entste-

hung des Kanals optisch mit einer Genauigkeit von weniger als 10 fs aufgelöst

werden. Die Resultate stehen in hervorragender Übereinstimmung mit dreidi-

mensionalen, numerischen Particle-In-Cell (PIC) Simulationen.

In einer weiteren Messung wurde die Propagation und Filamentierung eines

Laser-produzierten Elektronenstrahls durch ein überkritisches Plasma untersucht.

In diesem Experiment, ausgeführt am VULCAN Petawatt Laser des Ruther-

ford Appleton Laboratoriums (UK), standen Intensitäten von 5 · 1020 W/cm2 zur

Verfügung. Im Fokus des Lasers wurden Elektronen auf Energien von mehreren

MeV beschleunigt. Der entstehende Elektronenstrahl propagierte daraufhin durch

ein Plasma über eine Länge von mehreren hundert Mikrometern. Die Struktur

des Strahls wurde anhand des an der Rückseite des verwendeten Targets emit-

tierten Lichts beobachtet. Hierbei konnte gezeigt werden, dass der Strahl stark

filamentiert. Die beobachtete ringförmige Anordnung der Filamente wurde mit

Hilfe von 3D Particle-In-Cell Simulationen bestätigt.
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Abstract

With the invention of the Chirped Pulse Amplification (CPA) technique in 1985, it

became possible to amplify ultra-short laser pulses to high intensities. Nowadays,

at international laboratories lasers are available that produce pulses of petawatt

power. On an university’s scale, however, ultra-short pulses containing just a

few optical cycles can routinely be amplified to several tens of Gigawatt using

compact ”table-top” systems. These pulses provide ideal conditions for the study

of ultra-fast processes. In this thesis, laser pulses of sub-10-fs in duration were

focused into a gas jet of high pressure. In the focus, intensities above 1016 W/cm2

have been achieved. This leads to optical field-ionization of the material. In a

”pump-probe” experiment, the ionization front and the plasma channel gener-

ated were studied by optical shadowgraphy and interferometry. For the first time

the propagation of the front and the channel evolution has been resolved opti-

cally with sub-10-fs time resolution. The results are in excellent agreement with

three-dimensional Particle-In-Cell numerical simulations.

In another measurement, the propagation and filamentation of a laser-pro-

duced electron beam through an over-dense plasma were studied. In this exper-

iment, conducted at the VULCAN Petawatt laser at the Rutherford Appleton

Laboratory (UK), intensities of 5 · 1020 W/cm2 were obtained. In the focus of the

laser, electrons have been accelerated to energies of several MeV. The electron

beam generated propagated through a plasma of several hundreds of microns in

length. The structure of the beam was observed by imaging the light produced

at the rear side of the target. It has been found that the beam undergoes strong

filamentation. Particularly a ring-like structure has been observed which has also

been found in 3D Particle-In-Cell simulations.
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1. Introduction

The topic of this thesis is the laser-plasma interaction with ultra-short laser pul-

ses. Particularly the ionization dynamics and subsequent plasma channel evolu-

tion as well as the filamentation of a relativistic electron beam in an over-dense

plasma were studied. These experiments have become possible with recent ad-

vances in laser technology, especially in terms of the increase in light intensity.

Figure 1.1 depicts schematically the development of focused laser intensity over

the years from the invention of the laser. The quiver energy of a free electron

exposed to the laser field is also indicated. The rapid increase in intensity in

the sixties was supported by the invention of the technique of ”Q-switching” [1]

and ”mode-locking” [2]. This also led to a decrease of pulse duration which

dropped from microseconds, the typical duration of flashlamp discharges, to

nanoseconds and picoseconds respectively. Soon an intensity level was reached

in which nonlinear effects became crucial to optics and amplifiers. Particularly

the intensity-dependent nonlinear index of refraction of the material, first expe-
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Figure 1.1: Progress in intensities and electron quiver energies since the invention of
the laser in 1960 [3].
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rimentally demonstrated in 1964 [4], distorted the wavefront of the laser beam.

If this distortion becomes too large, beam filamentation and self-focusing occurs

and causes damage in the laser chain. This problem was solved by the invention

of a technique called chirped pulse amplification (CPA) by Gérard Mourou

et. al. in 1985 [5, 6]. Their idea was to ”stretch” the pulse in time by controlled

dispersion of its spectral components. Stretching reduces the intensity while the

energy remains constant. So the beam distortion can be kept below a critical

value. (Quantitatively this is expressed by what is called the ”B-integral” which

measures the accumulation of the wavefront distortion due to the nonlinear re-

fractive index). After the stretched pulse is amplified, it is ”re-compressed” by

an inverse dispersive process. So the energy of a pulse can be increased by 6

to 12 orders of magnitude while the pulse duration is kept similar to that of

the seed [3]. Nowadays, lasers are available which produce pulses of sub-10-fs

duration that could be fed into CPA amplifier systems. This extremely short du-

rations of just a few optical cycles became possible with technological advances in

mode-locking technique [7]. So the combination of femtosecond-oscillator, pulse

stretcher, amplifier and compressor is the standard set-up of today’s high-power

laser systems. On a laboratory-scale, ”table-top”-size, high-power lasers produce

routinely pulses of several hundreds of Terawatt at pulse durations of about 20 fs.

The final pulse duration is, however, limited to about 20 fs due to limited spectral

bandwidth of the amplifier material (commonly Ti:sapphire) and gain narrowing

reasons. In combination with extra compression schemes, such as a combination

of a gas filled hollow fibre and a chirped mirror compressor, however, nowadays

few-cycle pulses at a power level of several hundred Gigawatt are available. In

the focus, intensities of the order of 1018 W/cm2 [8] are obtained.

In addition to the attempt to generate pulses which contain just about one

optical cycle, super-high-power lasers up to the petawatt level (1015 W) have

been developed with the help of the CPA technique. (For comparison: the power

of the sun light which is incident on earth is of the order of 170 PW). Nowadays,

ultra-high intensity sources which produce focused intensities in the range of I ∼
1018−1021 W/cm2 are routinely available. With it, the new regime of relativistic

laser-plasma interaction has attracted great interest of the scientific community.

For example, it allows particles to be accelerated to relativistic energies using the

ponderomotive potential of the pulse. This has opened many applications

in science, medicine and technology. Simultaneously, ultra-short laser pulses (i.e.

τL < 1 ps) with durations close to the optical limit of just a few cycles of the

carrier wave (i.e. a few fs), allow experimentalists the study of highly transient
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processes which have only been made accessible recently. Milestones in this ultra-

fast scientific context are, for example, the generation of coherent XUV radiation

using higher harmonics of the laser fundamental, the production of atto-second

pulses, and the observation of inner-molecular transitions [9, 10, 11, 12, 13, 14, 15].

In the first part of this thesis, a 800 nm Titan-Sapphire laser system produc-

ing sub-10-fs laser pulses containing few hundreds of micro-Joule was used. In

the experiment, the pulses were focused into a neutral jet of various gases. Due

to a very high intensity contrast (∼ 108), no pre-plasma was present prior to

the main interaction of the laser pulse with the target material. This and the

ultra-short pulse duration make the experimental separation of laser-induced ion-

ization process from the subsequent plasma dynamics possible. In particular, as

will be shown, though the ponderomotive potential of the laser pulse is about 600

eV, almost none of this energy is transferred into kinetic electron motion of the

plasma during such a short time. Both inverse bremsstrahlung and ponderomo-

tive heating are reduced to such an extend that they effectively can be ignored.

Nonlinear effects such as �j × �B-heating are of minor importance at an intensity

of 1016 W/cm2. Consequently, a highly ionized but low temperature plasma is

generated. The evolution of this plasma was studied using optical probing. For

these studies, an optical probing system was developed and an ultra-short probe

pulse at variable time delay generated. For the first time, snapshots and time-

series of the ionization front and the subsequent evolution of a plasma channel

were recovered with sub-10-fs temporal resolution.

One of the goals of this work was to achieve the highest possible resolution.

Spatially, a close to diffraction limited resolution of ∼ 1 µm was obtained. The

temporal resolution of such a pump-probe experiment is, however, limited by

the pulse duration of the probe. Limited probe pulse duration always causes a

smearing of the object along the direction of motion is seen in the images. This

effect is well known as motion blur. This is particularly important when imaging

an object that is moving at a velocity close to light speed. In this experiment,

the spatial resolution in the direction of motion of the propagation front could

be increased to ∼ 3 µm and is hence of the order of the diffraction limit of the

imaging optics.

Recently, Gizzi et. al. have reported time resolved interferograms of laser

induced ionization of helium using 130 fs probe pulses [16]. They found a sig-

nificant loss of visibility in fringe contrast and spatial resolution. This effect
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was called pulse transit effect. In this thesis, in contrast, no smearing of

fringe contrast has been observed. Furthermore, it was possible to correlate the

pulse duration of the probe pulse a posteriori with the contrast transition been

observed in focused shadowgrams. A duration of sub-10-fs has been confirmed.

The experimental observations were analyzed with the help of 3D-Particle-

In-Cell (PIC) simulations using the Plasma Simulation Code (PSC) written by

Hartmut Ruhl [17]. These simulations include the ionization dynamics and the

influence of collisions. Important plasma parameters such as the electron temper-

ature have been obtained from the numerical data. A good agreement between

the experimental observations and the simulations has been achieved.

In the second part of this thesis, the transport and filamentation of a high-

energetic (several tens of MeV) laser-generated electron beam through an over-

dense plasma (15 − 30 ncr) were studied experimentally. The propagation of

laser-accelerated, high-energetic electrons through an over-dense plasma is of fun-

damental importance to the Fast Ignitor concept relevant for laser fusion as

well as astrophysics. The experiment was performed at the Vulcan Petawatt

laser at the Rutherford Appleton Laboratory (UK), a ”large scale” system de-

signed to deliver laser pulses with an energy of 500 J and a pulse length of 500 fs.

Today, there are basically two concepts for controlled thermonuclear fusion

as an almost un-exhaustable energy reservoir. The first one is the magnetic con-

finement fusion approach; here a dilute (∼ 1014 cm−3) deuterium-tritium plasma

is heated and magnetically confined for such a long time that a net energy gain

is obtained by initializing the thermonuclear reaction process

D + T → He + n + 17.6 MeV. (1.1)

Thus, the reactants are fused to an alpha particle (helium). The total kinetic

energy of 17.6 MeV is distributed between the charged helium particle with an

energy of 3.5 MeV and a neutron with an energy of 14.1 MeV. Besides many

other possible fusion reactions with equivalent or even higher energy gain, the

D-T reaction is the most feasible one because of its relatively large reaction cross

section at accessible temperatures (about 10 to 40 keV). In huge fusion machines

such as Tokamaks, several tens of m3 of plasma are magnetically confined and

thermally isolated by magnetic fields. Recently, the International Thermonuclear

Experimental Reactor (ITER) has been commissioned. The machine, which will

be built in Cadarache (France), is designed to confine more than 800 m3 of plasma.
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Figure 1.2: Schematic of ”classical” inertial fusion energy concept and fast ignition. a)
A fuel pellet (schematically) consists of a micro-balloon filled with liquid or a cryogenic
mixture of deuterium and tritium. b) The fuel is compressed to high densities by the
ablating plasma, and the core is heated hydrodynamically using well-timed shock waves.
In the final stage, a hot spot is in pressure balance with the surrounding plasma which
is colder but denser (isobaric). After ignition, a radial burn wave propagates through
the surrounding fuel. c) In the fast ignitor approach, however, the fuel is compressed
uniformly (isochoric) and an intense laser pulse bores a hole into the plasma corona.
So the critical density is pushed closer to the fuel center. d) A separate ignitor pulse is
focused in the channel and generates high currents of energetic electrons. Depositing
their energy in the core, the ”spark” is rapidly heated and the fusion process locally
ignited. The distance that the electrons have to overcome is of the order of 100 µm.

The aim is to demonstrate a performance in which ten times more fusion power

is produced than is consumed by heating.

In the second approach, the fuel is confined by inertia. A pellet containing

deuterium and tritium is externally compressed and heated by X-rays, particles or

laser radiation. At the moment, various techniques exist such as the Z-pinch [18,

19], heavy-ion beams [20] and direct and indirect laser drive [21]. In this thesis,

however, we concentrate on the laser-based inertial confinement fusion (ICF)

approach.
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ICF-programs using intense lasers attracted public attention when Nuckolls

published an article in Nature magazine in 1972 [22]. Following this scheme,

a fuel pellet of only the dimension of millimeters in diameter is compressed

to extreme densities by several laser beams which are symmetrically focused

onto its shell. Due to the fact that laser radiation of a given wavelength, λ,

can only penetrate into a plasma up to a critical electron density, ne [cm−3] ≈
1 · 1021/(λ [µm])2, a part of the laser energy is absorbed at the outer shell of the

fuel. So the surface material is rapidly heated and ablated. As a result of momen-

tum conservation, the inward push of ablating plasma makes the pellet implode.

This configuration is called direct drive since the driving lasers are directly

focused onto the ablator shell. For this, a high uniformity of the driver beams on

the surface is required. In the indirect drive scheme, the fuel pellet is placed

in a hohlraum of material with high atomic number such as gold. The beams are

incident on the inner walls of the hohlraum and the laser energy is first converted

to X-rays. The intense radiation field of X-rays inside the hohlraum drives the

ablator. This configuration is advantageous because of its more homogeneous

radiation field and a reduced sensitivity of the implosion to hydrodynamic in-

stabilities [23]. In the simplest configuration, however, the target is uniformly

compressed and the fuel will fuse homogeneously over the volume when densi-

ties of the order of 1000 g/cm3 and temperatures of the order of 10 keV are

reached. As volume ignition requires an extreme amount of laser energy (of the

order of 106 MJ), the ”hot-spot” ignition scenario was developed, where only a

small fraction of fuel is brought to high temperatures by well-timed shock waves

[24]. Here a hot inner region is surrounded by colder but denser fuel plasma,

both being in a pressure balance (isobaric model). After a self-sustaining burn

wave is generated in the center, the fusion reaction propagates outwards through

the surrounding fuel. Calculations predict a significant higher gain with respect

to volume ignition, but still Mega-Joule of driver energy are required [25]. As

the core has to be compressed to densities of ∼ 1000 g/cm3, hydrodynamic in-

stabilities such as the Rayleigh-Taylor instability become important. These

instabilities significantly reduce the effectiveness of the compression and hence

reduce the energy gain [26, 27].

In 1994, Tabak proposed to use an external energy source to trigger ignition.

This would relax the demands on heating and compression. In the first stage

of this fast ignitor scheme, the hot spot is compressed to densities of about

300−400 g/cm3. Then a high-intensity, ultra-short laser pulse with an intensity of

∼ 1019 W/cm2 and a duration of about 100 ps is used to push the critical surface
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of the plasma corona closer to the dense core. This process is known as hole

boring and makes use of the high light pressure of the intense pulse [28, 29, 30].

Finally, an ”ignitor laser” pulse, which is shorter (about 1 to 10 ps, limited by

the disassembly time of the fuel) but more intense (∼ 1020 W/cm2), propagates

in this channel and is stopped at the critical density. There a significant part of

its energy is converted into a strong (i.e. Mega-Ampere) current of hot (∼ MeV)

electrons. These high energetic electrons are able to penetrate deeply into fuel

and are stopped at the high compressed (∼ 1025 cm−3) core. So, according to

the scenario, a part of the fuel, the ”spark”, is rapidly heated and ignition of

the thermonuclear fuel is initiated. The particular advantages of this concept

are high gain and significantly reduced requirements on driver energy (kJ instead

of MJ) [31, 32]. Recently, Kodama et. al. have experimentally given evidence

of fusion in a pre-compressed fuel using an ultra-intense, short-pulse laser when

measuring the neutron yield [33]. In their experiment, a special geometry was

used to shorten the distance between the implosion center and the critical surface

by inserting a gold cone into the shell of about 50 µm. The cone also made the

guiding of the ignitor pulse possible.

Though these first results are very encouraging, the problem of simultaneous

compression and heating is still unsolved and questions concerning the trans-

port and energy deposition of the electron beam remain unanswered. The trans-

port of the electrons to the pre-compressed core involves currents of the order of

100− 1000 MA through regions of over-dense plasma. These currents exceed the

critical Alfvén limit given by JA = 17.1 βγ kA, where β = v/c denotes the speed

of the electrons normalized to light speed, and γ is the relativistic Lorentz factor

of the beam [34]. The transport is only possible if return currents, formed by the

thermal background electrons of the plasma, play a significant role in neutraliza-

tion. Under these conditions, i.e. in presence of a large flow of fast electrons and

a counter-streaming flow of cold electrons, kinetic instabilities like the Weibel

instability [35] can grow. 2D- and 3D-PIC simulations have clearly predicted

that the transport of the relativistic electron beam will not be homogenous and

filamentary structures will occur. Magnetic fields up to 100 MG will surround

the filaments [28, 36]. The arrangement of the filaments propagating through the

region of over-dense plasma is of great interest because it determines the amount

of energy that can be deposited in the fuel. Processes such as collective stopping

of the hot electrons, coalescence of the current filaments and energy dissipation

due to heating of the surrounding plasma may be crucial [37, 38]. Therefore the

understanding of the propagation mechanisms of the relativistic electrons through
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dense plasmas is essential for the success of the FI scheme.

A number of experiments investigating the propagation and filamentation of

laser-produced relativistic electron beams were performed using metal and plastic

foils or glass slabs [39, 40, 41, 42, 43, 44, 45]. In this thesis, in contrast to former

studies, pre-heated low density foam targets were used since they offer a different

approach to study electron beam transport through dense plasmas over long

distances. The experimental results presented in this thesis clearly show that

the electron beam undergoes strong filamentation, which was identified to be of

the Weibel type. The obtained data are presented and are analyzed with the

help of 3D-PIC simulations performed by A. Pukhov and S. Kiselev. Both the

experiments and the 3D-PIC simulations show that the filaments organize in ring

like structures. The divergence of the beam is similar to that one observed in

other experiments using different targets [33, 46]. Moreover, the observations are

in agreement with recent numerical simulations performed by other groups [47].

The thesis is structured as follows: First the ionization processes relevant

for the understanding of the channel formation are reviewed. They are also of

general importance for high-intensity laser interaction with matter because they

dominate the evolution of a pre-plasma. Then the interaction of laser radiation

with plasma electrons is described as it plays an important role for the energy

transfer into randomized as well as directed kinetic motion of the electrons. In

addition, the physics relevant for the super-high intensity interaction is described.

In both experimental campaigns, data was obtained using optical diagnostics.

Therefore the diagnostic is presented and performance factors are addressed.

An important aspect of channel formation studies in gases, however, was the

availability of an appropriate gas target. For these experiments, a special gas

target was designed. It is briefly described and key parameters such as gas density

and response time are given. Then the experimental results obtained on the

propagation of the ionization front induced by sub-10-fs laser pulses in gases are

presented. In order to interpret the data, 3D-PIC simulations were performed

using the Plasma Simulation Code (PSC) written by H. Ruhl. The last chapter

deals with the experiment conducted to study the electron beam filamentation.

The data obtained are presented. Also here, they are interpreted with the help

of 3D-PIC simulations.



2. Interaction of strong laser pulses with matter

The starting point of any laser-plasma interaction is the transition of the target

material into plasma state due to the presence of the laser electric field. Experi-

mentally, laser-induced ionization was observed shortly after the invention of the

laser in the sixties already. With advances in laser technology, however, higher

intensities, different wavelengths and shorter pulse durations became available.

Depending on the laser parameters used, different ionization processes such as

Multi-photon ionization, Above-threshold ionization and Barrier

suppression ionization were discovered. The role of ”nonlinear radiation

forces” was investigated, what lead to what is today called ponderomotive

force of a laser pulse [48]. Numerous theoretical models have been developed

with the aim to quantify the ionization rates and to predict the kinetic energy of

the electrons. And of course, during more than 40 years since the invention of

the laser, a multitude of publications exist which cover experimental and theo-

retical aspects of laser-induced ionization and the role of the ponderomotive

potential of a laser pulse. Particularly an overview over the various theoretical

methods is given by several extensive review articles available [49, 50, 51, 52].

But even today there are many challenges and open questions left. For example,

the quantum mechanical simulation of the ionization process induced by a pi-

cosecond laser pulse in which an electron is accelerated to energies up to several

times of the photon energy (a process termed Above Threshold Ionization

[53]) is extremely difficult despite of today’s computational power [49].

In this chapter, the present standard of knowledge of the ionization process of

matter is reviewed. Key results are summarized which are in particular relevant

for the interpretation of the experimental data obtained in this thesis. The various

ionization models are presented and the influence of the laser pulse duration is

discussed. The emerge of the ponderomotive force is described as a result of the

motion of an electron in a spatially inhomogeneous laser field. The non-relativistic

as well as the relativistic case are considered.
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2.1. Ionization processes

Multi-photon ionization

Soon after the realization of the optical laser in 1960 [54, 55, 56], the intensity

of light could be increased in such a way that the field of classical optics was left

behind. Various nonlinear optical effects were demonstrated experimentally, e.g.

the nonlinear optical index of refraction [4] and the generation of high harmon-

ics [57]. The electric field strength produced in the focus of those lasers was still

weak compared to that responsible for the binding of an electron in an atom.

Also the energy of the photons was too low to induce direct photo-ionization.

Nevertheless, it was soon observed that those lasers could induce optical break-

down of material [58, 59, 60]. Responsible for the transition of neutral matter

into plasma state is the simultaneous energy contribution of several photons to

liberate an electron from its parent atom or ion. This effect has been referred to

as multi-photon ionization (MPI) [60] and has been predicted theoretically

by Göppert-Mayer in 1931 already [61]. The underlying principle of MPI is that

the light intensity, I, of a laser is increasing with the photon flux density through

an area, A, (e.g. the laser focus) according to

I =
E

Δt ·A =
nh̄ω

Δt ·A. (2.1)

Here E denotes the optical energy which is incident onto an area during a time

interval Δt. The energy depends on the number, n, and the angular frequency, ω,

of photons; h̄ denotes Planck’s constant, h, divided by 2π. According to Einstein,

who quantum-mechanically explained the photo-ionization in 1905 (and for this

he received the Nobelpreis in 1921) [62], a bound electron can be liberated if it

absorbs the quantum energy hν = h̄ω as given by the famous equation

Ekin = hν − Eion, (2.2)

where ν is the frequency of the photon and Eion the ionization energy. In MPI,

ionization is induced if many (n ·hν) photons are absorbed simultaneously. The

remaining energy, Ekin, is given to the electron in form of kinetic energy. The ion-

ization process itself is based physically on the existence of short-living virtual

electronic states having life-times of the order given by Heisenberg’s uncertainty

principle, ΔE ·Δt ≥ h̄, with ΔE = h̄ω being the energetic distance between two

of these states and Δt the life-time (typically sub-fs). An electron, which is lifted

into such a state by absorbing a photon, has to absorb the next within a time
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of the order of the life-time of the state to proceed to the next level. This is the

reason why the radiation field has to present a photon density high enough such

that a positive non-zero probability for MPI occurs. In turn, the Heisenberg cri-

terion preserves neutral matter from being ionized at lower light intensities and

long wavelengths. In order to illustrate the mechanism, figure 2.1 a) depicts the

electrostatic potential of a proton and an electron bound by this potential. The

electron is shown as wave-packet. In b), an external electric field is present which

is the laser electric field. Though it has little influence on the atomic potential,

the electron can be lifted into the continuum via multi-photon ionization. In the

case of virtual states are located energetically close to real ones, the ionization

probability can be increased drastically due to resonances.

If more photons are absorbed by the electron than required for overcoming

the binding energy of the atom, the electron spectra show characteristic maxima

separated by the energy m · h̄ω (with an integer m > 0). Hence the kinetic energy

of the electron is larger than the photon energy, Ekin > h̄ω. In the extended

version of the Einstein equation, photo-ionization is given by

Ekin = (n+m)h̄ω − Eion. (2.3)

This ionization process was termed Above Threshold Ionisation (ATI) [53,

63]. A typical ATI-electron spectrum shows characteristic maxima with the dis-

tance of the photon energy. The ionization process can experimentally be studied

by analyzing the energy and momentum distribution of the electrons. Various

theories have been developed in order to describe ATI processes. In the case

of laser intensities below ∼ 1013 W/cm2, the electron spectra can be calculated

using multi-order perturbation theory. Several non-perturbative theories have

been developed to describe ATI at higher field intensities, e.g. the KFR-theory

by Keldysh, Faisal and Reiss [64, 65, 66, 67, 68]. An overview over the various

theoretical approaches to describe ATI is given in the review article by Burnett

(1993) and citations within [49].

Particularly the observation of high harmonic generation (HHG) of the

laser fundamental strengthened the interest in ATI mechanism. High harmonics

are emitted by electrons that recombine with the parent ion after being in a

high energy continuum state where they could absorb several photons above

the ionization potential [69, 70, 71, 72]. Here the photon energy of the laser is

converted into VUV, XUV and recently also into keV X-ray regime [73]. Due to

the high degree of coherence of this radiation and the discovery of a plateau in

the spectra (where adjacent harmonics are emitted at similar intensity), various
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applications have been suggested. So it is possible to overlap multiple frequencies

(orders) coherently of one pulse train to generate attosecond pulses or use HHG

as a coherent XUV-source of high brilliance for lithography applications [11].

The Barrier Suppression Ionization model

It is interesting to ask at what intensities the laser electric field is comparable

to that of the atom (and hence no small perturbation of the atomic field any

more). As the simplest case, assume the Bohr model of a hydrogen atom in

which an electron is on its orbit around a proton at a distance of a Bohr radius,

aB. The electric field strength, Ea, that keeps the electron on the orbit, can be

calculated classically. One finds

aB =
h̄2

mee2
= 5.3 · 10−9 cm → Ea =

e

4πε0a2
B

≈ 5.1 · 1011 V/m (2.4)

where me denotes the electron mass, e its charge and ε0 the vacuum permittivity.

Formally, this field is equivalent to an atomic unit of intensity, Ia, of

Ia =
ε0c

2
E2
a ≈ 3.45 · 1016 W/cm2. (2.5)

As usual, c denotes the vacuum speed of light. If the atom is placed in a laser field

with an intensity of Ia = 3.45 · 1016 W/cm2, formally a complete suppression of

the atomic Coulomb potential would be induced. Equation (2.4) can be written

in the form

E = 2.74 · 103

√
I [W/cm2]

V

m
, (2.6)

where IL is the light intensity. Higher ionization rates have been observed experi-

mentally for lower intensities than predicted by this approximation already. That

leads to the conclusion that at intensities which are lower than Ia the electric field

of the laser must have a significant effect on the atomic potential already. In a

simple model developed by Bethe and Salpeter, ionization is explained by the dis-

tortion of the atomic binding potential due to the electric field of the laser [74].

The model predicts an ”appearance intensity”, Iapp, at which ionization oc-

curs. The starting point is the superposition of the nuclear potential and a static

external electric field. In one dimension this superposition reads

V (x) = −Ze
2

x
− eEx (2.7)

with Z being the charge of the ion which will be produced and E the external

electric field strength. Energetically, the region of lower energy for the electron
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is separated by a reduced potential (see figure 2.1). The position of the barrier,

xmax, can be derived by setting ∂V (x)/∂x = 0, yielding xmax = Ze/E. By

claiming V (xmax) = Eion, the critical field electric strength, Ecrit, is given by

Ecrit =
E2

ion

4Ze3
. (2.8)

The particular ionization energy is given by Eion. Since in this case, the electric

laser field is so strong that the Coulomb barrier is suppressed, the electron can

escape freely. This ionization process is termed Barrier Suppression Ioniza-

tion (BSI). The minimum laser intensity required is given by

IBSI =
π2cε30E4

ion

2Z2e6
≈ 4 · 109 (Eion[eV])4 Z−2 W

cm2
. (2.9)

This relation has been confirmed experimentally over several orders of magnitude

of intensity using nobles gases [75]. For the example, in the case of a hydrogen

atom (Z = 1, Eion = 13.6 eV), one finds

IBSI =
Ia
256

≈ 1.37 · 1014 W

cm2
. (2.10)

As stated above, a significant lower electric field amplitude is required to ionize

the atom than predicted, if only the undisturbed ionization potential is consid-

ered. A table of ionization thresholds predicted by BSI-theory for some materials

relevant for this thesis is given in Appendix B.

Tunnel-ionisation and ionisation rates

The laser intensities at which ionization is predicted by the BSI theory are

in good agreement with experimental observations. Nevertheless, the BSI theory

states thresholds but no ionization rates. Those rates can be derived by quantum-

mechanical calculations of the tunnel probability of the electron wave packet

through the barrier. The tunnel-ionization process is schematically illustrated in

figure 2.1 c). Here the Coulomb barrier is lowered by the electric field of the laser

and the wave packet may tunnel through. Calculations have been performed

by Keldysh in 1965 and were extended by Perelomov later [64, 76, 77] (refer

also to [78]). The requirement for tunneling to occur is given by a quasi-static

electric field and potential, respectively, what is assumed for the calculation.

This is fulfilled for low laser frequencies and long Kepler times. Here the electron

has enough time to tunnel through the barrier. Tunneling is hence a quasi-

static (adiabatic) scenario. To distinguish quantitatively whether ionization due
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Figure 2.1: a) Electrostatic potential, V (x), of an ion with Z = 1 with no laser
field present. The electron bound to the ion is illustrated by a wave-packet. The
binding potential is −Up. In b) - d) an external static electric field is added which is
increasing in strength and deforms the potential. The units chosen are Bohr radii and
eV, respectively. The electric field strengths correspond to the peak values obtained at
light intensities of 0, 1 · 1012, 1 · 1014 and 3.45 · 1014 W/cm2, respectively. The ionization
processes illustrated are hence due to multi-photon, tunneling and barrier suppression.

to tunneling or above threshold ionization is more likely, Keldysh introduced a

dimensionless parameter, termed the Keldysh-Parameter,

γ = ωL

√
2Eion
IL

. (2.11)

Here IL denotes the laser intensity and ωL the angular frequency of the radiation.

In the case of γ < 1, tunneling ionization is dominant. This condition is fulfilled

for strong fields and long wavelengths. For γ > 1, the time needed by the electron

for tunneling is larger than the laser period. Here the quasi-static approximation

is clearly invalid and ATI is the dominant ionization process. The regime in

between, where γ ≈ 1, is rather a characteristic regime then a sharp boundary

(”non-adiabatic tunneling” regime [79]). For the outer electrons of noble gases,
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it is entered at focused laser intensities of ∼ 1014 W/cm2 and a wavelength of

λ = 800 nm.

Following Keldysh, the ionization rates, Γ, are given for hydrogen-like systems

by

Γ = 4ωa

(Eion

Eh

)5/2
Ea
E(t)

· exp

[
−2

3

(Eion

Eh

)3/2
Ea
E(t)

]
, (2.12)

where Eion/Eh is the fraction of the ionization potential with respect to that

of hydrogen, Ea the atomic electric field (equation (2.4)) and ωa = me4/h̄3 =

4.16 · 1016 s−1 the atomic frequency. In an extended version developed by Am-

mosov, Delone and Krainov, the ionization rates are derived for complex atoms

and ions and for arbitrary quantum numbers of the electronic configuration

(ADK-theory, [80]). Experimentally, the electron yield predicted by ADK-

theory has been confirmed for the noble gases helium, argon, neon and xenon

in an intensity range from 1013 W/cm2 up to 1018 W/cm2 using 1 ps pulses

(λ = 1.053 nm) in [75].

Influence of pulse duration

Experiments have clearly shown that besides the pulse intensity, the pulse

duration is an important parameter with respect to which ionization process is

relevant. Particularly using ultra-short pulses with durations of < 1 ps, tunneling

rather than ATI was observed [10, 75, 81]. Here the experiments show that the

characteristic modulations in the electron spectra (i.e. the separation of the

maxima by the distance of the photon energy) were suppressed. In addition, a

shift in the energetic position of the levels has been reported. This shift has

been explained by the fact that the electrons can gain almost no energy from the

ponderomotive potential of the laser because of the short interaction time

using ultra-short pulses (see below). Also individual resonances in the electron

yield per eV, which are typical for ATI, were suppressed [50, 51, 82].

Another important factor is the pulse contrast. If the intensity is increasing

too slowly or pre-pulses are present, population depletion occurs via MPI prior the

tunneling regime is entered. So it is possible that the ionization saturates at an

intensity, ISAT, which is lower than IBSI [49]. That happens if the life time of the

electronic state is shorter than the rise time of the field intensity. Conclusively, in

order to induce tunnel ionization, the pulses have to be ultra-short, high-intense

and must be of high contrast.
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Recapitulating, the level of ionization induced by a laser pulse depends not

only on the ionization potentials of the material, but also on the pulse intensity,

duration and wavelength. Different ionization channels are possible such as multi-

photon ionization (MPI and ATI, respectively), or tunneling (BSI) ionization.

The number of electrons produced until a time t, is given by the integration of

the relevant ionization rate,

N(t) = 1 − exp

(
−
∫ t

−∞
Γ(τ) dτ

)
. (2.13)

So actually a long laser pulse at rather low intensity can produce an equal number

of electrons with respect to a high intensity pulse with shorter duration. In turn,

though the thresholds stated by BSI theory for ”instantaneous” tunnel ionization

may be exceeded, it is possible that the pulse duration is too short to liberate

a significant number of electrons. Particularly it is observed in Particle-In-Cell

simulations of the interaction of a sub-10-fs pulse with gases that the average

ionization state is relatively low. This is discussed in chapter 6.

2.2. The non-relativistic ponderomotive potential and force

After the electron has been released from the parent atom or ion, the dynamic of

motion is given by the Lorentz equation,

d�p

dt
= me · d�v

dt
= −e ·

(
�E + �v × �B

)
. (2.14)

Here the time-dependent electric field of the laser at the position of the electron

is denoted by �E, the magnetic field by �B. The velocity of the electron is termed

�v, its momentum �p. In the non-relativistic scenario, i.e. v/c� 1, the influence of

the magnetic component can be neglected and the equation of motion is reduced

to
d�p

dt
= −e �E. (2.15)

A plane electromagnetic wave with an electric field component of

�E(�r, t) = �E0 · cos(ωt− �k ·�r) (2.16)

at the position �r and at a time t will cause the electron to oscillate with a quiver

velocity,

vq =
eE0

meω
. (2.17)
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The angular frequency of the oscillation is denoted by ω, the k-vector by �k. The

quiver energy, Up, stored in this oscillation is given by

Up =
e2E2

0

4meω2
. (2.18)

Here Up =< 1
2
mev

2
q >cycle=

1
2
Ekin,max was used. This energy is also called the

ponderomotive potential of the laser. In practical units it reads

Up = 9.33 · 10−14 · (λ[µm])2 · I[W/cm2] eV. (2.19)

For example, a pulse with an intensity of 1 · 1016 W/cm2 has a ponderomotive

potential of Up = 596 eV.

Due to the radial intensity profile in focus, however, the electric field of the

laser is far from being a homogeneous plane wave. Assuming a Gaussian inten-

sity distribution, the peak intensity is achieved on the beam axis and a gradient

across the field distribution is present (compare also Appendix A). This gradient

leads radially to an additional acceleration of the quivering electrons into the

direction of lower intensities. By averaging the dynamics over the cycle, a pon-

deromotive force can be identified. Its origin is usually a spatial gradient in

laser intensity due to focusing.

To derive the strength of the ponderomotive force, assume a plane electro-

magnetic wave traveling in z-direction with the electric field component in y-

direction. The strength of the E-field may vary with y due to focusing (i.e.

E0(y, z = 0) = E0,max · exp(−y2/w2) with a Gaussian width w and a peak electric

field strength of E0,max), hence

�E(�r) = Ey(y, z) · �ey = E0(y, z) · cos(ωt− kz) · �ey. (2.20)

Thus the equation of motion of the electron placed in this field becomes

dvy
dt

= − e

me

·Ey(y, z). (2.21)

Following [83, 84], and using ψ = ωt − kz, after a Taylor expansion of the

electric field, it reads

Ey(�r) = E0(y, z) · cosψ + y · ∂
∂y
E0(y, z) + . . . (2.22)

The solution of equation (2.21) for the lowest order term yields

v(1)
y = −vq · sinψ , y(1) =

vq
ω

· cosψ. (2.23)
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This can be re-inserted into (2.21), giving

∂v
(2)
y

∂t
= − e2

m2
eω

2
E0
∂E0(y)

∂y
· cos2 ψ. (2.24)

After multiplying by m and averaging over a cycle, the ponderomotive force

is obtained,

Fp =

〈
me

∂v
(2)
y

∂t

〉
= − e2

4meω2
· ∂E

2
0

∂y
. (2.25)

Comparing with equation (2.18) shows that the ponderomotive force is given by

the negative gradient of the ponderomotive potential,

Fp = −∇Up, (2.26)

and scales with the negative gradient of the intensity, −∇I. Note that in the

non-relativistic case, the effective acceleration is in the ±y-direction only, i.e.

perpendicular to the �k-vector of the wave.

Left of figure 2.2 depicts the spatial intensity distribution of a laser pulse

with a wavelength of λ = 800 nm and a pulse duration of ΔtI = 50 fs, which

is focused to a spot of 5 µm in diameter (both FWHM of intensity). The pulse

is shown at focal position (t = t0). The peak intensity is I0 = 1 · 1016 W/cm2.

The iso-intensity lines indicate the spatial inhomogeneity of the pulse due to

focusing. The influence of the pulse on an electron which is initially at rest close

to focal position is illustrated on the right side of figure 2.2. The y-position of

the electron is plotted as a function of time. Initially, it is at rest in the focal

plane (z = 0 µm) with a small distance to the optical axis (y0 = 500 nm). The

dynamics of the electron under the influence of the transiting laser pulse has

been obtained by numerical integration of the equation of motion. As the pulse

arrives, the electron starts to quiver in ±y-direction and is accelerated radially

out of focus. At the time t = 0, the amplitude of the �E-vector is largest and thus

also the quiver velocity vq. Finally, the net energy transferred to the electron

(Ekin ≈ 1.04 eV) is only a small fraction of the ponderomotive potential of the

pulse (UP ≈ 595 eV). This is due to the short pulse duration. In this example,

the maximum quiver velocity on axis is vq = 6.8 · 10−2 c and the amplitude of the

motion about ±9 nm. If in contrast the laser pulse duration is long enough so that

the electron can slip down the potential completely, almost all of the oscillatory

energy in the field can be transformed into directed motion. The final velocity

observed is then up to v ∼ vq and the maximum gain of kinetic energy is given by

the ponderomotive potential of the laser. Experimentally this was first confirmed
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Figure 2.2: Left: 2D-intensity distribution of a ΔtI = 50 fs laser pulse focused to a
spot of 5 µm in diameter (FWHM). The iso-intensity lines indicated are 86, 74, 62,
50, 37, 25 and 12 percent of 1 · 1016 W/cm2. Right: quiver motion an electron initially
located at a distance y0 = 0.5 µm with respect to the optical axis. The ponderomotive
force, Fp = −∇Up, accelerates the electron radially along the gradient of intensity.

by ATI photoelectron spectra [50]. If the laser pulse is ultra-short, however, the

electron gives its quiver energy back to the laser field adiabatically and has hence

gained almost no kinetic energy after the pulse has passed. As clearly shown by

the simulation depicted in figure 2.2, at an intensity of I = 1 · 1016 W/cm2 and a

pulse duration of ΔtI = 50 fs, the net energy transfer can already be neglected.

This effect is even more sustained if pulses of sub-10-fs duration are used.

2.3. Relativistic motion of a free electron in an em-wave

In the relativistic case, the magnetic field component in the Lorentz equation

(equation (2.14)) becomes strong enough to induce a significant change in the

electron dynamics which becomes nonlinear. Approaching the relativistic regime,

it is common to introduce a dimensionless variable

a0 =
v⊥
c

=
eE0

ωmec
. (2.27)

The speed of an electron transverse to the k-vector of the light wave is denoted by

v⊥. Physically, a0 can be read as a normalized vector potential which corresponds

to the classical velocity of a free electron oscillating in a linearly polarized electric
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laser field. In terms of irradiance it reads

a0 =

(
1

2π2ε0

e2

m2
ec

5
λ2
LI

)1/2

(2.28)

= 0.85 ·λL[µm] ·
√
I18. (2.29)

Following the definition given by equation (2.27), the relativistic regime is en-

tered and the dynamics becomes nonlinear when the normalized vector potential

approaches a0 ∼ 1. In terms of irradiance, this happens when the value of the

intensity-wavelength product exceeds

Iλ2
L ≈ 1018 W

cm2
µm2. (2.30)

Note that the laser wavelength, λL, is an important parameter. Using longer

wavelengths, e.g. λL = 10.6 µm of a CO2 laser, a0 equals unity at intensities

of about I ≈ 1.2 · 1016 W/cm2. This is the reason why various nonlinear laser-

plasma effects have originally been observed with CO2 laser pulses of ns duration,

such as relativistic self-focusing [85], high-order-harmonic generation on solid

targets [86], and laser particle acceleration [87].

The amplitudes of the electric and the magnetic field components as well as the

intensity can be expressed formally in terms of the normalized vector potential,

a0:

E0 =
a0

λ [µm]
· 32.2

GV

cm
(2.31)

B0 =
E0

c
=

a0

λ [µm]
· 107 MG (2.32)

I0 =
ε0c

2
E2

0 =
a2

0

λ2 [µm2]
· 1.37 · 1018 W

cm2
(2.33)

Since the dynamics of an electron in high amplitude fields has to be described

relativistically, the relativistic gamma-factor,

γ =

(
1 +

p2

m2c2

) 1
2

, (2.34)

becomes relevant. Particularly the momentum of the electron is given by �p =

γm�v. The nonlinearity in the dynamics is caused by the magnetic force, −e�v× �B,

in the Lorentz equation (2.14), which turns the direction of the electron momen-

tum. Note that the Keldysh-adiabaticity parameter is also termed γ due to

historical reasons.
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Figure 2.3: Left: Orbits of a free electron oscillating in a linearly polarized plane
wave as observed in the laboratory rest frame for different normalized amplitudes, a0.
Right: Same orbits as seen in a co-moving average rest frame. Here typically a ”figure
of eight” motion is observed. The normalized amplitudes correspond to laser intensities
of 5 · 1017 W/cm2, 2 · 1018 W/cm2 and 1.4 · 1019 W/cm2 at a wavelength of λ = 800 nm.

The fully relativistic equations of motion of an electron oscillating in a plane

electro-magnetic wave can be solved exactly [78, 88, 89]. While in the case of low

amplitude the momentum of the oscillation is perpendicular to the laser direction,

at high field amplitudes the orbits reveal a more complicated geometry. So also a

momentum component parallel to the direction of the laser pulse is observed. As

an example, consider an electron which is under the influence of a super-intense,

linearly polarized laser field, �E = �E0 · sin(ωt−kz) ·�ey, propagating in z-direction.

The momenta in the laboratory frame are given by

px = 0 , py = a0 cos Ψ , pz =
a2

0

4
[1 + cos 2Ψ]. (2.35)

As above, the phase factor is ψ = (ωt−kz). The electron is pushed parallel to the

propagation direction of the laser and carries a z-momentum, pz, that is pulsing

with twice the laser frequency. The average drift velocity, vD, is here given by

vD
c

=
a2

0

4 + a2
0

. (2.36)

The parallel drift of an electron in a super-intense electromagnetic field was first

noticed by Brown and Kibble in 1965 [90]. (A short derivation of the motion of

the electron for arbitrary polarized fields can be found in [83].)

In order to illustrate the relativistic dynamic of an electron placed in a super-

intense electro-magnetic wave, the relativistic equation of motion of an electron

was solved numerically. The orbits observed in the laboratory frame and in
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the co-moving frame are illustrated in figure 2.3. The particle trajectories were

calculated using the Buneman particle-pusher which is used in numerous

Particle-In-Cell codes [83, 91]. Co-moving with the averaged center of momen-

tum, the periodic motion of the electron is seen as a ”figure-of-eight”. (In the

case of circularly polarized light, however, the electron describes a circle with a

radius a0/
√

2γ0 in the average rest frame and a helical orbit in the laboratory

frame).

Consequently, a super-intense, ultra-short pulse (in the form of a plane wave)

will accelerate an electron both transversally as well as longitudinally. As the

electron is overtaken by the pulse, it is decelerated again. After the interaction,

the electron is left behind the pulse at zero momentum. Here it is displaced along

the laser propagation axis. Note that as long as the symmetry of acceleration

and deceleration are undisturbed, the electron gains no net energy.

2.4. The ponderomotive force in the relativistic regime

So far it was assumed that the super-intense laser field was a plane wave. In the

focus of a ”relativistic laser pulse”, i.e. at irradiances above Iλ2 ≈ 1018 Wcm2,

however, an electron will be expelled from regions of high intensity towards lower

intensity in a similar way as in the non-relativistic case. Differences in the dy-

namics arise from the fact of relativistic mass increase at high quiver velocities

and the non-vanishing �B-component in the Lorentz force. A relativistic gen-

eralization of the ponderomotive force was derived by Bauer et al. as

well as Quesnel and Mora [92, 93]. It is given by

Fp = − e2

4γmeω2
∇ �E2

0 , (2.37)

where γ is the local relativistic, cycle-averaged γ-factor in a linearly polarized

wave according to

γ ≈
√

1 +
a2

0

2
. (2.38)

The relativistic ponderomotive force is responsible for the average electron motion

observed in the laboratory frame and can be written as the negative gradient of

a relativistic ponderomotive potential,

Up =
mec

2

4γ
a2

0. (2.39)

Quesnel and Mora have shown with the help of 3D-simulations, that in the rela-

tivistic case the electrons are pushed isotropically out of focus. This was observed
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independently from the polarization direction of the strong, linearly polarized

laser pulse simulated. Complicated 3D trajectories are reported. Besides a ra-

dial acceleration, the electrons are accelerated also in laser propagation direction.

Here the electrons, which are scattered out of focus, can gain a maximum kinetic

energy, Ekin = (γ − 1)mec
2, of the order of the ponderomotive potential of the

laser.
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3. Laser-induced plasma processes

Once a plasma is produced by the leading edge of an ultra-short laser pulse due

to one of the ionization processes described above, the fundamental parameters

relevant for the description of the plasma phenomena are essentially the electron

density and temperature. A key question of interest is hence what is the energy

transfer from the laser pulse into the plasma. This energy which is stored in

kinetic motion of the electrons and which - after thermalization via collisions -

defines an initial temperature, forms the energy reservoir to drive other processes

like collisional ionization and hydrodynamic expansion of the plasma created.

Therefore, in this section the absorption processes relevant for both the under-

standing of the absorption mechanism and the interpretation of the numerical

analysis results are reviewed.
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3.1. Laser absorption and heating processes

ATI-heating

In the ATI-regime, the electron spectra recorded experimentally indicate that

the electrons gain their kinetic energy during the ionization process via multiple

photon absorption. Typically energies of the order of few eV are reported at laser

intensities of 1013 − 1014 W/cm2 [50].

In the BSI regime, ionization occurs due to tunneling and the electrons are

born with initially zero momentum into the laser field [83]. The kinetic energy

an electron can gain from the laser depends upon at which moment it was born

into the field. To illustrate this, assume an electron was born already before the

laser pulse arrives. As the electric field strength is increasing at the leading side

of the pulse, a quiver motion is induced. The maximum kinetic energy of the

electron at the center of the pulse is about 2 ·Up. At the tailing side, the electron

is decelerated and when the pulse has left it behind, its momentum is zero again.

This is the classic result, that a free electron cannot gain kinetic energy from

the wave without a collision process being involved. In contrast, if the electron

is born under the influence of the laser pulse, any phase-mismatch between the

peak of the linearly polarized electric laser field and the point of birth of the

electron will lead to a residual kinetic energy. Analytically, an electron which is

born with zero momentum at the time t0 will follow classically a sinusoidal pulse,

E(t) = E0 · sin(ω0t), with a quiver velocity

vq =
eE0

meω0

(cosω0t− cosω0t0) . (3.1)

The cycle-averaged kinetic energy is given by

〈Ekin〉 =
1

2
me

〈
v2
q

〉
= Up · (1 + 2 · cos2 ω0t0), (3.2)

where the first term on the right hand side is the coherent quiver energy of the

oscillation (compare equation (2.18)), the second the remaining energy due to

dephasing which is therefore termed ATI-energy or dephasing energy [94,

95]. Integrating over a laser cycle, the gain in energy is given by

EATI =
2Up ·

∫ 2π

0
Γi(φ) cos2 φ dφ∫ 2π

0
Γi(φ)φ dφ

, (3.3)

where Γi denotes the intensity-dependent ionization rate and φ the phase of the

electric laser field. In particular in the context of ultra-short pulses, however, one
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Figure 3.1: Position (left) and velocity (right) of electrons born with zero momentum
at different times with respect to the pulse maximum. A sinusoidal electric field is
indicated by the red dashed line (arbitrary units). The simulated laser intensity is
1 · 1016 W/cm2 and the pulse duration is 5 fs (FWHM). The trajectories were integrated
numerically. While electron (1) is already present before the pulse has arrived and gains
no net energy, electrons (2) and (3) are born under the influence of the pulse with a
phase shift of zero with respect to the wave. Their net energy gain is 0.2 and 1.2 keV,
respectively. Note that the phase shift chosen is such that the kinetic energy gain is
maximum for each electron. Nevertheless, ionization at such a point is unlikely due to
low field strength. Generally, electrons from highest ionization stages will contribute
most to the final plasma temperature [94].

has to take into account the fast change of the temporal intensity profile. Here

the ATI energy gain of an electron is given by

Ekin,ATI = 2 ·Up · e−4 · ln 2
�

t−t0
ΔtI

�2
Γi(Φ) cos2 Φ

, (3.4)

where again a sinusoidal wave is assumed with the maximum of its envelope

located at t = t0. The relation between phase and time is simply t = Φ/ω.

Note that arbitrary phase relations between the carrier wave and the peak of

the envelope are controlled by the choice of t0 with respect to Φ. To obtain the

total residual energy, EATI, the integration has to be extended over the entire

laser pulse. Figure 3.1 shows trajectories of electrons born at different times with

respect to the maximum of an ultra-short (5 fs FWHM) laser pulse. Electron (1)

is present already before the laser pulse arrives, electrons (2) and (3) are born

under the influence of the pulse. The maximum energy gain of (3) is twice the

laser ponderomotive potential, i.e. about 1.2 keV, while in contrast the gain for

(2), which is born one and a half laser cycles before the pulse maximum, is just

about 200 eV.
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One characteristic of the ATI energy is that the velocity distribution of the

electrons is non-Maxwellian. Subsequent thermalization of ATI energy is due

to electron-electron collisions. After thermalization, the relation between the

electron temperature, Te, and the ATI energy, EATI, can be defined via [94]

EATI =
3

2
kBTe. (3.5)

Inverse bremsstrahlung

In the model of ATI-heating it was implied that the oscillating electrons are

always in phase with the laser electric field. A cloud of electrons follows in-

stantaneously the driving field and any collisions are neglected. Since the ions

are too heavy to be significantly accelerated by the field, they form a stationary

background. Now, taking collisions of the electrons with the ions into account,

a fraction of the quiver energy is transferred into random motion. This leads to

collisional heating due to the physical effect of nonlinear inverse bremsstrahlung.

To estimate the amount of energy which is transferred, the electron-ion colli-

sion frequency has to be considered. In the case of a Maxwellian velocity distri-

bution, it is given by the Spitzer formula,

〈νei〉 =
4
√

2π

3
· Z2nie

4 · ln Λ

(4πε0)2
√
me · (kBTe)3/2

, (3.6)

where Z is the degree of ionization (charge state), ni the density of ions (in m−3,

Z2ni = Zne) and Te the electron temperature1. In practical units it reads

〈νei〉 = 2.91 · 10−6 · ni[cm
−3] ·Z2

(Te[eV ])3/2
· ln Λ s−1, (3.7)

where ln Λ is the Coulomb logarithm given by

ln Λ = ln

(
12π

Z
λ3
D ·ne

)
. (3.8)

The Debye length is defined by

λD =

√
ε0kBTe
nee2

, (3.9)

and gives a characteristic plasma length over which the electrostatic field of a

charged particle is attenuated to 1/e due to shielding of other mobile charges.

1Note that the Spitzer equation requires a temperatures of at least ∼ 5 eV [94].
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Note that a Maxwellian velocity distribution is assumed. In practical units the

Coulomb logarithm reads

ln Λ = ln

(
1.55 · 1010 · T [eV]3/2

Z ·
√
ne[cm

−3]

)
. (3.10)

At high laser intensities (I > 1015 W/cm2), the electron velocity is dominated

by the quiver motion in the laser field, such that the quiver energy becomes

comparable to the thermal energy (compare equation (2.18)). Hence the Spitzer

formula has to be corrected to take the non-Maxwellian behaviour into account.

This is usually done by a correction factor,

F =

(
1 +

〈
v2
q

〉
3v2

th

)−3/2

, (3.11)

where vth =
√

2kBTe/me is the electron thermal velocity [96]. A cycle-averaged

power absorption rate can be defined [97] by

P = 2 ·Up · 〈νei〉 . (3.12)

For a laser intensity of the order of 1016 W/cm2, a wavelength of 800 nm and

an electron density of ne ≈ 1019 cm−3, the absorption rate is of the order of ten

eV/ps [94]. Generally, due to the fact that electron-ion collisions become more

and more unlikely with increasing electron temperature, the absorption rate also

scales with I−3/2 [98].

Energy transfer

Once the relevant processes for coupling of laser energy into electron kinetic

motion are identified, it is important to focus on the energy transfer in the OFI-

produced plasma. Large-angle scattering due to Coulomb collisions is responsible

for the energy transfer and will lead to thermalization (i.e. relaxation of the

velocity distribution into a Maxwellian). The energy relaxation time, that is the

time needed by a particle to transfer most of its kinetic energy (ΔE/E ≈ 1) to a

collision partner, is basically given by the large angle scattering collision time, τ .

For the energy loss of electrons due to collisions with other electrons one finds [98]

τee =
3
√

6

8

√
me(kBTe)

3/2

πe4ne ln Λ
, (3.13)

what in practical units reads

τee ≈ 1.07 · 10−11

(
1020

ne[cm
−3]

)(
10

ln Λ

)
(Te [keV])3/2 s. (3.14)
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Since the different mass of electrons with respect to the ions and the (average)

charge state of the ions are important for the effectiveness of the energy transfer,

different energy relaxation times are found for different species:

τii ≈ 1

Z3

(
mi

me

)1/2

(3.15)

τei ≈ 1

Z

(
mi

me

)
, (3.16)

where τii denotes the time scale the ions need to thermalize, τei that required by

electrons and ions to thermalize, respectively. Since the energy transfer between

species with different masses is rather inefficient, the time required until the

electron velocity distribution becomes Maxwellian is short compared to that until

electrons and ions thermalize. As can be seen from equations (3.14) and (3.15),

at electron densities of the order of 1020 cm−3 and electron energies of few tens

of eV, a laser pulse duration of sub-10-fs is significantly shorter than typical

energy transfer times in the plasma. Consequently, on timescales relevant for the

development of the plasma, a sub-10-fs laser pulse appears like a delta-function

excitation. Hence it is expected that the ionization process is well separated

from the development of the plasma due to the ultra-short pulse duration. This

is the basis for the experimental observation of the laser-induced ionization front

reported in chapter 6.

Resonance absorption

So far absorption, that is an effective transfer of laser energy into plasma

electron motion simultaneously to a damping of the light wave, was considered

only as a collisional process. At high laser intensities, i.e. above ∼ 1016 W/cm2,

however, collisions between electrons and ions become unlikely due to an I−3/2

scaling of the Spitzer formula (compare equations (3.6) and (3.11)). In the special

case of a linearly p-polarized laser which is incident obliquely onto a steeply

rising plasma density profile, a high fraction of laser energy may be absorbed

by resonance absorption, which is a non-collisional process. The incoming

wave may have an angle, Θ, with respect to the direction of the gradient. Solving

Maxwell’s equations in conjunction with the linear electron density ramp yields a

standing wave field which is formed by the incoming and reflected wave [84, 98].

Particularly the wave has its turning point at a density of ncr · cos2 Θ < ncr.



3.1. Laser absorption and heating processes 31

A part of the electric field can tunnel to a layer close to the critical density. Here

electron plasma waves are driven resonantly, i.e. ωpe = ωL, by the electrostatic

field component parallel to the electron density gradient. Analytically this is

due to a singularity in the solution for the electric field at the position of the

critical density in case of p-polarization [99, 100]. Freidberg has shown with

Particle-In-Cell simulations that the electron plasma waves grows over a few

cycles and a supra-thermal electron tail is produced as it breaks. This happens

subsequently at the critical surface every full laser cycle. Wave breaking in the

collision-less regime damps the amplitude of the oscillation which is equivalent

to absorption of the wave energy [101]. This driving field is responsible for high

absorption though the electron-ion collision frequency may be small. Resonance

absorption is sensitive to both the incidence angle and the steepness of the density

profile. If the angle is close to normal incidence, the driver field parallel to the

density gradient vanishes. If the angle is too large, the distance for tunneling

of the electric field close to the region of critical density is too large. At high

laser irradiance, a steepening of the density profile near the critical density can

make resonance absorption less sensitive to the incidence angle, Θ, due to a

shortening of the tunneling distance [102]. Moreover, since in contrast to inverse

bremsstrahlung that leads to a heating of all electrons, in resonance the laser

energy is transferred to only a small fraction of electrons which therefore can be

accelerated to high kinetic energies (”supra-thermal” electrons). Experimentally

it was found that collision-less absorption at intensities of 1016 W/cm2 and above

could be more than 50% (a summary of absorption measurements since 1988 can

be found in [83]). Typically a bi-Maxwellian electron temperature is observed

in which the ”hot” component can significantly exceed the characteristic plasma

thermal electron temperature, Te . Numerical simulations were used to predict an

effective temperature of the supra-thermal electrons which can be produced by

resonance absorption. Particularly a Boltzmann distribution with a temperature

scaling according to

Tres = 0.1 (I17λ
2
L)1/3 MeV (3.17)

is expected, where λL is the wavelength of the driving laser in µm and I17 the

intensity in terms of 1017 W/cm2, respectively [103]. As a result of the direction

of the electron density gradient and the (parallel) component of the electrostatic

driving laser field, the electrons will be accelerated every full cycle in direction

normal to the target surface.
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Figure 3.2: Schematic of different laser absorption mechanisms that lead to electron
acceleration.

Brunel type absorption and j×B-acceleration

In the context of high-intensity, ultra-short laser pulses interacting with a solid

target, other absorption mechanisms besides classical collisional and resonance

absorption may occur. While in early ICF research rather long (ns) pulses were

used and the dimension of the pre-plasma was of the order of hundreds of microns,

with the availability of sub-ps pulses, the pre-plasma was significantly reduced as

a consequence of higher contrast. This scenario is even dramatized if the surface

is deformed by the light pressure and pushed in laser direction, which is known

as hole boring effect [29, 30]. Hence steep density gradients allow the laser field

to interact with plasma electrons close to the critical surface, i.e. in the case of

high-contrast, sub-10-fs pulses even more or less directly with a plasma at solid

density [104].

In the Brunel model of absorption (also referred to as vacuum heating),

the p-polarized laser is obliquely incident on a steep density gradient, where

it interacts with electrons at the critical surface. An electron can be pulled

out of the target into vacuum well beyond the thermal Debye sheath, λD =

vth/ωpe, where vth is the thermal velocity of the plasma electrons. During the

second half of the cycle it is thrown back in again. Because the laser field cannot

follow inside over-dense plasma region but penetrate only into a skin depth of

∼ c/ωpe, the electron can move unhindered into the plasma. In such a way a

population of ”hot” electrons is produced in about every cycle. The driving

electric field is perpendicular to the surface and the electron acceleration is hence

normal to the target surface. The Brunel type of absorption is schematically



3.1. Laser absorption and heating processes 33

illustrated on the left side of figure 3.2. It is evident that the mechanism tends

to be more efficient with increasing strength of the driving field and also greater

incidence angles. Note that the geometry of the model is similar to that in

classical resonance absorption but the mechanism is different. Particularly it

requires a large density gradient and is moreover complementary to classical

resonance absorption, that breaks down in the case of too steep density gradients.

It is interesting to note that the original title of the work by Brunel is ”not-so-

resonant, resonance absorption”.

Another absorption mechanism which is of relevance at relativistic laser in-

tensities is �j× �B-heating. This mechanism was theoretically predicted by Wilks

et. al. [105] and experimentally confirmed by Malka and Miquel [106]. Here an

electron is accelerated by the Lorentz force induced by the magnetic field compo-

nent of the laser, as described above already. Without plasma, it is decelerated

by the second half of the pulse. In the presence of a steep density gradient,

however, electrons which are pushed into the over-dense plasma region cannot be

followed by the wave. They continue their motion and form a hot electron tail in

the spectrum. The characteristics of the �j × �B mechanism is that it works with

arbitrary polarization direction (except circular) and will accelerate the electrons

in laser propagation direction twice every full laser cycle. The energy gain of the

electrons is of the order of the ponderomotive potential of the laser field

Th ≈ mc2(γ − 1) = mc2

[(
1 +

2Up
mc2

)1/2

− 1

]
(3.18)

≈ 0.511

[(
1 +

I18λ
2
L

1.37

)1/2

− 1

]
MeV. (3.19)

The �j× �B mechanism will be most effective for normal incidence where the laser

electric field vector is parallel to the density gradient [83]. This is supported by

2D-PIC simulations with step-like density profiles [105, 107]. As shown in simu-

lations by Pukhov [28], the mechanism will also work in the context of extended

density ramps, i.e. relaxed requirements on the steepness of the profile. Here the

laser pulse drives electrons in a snow-plough manner prior it reaches the critical

surface. The electrons which are pushed beyond the critical surface, keep their

kinetic energy.

Though various absorption models exist (such as vacuum heating, anomalous

skin effect etc.), and each covers different regimes of density scale lengths, po-

larization properties and incidence geometries, due to the complex dynamics of

the interaction process it is even today a challenge to investigate the relevant

processes contributing to a single experimental result. For example, if at rel-



34 Laser-induced plasma processes

ativistic intensities �j × �B acceleration might be the dominant process, Brunel

absorption may occur at the sides of the hole. Here Particle-In-Cell simulations

play an important role and have widely been used to cover the effects such as

nonlinear propagation, energy transport and fast particle generation (see [83] and

references within).

3.2. The Alfvén limit

So far, the conversion efficiency of laser energy into a directed electron beam

was related to the irradiance of the laser. If the laser pulse energy is increased,

the amount of electrons produced is increased. Indeed, the fast ignitor scheme

is based on the assumption that extremely high currents exceeding the order of

Mega-Ampere can be produced and at least a fraction of their kinetic energy

can be deposited in the pre-compressed core [31]. Nevertheless, in 1939 already

a fundamental limit for the current that can in principle be transported was

proposed by Alfvén [34]. The Alfvén limit was originally derived in the con-

text of the motion of cosmic rays (charged particles) through cosmic space. The

situation described is similar to that in a laser-plasma experiment, since these

currents are propagating through a background of charged particles of cosmic

space that provides a good conductor and screens out any electric field and space

charge, respectively. As a result, the space charge of the moving particle beam

is neutralized by return currents in the surrounding medium. The beam travels

under the influence of its magnetic field itself. By solving the equation of motion,

Alfvén found that particles beyond a critical radius of the beam axis are turned

in opposite direction due to the influence of the surrounding magnetic field. Con-

sequently, the maximum current in a direct beam is fundamentally limited by

its own magnetic field. In the relativistic formulation, this limit for the current

reads

JA =
4πε0 ·mec

3

e
· βγb kA ≈ 17.1 βγb kA, (3.20)

where γb = 1/
√

1 − β2 is the relativistic gamma factor of the beam. The beta-

factor is given by β = v/c. Note that the limit is proportional to the beam

energy and is independent of the current density or cross section of the beam.

Physically this can be understood by the fact that the limiting factor is given by

the magnetic field alone. Hence, if a beam consists of equal parts of oppositely

charged particles such that the magnetic field of the beam is zero, no limit in the

number of particles is found. As already pointed out by Alfvén, such a beam is

unstable to small disturbances, e.g. due to a magnetic field, that give rise to an

instability to grow as a result of further increase of the magnetic field.
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3.3. Weibel Instability

In the fast ignitor concept proposed by Tabak et. al. in 1994, the fuel is ignited by

energy deposition of high energetic laser-produced electron beams in a hot-spot

geometry. To deliver the required amount of energy to the center of the fuel, cur-

rents of the order of 103 to 104 Mega-Ampere are required. In vacuum, a current

is fundamentally limited to the Alfvén current given by JA = 17.1 βγ kA, because

above the self-generated magnetic fields turn the flow and lead to a self-limitation

of maximum current. In a plasma, however, the beam can be neutralized by a

return current that is induced to maintain charge neutrality of the plasma. Nev-

ertheless, though the Alfvén limit can be exceeded, in the situation of a high

energetic (and hence generally collision-less) current that is counter-streamed by

another (colder) one, instabilities may favourably grow. These instabilities pos-

sibly disturb the beam transport through the over-dense plasma in such a way

that they affect the collimation of the beam and thus reduce the amount of en-

ergy that can be deposited in the core. This will have a direct influence on the

potential success of the fast ignitor concept.

Generally, instabilities which are known in the context of energetic beams

propagating through a neutralizing background plasma, are the (resistive) hose

instability and the sausage instability [108]. Both are macroscopic instabilities.

Microscopic instabilities are the two-stream and Buneman-instability as well as

the electromagnetic filamentation (Weibel) instability. The Weibel instabil-

ity was first predicted in 1959 for a non-relativistic plasma produced by an

anisotropy in the distribution function [35]. Recently the Weibel instability of

relativistic beams has again gained importance due to the fast ignitor scheme.

The instability is also attributed to play a major role in astrophysical phenom-

ena such as the generation of filamented current densities and magnetic fields in

relativistic cosmic jets which further lead to particle acceleration and emission of

jitter radiation [109, 110, 111, 112].

To illustrate the physical mechanism of the Weibel instability, consider a

spatial homogeneous electron beam which is charge-neutralized by a counter-

propagating one in a plasma with fixed ion background. The situation is il-

lustrated in figure 3.3 a). The beams travel parallel to the z-axis in opposite

directions and have initially homogeneous densities labelled ne,left and ne,right, re-

spectively. Hence the net current is zero. In b), an infinitesimal fluctuation is

added in the form of a magnetic field By(x) = B0 cos(kx). As a result, the Lorentz

force, −e�v× �By, will deflect moving electrons in such a way that current sheaths

are formed. This is equivalent to an anisotropy in the distribution function, here
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Figure 3.3: Illustration of the development of Weibel instability of two counter-
propagating electron beams. Details on the mechanism are given in the text.

in space, and the density is modulated as illustrated in c). The current inhomo-

geneities now close the instability loop as the magnetic field, which caused the

modulation, is increased (d). A hallmark of the instability is hence the production

of current filaments (with a typical transverse dimension of the collision-less skin

depth, c/ωpe), surrounded by magnetic fields in the plane perpendicular to the

direction of the flow. The modulation grows and leads to a further concentration

of current density. As can be seen, Weibel instability is a pure kinetic instability.

Filamentation of electron beams undergoing Weibel instability was recently

studied numerically using both PIC and Fokker-Planck hybrid codes [37, 38, 113,

114, 115, 116]. Growth rates were deduced from linearization of relativistic two-

stream relativistic Vlasov-models [113, 115, 116, 117, 118, 119]. In simple form,

the growth rate of Weibel instability, γW, it is given by

γW = ωbe

(
nb
γbne

)1/2
vb
c

, (3.21)

where ωbe is the electron plasma frequency, nb/ne the contrast in density of the

beam with respect to the neutralizing background plasma, vb the beam velocity
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and γb the relativistic Lorentz factor of the beam [39, 120, 121]. Note that the

growth rate is proportional to the square root of the beam contrast, i.e. fraction

of beam density and background density. This was the motivation for recent

experimental studies of laser accelerated electron beams in under-dense plasmas

using a combination of solid and gas targets [39].

The filamentation is self saturating if the energy due to the anisotropy is

completely transferred to the magnetic field. In the saturation stage, the current

filaments of same sign may attract each other and eventually merge, what leads

to an decrease of magnetic energy. This was often found in simulations and led

to more organized, larger filaments, sometimes with a quasi-regular structure [17,

36, 37, 38].

Up to now, a transverse temperature of the current was neglected, which in

fact can reduce or even suppress the growth of the instability. In the simple model

depicted above, a transversal temperature (in x-direction) of the beam electrons

tends to stabilize the flow. More quantitatively, a threshold for the instability was

derived by Silva using a relativistic kinetic theory [122] (see also [115]). He found

a threshold given by nb/ne > γb
(
p⊥/p‖

)2
, which increases with laser intensity,

i.e. the beam kinetic energy expressed by γb, and the transverse momentum, p⊥.

This is in particular important for the fast ignitor, since the electron density rises

from ∼ ncr to ∼ 1000 ·ncr during a propagation length of the order of 100 µm.

Résumé

Recapitulating, the laser-plasma processes relevant for the experimental part

of this thesis have been summarized. Important absorption mechanisms in the

context of the study of the ionization front propagation in gaseous targets are

ATI-heating and inverse bremsstrahlung. Since the energy transfer from the laser

pulse into kinetic energy of plasma electrons depends on the pulse duration, in

the context of sub-10-fs pulses, most of the energy transfer from the laser into the

plasma is due to ATI-heating. This is confirmed by Particle-In-Cell simulations

as detailed in chapter 6.

In contrast, resonance absorption and �j× �B-type absorption are of particular

relevance in the second experiment, i.e. the study of the filamentation of relativis-

tic electron beams in over-dense plasmas. Here electrons are accelerated to MeV

energies by the ponderomotive potential of the laser. The theoretical background

to identify the relevant laser absorption mechanism was presented. Finally, the

Weibel instability, which was identified as the origin for the filamentation of the
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electron beam observed experimentally, was explained. Important analytical for-

mulas and scaling laws were summarized which will be used in chapter 7.
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4. Optical diagnostic

The data in this thesis was mainly obtained by optical imaging and optical prob-

ing, respectively. Hence a major task in the conceptual phase of the experiments

was to achieve high spatial resolution - especially for the study of electron beam

filamentation in over-dense plasma - and also temporal resolution, as needed for

the study of the ionization front propagation in gaseous targets. In this chapter,

the diagnostics used are presented. Performance factors like resolving power are

addressed, which have been obtained by a careful characterization of the set-ups.
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4.1. Optical diagnostic for the study of electron beam filamentation

in over-dense plasma

One of the central experiments in this thesis concerns the study of the filamenta-

tion which an electron beam produced by an ultra-intense laser pulse undergoes

while it propagates a significant length through over-dense plasma. To examine

the structure of the electron current at the rear side of the laser irradiated target,

a high resolution optical imaging diagnostic was set up. Here the physical ef-

fect was used that high-energetic charged particles (i.e. the electrons with kinetic

energies up to several tens of MeV) produce electromagnetic radiation when tran-

siting the plasma-vacuum interface at the rear side of the target. The particular

radiation is called Transition radiation. A visible part of the emission was

used to image the spatial distribution of the current density. The beam was ex-

pected to filament with a diameter of the order of the skin length [115]. The goal

was to resolve the finest structures imprinted by the current filaments. Therefore

the optical resolution was optimized. In the following, important characteristics

of the transition radiation used for imaging are summarized, then the imaging

system itself is presented and fundamental definitions for optical performance

parameters are summarized which form the background for the characterization

and analysis.

Transition radiation

Coherent and incoherent transition radiation, respectively, have been used in

a number of experiments in the context of detection and diagnosing of electron

beams [40, 123, 124, 125]. Generally, transition radiation is produced by high

energetic charged particles during the transition between media with different

dielectric properties. It was first theoretically described by Ginzburg and Frank

in 1946 [126]. The underlying physical effect is that the moving charge causes a

polarization of the material. If spatially a variation of the dielectric properties is

given (e.g. the charge is transiting the border between two with different polar-

ization properties such as the metal-vacuum boundary), a transient polarization

is produced which gives rise to a fast changing polarization current. Latter is

the origin of the emission of electromagnetic radiation which can cover a wide

spectral range (far infrared, Terahertz, optical).

In the ideal situation that a single electron is emerging from a semi-infinite

metallic surface (or high-density plasma, i.e. ω2
pe � ω2) into vacuum normal to

the surface, the energy, E , emitted per unit frequency dω and per solid angle,
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dΩ, is given by

d2We

dωdΩ
=
remec

π2

β2 sin2 Θ

(1 − β2 cos2 Θ)2
, (4.1)

where Θ is the observation angle with respect to the electron trajectory, re =

(4πε0)
−1e2/(mec

2) ≈ 2.818 · 10−15 m, the classical electron radius and β = v/c

the velocity of the electron normalized to the light speed [127, 128]. Here the

dielectric constant, ε, changes rapidly from ε = 1−ω2
pe/ω

2 in the plasma to ε = 1

in vacuum (step transition), where ωpe denotes the electron plasma frequency.

The angular emission structure is cone-shaped having a maximum at Θ ∼ 1/γ

in the case of highly relativistic electrons γ � 1. Here γ denotes the relativistic

Lorentz factor of the electrons. The differential energy distribution that is emitted

is depicted in figure 4.1.

If many, N , electrons contribute to a net current, the total optical energy

emitted generally adds incoherently (addition of intensity) and scales therefore

according to WITR ≈ N ·We. In the context of laser-accelerated electrons, how-

ever, the electron current is produced during the interaction time of the radiation.

As a result, the electron current is strongly modulated and, as will be seen later, at

high laser intensities significantly bunched. If the bunch length is short compared

to the particular wavelength of the emitted radiation, the electric fields have to

be added coherently and the energy emitted is then WCTR ≈ N2 ·We. In general,

both coherent transition radiation (CTR) and incoherent transition

radiation (ITR) contribute to the total energy emitted. The particular distri-

bution dependents on the spatial-temporal structure of the electron current. But

in principle, however, the spatial electron beam distribution can be obtained from

the spectra of the radiation emitted. A study of optical emission with particu-

lar focus on quantitative information on the calibrated emission recorded have

Figure 4.1: Differential energy
distribution of transition radia-
tion vs observation angle Θ emit-
ted by an electron crossing the
plasma-vacuum interface perpen-
dicularly with a velocity v =
0.99 c.
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Figure 4.2: Imaging system used for diagnosing electron beam filamentation. To keep
the optical axis of the main pulse clear, the beam path was folded twice inside the
target chamber. To allow precise focusing of the lens, the lens holder was equipped
with a motorized translation stage.

been performed by [44]. A detailed theory of the emitted radiation produced by

electron bunches with arbitrary spatial and momentum distribution was recently

presented by Schroeder et. al. by solving the Maxwell equations [127]. Note that

besides transition radiation different other mechanisms potentially exist, which

contribute also to an emission of radiation produced by the electron current. One

candidate is synchrotron radiation, if, for instance as a result of magnetic fields

or strong surface electric fields are present, the electron trajectory is bent.

The imaging system

The imaging system is depicted in figure 4.2. The multi-layered target which

is described in more detail below was placed under an angle of 45◦ with respect

to the direction of the petawatt laser pulse in order to avoid back reflections of

laser energy by the plasma into the laser chain.

The laser pulse was focused with an f/3.2 off-axis parabola onto the target

front side. The rear side was imaged with an f/2 projection lens (Carl Zeiss) with

an effective focal length of f = 100 mm onto Ilford HP5-Plus black-and-white

film. The magnification was ∼ 42×. To keep the main beam axis clear, the

optical axis of the diagnostic channel was folded twice inside the target chamber

using high-quality flat aluminium mirrors1. Stray light of the petawatt pulse was

1This in addition allowed to place a debris shield between the target and the projection lens.
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blocked using KG 5 filters. Non-polarizing cubic beam splitters (50:50) were used

to operate simultaneously cameras and optical spectrometers. In order to achieve

high resolution, the spectral window of one camera was limited to a bandwidth of

10 nm around the second harmonic of the laser (527 nm) by using an interference

filter2. The second camera integrated over the visible spectral range. Spectra

of the light emitted were recorded with an optical spectrometer operating at the

central wavelength of 527 nm and were detected with a 16-bit CCD camera. The

spectral sensitivity range of the imaging system was about 400 to 700 nm.

Note that at high magnification, the depth of focus of the lens was of the order

of microns. A measure for the tolerance on defocusing is given by Rayleigh’s

quarter wave criterion which predicts a quasi-optimum image within ∂f =

λ/(2U2), where U = n · sinα is the numerical aperture (NA) of the lens

and α the half angle between the optical axis and the outermost ray transmitted

by the lens [129, 130]. In addition, the effective focal length is changing under

evacuation of the target chamber. This has to be compensated during pre-shot

preparations. To drive the lens to best focal position and to minimize defocus

induced aberrations, an additional optical alignment set-up was added (not shown

here, applied for German patent). A detailed calibration approved that the focal

position of the lens could be optimized within the diffraction limited depth of

focus, Δz = 2∂f ≈ 11.2 µm.

Resolving power

According to Fourier theory of optical imaging (Abbe theory), the resolution

is the result of limits in the transfer capabilities of the imaging system for spatial

frequencies of the object into image space. Particularly, image blurring will occur

due to a damping of high frequencies. So the optics acts as a low-pass filter.

The transfer capabilities of a system is related to the acceptance angle (i.e. the

numerical aperture) of the optics. Mathematically this can be described by an

optical transfer function (OTF), which in general is a complex function

that contains an absolute value given by the modulation transfer function

(MTF) and a phase term, the phase transfer function (PTF),

gOTF(ν) = gMTF(ν) · eigPTF(ν). (4.2)

2Note that equation (4.1) is independent from the particular frequency what indicates that
broadband emission is expected. Limiting the bandwidth was advantageous as the projection
objective used was not chromatically corrected.
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In the case of incoherent illumination, the optical transfer function is defined

in the frequency space by the Fourier transform of the intensity of the point

spread function (PSF). Latter is the intensity distribution in the focal plane

as the response of the imaging system to homogeneous illumination. For a system

with a circular aperture and which is free of additional aberrations, it is the well

known Airy pattern. In principle, the form of the optical transfer function is

characterized by a decrease from gOTF(0) = 1 to zero at the threshold frequency,

νg, whereas the function can exhibit a more or less complex behaviour [131].

Above νg, no frequencies are transferred by the optics and therefore cannot con-

tribute to information achieved in the image. The OTF of an ideal aberration-free

system with a circular pupil is given by

gOTF(ν) =
2

π

⎡⎣arccos

(
ν

2ν0

)
−

(
ν

2ν0

)
·
√

1 −
(
ν

2ν0

)2
⎤⎦ , (4.3)

with the normalized spatial frequency ν0 = a/(λf) and the cut-off frequency

νg = 2ν0 =
2a

λf
=

2NA

λ
=

1

λf/�
. (4.4)

Here a is the radius of the lens and f/� = f/(2a) is the f-number of the

system [131].

To determine the resolving power of the imaging system used, the relevant

(contrast-) modulation transfer function was measured including beam splitters,

filters and mirrors. The MTF characterizes the performance of an optical system

in transfer of intensity contrast of a sinusoidal grating object pattern with the

spatial frequency ν according to gMTF = (Imax − Imin)(Imax + Imin). For this,

the set-up was reconstructed in Düsseldorf using original components used in

the experiment (except the wedged target chamber window). Details on how to

measure the MTF of an optical system are given in [131, 132].

Both the theoretical and the measured MTF for the imaging system used are

presented in figure 4.3 a). The curves show that the resolving power was better

than 2 µm. In addition, in order to contribute to the coherent emission of optical

transition radiation as observed in the experiment, the imaging quality was also

checked using coherent 527 nm illumination. Figure 4.3 b) shows line outs taken

from imaged using powder with grain sizes down to the micron range. The

powder was imaged using incoherent (c) and coherent (d) back illumination. The

interference pattern in d) is produced by the object slide. Note that the diameter

of the smallest particles that could be resolved is consistent with those of the

smallest filaments observed in the experiment (2.3 µm FWHM).



4.1. Optical diagnostic for the study of electron beam filamentation
in over-dense plasma 45

a) b)

c) d)

Figure 4.3: a) Modulation transfer function for the optical system used in the experi-
ment using incoherent illumination at 527 nm. b) Lineouts taken from images obtained
with grain powder using incoherent (c) and coherent (d) illumination.



46 Optical diagnostic

Figure 4.4: Set-up of pump-probe experiment.

4.2. Optical diagnostic for the study of ionization front propagation

in gaseous targets

To examine the onset and development of a plasma channel produced by a high-

intensity, ultra-short laser pulse in gaseous media, an optical probe line was set

up. The diagnostic should be capable to localize the ionization front and the

subsequent evolution of density gradients with high spatial and temporal resolu-

tion. Also quantitative information on the electron density had to be obtained

on a timescale of femtoseconds. To meet these challenges, the techniques of

time resolved shadowgraphy and interferometry were applied. In the following,

the probe line and the diagnostic are presented and performance factors are ad-

dressed. Important optical properties of an under-dense plasma are summarized

which describe the influence on the ultra-short probe pulse used.

The imaging system

The set-up used is depicted in figure 4.4. The probe beam was generated

under vacuum by splitting off an outer part of the main beam by a moveable

mirror. This happened inside the target chamber and close to the interaction

region in order to improve the pointing stability of the probe beam. Then the

pulse was focused by a gold-coated 90◦ off-axis parabola with an effective focal

length of 152.4 mm and 2” in diameter. In the focus of the parabola the pulse
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was frequency doubled in a 40 µm thick, linear BBO crystal. The plane where

the harmonic generation takes place was imaged by a second, aluminium-coated

90◦ off-axis parabola of 1” in diameter and a focal length of 25.4 mm into the

plane of the interaction located at target chamber center (TCC). Since only a

small outer part of the beam was used, diffraction was an issue. To both reduce

the peak intensity on the crystal and to smooth the beam spatially, high spatial

frequencies were removed by a hard aperture placed close to the Fourier plane

of the first parabola. So the line-like shape of the probe beam was transformed

to an ellipse and simultaneously the depth of focus of the second parabola was

enlarged (order of cm). A mechanical high-precision delay line using aluminium

mirrors allowed to add up to 100 mm optical path length, equivalent to a delay of

∼ 1/3 ns of the probe with respect to the pump pulse. The position of the slider

was controlled using a high-precision calliper with a resolution of ±0.5 µm and a

reproducibility of ±1 µm. Piezo-electric driven micro-actuators allowed to control

the beam position under vacuum conditions. Finally, a resolution of ±1 µm and

a reproducibility of < ±2 µm equivalent to ±7 fs was achieved. Great care was

taken not to lengthen the probe pulse in time by dispersive effects in materials by

using reflective instead of refracting optics before the interaction with the plasma

created by the pump pulse. Note that the lengthening due to group velocity

dispersion of the pulse in the very thin BBO can virtually be neglected (refer to

equation (6.5)). More important, however, is to conserve spectral bandwidth with

respect to the duration-bandwidth product using broadband reflective mirrors

etc. Spectroscopic measurements show hat the bandwidth of the 400-nm probe

pulse was about 25 nm. This is, according to equation (6.2), sufficient for a

duration of sub-10-fs. Note that the remaining infrared part of the probe beam

was also transferred by the optics and could be used for probing, depending on

the filter configuration used.

The plasma was imaged onto an intensified CCD. The lens used was an

infinity-corrected Plan-M-Apo 10× microscope objective (Mitutoyo) with a re-

solving power of 1 µm and a long working distance of 33.5 mm. The depth of

focus was 3.5 µm. Note that using laser gas targets in contrast to solids, no addi-

tional debris shield was needed. The effective pixel size of the camera (4 Quick E,

Stanford Computer Optics) was (11 µm)2. The modulation transfer function of a

pixelated sensor is given by gMTF(ν) = |sin(πνΔx)/(πνΔx)|, when Δx is the pixel

size in one dimension which is related to the cut-off frequency, νg, via νg = 1/Δx

(compare equation (4.3)) [131]. To match the Nyquist frequency, νNy = 0.5 · νg,
with the design resolution of the optics of 1000 lpmm (lines per mm) equivalent
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to a resolving power of better than 1 µm at 400 nm, a magnification of M ∼ 44×
was chosen. This was equivalent to a sampling of 1 pixel = 1/2.06 µm on the

camera3. From the design point this gave a resolution of better than 1 µm over

a field of view of 0.37 × 0.28 mm2. Again, due to the high magnification it was

important to use a focusing telescope instead of a collimating one to collect suffi-

cient light on the camera (note that a magnification of M = 44 means to reduce

the intensity by a factor of 1/442 ≈ 5 · 10−4 if a collimated beam was used for

probing). For alignment, a 50 µm in diameter tungsten wire was glued onto an

edge of the gas nozzle and used to locate the best focal position. The focus could

be optimized using also a separate retro-diagnostic set-up. After optimization,

the position of the gas nozzle was varied and monitored by high-precision callipers

attached to the translation stage.

Optical properties of plasma channel

The electromagnetic wave equation for monochromatic electric, �E(�r, t), and

magnetic, �B(�r, t), fields can be derived from Maxwell equations (e.g. see [98]).

For a homogenous plasma with an electron density, ne, and with stationary back-

ground of ions, the wave equations are (in Gaussian units)(
∇2 +

ω2ε

c2

)
�E(�r) = 0 and

(
∇2 +

ω2ε

c2

)
�B(�r) = 0, (4.5)

where ε is the dielectric function

ε = 1 − ω2
pe

ω2
= 1 − ne(�r)

ncr
, (4.6)

of the plasma. Solutions of the wave equation are given by

�E(�r, t) = �E0 · ei(�k ·�r−ωt) and �B(�r, t) = �B0 · ei(�k ·�r−ωt), (4.7)

respectively.

3The magnification is matched with the sampling theorem saying that to avoid under-
sampling, i.e. an overlap of the frequency spectra in Fourier space, the maximum spatial
frequency, νmax, contained in the signal has to be sampled according to 2νmax = 2νNy < 1/Δx.
Here νNy = 1/(2Δx) is referred to as the Nyquist frequency when Δx is the size of a pixel.
Note that at νNy, the contrast transfer is decreased to about 64% and becomes zero at the
cut-off frequency of the sensor, which is given by νcutoff = 1/Δx [131].
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For the electro-magnetic wave the plasma behaves like a dielectric medium in

which the dispersion relation

ω2 = ω2
pe + k2c2 (4.8)

is valid. The index of refraction of the plasma is

n =
√
ε = nre + inim (4.9)

with a real and imaginary part and ε the dielectric function similar to a dielectric

medium in classical optics [98]. In the case of an under-dense plasma, where

the electron plasma frequency, ωpe, is smaller than the frequency of the em-wave,

ω, the radiation can propagate without significant absorption and the (local)

refractive index is related to the (local) electron density by

n(�r) =

√
1 − ne(�r)

ncr
, (4.10)

where ne(�r) is the (local) electron density and ncr the critical density, respectively.

In practical units, the critical density to be inserted in equation (4.10) reads

ncr =
1.1 · 1021

(λL[µm])2 cm−3. (4.11)

In the case of an over-dense plasma, i.e. ω < ωpe, the plasma electrons can

short-circuit the E-field and the wave is effectively damped. This means that

it decays exponentially due to a non-vanishing imaginary refractive index, inim.

Note that so far a linear response of the plasma electrons on the electric field of

the wave was assumed. This is valid if the intensity of the light wave is not too

high (relativistic amplitude a0 � 1). If the electrons accelerated by the E-field

approach speeds close to light speed, c, the critical density has to be corrected as

a result of relativistic mass increase of the quivering electrons,

ncr,rel = ncr

√
1 +

a0

2
. (4.12)

Consequently, the laser beam can propagate through densities which are higher

than for non-relativistic intensities. This effect is referred to as relativistic

induced transparency [133, 134]. In the case of focal intensities of the order

of 1016 W/cm2, however, the interaction of both the pump as well as the probe

beam with the plasma channel can be treated as non-relativistic.

Due to the spatial inhomogeneous intensity distribution of the focused laser

pulse, an axis-symmetric plasma channel is produced with the maximum electron
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density close to the optical axis. The probe beam, which can be assumed to be

a bunch of parallel rays covering the interaction region, is deflected according to

the local refractive index. Latter is given by the local electron density, according

to equation (4.10). Rays which are missing the plasma outside are not affected

by electron density gradients, but eventually by changes in the refractive index

of the background gas.

In the geometric-optical limit, the beam path of a probe ray through the

channel can be described by the solution of the ray equation for a medium with

homogeneously varying refractive index field n = n(�r),

d

ds
(n�u) = gradn (4.13)

⇔ d

ds

(
n

d�r

ds

)
= gradn,

where �u = d�r/ds is the tangent vector along the beam path. The index field

is related to the spatial variation of the local electron density of the (under-

dense) plasma. The direction of �u is always parallel to the wave vector �k. The

trajectory of the ray is bent due to gradients of the index field. Equation (4.13)

shows that in the case of a (Gaussian) cylinder-symmetric plasma with a radial

index distribution, i.e. n(�r) = n(r), the plasma acts as a dispersing lens. In the

wave picture, the phase fronts of the light wave, Φ(�r), are always orthogonal to �k.

Hence a phase front deformation (as detected by an interferometer) is equivalent

to a deflection of the rays and vice versa.

Shadowgraphy

Due to the refractive index gradients, the intensity profile of the probe beam

is modulated by the plasma channel. To introduce a coordinate system with

the origin at target chamber center (TCC), let +z be the direction of the pump

pulse and +y the direction of the probe pulse, respectively. Both beams are

linearly polarized in the yz-plane4. The plasma channel is produced along the

z−direction with a radial electron density distribution, ne(r), seen in the xy-

plane. The deflection of the initial parallel probe rays leads to an increase and

decrease of the intensity observed in a xz-plane located in a distance, L, behind

4The polarization direction of the probe beam was turned twice, first during the frequency
doubling process and second due to changing the beam height (x-plane) using a periscope at
the position of the second motorized mirror.
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Figure 4.5: Left: Raytrace of beam deflection within a Gaussian electron density
profile. The peak density is 1 · 1021 cm3, the diameter 5 µm (FWHM). Right: Compar-
ison of the angle of deflection derived using equation 4.14 and obtained by numerical
integration of the beam path. the result is shown for different peak electron densities.

the deflecting object. In the case of small deflection angles, α (in units of radiant)

is given by

α =

∫
1

n
· ∂n
∂x

dy. (4.14)

Here it is assumed that no rays are absorbed by the plasma. The intensity profile

can in principle be detected on a film plate or detector placed in the probe beam

at some distance behind the channel. This technique is called parallel light

shadowgraphy and has a successful history in which it usually was used to

localize density gradients produced in the atmosphere by ballistic objects and

combustion physics [135]. In particular, the intensity distribution in a plane

located at the distance L behind the object (in the +y-direction) is the given by

ΔI

I0
=
∂α

∂x
·L ∝ ∂2ne

∂x2
·L. (4.15)

In focused shadowgraphy, however, an imaging optic is used to relay the

plane onto a detection system located somewhere else. This is advantageous

since the plane of interest can easily be shifted with respect to the object axis

(variation of L) and further optical elements such as filters etc. can be placed

in between. Here the technique of focused shadowgraphy was applied using the

imaging lens to relay the plasma channel shadowgram strongly magnified onto a

gated CCD.

Figure 4.5 (left) illustrates the deflection of parallel rays propagating in +y-

direction due to a refractive index field produced by Gaussian shaped electron
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density distribution of 5 µm in diameter (FWHM). The beam paths were ob-

tained by numerical integration of the ray equation using a peak electron density

of 1021 cm−3. The maximum deflection angle is about 6.5◦. Figure 4.5 (right)

depicts the deflection angles for different peak electron densities obtained on the

same profile. The red curve illustrates the result of the integration along a straight

line according to equation (4.14) and the black curve the result of a 2D numerical

integration of the ray equation (4.13), respectively. For small deflection angles

of about < 10◦, equation (4.14) is a good approximation. Here the deflection

angle is directly proportional to the electron density. At larger deflection angles,

discrepancies due to the strong bending of the probe rays have been observed.

Note that at very steep density gradients also diffraction effects are expected

which eventually have to be taken into account. These are usually neglected in

the geometrical approach. It is important, however, that all rays which are de-

flected are transferred by the imaging optics, i.e. the numerical aperture of the

lens is adopted. The slope of the initial refractive index field can, in principle, be

reconstructed by integration of the intensity profiles. Nevertheless, though high

resolution images of the location of density gradients are obtained, it is usually

difficult to reconstruct the absolute number density of plasma electrons. There-

fore the technique of interferometry was used.

Plasma interferometry

In contrast to shadowgraphy, the technique of interferometry is effective in

determination of plasma electron densities. This is based on the fact that in

interferometry the optical path length of the rays are measured and compared,

i.e. the signal is a measure of the integral
∫
n dl instead of the spatial derivative

of n. Nevertheless it is important to keep in mind that a non-uniform phase

front deformation is physically equivalent to a deflection. As the plasma channel

deflects the rays which are to be compared, experimentally a proper imaging of

the plasma is of paramount importance. This requires that the imaging lens is

properly focused with respect to the plasma axis.

The information obtained from an interferogram is encoded in the phase dif-

ference, ΔΦ, between a probe and a reference beam with a frequency ω according

to

ΔΦ =
ω

c

∫
(n− 1) dl. (4.16)

In the context of sub-10-fs pulses, a proper timing of the probe and the reference

pulse is of paramount importance. Here the geometry of the modified Nomarski-
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Figure 4.6: A mod-
ified Nomarski inter-
ferometer.

interferometer is advantageous due to its intrinsic symmetry. The core of the

modified Nomarski interferometer is a birefringent Wollaston crystal which con-

sists of two cemented prisms with different refractive indexes for the ordinary and

extraordinary beam (refer to figure 4.6). The Wollaston is orientated in such a

way that the linearly polarized probe beam is split to orthogonal polarized beams

of equal intensity which are leaving the crystal under an angle ε. Depending on

the beam diameter and the angle ε, both beams are partially overlapping in the

image plane. If in addition a polarizer is placed behind the Wollaston which is

orientated parallel to the probe beam, an interference patten is observed in the

overlap region. Latter is due to the fact that the beams exiting the crystal are

both polarized at 45◦ with respect to the original polarization direction and the

polarizer, respectively. The distance of the fringes, δ, can be adjusted by choosing

the distances b and p (refer to figure 4.6) according to

δ =
λ

ε

p

b
, (4.17)

where λ is the wavelength of the radiation used. In a modified Nomarski interfer-

ometer, basically one half of beam is used as the probe and the other half as the

reference beam of the interferometer. The object to be diagnosed is placed in one

half of the beam to appear in the center of the overlapping region. Note that in

contrast to a classical Mach-Zehnder interferometer set-up no extra time synchro-

nization of the arms is needed what is due to the symmetry of the interferometer.

This is very advantageous in the context of ultra-short laser pulses. In the ex-

periment, the Wollaston polarizer crystal was inserted into the beam path after

the microscope objective inside the target chamber and a polarizer was placed

before the camera to obtain a fringe pattern outside. Assuming radial-symmetry,

the electron density can be derived from the phase shift measured by performing

an Abel inversion.
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Figure 4.7: Left: Line-out across intensity pattern observed in nitrogen plasma channel
using the 400 nm probe pulse. Right: Lineout along the pump pulse propagation axis
during laser interaction with neutral neon. The plasma channel is shown in the inset.
Maximum contrast is reached over 6 pixel as indicated by arrows.

System performance

The optical resolution of the diagnostic channel (including mirrors, apertures,

filters and target chamber window) was verified under experimental conditions

using the 400 nm probe pulse. Structures observed in the shadowgrams of the

plasma channel with a size (FWHM) of 1 µm could be resolved. This is demon-

strated on the left side of figure 4.7.

The temporal resolution obtained can be estimated from the motion blur of

the plasma front itself. Due to the fact that the speed of the object is known

(∼ c) and the ionization process itself can be approximated by a step transition,

the optical resolution is reduced due to the duration of the probe pulse. This is

supported by the fact that according to ADK theory, field ionization probabilities

are peaked at the maxima of the electric driver field. Hence subsequent ionization

of the gas will occur approximately every half-cycle at the leading edge of the

800 nm pulse as soon as an appropriate intensity is reached. Note that this

sub-cycle dynamics cannot be resolved here because the duration as well as the

wavelength of the 10 fs, 400 nm probe pulse is too large. Here attosecond XUV-

pulses would be required.

Figure 4.7 (right) depicts the on-axis intensity observed in a typical shadow-

gram obtained in neon. In the inset, the main pulse is propagating from the left

to the right and the position of the ionization front is close to the center of the

image. A plasma channel is seen on the left side. A line-out of the signal was

taken along the channel axis. The maximum contrast is reached over a distance

of 6 pixel or less than 3 µm. This is equivalent to the motion blur that is ex-
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pected to be produced by a sub-10-fs probe pulse, if for simplicity a rectangular

pulse shape is assumed. To quantify this result, the contrast transfer function

on the profile (red line) was calculated in analogy to equation (4.3), yielding a

temporal resolution limit between ∼ 8 fs (10%) and ∼ 13 fs (50%), respectively.

This result a posteriori confirms that a temporal resolution of about 10 fs was

obtained during the experiment.

The resolution limit of the interferometer is basically determined by the mini-

mum resolvable phase shift on the one hand and the critical density on the other.

Note that due to the relatively short length, Δl, over which the probe interacts

with the plasma and that is of the order of the focus diameter (i.e. < 10 µm),

an error can occur as a result of a small ΔΦ ∝ n ·Δl. To estimate the mini-

mum resolvable electron density, equation (4.16) can be expanded for the plasma

refractive index n = (1 − ne/ncr)
1/2 ≈ 1, yielding

ΔΦ ≈ π

λ

n0 ·Zav
ncr

·Δl, (4.18)

where n0 is the neutral gas density and Zav the average ionization state (hence

ne = n0 ·Zav). In practical terms this yields

ΔΦ

2π
≈ 5 · 10−3 ·Δl ·Zav · p [atm], (4.19)

where p denotes the local pressure of the background gas. For helium at a pressure

of 1 atmosphere (1 atm ≈̂ 2.69 · 1019 cm−3) and at an average ionization state of

2, a phase shift of 2π is obtained after a propagation length of Δl ≈ 100 µm.

In the interferogram this is seen as one fringe shift. In turn, assuming that the

minimum detectable phase shift is about 0.1π and the channel has a diameter

of about ∼ 5 µm, the minimum detectable ionization is Zav = 0.7. Hence the

interferometer is insensitive to electron densities below ∼ 7 · 1018 cm−3.

In addition, the effect of the interaction length, Δl, for the case of constant

electron density was estimated. Therefore a cone shaped volume was simulated

which was filled with an electron density of 1 · 1019 cm−3. The phase shifting of a

400 nm probe pulse was calculated. The same fringe distance (5 µm) and spatial

resolution (1 pixel =̂ 1/2.06 µm) as in the experiment were used. The simulated

interferogram was analyzed in the same way as the experimental data. The result

of the subsequent analysis is depicted in figure 4.8 and shows that at small channel

diameters (5 − 10 µm), the electron density is generally underestimated. For a

diameter of 5 µm, the uncertainty of the method is about 50%.
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Figure 4.8: Left: Simulation of an interferogram which would be produced by a cone-
shaped volume filled with a constant electron density of 8 · 1019 electrons per cm3. The
tip of the cone is located at position (0, 0), the diameter is increasing from zero to
48.5 µm at the right side. The interferogram has the same spatial frequency of the
fringes as observed in the experiment and was also analyzed in the same way as the
experimental data. Right: Estimation of the error which results from the resolution
limit of the interferogram analysis. Here an electron density of 1 · 1019 cm−3 was used.

Energy absorption measurements

To determine the fraction of the laser pulse energy which is absorbed due to

ionization of the neutral gas atoms and during the interaction with plasma elec-

trons generated, separate absorptions measurements have been performed using

fast photodiodes and an Ulbricht sphere. Experimentally, the divergent laser

beam behind the focus was re-collimated using a near infrared achromatic dou-

bled with a focal length of 30 mm and less than 0.5 % reflection in the spectral

range between 700 and 1000 nm. A small f-number of f/0.85 was chosen in order

to collect also those rays which have potentially been deflected due to ioniza-

tion induced defocusing. After re-collimation, the beam passed an un-coated

BK7 window and was dumped into an Ulbricht sphere of 9.5 cm in diameter and

an entrance hole of 3.0 cm in diameter. The inner of the sphere was painted

with white Barium Sulphate (BaSO4) having a high diffuse reflectivity of better

than 95 % in the spectral range between 300 nm and 1.300 nm. The fraction

of the energy that is re-emitted by the inner surface of the Ulbricht sphere was

measured by a fast silicon photodiode with 1 ns rise time in photoconductive

operation mode and reversed biased with 60 V. Simultaneously, the laser energy

was monitored using a second fast silicon detector with a bandwidth of 2 GHz

and internally biased for a minimum rise time of 175 ps. The fraction of the light

reflected by an AR-coated quartz window of 1 mm thickness through which the
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Figure 4.9: Schematic of the experimental set-up for the absorption measurements.

beam enters the compressor was coupled into an optical fibre connected to the

diode. Due to the pressure difference, the entrance window of the compressor was

slightly bent so that the reflected light was focused. The entrance of the fibre

was placed at the focus. The diode signal gave a reference for the pulse energy

per shot and was used to monitor the temporal stability of the laser energy. To

keep the absorbed energy on a level below detector saturation would occur, the

energy of the beam was attenuated by calibrated ND grey filters. The response

of the diodes was both recorded by a 2 GHz oscilloscope. A schematic of the

experimental set-up is shown in figure 4.9.

The linearity of the response of the photodiodes was carefully checked in the

relevant energy range, i.e. up to 150 µJ on target. In order to reduce typical

noise contained in the data, each diode signal was post-processed and fitted by

an asymmetric double sigmoid peak function. A program was written to perform

the fits where a Marquardt optimization algorithm was used. By taking the peak

value and the area under the curve of the fit function, however, the noise could be

well reduced. In addition, each data point was averaged over at least ten shots.

Since ionization of the gas can lead to ionization-induced defocusing of the

driving beam, it was also important to check if the laser pulse was deflected in such

a way that it missed the entrance of the Ulbricht sphere. Therefore the sphere was

shifted to different positions (+30 cm and +60 cm, respectively) and the energy

collected was measured for different backing pressures up to 52 atmospheres. Here

argon was used as test gas due to its low BSI-intensities what should lead to strong
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ionization defocusing of the pump pulse. As the same signal was obtained at

different positions, ionization induced defocusing had no effect on the absorption

measurements.

Optical spectroscopy and calorimetry

In order to measure the effect of the plasma interaction on the main pulse,

the Ulbricht sphere was removed and the beam was coupled into a symmetrical

Czerny-Turner spectrometer using a hollow fibre. The spectrometer had a focal

length of 75 mm (AvaSpec-2048) and was equipped with a grating of 300 lines

per mm that was blazed at 300 nm. With a fixed slit size of 10 µm, a spectral

range of about 350 to 1100 nm was covered with a resolution of 0.8 nm (line

width FWHM). A calibrated halogen lamp was used for intensity calibration, a

green, red and infrared laser for wavelength calibration.

Single pulse energy measurements were obtained using a large-area amplified

pyroelectric detector (Molectron J50LP-4A-2K), connected to an energy meter

(EPM1000 by Coherent). The typical calibration uncertainty was of the order of

2 percent.



59

5. Laser gas target development

In this chapter, the laser-gas target used in the experimental part of the thesis

is described. Generally, pulsed gas targets are applied whenever laser intensity

or pulse duration require to guide the beam in vacuum prior to the laser-gas

interaction. Particularly using sub-10-fs pulses, it was needed in order to avoid

an increase in pulse duration due to group velocity dispersion. In this context, a

supersonic, high-density laser-gas target was developed and optimized for both a

high mass flow and a short response time. In particular, a commercial valve was

modified in such a way that it was applicable to drive supersonic nozzle types

recently suggested by Semushin and Malka [136]. These nozzles were ascribed

to produce a close to flat-top density profile with steep density gradients at the

edges. The spatial gas jet profile generated was analyzed independently by 2D

computational fluid simulations and interferometry. Because the nozzles required

a high mass flow rate, a short response time of the gas jet target was of paramount

importance to maintain good vacuum conditions. This was in particular relevant

for the set-up because the target chamber volume used was relatively small.

In order to optimize the response time, a semi-analytical model for the time

dependence of the mass-flow was developed. The model has clearly shown that

the volume between the valve and the nozzle throat is critical parameter for

the response time. An optimized gas target was constructed by introducing a

compact combination of valve and nozzle. Time-resolved interferometry of the

gas jet produced shows that the built-up time of the flow could be reduced to

< 3 ms while simultaneously densities of 3 · 1020 cm−3 using a Mach 3.3 expansion

(evaluated at a height of 500 µm above nozzle exit) were obtained. In addition,

the design allowed an easy exchange of the expansion rates (Mach numbers)

during an experiment. A repetition rate of 0.2 Hz using high backing pressures

of ∼ 50 bars was obtained.
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5.1. The gas target design

A gas target consists of a reservoir of gas under high pressure (typically few

atmospheres), an electrically controlled valve and a nozzle close to the laser focus.

If the valve is fired, a gas flow driven by the backing pressure of the reservoir into

the target chamber is triggered. As soon as a steady-state flow has developed,

the laser is fired into the gas which exits at the nozzle and expands into vacuum.

So locally, gas densities of up to few 1021 particles per cm3 can be produced in

the vacuum vessel [137, 138, 139].

The density profile of the jet can be shaped by the nozzle geometry. In the

simplest case of a circular orifice, a sub-sonic (”free”) expansion into vacuum is

produced. The density drops exponentially along the flow direction with increas-

ing distance from the orifice. In the perpendicular direction, the profile has a

Gaussian shape which is increasing in width. The disadvantage of this geometry

is clearly the inhomogeneity of the density profile. In addition, if a high intensity

laser pulse is focused into the gas jet, ionization induced defocusing may occur

in the wings of the density profile. This potentially limits the focusability of the

beam.

To obtain a more homogeneous density profile, Semushin and Malka recently

suggested numerically optimized nozzle geometries in order to produce supersonic

expansions which show a plateau-like density profile close to the jet axis together

with steep gradients at the edges [136]. This profiles are in particular useful to

keep the gas density constant over long (i.e. several mm) interaction lengths. The

”edge” of the gas jet is defined by the location of the largest density gradient.

The homogeneity implies that a stable (i.e. steady state) gas flow has de-

veloped prior to the laser is fired. From applications using technical gases it

is known, that this requires a passage of at least 0.5 mm in diameter through

which the gas can stream from the high to low pressure side. In smaller pas-

sages, high frequency density modulations develop which lead to a self-clogging

of the flow [140]. (This is also the reason for characteristic high frequency noise

produced by a gas under high pressure that can escape through a small leakage

of a compressed air bottle). This limit, in turn, defines high demands on the

mass flow capability of both the duct and the valve. Hence for the design of a

supersonic gas target it is important that besides the gas jet shaping also the

performance of the flow system is considered.
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Governing equations for compressible fluid flow

In order to quantify the relevant parameters such as mass flow, ṁ (in kg/s),

temperature, T (in Kelvin), pressure, p (in Pascal), and density, ρ (in kg/m3),

in the following the governing equations for compressible fluid flow are reviewed.

Using an 1-dimensional model, the flow is guided through a duct with a variable

cross section, A. It was assumed that the compressible fluid is a perfect gas (that

is justified in the case of noble gases) and that the flow is isentropic (i.e. adiabatic

and frictionless). The maximum velocity at which pressure disturbances can be

transported in the fluid is given by the sound speed,

a =
√
kRST , (5.1)

where k = cp/cv is the ratio of the specific heats of the gas at constant pressure

and constant volume, respectively, and RS the specific gas constant. The adia-

batic constant, k = 1+2/f , is given by the number of the degrees of freedom,

f , in the molecules. Values of k and RS for the gases used during the experi-

ment are listed in table 5.1. If the gas is at rest (e.g. sealed in the reservoir),

p0, ρ0 and T0 denote the stagnation pressure, density and temperature,

respectively. The inner energy of the gas is stored in form of random kinetic

motion of the particles (when potential energy is neglected) and is measured as

temperature. In a flow, a part of this random kinetic energy is transformed into

directed motion and the (local) temperature of the gas decreases accordingly.

The Mach-number is defined by the velocity of the flow, v, with respect to the

sound speed, M = v/a. The flow is called sub-sonic for M < 1, sonic for M = 1

and super-sonic for M > 1, respectively. Due to energy conservation, if at any

point in the duct a probe of the fluid is brought to rest and tested, the stagnation

values are obtained. This is the reason why M2 can be interpreted physically

as the ratio of directed kinetic energy to random kinetic energy. Note that the

Mach number is usually associated with super-sonic flow, but it is well defined

also in the sub-sonic regime.

Under the assumption that the flow is isentropic, the variables of state, i.e.

temperature, T , pressure, p, and density, ρ, become one-dimensional functions of

the local Mach number [141]. The property ratios for the steady one-dimensional

isentropic flow of a perfect gas are given by

T0

T
=

(
1 +

k − 1

2
M2

)
(5.2)
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p0

p
=

(
1 +

k − 1

2
M2

)k/(k−1)

(5.3)

ρ0

ρ
=

(
1 +

k − 1

2
M2

)1/(k−1)

. (5.4)

Note that gases with the same adiabatic constant k will behave similar. Hence

the properties of the expansion are similar if different noble gases are used.

To optimize the design of a laser-gas target, it is of fundamental importance

to consider that a maximum Mach number of M = 1 is obtained at the location

of the minimal cross section, A�, of the duct. Here the speed of the gas equals the

local sound speed. To illustrate this, let the valve separate two reservoirs which

are initially at the same pressure, p0 and p1, respectively and which both are

connected by a pipe system. If the valve is opened and the background pressure

p1 is reduced, a flow is started. As already mentioned above, the pipe system

(including valve, connectors and nozzle) may be described as an one-dimensional

duct with variable cross section, A. Let the minimal cross section, A∗, be located

somewhere in the duct. The isentropic mass flow rate, ṁ, between the two

reservoirs is then given by [141]

ṁ =
dm

dt
=

p0ΨA
∗

√
kRST0

, (5.5)

with a flow factor, Ψ. Latter is a function of the expansion ratio, p1/p0, and given

by

Ψ =

[
2k2

k − 1

(
p1

p0

)2/k
[
1 −

(
p1

p0

)(k−1)/k
]]1/2

. (5.6)

With increasing pressure difference, the Mach number and hence the mass flow

is increased until the gas is accelerated to sound speed, M = 1, at the location

of A�. The mass flow, ṁ, cannot be increased by further expansion of the gas;

the flow is ”chocked”. The physical reason for this is that pressure disturbances

Table 5.1: Adiabatic constant and specific gas constant for gases used in the experi-
ment.

Helium Neon Argon Nitrogen

k 1.667 1.667 1.667 1.4

RS [J/(kg ·K)] 2077 411.9 208 296.6

ρ [mg/mol)] 4.003 20.18 39.94 28.02
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such as a rarefaction wave are transported with the sound speed. Consequently,

when the pressure p1 is below the critical pressure, the rarefaction front cannot

propagate upstream the throat. Hence a further reduction of the background

pressure has no effect on the flow speed. The flow factor saturates at a maximum

of

Ψ∗ = k

(
2

k + 1

) (k+1)
2(k−1)

. (5.7)

The maximum mass flow rate is hence fundamentally limited by the minimal

cross section, A�, and the gas type. Explicitly, for an one-dimensional isentropic

flow it is given by

ṁ =

√
k

RS

p0√
T0

(
2

k + 1

) (k+1)
2(k−1)

A�. (5.8)

In turn, the local Mach number at any point of the duct, is completely described

by the local cross section. The area-Mach relation for isentropic flow of a caloric

perfect gas is given by

A

A∗ =
1

M

[(
2

k + 1

)(
1 +

k − 1

2
M2

)] k+1
2(k−1)

. (5.9)

If M = 1 is satisfied at the nozzle throat (with a given diameter), the expansion

characteristics of the flow can easily be derived from the critical values,

T ∗ =

(
2

k + 1

)
T0 (5.10)

p∗ =

(
2

k + 1

)k/(k−1)

p0 (5.11)

ρ∗ =

(
2

k + 1

)1/(k−1)

ρ0 (5.12)

a� =
√
kRST �. (5.13)

Physically this means that the conditions at the nozzle throat are fully deter-

mined by the stagnation values of the gas (i.e. backing pressure of the valve at

closed position). This illustrates the importance in the design to ensure that the

minimum cross section of the duct is the nozzle throat (and e.g. not inside the

valve). Since supersonic nozzles require a Mach number of M = 1 at their throat,

an important design criterion for a laser gas target is to ensure an optimum mass

flow rate for a given valve-nozzle system. If a smaller cross section is present

anywhere else in duct, the mass flow and the maximum achievable density at a

given backing pressure p0 are limited. Equation (5.8) shows also that the best

way to increase the density of the gas jet is to increase the backing pressure of

the valve.
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Figure 5.1: Left: Schematic of series 9 valve [142]. Right: modified valve with super-
sonic Mach 5.5 nozzle (shims are not drawn). The vertical lines indicate the position
of fixing screws which allow for a quick exchange of the nozzle type.

5.2. Optimization of gas flow

To control the gas flow, a fast valve with a low leak rate was required. Cho-

sen was a commercial solenoid pulse valve produced by Parker Hannifin (series

9) [142]. It meets the requirements of both a fast response time of a few hun-

dreds of microseconds and a high-level vacuum sealing so that it is suited for

applications in ultra-high vacuum. In addition, it is delivered with a control

unit including a delay generator that produces a high-voltage sequence adapted

to the coil impedance in order to shorten the opening cycle. Figure 5.1 (left)

shows a cross section of the valve. The sealing is performed by a Teflon poppet

closing an orifice in the flange body which had a diameter of (0.78 ± 0.01) mm.

The valve is specified to operate at backing pressures of up to 85 atmospheres

(1 atm = 14.7 psi) and high repetition rates up to 120 Hz. The drawback of the

series is that it supported either high mass flow or high backing pressure. The

factory specification for the mass flow was > 1 l/min for nitrogen at 981 mbar

backing pressure.

Though the orifice diameter of the valve was nominally larger than that of

the nozzle throat (0.5 mm in diameter), the effective cross section and net mass

flow were more relevant. In order to determine A� and to clarify that the flow

through nozzles would not be choked, the maximum mass flow of the valve was

validated experimentally. In a first step, a calibrated mass flow regulator and a

precise membrane pressure gauge was used to determine the volume of the target
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chamber, VCh, by monitoring the increase of pressure with time. Using the ideal

gas law and the mass flow known one obtains

VCh =

(
Δp

Δt

)−1
ΔN

Δt
kBT0, (5.14)

where Δp/Δt denotes the pressure increase (in mbar/s), ΔN/Δt is the number

of molecules conveyed per second, T0 the room temperature of about 293 K

and kB the Boltzmann constant. A relatively low flow of 1 standard liter per

minute was chosen in order to avoid energy losses due to friction or turbulence.

The advantage of this procedure is that it produces small error bars due to a

linear fit can be applied. The volume of the target chamber was obtained as

VCh = (0.369 ± 0.017) m3.

In a second step, the fact was used that the mass flow is limited by the

minimum cross section, A� (equation (5.8)). The pressure inside the evacuated

chamber rises with time due to the ”leak” that is introduced when the valve

is opened. The leak rate is defined by the product Δp ·V divided by the time

interval Δt. Since the volume of the chamber was known, the size of the ”leak”,

i.e. A�, could be obtained from the pressure increase with time, Δp/Δt. One

finds
Δp

Δt
V =

√
kRST0 ·

(
2

k + 1

)k+1/2(k−1)

· p0A
� . (5.15)

In order to validate the performance of the valve, the flow with and without

poppet was measured. Different gas types were used and the flow was normalized

to atmospheric pressure, i.e. p0 = 1 atm. Without poppet, a good agreement

between the measurement and the prediction of the mass flow formula for a throat

diameter of 0.78 mm has been obtained. If the poppet was inserted, however, an

effective throat diameter of only ∼ 0.3 mm has been obtained. This shows that

the maximum mass flow was significantly reduced by the popped what leads to

a lower measured throat diameter.

On the left side of figure 5.2 the leak rates obtained are shown. Note that

using air at atmospheric pressure, a leak rate of 18.6 mbar l/s was observed,

what is in good agreement with the factory specifications. The mass flow rate of

the valve was therefore lower than that required for the use in combination with

nozzles with 0.5 mm throat diameter as suggested by Semusin and Malka. A more

detailed examination has shown that the reason for this is given by the design of

the valve, in particular by a limit in the stroke of the armature. Latter could not

be increased simply due to the fact that the magnetic force of the magnet on the

armature was limited and furthermore dependent on the rest position within the

valve. (This position could be varied by changing the number of shims, compare
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Figure 5.2: Left: Leak rate due to the mass flow into the target chamber for different
gases as a function of the diameter of the duct. Measurements using the original flange
correspond to a diameter of 0.78 mm, those using the modified flange to a diameter of
0.8 mm. If the nozzles are attached, the diameter is reduced to 0.6 mm. A significant
higher mass flow is observed if the poppets are modified as described below. Right:
Target chamber pressure at different backing pressures of the valve using an original
and a modified poppet. Inset: Virgin poppet (a), same after several hundreds operating
cycles of the valve (b) and after subsequent modification (c).

figure 5.1). The optimum working point was the result of a force balance given

by the gas pressure and the orifice diameter on the one hand and the magnetic

and spring forces on the other.

In order to optimize the mass flow, both the flange body and the sealing

poppet were modified. Therefore a series of design variations was tested experi-

mentally. In addition, the settings for the electric high-voltage sequence generated

by the driver unit were adapted. The modified flange body is illustrated on the

right side of figure 5.2. The orifice had a slightly larger diameter of 0.8 mm what

was limited by the maximum tractive force of the magnet and the gas pressure,

respectively. After several minutes of operation, a virgin poppet was cut above

the contact point with the flange body. The inset in figure 5.2 shows a virgin

poppet (a) beside one after several hundreds of opening cycles (b). The deforma-

tion of the material due to mechanical pressure forces that leads to the sealing

can clearly be observed. The third poppet shown (c) was modified by cutting the

overlapping tip under a microscope. The result was a significant increase of the

leak rate to 69.7 mbar l/s with a good reproducibility. The gas outflow of the

valve could be increased to 3.7 l/min at 981 mbar. A very good reliability of the

mass flow performance and a linear increase with increasing backing pressure was

observed up to about 90 atmospheres. The sealing capability of the valve was

not affected. This is illustrated on the right side of figure 5.2. Here the chamber
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Figure 5.3: Left: Dynamic pressure of supersonic (Mach 3.5) nozzle suggested by [136]
obtained by CFD-simulation. Right: Density profiles in radial direction obtained from
simulation for different heights above the nozzle exit and experiment.

pressure after ten minutes pumping with the turbo-molecular pump connected

to the chamber is shown. In both cases of using the original and the modified

poppet, the same leak rate has been observed.

2-Dimensional fluid flow

To calculate the maximum mass flow and the properties of the gas within

the duct, the model of 1-dimensional frictionless fluid flow of a perfect gas can

be used. To obtain spatial profiles across the stream, however, one has to rely

on numerical fluid simulations. This technique is called computational fluid

dynamics (CFD). Compressible fluid flow simulations in 2D geometry (due to

the axial symmetry of the problem) were performed with the industrial simulation

tool FLUENT. In particular, FLUENT solves iteratively the full steady-state

and transient Navier-Stokes equations in two- or three-dimensional geometries

on a grid using a finite volume method. The coupled set of partial differential

equations includes conservation of mass, momentum and energy. In a first step,

the geometry and the grid is defined which forms a computational domain to

solve the flow equations. Then the materials and boundary conditions are set.

According to the flow conditions (viscid, laminar, Reynolds number etc.), an ap-

propriate solver is chosen and the solution iterated. Finally, the result is analyzed

by a post-processor and can be visualized.

On the left side of figure 5.3, a map of dynamic pressure obtained from 2D-

CFD simulation is depicted. The divergent part of the nozzle is conically shaped

and the diameter increases from 1 mm at the throat to 2 mm at the exit. The
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length of the divergent passage is 6 mm. A jet with a Mach number of M = 3.5

is produced at the exit. The expansion characteristic of the jet into vacuum is

clearly supersonic. On the right side of figure 5.3 the density profiles obtained

for different heights above the exit are shown. The result of the interferometrical

measurement is also shown. The density was evaluated at a height of 500 µm. A

good agreement between simulation and experiment is observed.

5.3. Optimization of time response

Usually, valve and nozzle form separate parts of a laser-gas target and are both

mechanically connected by some duct (e.g. compare figure 7 in [136]). This

volume is under vacuum prior the valve is fired, and to obtain maximum mass

flow through the nozzle, first a pressure similar to p0 must been built up in there.

The time required for the pressure to built-up depends on the volume size, the

speed of the valve and the mass flow in and out, respectively. Hence both the

mass flow of the valve and the geometry of the connection with the valve have

direct influence on the response time of the target.

In order to describe the dynamics of a gas target, the governing differential

equations for the mass flow trough the valve on the one hand and through the

nozzle on the other were coupled and solved numerically. Parameters were the

size of the volume, the dimensions of the constrictions and the gas type. The

valve was treated as converging duct with a (time-dependent) effective annulus

given by the poppet position. Thus the effect of choking mass flow rate was fully

included in this model for all times. The division of the problem in flow and

stagnation zones is illustrated in figure 5.4. Using the ideal gas law and writing

the pressure increase as a function of mass flow, the corresponding differential

equations are obtained:

dp0(t)

dt
= 0 (5.16)

dp1(t)

dt
=

dm1

(
p0, p1(t), A1(t)

)
dt

· NA

mmol

· kBT0

V1

(5.17)

dp2(t)

dt
=

dm2

(
p1(t), p2(t), A2

)
dt

· NA

mmol

· kBT0

V1

. (5.18)

The stagnation pressures p1 in the volume V1 and p2 in the target chamber with

the volume V2 depend on the mass flow (equation (5.8)) through the valve and

the nozzle, respectively. To define a pressure inside volumes V1 and V2, simply

T = T0 was assumed. Moreover, since the valve is connected to a gas reservoir

with constant stagnation pressure p0, V0 � V1 + V2 was assumed.
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Figure 5.4: Model of flow and stagnation zones for a given valve-nozzle combination.
The volume of the connection is denoted as V1, whereas p0, T0 are the stagnation
pressure and temperature in the gas reservoir V0.

Decoupling the flow regimes and the stagnation values in V0 to V2 allows to

solve the differential equation for the stagnation values. A model for the time

dependence of the poppet position inside the valve was prior deduced from an

experiment. In particular, a wire was attached to the poppet tip and imaged

onto a gated CCD. Then a time series of the poppet position as function of

delay time between triggering the valve and the camera gate was taken. From

this measurement, A1(t) was obtained. The result was that the armature is

accelerated after a delay of ∼ 350 µs with respect to the moment when the driver

receives a trigger signal. The armature and the poppet arrive at the end-position

at about 2 ms after the trigger signal. Hence the minimum delay between firing

the laser pulse into the gas jet is of the order of 2 ms, if just the mechanic of the

valve was considered. In contrast, the simulation clearly shows that if a realistic

cross section of about 0.66 mm in diameter for the valve is assumed, together with

nozzles having throats of 0.5 mm in diameter, a connection volume of about 1 cm3

leads to an increase of several tens of milliseconds already. Hence to optimize the

response time, the volume in between valve and nozzle was minimized. In the

modified version of the gas target, the nozzles were attached to the flange in a

way illustrated on the right side of figure 5.1. Here the volume of the connection

was about 1 mm3.

In order to validate this result experimentally, two different gas target set-

ups were analyzed. The reference system was an (un-modified) series 9 valve

connected to a Mach 3.5 nozzle with a throat diameter of 1 mm and an exit

diameter of 2 mm. The set-up is shown in figure 5.5. Here a volume of about 1

cm3 remains between the valve exit and the nozzle throat. The second target was

the modified valve with nozzles connected closely to the flange body as depicted

on the right side of figure 5.1. The throat diameters of the supersonic nozzles

attached were 0.6 mm instead of 0.5 mm as suggested by Semushin and Malka.
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This was the lower limit at which the mechanic workshop could guarantee a sym-

metric orifice. Note the difference in the size of reference and the modified target

set-up. Time resolved interferograms of the gas jet were obtained using a mod-

ified Nomarski interferometer [143]. The nozzles were imaged with a resolution

of 50 pixels per mm onto a gated high speed CCD camera using an expanded

532 nm diode laser beam and an achromatic lens with a focal length of 300 mm.

The time resolution was 1 µs, set by the gating interval. The target chamber was

evacuated to at least 10−1 mbar between the shots. In the experiment, the back-

ing pressure was 41±1 atmospheres of argon and the gas densities were evaluated

500 µm above the nozzle exit. The result is shown in figure 5.6. In the case of the

reference system, the delay until a stationary flow regime was obtained is about

30 ms (a). In contrast, with the modified flange body, the delay is of the order

of 3 ms (c). Note that a density of about 3 · 1019 particles per cm3 is obtained

though the throat diameter is about 0.6 mm instead of 1 mm and a higher Mach

number is used (5.5 instead of 3.5). As also shown in figure 5.6, the maximum

density using the reference system could be doubled by modifying the poppet as

described above (b). The dynamics is not affected as the build-up time of the flow

remains unchanged. Nevertheless, the Mach 3.5 nozzle is still under-performing

due to that the flow is chocked by the valve. Note that a density of 1.8 · 1020

particles per cm3 was predicted at the nozzle exit [136].

The results obtained from the model calculation are also shown in figure 5.6.

To extrapolate the densities at the nozzle exit to that at a height of 500 µm above,

the density gradient obtained from the interferograms was used. Table 5.2 de-

picts the parameters chosen in order to reproduce the measurement. Though the

model of 1-dimensional isentropic flow is rather simple, a good agreement be-

tween measurement and computation is observed. The difference in the estimate

Figure 5.5: Mach 3.5 noz-
zle head connected to series 9
valve. The inset shows the mod-
ified head applied with a Mach
5.5 nozzle. The outer diameters
of the nozzles are 4.1 and 2.1 mm,
respectively.
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Figure 5.6: Figure 4. Mea-
sured and calculated history
of atomic density at 500 µm
above nozzle exit for a) M
= 3.5 nozzle and using an
unmodified poppet, b) same
but using a modified poppet,
c) M = 5.5 nozzle and modi-
fied head as well as flattened
poppet.

of V1 from the calculation in (c) is ascribed to the breakdown of the model in the

case of small volumes V1. Since the kinetic energy of the flow is neglected, the

temperature is over-estimated and hence the volume. Nevertheless, both model

and experiment clearly show that a high density as well as a fast response time

were achieved [138]. It is worth to mention that the gas target was successfully

applied in an experiment in which high harmonics of an ultra-short laser pulse

were generated and where the target chamber volume was less than 10 liters.

As mentioned above, the nozzles finally used had a throat of 0.6 mm in di-

ameter (instead of 0.5 mm). As a result, the interferograms show that the profile

is affected in such away that a donut-shaped density profile is produced with a

slightly lower density on the jet axis instead of a flat-top. For the experiments in

this thesis, however, this is even advantageous since the density gradient at the

edge is increased. Due to the fact that the focusing of the laser pulse is strong

(f/3.15), the Rayleigh length is significantly shorter than the gas jet diameter.

Table 5.2: Parameters used to simulate the time dependent mass flow through the
gas target. p0 denotes the backing pressure, r1 the radius of the valve constraint, r2 of
the nozzle throat, respectively.

parameter (a) (b) (c)

p0 [atm] 40.5 41.5 42.5

r1 [mm] 0.315 0.40 0.33

r2 [mm] 0.5 0.49 0.30

V1 [cm3] 1.12 1.12 5 · 10−3
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Figure 5.7: Gas density profiles produced by Mach 3.3 nozzle. Top left: Interfero-
gramm obtained using argon, the shadow of the nozzle head and a wire attached for
laser alignment purposes is also shown. Top right: Map of phase shift calculated from
fringe shift. Bottom left: Using an Abel inversion, the radial density at various heights
above the nozzle exit was calculated. Bottom right: Scans of density profile at a fixed
radius as a function of distance to the nozzle exit. ”Focus 1” and ”focus 2” indicate
laser focal positions used in this thesis. All densities are observed for a backing pressure
of 50 atmospheres.

Hence the experiments are not affected by this.

Figure 5.7 shows the interferometry results of Mach 3.3 nozzle with an exit

diameter of 1 mm in diameter. An interferogram obtained using argon is shown

top left, top right depicts the phase map obtained by Abel inversion. Bottom

left of figure 5.7 shows the measured density profile at different heights above the

nozzle exit, whereas bottom right shows the density profile scanned in height at a

fixed radius of the jet axis. The different focal positions of the laser are indicated

by ”focus 1” and ”focus 2”, respectively.
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6. Ionization dynamics of sub-10-fs pulse in gases

In this chapter, experimental results on the propagation of a laser-induced ion-

ization front through gaseous media and the subsequent evolution of a plasma

channel are presented. An ionization front is formed at the moment of electronic

breakdown of the target gas caused by optical field ionization. The optical proper-

ties of the plasma generated differ from those of the surrounding gas. Particularly

the refractive index depends on the local density of electrons in the plasma. So an

optical probing of the spatial-temporal evolution of the electron density becomes

possible. Due to the fact that the ionization front propagates with a velocity

that is close to the speed of light, the accuracy of such a pump-probe technique

depends significantly on the duration of the probe. Here for the first time the

front was probed with a time resolution of better than 10 femtoseconds. The

study of the ionization front reported here became in particular possible because

of a high contrast of the laser. As clearly seen in the data and also observed in

other experiments using solid targets, no pre-plasma was present [104].

In the following, the laser system is described and the data obtained via optical

shadowgraphy and interferometry are presented. The energy transfer from the

laser into the plasma was studied with the help of absorption measurements

and spectroscopy of the laser pulse. Particle-In-Cell simulations of the laser-gas

interaction and the interaction of the probe with the plasma have been performed.

The numerical results are presented and compared with the experimental data.
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6.1. Giga-Watt sub-10-fs laser system

The generation of multi-Giga-Watt high-contrast, sub-10-fs pulses used for the

experimental studies in this work was based on a commercially available laser

system (Femtopower Compact Pro, Femto Lasers GmbH). First ultra-short pulses

with a duration of less than 12 fs containing about 5 nJ optical energy were

generated by a mirror-dispersion-controlled Ti:Sapphire oscillator. Then, using

the CPA technique [5, 6], the pulses were amplified up to 800 µJ and a pulse length

of about 25 fs, and finally compressed to durations of less than 10 fs using an

additional hollow-fibre-compressor combination. Taking all the transport losses

into account, the pulse energy on target was about 150 µJ (15 GW).

The heart of both the oscillator and the amplifier was a crystal of Ti-doped

sapphire (Ti:Al2O3), a material which has turned out to provide ideal optical

properties for the generation of ultra-short and high-intensity pulses in combina-

tion with the CPA technique, in particular due to its spectrally broad amplifica-

tion profile ranging from 650 to 850 nm. According to the underlying physical

principle of the generation of ultra-short pulses, a broadband spectrum is required

to obtain short pulses. Quantitatively, the relation between the pulse duration,

Figure 6.1: Layout of the Femtosource Scientific Pro mirror-dispersion-controlled
Ti:sapphire oscillator (Femto Lasers GmbH). A highly doped Ti:Sa crystal is pumped
by a frequency-doubled Nd:YAG laser whose output is focused into the crystal (lens L).
A linear optical resonator is established by the end mirror (EM) and the output cou-
pler (OC). Focusing mirrors (FM) with their foci located inside the crystal sustain
the optical Kerr-effect used for mode-locking of resonator modes around the maximum
of the crystal’s gain curve. Group velocity dispersion is intra-cavity compensated by
chirped mirrors (CM). The output coupler is double-wedged to avoid back reflections.
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Δτp (FWHM of the intensity profile), and its spectral width, Δνp (FWHM of

the spectral intensity in frequency space), is given in the form of a duration-

bandwidth product in analogy to the Heisenberg uncertainty principle,

Δτp ·Δνp ≥ κ. (6.1)

Here κ is a numerical constant of the order of 1 that depends on the actual

pulse shape [144]. If equality holds, the pulse is called bandwidth limited or

fourier transform limited. In the special case of a temporally and spatially

Gaussian shaped pulse, equation (6.1) reads [145]

Δτp ·Δλp ≥ 2 ln 2

π
· λ

2
0

c
, (6.2)

where λ0 is the central wavelength, Δλp the spectral width (both in nm) and c

the speed of light. Hence, to generate ultra-short pulses, sufficient sidebands next

to the carrier frequency, ω0, need to be generated and amplified. For an laser

wavelength of λ0 = 800 nm, a duration of Δτp = 10 fs requires a spectral width

of at least Δλp = 95 nm.

Another important aspect is that dispersion effects become important as soon

as the pulse propagates through dispersive material (even though the Ti:Sa crys-

tal itself). The frequency dependence of the medium refractive index, n(ω),

induces a change in both the temporal width and the general form of the pulse.

The principle behind this behaviour is that a bandwidth-limited pulse with a

duration Δτp and a spectral width Δωp = 2πΔνp can be understood as a wave

packet consisting of several groups of waves, where each one is centered around a

frequency ω. In a dispersive medium, each group propagates with an individual

group velocity, vg(ω), and the pulse spreads as a result of the different group

velocities above the pulse spectrum. While the entire wave packet propagates

with constant group velocity, vg, according to

k′ =
1

vg
=

dk

dω

∣∣∣∣
ω0

=
n0

c
+
ω0

c
· dn

dω

∣∣∣∣
ω0

, (6.3)

higher order terms in the Taylor series expansion of k(ω) are responsible for pulse

distortion1. In particular, temporal pulse broadening is governed by the second

derivative of k in respect of the frequency ω,

k′′ =
d2k

dω2
=

2

c
· dn

dω

∣∣∣∣
ω0

+
ω

c
· d2n

dω2

∣∣∣∣
ω0

, (6.4)

1The first term on the right side of equation (6.3) describes the phase delay per unit length
in the medium and the second the change in the carrier to envelope phase per unit length.



76 Ionization dynamics of sub-10-fs pulse in gases

while the pulse shape is affected by higher order terms [144]. The effect of tem-

poral pulse broadening per unit length and spectral width is called group ve-

locity dispersion. Table 6.1 shows the group velocity dispersion for some

materials that were important for the experimental set-up. The central wave-

length was λ0 = 800 nm. The increase in duration with propagation length, z, of

a bandwidth limited pulse due to group velocity dispersion in a material is

Δτ ′(z) = Δτ ·
[
1 +

(
4 · ln 2 · z[mm] ·GVD

(Δτ [fs])2

)2
]1/2

fs. (6.5)

This is the reason why the compressor and all following optical elements for

guiding and focusing of the pulse onto target have been placed in vacuum. Group

velocity dispersion became also important in the context of generating an ultra-

short probe pulse (refer to chapter 4).

To generate ultra-short pulses, however, both a sufficient spectral width and

the careful compensation of group velocity dispersion effects are of paramount

importance. In the oscillator, the spectral width has been achieved by the pro-

duction of side-bands, in particular by passive mode-locking of several modes of

the optical resonator using the optical Kerr-lens effect [146], that is the intensity-

dependent change in the refractive index of the Kerr medium (here the Ti:Sapphire

crystal itself). Figure 6.1 shows a schematic of the MHz-laser oscillator. The

group velocity dispersion of the pulse in the crystal was compensated by chirped

multi-layer dielectric mirrors which allow the generation of femtosecond

pulses due to an adaptable negative group velocity dispersion in combination

with a high broadband reflectivity [147]. So pulses of < 12 fs were produced at a

repetition rate of 76 Mhz. Each pulse contained about 5 nJ optical energy [148].

The oscillator pulses have been ultra-short but did not contain enough en-

ergy to drive laser-plasma processes which were of interest here like noble gas

ionization (focused to a spot of 5 µm in diameter FWHM, the intensity would

have been of the order of 5 · 1011 W/cm2). To improve the energy, the pulses

Table 6.1: Group velocity dispersion of different optical materials [145]

Material [fs2/mm] Material [fs2/mm]

Air at 1 atm 0.02 Glass (BK7) 44.6

Sapphire 58.0 Quartz 36.1

BBO 37.0 SF14 178.3
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are amplified by a factor of about 2 · 105 in energy by a femtosecond amplifier.

The commercial Femtopower Compact Pro amplifier used is a modular system

consisting of the oscillator described above, a stretcher unit followed by a 9-pass

Ti:Sa amplification stage and a prism compressor. A schematic of the system is

presented in figure 6.2. Note that the repetition rate of the system is reduced to

that of the pump laser, which is running at 1 kHz.

To compress the pulses to duration of sub-10-fs, the bandwidth of the pulse is

increased using the nonlinear effect of self phase modulation (SFM), that is

the coherent generation of side bands as a result of the temporal intensity profile

at high intensities accoording to [8]

δω = ω(t) − ω0 = −1

2
· ω0n2

c
· z · ∂I(t)

∂t
. (6.6)

Here n2 is the nonlinear part of the refractive index, n = n0+n2 · I(t). Although at

high intensities SFM is a very strong effect in solids, it spatially limits the usable

beam area due usually the beam profile is a Gaussian. To homogenously modulate

the frequencies over the radial profile and maximize the self phase modulation of

the pulse, Nisoli et. al. proposed the usage of noble gases in combination with

a guiding element in form of a hollow fiber [149, 150]. Experimentally the pulse

was focused into a capillary of 1 m in length and about 250 µm in diameter filled

with 2 atmospheres of neon. Noble gases are advantageous because of their high

ionization threshold. The pulse was guided over a relatively large propagation

length with relatively low losses. The transmission efficiency of the fiber used

was measured to be better than 50 percent. The spectrum of the pulse was

increased from about 50 nm in the prism compressor to about 135 nm (FWHM)

in the fiber. This increase in bandwidth allows the pulse to be compressed to

durations of less than 10 fs. Latter is done in the last stage by using a set

of 8 chirped mirrors which also compensate for dispersion effects induced by the

propagation through air and a quartz windows which was used to seal the capillary

and the vacuum vessel of the compressor. The calculated minimal (Fourier-

limited) pulse duration is Δτp,F ≈ 7 fs (FWHM). Measurements of the temporal

pulse profile were performed in great detail elsewhere and confirm a duration

of Δτp ≈ 8 fs [151] using a 2nd order autocorrelation set-up. Measurements

of the optical bandwidth of the pulse behind the focusing parabola in the target

chamber and additional autocorrelation measurements were performed to confirm

that the temporal beam quality was not affected by the guiding optics.

The contrast in intensity of the system during the experiment was better

than 108 on a ps time basis. As a result, no pre-plasma was produced prior to
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the main interaction. Shadowgraphic images have shown this (see below) and

measurements on solid targets have also confirmed it independently. Particularly

the absence of higher order lines in XUV spectra recorded on solids have clearly

shown that a close-to-solid density plasma has been obtained [104, 152].

Figure 6.2: Schematic of the femtosecond multi-pass amplifier used (Femtopower Com-
pact Pro, Femto GmbH). The oscillator part is optically isolated from the amplification
stage by a Faraday isolator (FI). Before being amplified, the seed pulses are stretched
to a duration of > 10 ps together with 5 cm glass (SF57) and shaped in amplitude and
phase by an accusto-optic programmable filter (DA) (DAZZLER, Fastlite) [153]. The
Ti:Sa amplifier crystal, which is in a vacuum (vacuum vessel not drawn here), is passed
9 times in total. The pockels cell (PC) is synchronized to the pump laser and reduces
the train of oscillator pulses to one every millisecond after the 4th amplifier round trip.
Here the repetition rate of the system is reduced to that of the pump laser, i.e. to
1 kHz. After re-compression by a double-pass prism compressor, the pulse duration is
about 25 fs and each pulse carries about 800 µJ of optical energy. The diodes indicated
(D1 to D3) are used for timing and alignment purposes.
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6.2. Experimental set-up

The ionization dynamics induced by the driving laser beam takes place on the

timescale of femtoseconds and the dimension of a focal spot diameter, i.e. of a

few microns. To obtain time-resolved data of the onset and development of the

plasma channel, a high temporal resolution and a high optical resolving power

were of paramount importance. This also implied that the duration of the optical

probe pulse had to be as short as possible. Additional frequency doubling was

advantageous for the enhancement of the contrast between the signal and the

stray light of the pump pulse. Moreover, the bandwidth of the probe pulse was

reduced (compare equation (6.1)) and the signal could easily be separated from

the optical self-emission of the plasma by using a narrow-band interference filter.

Also the penetration depth of the probe into the plasma was increased as the

critical density is quadratically increasing with the frequency of the light by

ncr =
meε0ω

2

e2
=
meε0(2πc)

e2λ2
(6.7)

(yielding ncr = 6.97 · 1021 cm−3 for λ = 400 nm radiation and ncr = 1.74 · 1021 cm−3

for λ = 800 nm). To meet these challenges, a miniaturized delay line including

a frequency-doubling crystal was developed and installed. The probe beam was

generated under vacuum conditions inside the target chamber. Short beam paths

are advantageous in order to achieve a precise synchronization with low jitter and

stable beam pointing. Details of the set-up are given in chapter 4.

Characterization of focus

On solid targets, the focus is characterized by the lateral intensity distribution

on the surface, whereas for gas targets it has to be treated fully 3-dimensional.

This means that focusing in longitudinal direction has to be considered, too. The

interaction zone is extended from a surface (in the case of solids) to a volume.

This volume depends significantly on the focusing optics and also on the beam

quality (characterized by the beam quality parameter M2, see Appendix A).

Moreover, the focus geometry can be altered during the interaction of the pulse

with the plasma generated. This effect is referred to as ionization induced

defocusing. This, however, is addressed later on. Here the results of the focus

geometry under vacuum conditions are summarized.
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The quality of focus of the parabola was carefully checked before each ex-

periment using a separate diagnostic set-up. A high-quality aluminium mirror

was placed on a translation stage at a distance of about 3 cm behind the focus.

So it was possible to turn the beam into a separate diagnostic channel. A mo-

torized projection lens (identical to those used in chapter 7) was used to image

the focus onto a 8 bit CCD or a 12 bit beam profiler. The magnification was

about 40×. Since a proper measurement of the size of the vacuum focus was

important, the magnification of the focus diagnostic was cross-calibrated using

a diffraction grating with 0.5 cm periodicity. The grating was placed in an ex-

panded and collimated Helium-Neon laser beam that was co-linear with respect

to the Ti:Sa beam and could be used for alignment purposes. The distances be-

tween the orders observed in focal position were measured. Knowing the laser

wavelength of the Helium-Neon laser (532.8 nm, green) and the effective focal

length of the parabola (feff = 119 mm), the angular spread of the orders was

used to cross-calibrate the system magnification.

Axially, i.e. along the optical axis of the main pulse, the beam caustics were

scanned with respect to the best focal position using the Helium-Neon laser and

the 800 nm amplified spontaneous emission of the Ti:Sa laser. Therefore a

precision length gauge was attached to the projection lens. Since the expectations

were that the beam characteristics of a full energy shot would possibly differ

from that obtained using ASE radiation, the focus of the main laser pulse was

measured under full energy conditions. Therefore the intensity was attenuated by

replacing the last high-reflective mirror which turns the beam onto the parabola

by a wedged glass substrate with a reflectivity of about 4 percent. The results of

the measurements are summarized in figure 6.3.

The first observation has been that the different radiation sources produce

slightly different diameters of the focal spot. The smallest spot was produced by

the Helium-Neon laser. Axially, the focal positions of the ASE and of the main

pulse were shifted by more than 200 µm with respect to the Helium-Neon laser.

This generally can be explained by a different divergence of the beams. Note

that this was not crucial for the measurements since axially the focal position

was simultaneously determined by focusing ASE on the tip of a wire, which was

connected to the nozzle, and by imaging the self-emission of the plasma. More

important was to take into account the different slopes of the Ti:Sa and the ASE

beam radii because they have a direct influence on the size of the interaction

volumes. The curves with the best fits were used to determine the beam quality

parameter M2. As shown by A. E. Siegman, arbitrary real laser beams can be
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Figure 6.3: Beam caustics obtained with focus diagnostic. Black curve: caustic of
633 nm Helium-Neon laser; blue curve: of 800 nm ASE emission from Ti:Sa; red curve:
of Ti:Sa main pulse. The beam quality parameter, M2, was calculated by fitting the
data using equation (20) in Appendix A. Right: typical images of best focus recorded
with 12-bit beam profiler.

described using the Gaussian beam propagation formalism if the beam quality pa-

rameter M2 is introduced (compare equations (20) to (22) in Appendix A) [154].

The beam profile of the Helium-Neon laser used for alignment has been close to

a Gaussian (M2 ≈ 1), while the angular spreads of the Ti:Sa main pulse and

ASE were larger (M2 > 1). Particularly, a relatively high beam quality param-

eter of M2 = 2.9 has been observed in the case of the main pulse. It might be

over-estimated because in the near-field of the focus, a doughnut-shaped intensity

distribution was observed, whereas the spot was always fitted by a Gaussian to

obtain a value of the beam radius w(z). This was independently confirmed by

the fact that in front of the focus the self-emission data have shown ring-shaped

plasmas. The caustic of the main pulse was axially non-symmetric and the best

position of the focus was closer to the parabola than expected. Laterally, how-

ever, the focus diameter was comparable to that of the ASE, which was usually

used to characterize the diameter of the focal spot and the intensity achieved.

Another possibility to validate the beam characteristics is to compare the

beam diameter on the focusing element (i.e. between the last turning mirror
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and the parabola) with that in best focal position. This also yields a mea-

sure for the angle under which the beam is focused (f-number). In front of

the parabola, a beam radius of w ≈ 12.0 mm was measured using Polaroid

film (compare figure 4 in Appendix A). As the parabola used had an effec-

tive focal length of f = 119 mm, the beam was focused using a f-number of

feff/� = feff/(π ·w) ≈ f/3.2. According to Gaussian beam optics, a minimum

beam radius at focal position of w0 ≈ 2.52 µm is predicted for a diffraction-

limited, ideal Gaussian beam (M2 = 1). Comparing this radius with those

measured, while using Ti:Sa ASE and full energy pulse, the beam quality pa-

rameter for the real beam geometry can be derived (equation (20) in Appendix

A). Particularly, M2 (ASE) = 3.64 µm/2.52 µm = 1.44 and M2 (Ti:Sa) =

4.82 µm/2.52 µm = 1.91 were obtained. This is in good agreement with separate

measurements reported in [151]. In the context of plasma generation, however,

the Rayleigh length is important, which defines a characteristic length within a

homogeneous plasma formation can be assumed. Using

zR =
πw2

0

M2λ
, (6.8)

one finds similar results of zR ≈ 36 µm in the case of ASE (M2 = 1.44 and w0 =

3.64 µm) and zR ≈ 32 µm at a full-energy shot (M2 = 2.9 and w0 = 4.82 µm).
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6.3. Optical probing of plasma channel formation

Defining the plasma axis

The rays of the optical probe beam are deflected by the refractive index of the

plasma as described theoretically in chapter 4. This deflection was measured by

recording the intensity distribution of the probe beam at different positions with

respect to the plasma. Therefore a microscope objective with a high numerical

aperture of NA = 0.28 was used to image a thin ”slice” of the probe beam, i.e.

a plane perpendicular to its k-vector, with high resolution onto a camera. The

”thickness” of the slice was of the order of the depth of focus of the microscope

objective and was about 3.5 µm. The position was chosen with high precision

by a controlled movement of the lens along the optical axis of the probe beam.

The object plane of the imaging system was shifted accordingly. In the following

the shift of the lens is labeled Δy with respect to optimum focal position (refer

to figure 4.4). The change in magnification could be neglected due to the huge

enlargement factor. This technique, however, required the proper definition of

the zero position which is defined by the optical axis of the pump pulse and the

center of the plasma channel, respectively. Therefore the optical self-emission

of the plasma in the spectral range between 400 and 750 nm was recorded. A

misalignment of the position of the lens with respect to the position of the plasma

channel leads to a decrease of the maximum light observed. A blurring of the

image is the result which can be measured as an increase in width of the self-

emission profile. The increase in width of the plasma channel (which can be

assumed to be axis-symmetric) was measured as a function of focal position of the

lens. For each position, the intensity profile was recorded without an interference

filter in front of the camera. The records have shown that the best fit to the

profile is given by a Lorentz-profile,

S = S0 +
2A

π

Δx

4(x− x0)2 + Δx2
, (6.9)

where S is the signal, S0 a constant offset, A the area under the curve, Δx the

width and x0 the center of the peak profile. The optimum focal position, y0,

of the lens is found when the width, Δx, is at a minimum. Figure 6.4 shows

a typical profile obtained for the self-emission of a nitrogen plasma. The inset

displays the area which was used to gather the intensity profile for the fit.
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Figure 6.4: Left: Intensity profile due to optical self-emission of nitrogen plasma with
50 atmospheres backing pressure. The fit function chosen was a Lorentz profile. The
inset shows the full image and the area chosen for averaging. Right: Width of Lorentz
fits as the microscope objective is moved. The best focal position is indicated.

The optical self-emission was much weaker in the case of helium and neon

than with argon and nitrogen. Nevertheless, the fits showed good measures of

the position of the plasma axis. The remaining uncertainty for best focal position

was estimated to be ±15 µm. In all cases, the backing pressure of the valve was

50 atmospheres.

Focused shadowgrams

Once the plasma axis was determined, shadowgrams were taken at different

time delays of the probe pulse with respect to the main pulse for all four gases.

Therefore a systematic focal shift, Δy (with respect to best focal position, y0), of

the microscope objective was used to control the contrast in the shadowgrams.

Experimentally, the shift of the motorized microscope objective was controlled

by a high-precision calliper. The principle of the focused shadowgraphy

technique is detailed in chapter 4. Areas of brighter and darker regions have been

observed which are a result of the spatial variation in refractive index gradients

according to equation (4.14). If the lens images a plane behind the channel

axis, rays are deflected outwardly and hence a dark inner region can be observed

surrounded by brighter outer regions. If the object plane is in front of the plasma

axis, the rays virtually cross in front of the plasma and hence a bright inner region

with a dark outer region can be seen. Note that if the object plane of the lens is at

the channel axis, no shadow structure is observed since rays which are deflected

by refractive index gradients are ”sorted” by the optical imaging element. For

helium, where smallest deflections have been observed, the experimental result is
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Figure 6.5: Left: Sequence of intensity patterns observed in shadowgrams taken using
helium target gas under controlled shift, Δy, of the microscope objective with respect
to the plasma channel axis. Right: Line-outs in the x-direction.

presented in figure 6.5. In the position of best focus, which is in agreement with

the position estimated from the self-emission data, the deflection is minimal, and

even when using argon and nitrogen as target gas, almost no structure is observed.

Note that this confirms the capability of the optical imaging diagnostic since the

rays were deflected within the numerical aperture of the lens.

Speed of ionization front obtained from shadowgrams

The position of the ionization front can be obtained from shadowgrams with

high precision. Figure 6.6 depicts a time series obtained using helium at an atomic

density of about 3 · 1019 cm−3 (focal position (2) in figure 5.7). The focal shift of

the microscope objective was Δy = −100 µm and Δy = +100 µm. The series

shows one of the central measurements of this campaign. Note that helium has

the highest ionization potentials for electrons of the outer shell compared to the

other gases used here. This consequently means that it has the lowest deflection.

Although a good contrast was obtained at high resolution. The diameter of the

channel is below 10 µm, a fact that is consistent with focus measurements.

From the position of the ionization front it is possible to determine the ve-

locity of the laser pulse with high precision. Here the shift in position of the

front directly correlates to the optical path inserted in the probe beam path by

moving the delay line. A separate cross-calibration was performed by comparing

the position of the wire tip, obtained from the optical probe line using known

magnification, with the reading of the calliper connected to the z-axis of the

translation stage. The position of the ionization front seen in the images as a

function of the optical path inserted into the probe line, is depicted in figure 6.7.
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Within an uncertainty of a few percent, the velocity of the ionization front is

the vacuum speed of light , i.e. c ≈ c0. Note that a change in the group velocity

of the pulse due to the refractive index of the neutral gases is much below the

uncertainty of the measurement.

Plasma channel evolution obtained from shadowgraphy

Using the shadowgraphy technique, an examination of the plasma channel

formation (in form of a series of snapshots) was made possible. Since the deflec-

tion of the rays of the probe beam is sensitive to changes in the electron density

gradients, both the position of the density gradients can be given with high ac-

curacy and the slope of the electron density can be calculated by integrating the

profiles. This is possible in the case of small gradients and simple profiles, which

are given here. For the analysis, the assumption was that the density profile is

approximately Gaussian-shaped. The profiles obtained from helium and neon

were then fitted with the second derivative of a Gaussian. As a result, both the

channel diameter (FWHM) and the relative electron density within the channel

were obtained. The upper graphs in figure 6.8 show the time evolution of the

channel diameter. In the case of helium, the lightest of the molecules probed here,

the diameter remains constant for a few ps. Then the onset of a channel expan-

sion has been clearly observed. This indicates that kinetic energy was transferred

from the electrons to the ions, which subsequently gain in thermal kinetic energy.

As a result, the channel was expanding. For the other gases rather than helium,

however, no significant expansion of the channel was observed up to about 300

ps, what was the maximum delay of the optical probe. As an example, neon is

shown.

In the lower part of figure 6.8, the contrast observed in the shadowgrams

is depicted, which is given by the amplitude of the Gaussian fit function and

proportional to the electron density inside the channel (compare figure 4.5). In the

case of helium, the electron density is rapidly increasing in the moment the laser

pulse ionizes the gas. After that, the signal remains constant. In contrast to this,

in the case of neon, an increase of the signal is observed up to about 500 to 700

femtoseconds after the laser-gas interaction. This indicates that here the electron

density is still increasing within the channel. A typical candidate responsible for

this observation is collisional ionization. Also in the case of argon and nitrogen,

an increase of the signal is observed on a similar timescale. This behaviour is

confirmed independently by interferometric measurements (see below).
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Figure 6.6: Series of high-resolution snapshots of the ionization front and the plasma
channel taken with the 400 nm probe pulse for different delays. Left column: focus of
microscope objective ”before” (i.e. Δy = −100 µm) and ”behind” (i.e. Δy = +100 µm)
the optical axis of the main pulse. The optical path, which is inserted in the probe
line, is indicated. The laser (indicated by an arrow) is incident from the left.
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Figure 6.7: Position of plasma front obtained from the shadowgrams for different
probe pulse delays and gases. The speed of the ionization front, c, was obtained by a
linear fit of the data points; c0 denotes the vacuum speed of light.
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Figure 6.8: In the upper part of the figure, the diameter of the plasma channel for
different delays of the probe with respect to the pump pulse is shown as observed in
the shadowgrams. In the lower part, the signal strength (contrast) is depicted which is
proportional to the electron density within the channel. On the left side of the figure,
the data obtained using helium are shown, on the right side those using neon.
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Time evolution of electron density

To obtain more quantitative information about the electron density within

the plasma channel, time resolved interferometric measurements were performed.

A modified Nomarski interferometer was used and details of the set-up are given

above. Here, the object plane of the lens was shifted to the position of the

plasma axis, i.e. Δy = 0. At focal position (2), however, almost no fringe shift

was observable when using helium and neon. In order to increase the signal, the

laser focus was shifted to a position of higher gas density indicated by position

(1) in figure 5.7. The electron densities have been obtained from the phase shift

with the help of an Abel inversion. The results are presented in figure 6.9.

Figure 6.9: Time evolution of axial electron density in the channel for the four different
gases used. The neutral gas density was about 3 · 1020 cm−3. Typical error bars are
indicated.

Immediately after the laser-gas interaction, an electron density of about 4 · 1019

cm−3 was observed in the case of helium and of about 6 · 1019 cm−3 in the case of

neon. This is below the densities that were expected according to BSI-theory if a

neutral gas density of the order of 1020 cm−3 and a laser intensity of 1016 W/cm2
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in the focus is used. Also in the case of argon and nitrogen, the electron densities

observed were of the order of 8 · 1019 cm−3 and 1.1 · 1020 cm−3, respectively. Also

here, a rather low ionization level was found, especially since both gases have

significantly more electrons than helium and neon, which can be field-ionized at

the given intensity. Moreover, the electron density is of the same order for both

though the ionization potentials of the outer shell electrons are different (com-

pare Appendix B). This is an indication that ionization induced defocusing took

place and the electron density was limited due to a reduced focusability of the

pulse. The effect of ionization induced defocusing is therefore discussed below.

Nevertheless, the time evolution of the interferograms have clearly shown an in-

crease of the electron density on a time-scale of 500 to 1000 femtoseconds after

the laser-plasma interaction. While in the case of helium the electron density

remains almost unchanged, in the case of neon a further increase by a factor of

about 1.2× of the initial value is observed. This is even more dramatic in the case

of argon (1.4×) and nitrogen (1.7×). This indicates that collisional ionization

occurred and increased the average ionization level after the pulse. Moreover, the

times required to reach the highest electron density are different. In the case of

neon, the electron density saturates within about 600 fs after the pulse interaction

and within about 1 picosecond in the cases of argon and nitrogen.

In order to estimate the effect of electron impact ionization on the time evo-

lution of the electron density, a simple model was created and the assumption

was that almost all atoms, A, have already been ionized by the laser and are in

a charge state of +1. This is reasonable because of the high field ionization rates

of about Γi > 1016 s−1 at a focal intensity of I ∼ 1016 W/cm2 (equation (2.12))

if defocusing is neglected. With an electron temperature present, the electron

density will potentially increase in time due to binary collisions of the plasma

electrons and the ions. Particularly the reaction e + A1+ → A2+ + e + e was

assumed to happen. The collisional ionization cross section, σ(v) (in cm2), de-

pends on the relative velocities of the reaction partners. Here the mean thermal

velocity of the electrons was used which is given by [155]

ve =

(
8kBTe
πme

)1/2

≈ 6.7 · 107 (Te [eV])1/2 cm

s
, (6.10)

where Te is the electron temperature. The collisional ionization rate was approx-

imated by

dne
dt

∣∣∣∣
coll

≈ ni ·ne · ve ·σ(ve), (6.11)
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where ni and ne are the ion and electron density, respectively. They are equal

in the model. The cross sections have their maximum for electron tempera-

tures of around 100 eV. This is of the same order of magnitude as predicted

by numerical simulations (see below) [156]. Using furthermore an ion density of

ni ≈ 3 · 1020 cm3 and an electron temperature of Te ≈ 60 eV, the collisional ioniza-

tion rates are of the order of 1 · 1032 cm−3s−1 in the case of helium, 1 · 1033 cm−3s−1

in the case of neon and few 1033 cm−3s−1 in the case of argon and nitrogen. Hence

within 500 fs, about 1 · 1019 cm−3 electrons will be ionized by collisions in the

case of helium, about 1 · 1020 cm−3 in the case of neon and few 1020 cm−3 in the

case of argon and nitrogen. Note that the number of electrons is overestimated

since a constant rate is assumed and level depletion as well as energy transfer

were neglected. Nevertheless, in comparison to the initial electron density of

3 · 1020 cm−3, the results have shown that the increase in electron density due to

collisions plays a minor role in the case of helium, whereas it qualitatively repro-

duces the experimental observations in the case of neon and the other two gases.

They have also shown that on a time scale of the pulse duration the rates for

collisional ionization are small compared to those for field ionization. Physically,

this is based on the density of the target gas. At solid density, in contrast, colli-

sional ionizations have to be taken into account when intense femtosecond pulses

are used. This was for instance shown by collisional Particle-In-Cell simulations

using helium at densities of the order of 1023 cm−3 [157, 158].

The rate for the inverse process, i.e. three-body recombination, Γrecomb, was

estimated to be [155]

Γrecomb = b ·ne ·ni (6.12)

with

b =
8.75 · 10−27 ·Z3

Te[eV]9/2
·ne cm3

s
, (6.13)

where Z is the effective charge state of the ion. For the approximation, Z = 1 was

assumed, yielding a recombination rate of about 1024 cm−3s−1, i.e. about 1014

events within 100 ps. This is a small fraction of a total of ∼ 1020 cm−3. Hence, on

the timescale that was probed during this experiment, three-body recombination

can be neglected.
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Ionization induced defocusing

The ADK tunnel ionization rates predict that a significant number of atoms

are ionized at the leading edge of the pulse already (compare also figure 6.18).

Hence the major part of the pulse will travel through a plasma, even when a

sub-10-fs pulse is used. This has clearly been demonstrated by simulations (see

below). Due to the radial intensity profile of the pulse, however, most of the

electrons have been produced on the propagation axis. Due to the fact that an

increase of the electron density causes a decrease of the optical refractive index

of the plasma, the plasma acts as a negative lens (compare equations (4.10)

and (4.13)). In the geometrical picture, the rays are bent outwardly. So in

contrast to vacuum, where the maximum intensity at focal position is dominated

by diffraction and can be derived by the Gaussian beam formalism as detailed

in Appendix A, ionization induced defocusing can affect the focusability

of the pulse. To increase the gas density means to increase the total number of

electrons. As a result defocusing becomes stronger. Ionization induced defocusing

becomes important when defocusing of the plasma is comparable to the focusing

of the beam optics. Then the intensity will be clamped at a certain maximum

below the one obtained in vacuum. Hence the maximum charge state of the ions

will be limited as well [159, 160].

A clear sign of the effect is the asymmetry of the plasma created as a direct

result of the change in the slope of the beam radius due to diffraction (compare for

example measurements reported by Monot et. al. [159]). To estimate the effect,

the light emitted from the plasma due to self-emission and Thompson scattering

of the pump was recorded. Figure 6.10 shows axial profiles of the signal obtained

by removing the 400 nm interference filter and without the probe beam. As can

be seen, the profiles show significant symmetry defects.

A simple geometrical estimate predicts that ionization induced defocusing

becomes important in the case of [83]

ne
ncr

>
λ

πzR
. (6.14)
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Figure 6.10: Left: Profiles of optical self-emission of the plasma channel obtained
at focal position (1). Right: On-axis intensity profile and ionization steps estimated
from self-emission data. The Keldysh-formula was used to estimate the intensity at
which ionization steps occur (filled symbols). The threshold intensity given by the
BSI-theory (valid for long pulses) is also indicated (open symbols) (M2 = 2.9, I =
2.95 · 1016 W/cm2, n0 = 3 · 1020 cm−3).

When using a Rayleigh length of zR ≈ 35 µm and ncr ≈ 1.74 · 1021 cm−3 for λ =

800 nm, the electron density will be clamped at the order of ne>̃1.5 · 1019 cm−3.

A more detailed analytic model, which is based on a ray-optics description of the

laser beam, is presented by E. E. Fill [160]. He derives a differential equation for

the variation of the slope of the 1/e-radius of the intensity of a Gaussian beam

caused by diffraction and ionization defocusing and gives an estimate for the

minimum beam radius and maximum intensity obtained in the focus. According

to his model, a maximum electron density of

ne = Zmax ·n0 = C2 ·ncr (6.15)

can be produced if a focusing optic with a half-angle of convergence of C = r/f

is used. Note that the beam radius, r, at the position of the optical element

with a focal length of f is here defined by r = 2−1/2w. However, using the

parameters given for this set-up and taking a realistic focusing into account,

similar electron densities in the range of ne ≈ 8.2 · 1018 cm−3 (M2 = 1.4) and ne ≈
3.5 · 1019 cm−3 (M2 = 2.9) are predicted. These are of the same order as above.

Note that these are only estimates rather than exact calculations. Nevertheless,

the estimates might explain the relatively low average ionization state seen in the

interferometric data. To include a more realistic model of ionization and beam

propagation, numerical modeling is required.
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Energy absorption measurements

The fraction of the laser energy which is absorbed during the interaction was

measured with an Ulbricht sphere. Details of the set-up are given in chapter 4.

Figure 6.11 shows the signal detected by a diode attached to the sphere as a

function of backing pressure of the gas target. In the case of helium and neon, a

linear decrease has been observed up to 50 atmospheres of backing pressure. This

shows that absorption is directly proportional to the number density of atoms in

the focal volume. This observation is in agreement with the ionization model, in

which the energy exchange between the wave and a single atom is described. Col-

lective effects of the plasma electrons are neglected. To increase the background

density means to increase the local density of atoms in the interaction volume and

hence to increase the fraction of energy that is absorbed. In the case of argon and

nitrogen, the same behaviour has been observed up to backing pressures of about

20 to 25 atmospheres. Beyond these pressures, the fraction of energy absorbed

is still increasing but at a reduced rate. This change in behaviour is ascribed to

the formation of clusters in the gas jet. Separate measurements of the Rayleigh

scattering of low-intensity laser light have clearly shown that if a backing pressure

of about 25 atmospheres is exceeded, clusters are formed. Particularly for the gas

target used (Mach 3.3), an increase of scattered light has been observed. Cluster-

ing occurs if the temperature of the gas is lowered due to the expansion in such a

way that the attractive potential due to Van-der-Waals forces can dominate over

kinetic energy between the particles. Cluster in a gas do not change the refrac-

tive index and hence cannot be detected by interferometry. The mean size of a

cluster is increasing with the square of gas density, which is a linear function of

backing pressure [161]. From experiments on cluster targets a significant increase

in absorption of laser light has been reported [162]. Assuming that the increase of

absorption is equivalent to an increase in the number of electrons liberated, the

observation can be interpreted by enhanced ionization induced defocusing due

to an effectively lowered ionization potential of the medium due to clustering.

This interpretation is supported by PIC simulations. Clustering is not included

in the numerical model and a direct proportionality between the number density

of atoms and the absorbed laser light is seen. The interaction between sub-10-fs

laser pulses and clusters are beyond the scope of this work and studied in detail

elsewhere [163].

According to the measurements, about 5 percent of the laser pulse energy

were absorbed during the interaction in the case of helium and neon if a backing

pressure of 25 atmospheres was applied. In the case of argon and nitrogen, an
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Figure 6.11: Signal detected with the Ulbricht sphere shown as as function of backing
pressure for different gases. The change in the absorption characteristics in the case of
argon and nitrogen relates to clusters in the expanding gas jet. Separate measurements
have shown that clusters are produced at backing pressures of about 25 atmospheres
and more.

absorption of about 35 and 15 percent respectively has been examined, applying

the same pressure. This result was to compare with the energy required to ionize

the atoms inside the focal volume. Therefore the volume was calculated in which

the laser intensity is high enough to cause the ionization of an atom or ion with

a charge state Z according to AZ → AZ+1 (see equation (48) in Appendix A).

The number density of particles inside the volume was given by the gas density,

i.e. about 1.5 · 1019 cm−3 at 25 atmospheres backing pressure of the valve (focal

position (2)). Particularly the assumptions were w = 4.82 µm, M2 = 1.91 and

I0 = 2 · 1016 W/cm2. The intensity thresholds for the ionization were taken

from figure 6.21. Hence the pulse duration was taken into account already. For

example, in the case of helium the volume, in which the gas is ionized once, is

about 12 · 103 µm3. Using the ionization energies listed in Appendix B, a total

laser energy of about 0.7 µJ is consumed by ionization. Assuming that the average



6.3. Optical probing of plasma channel formation 97

Figure 6.12: Absorption profiles for different focal positions in the gas jet. The height
above the nozzle was kept constant (500 µm). The position z = 0 is equivalent to that
denoted by ”focal position 2” in figure 5.7. The backing pressure was 50 atmospheres.

kinetic energy of the plasma electrons is of the order of 50 eV, another 1.4 µJ

are required for heating. In total, about 2.1 µJ or 4 percent of the initial pulse

energy (about 60 µJ) are needed. This is in good agreement with the observation.

The same calculation was performed for neon: about 1.2 µJ are consumed by the

ionization process and about 3.2 µJ are needed to heat the plasma electrons to

about 60 eV. This is a total of about 7 percent of the pulse energy. Here again,

the estimate matches the observations made during the experiment. The same

holds for argon, where in a volume of about 121 · 103 µm3 an energy of 5.2 µJ

is used for ionization and about 20 µJ for heating (to 50 eV). This means that

about 33 percent of the pulse energy is required for the process. Note that this

is a rough estimation. The reason for this inexactitude is the estimate of the

ionization volume. As detailed above, the interaction volume is far from being

governed by Gaussian beam formalism. Moreover, an influence of the refractive

index of the plasma on the pulse propagation and hence the volume in which

ionization occurs, is not included in the model. In addition, the electron temper-

atures were estimated (from the simulation). For a more precise measurement of

the absorption of laser energy, however, a large f-number of the focusing beam

optics is required to increase the Rayleigh length to multiples of the interaction

length. Measurements of this kind are reported in [161], for example. Since the

pulse energy was limited to a maximum of about 150 µJ, such experiments were

not feasible and thus beyond the scope of this study. Nevertheless, using the

measurements of the beam caustic above, a good agreement between estimation

and experiment has been observed.
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The influence of ionization induced defocusing on the absorption has been

demonstrated by changing the focal position within the expanding gas jet. Since

the density of the gas jet was known from interferometric measurements, it has

been possible to compare it directly with the absorption data. Figure 6.12 shows

the degree of absorption measured with the Ulbricht sphere as a function of the

focal position of the pulse within the gas jet. Experimentally, the position of the

valve was varied with respect to the focus, which was fixed. The height of the

beam above the nozzle was kept at 500 µm. Neon and argon were used as target

gas. While in the case of neon, the absorption is more or less proportional to

the gas density profile (compare figure 5.7), in the case of argon a higher absorp-

tion has been observed (it saturates at a position of z ≈ 150 µm). Moreover,

the double-peak structure, which is well reproduced in the Rayleigh scattering

signal obtained from the experiment to determine the cluster density [163], is

not reproduced here. This is an indication that the focus has been affected by

ionization induced defocusing. In this experiment, the backing pressure was 50

atmospheres.

Measurements of blue-shift

In addition to the fraction of laser energy that was absorbed, the optical

spectrum of the laser pulse after the interaction was measured. Here a blue-

shifting of the pulse spectrum has been observed. In general, a spectral blue-shift

is caused by an increase of the electron density along the propagation axis of the

pulse due to field ionization. As a consequence, the refractive index is changing

rapidly across the pulse. This leads to self-modulation and blue-shifted frequency

components in the spectrum with respect to the carrier wavelength. This is in

analogy to the self-phase-modulation process caused by a non-linear refractive

index medium (see above). Due to the fact that recombination and hence a

reduction of the electron density can be neglected during the interaction time of

the pulse, only a frequency up-shift has been observed. The spectral blue-shift,

Δλ, with respect to the central wavelength, λ, of the pulse is given by [164]

Δλ =

∫ L

0

e2n0λ
3

8π2ε0mec3
· dZ

dt
dl. (6.16)

Here the initial atomic density is denoted by n0, and the ionization rate by dZ/dt,

where Z is the average charge state produced. The blue-shift is increasing when

the interaction length, L, is increasing and is proportional to the number of
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Figure 6.13: Optical spectra of the pump pulse after the interaction with different tar-
get gases. The backing pressures (in atmospheres) were varied during the experiments.
A spectral blue-shift is observed.

electrons produced. The spectra obtained for the four gases studied here are

presented in figure 6.13.

During the measurements, the backing pressure of the valve was increased

up to about 50 atmospheres. At focal position (2), a local density of up to

about n0 ≈ 3 · 1019 cm−3 was produced. In all cases, a significant blue-shift

of the laser spectrum has been seen which increased with the background gas

density. In order to quantify the effect, the wavelength at which the spectral

intensity reached 10% of the normalized total intensity was recorded. The results

are shown in figure 6.14. The spectra have been normalized. Note that in the

literature sometimes different definitions of blue-shift are given, e.g. the shift of

the center of the spectral intensity profile.

Comparing the slopes of the curves with the ones depicted in figure 6.11

(showing the absorption obtained with the Ulbricht sphere) reveals a significant

similarity. The maximum blue-shift increases linearly for all test gases up to

about 25 atmospheres. Beyond, argon and nitrogen have got a reduced rate with
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respect to an increase in background gas density. Hence the ionization-induced

blue-shifting of the pulse qualitatively correlates to absorbed pulse energy. The

laser intensity was not varied during this measurement, and so the volume, in

which a certain laser intensity was achieved, was remained constant. This under-

lines the importance of defocusing.

In order to compare the observations with the theoretically expected blue-

shift, equation (6.16) was simplified to

Δλ

λ
≈ n0L

2ncrc

dZ

dt
. (6.17)

Particularly L ≈ zR, n0 = 1.5 · 1019 cm−3, ncr = 1.74 · 1021 cm−3 were used.

The ionization rates dZ/dt were estimated using the predicted charge state of

the simulation (compare figure 6.21). The assumption was that this charge was

produced within 10 femtoseconds. This yields a spectral blue-shift of Δλ/λ ≈
0.1− 0.2 which is of the same order of magnitude as observed in the experiment.

For a more detailed analysis, however, numerical 1D-PIC simulations have been

performed (see below).

Figure 6.14: Blue-shift of the
pump pulse after the interaction
with various target gases. The
shift is shown as a function back-
ing pressure. See also figure 6.11.
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Influence of femtosecond-pre-pulses

As explained above, the XUV-spectra obtained on solid targets have clearly

shown that no pre-pulse was present. In order to investigate the effect of a con-

trolled pre-pulse, however, the accusto-optical filter in the front-end (Dazzler)

was reprogrammed. So it was possible to use up to 20 percent of the pulse energy

to generate a well-controlled pre-pulse. The delay was varied with femtosecond

precision. Figure 6.15 shows a shadowgram obtained using argon at 50 atmo-

spheres backing pressure at focal position (1). A pre-pulse containing 20 percent

of the total pulse energy was present 100 fs prior to the main pulse. Note that

the pre-pulse was also transferred to the diagnostic channel. Nevertheless, since

frequency-doubling in the BBO crystal is a non-linear process, the conversion

efficiency of the energy contained in the pre-pulse is low compared to that of the

main pulse. Hence the double-exposure was negligible if the 400-nm bandpass

filter was present. In the shadowgrams, the evolution of a shadow structure of

about 30 µm in front of the beginning of the channel is clearly observed. Chang-

ing the programmable delay caused a linear change in the distance with respect

to the main interaction. The inserted delay was in good agreement with the

shift of the pre-plasma obtained in the images. The ionization threshold of argon

is a few 1014 W/cm2, hence the maximum intensity contrast detectable in the

shadowgrams is less than 102. Nevertheless, in the cases of argon and nitrogen,

a pre-pulse containing less than 10 percent of the pulse energy could still be

detected.

Figure 6.15: Shadowgrams of the ionization front produced in argon. Left: without
pre-pulse, right: with a 100 fs pre-pulse present containing about 20% of pulse energy.
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Evolution of Fresnel diffraction pattern

Increasing the distance between the diagnostic plane that was imaged with

the microscope objective and the plasma axis, interference structures were ob-

served in the shadowgrams. The fringe structure evolved parallel to the channel

axis, and when using argon and nitrogen, a good contrast has been observed. A

typical image is presented on the left side of figure 6.16, depicting a high-resolved

image of the ionization front produced in nitrogen. The image was post-processed

(enhancement in contrast) in order to improve the signal-to-noise contrast. The

interference structure behaved similar to that of a Fresnel diffraction pattern,

which is usually produced behind a sharp edge. For example, the dimension of

the pattern increased with the distance Δy. At the onset of the channel, the

structure developed at an angle of about 45 degrees with respect to the propa-

gation direction of the pump pulse. This can be explained by optical retardation

of the diffracted rays. Similar results are reported in [16].

In order to compare the dimension of the structures with that of the 10 fs laser

pulse, an iso-intensity line indicating 2 · 1014 W/cm2 was added to the left picture

of figure 6.16. This line defines the volume of the pulse within the background

gas is being ionized. The BSI-thresholds for the first ionization state were used.

They are similar for argon and nitrogen. The result is, however, that the pattern

observed is significantly larger than the pulse diameter. This is further indication

that the pattern was produced by Fesnel diffraction of the probe pulse on the

plasma channel boundary.

Further, a comparison of the intensity distribution with a Fresnel diffraction

pattern produced behind an edge was of interest and therefore a line-out was

taken and compared with an analytic model. The findings are shown on the right

side of figure 6.16. Here two patterns have been added in order to reproduce

the intensity modulation on the upper and lower sides of the channel. A good

agreement has been found. Particularly the distance from the edge at which

the analytical model produces a similar pattern as seen in the shadowgrams

was of the same order as Δy in the experiment. Note that the contrast of the

diffraction pattern is small compared to the one observed in the shadowgrams

used to analyze the change in the deflection angle of the probe rays due to the

continuous change in the refractive index inside the channel. Especially when

small distances Δy were chosen, the diffraction pattern was small and had no

significant influence on the signal. Nevertheless, with increasing distance Δy,

also the distance between the maxima in the Fresnel pattern was increased. So

at large Δy, the pattern could be well resolved. The PIC-simulations explained
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Figure 6.16: Left: Ionization front observed in nitrogen. A 10 fs pulse is indicated
by an iso-intensity line of about 2 · 1014 W/cm2. A characteristic diffraction pattern
is evolving under an angle of about 45 degree with respect to the direction of the
main pulse. Right: line-out in the x-direction and comparison with calculated Fresnel-
diffraction patterns.

below have clearly reproduced the patterns.

The occurrence of the diffraction pattern is induced by the strong focusing

of the pump pulse. As a result of steep intensity gradients, the ionization rates

increase rapidly at the edge of the pulse. If the electron density and hence the

refractive index change on a scale length that is of the same order or less than

the wavelength of the probe pulse, the rays are diffracted and Fresnel patterns

are produced.
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6.4. Numerical simulations

Numerical simulations of the dynamics of the ionization front produced in the

target gas were performed with three-dimensional (3D) Particle-In-Cell (PIC)

simulations. In general, PIC codes solve the relativistic equations of motion for

a large number of particles under the influence of electric and magnetic fields

together with Maxwell’s equations [165]. Particle simulations are advantageous

with respect to fluid simulations whenever kinetic effects are to be resolved. In

contrast to fluid codes, which essentially require the existence of a local ther-

modynamic equilibrium to define fluid variables such as pressure and density,

PIC codes are useful for the simulation of particle acceleration and other non-

Maxwellian effects.

According to kinetic theory, the dynamics of a plasma can be modelled by

calculating the individual trajectories of each particle in phase space. This, how-

ever, is impossible due to the large number of particles (i.e. typically 1023 cm−3

in a solid). In order to simplify the problem, a large number of real particles

is represented by a quasi or macro particle having a fixed charge and mass.

Therefore in the numerical scheme, a spatial grid is introduced to the problem

that is fixed in space. The quasi-particle can be understood as a charged cloud

of the dimension of a grid cell. This is why the technique is also called cloud-

in-the-cell method. Solving the single-particle equation of motion in averaged

electric and magnetic fields is equivalent to solve the Vlasov-equation cou-

pled to Maxwell equations. The Vlasov-equation describes the development

of the distribution function, f(�x,�v, t), of a single (quasi-) particle in phase space,

∂f

∂t
+ �v · ∂f

∂�x
+ �a · ∂f

∂�p
= 0, (6.18)

and gives a self-consistent description of the laser-plasma interaction [157]. Here

�p = mγ�v is the relativistic momentum of the (quasi-) particle, �a = q( �E+�v× �B)

the acceleration due to the Lorentz force and γ the relativistic Lorentz factor. If

collisions are included, a collision term,
(
∂f
∂t

)
coll

, has to be added to the right side

of equation (6.18) yielding the Vlasov-Boltzmann-equation.

The basic cycle of a PIC-iteration starts with solving the Maxwell equations

on the grid. The space charges and currents are obtained from the distribution

and velocities of the quasi-particles. Then the center-of-charge of the cloud is
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propagated as described by the Lorentz equation (2.14). The fields at the po-

sitions of the particles are obtained by interpolation. The new positions and

velocities obtained after a time step Δt are used to update the space charges and

currents to be inserted in Maxwell’s equation. Now the PIC-cycle starts again.

During the calculation, the shape of the clouds remain the same and they can

unhindered penetrate each other. The interaction is introduced indirectly via the

fields. In general, a collision-less plasma is assumed in a standard PIC-code, i.e.

collective effects dominate over small-scale collisions. Binary collisions have to

be included separately. The time step of the iteration, however, has to be small

enough to resolve the frequencies that occur in the problem (e.g. the external

electric laser field and the electron plasma frequency). Also the spatial grid size

has to be adapted to the problem accordingly in order to resolve typical scale

length (such as the Debye length).

The Plasma Simulation Code PSC

In order to simulate the dynamics of the ionization front, the Plasma Simu-

lation Code (PSC) code written by Hartmut Ruhl was used. The code solves

the relativistic Vlasov-Boltzmann equations coupled to the Maxwell equations

for an arbitrary number of species [17]. Binary collisions between the particles

are included using a Monte-Carlo Particle-In-Cell (MCPIC) approach.

Usually two separate meshes are used, one representing the Maxwell fields and

the quasi-particles, which represent the distribution function, and one defining an

interaction range for colliding particles. In the PSC, however, the same mesh is

used for both. Field ionizations are included via the ADK tunneling rates for the

neutral and ionic species. If ionization occurs, a new photoelectron is generated

at the position of the ion and the charge state of the ion adapted accordingly.

The photoelectron is initialized with zero velocity.

The code consists of various modules which can also be run stand-alone. So

the Maxwell solver for the fields, the Monte-Carlo binary collision module as

well as the solver for the Vlasov equation can be switched on and off prior to

starting a run. Details of the code and the modules can be found in [17]. The

simulations reported here were performed on a 64-bit server with two dual-core

AMD Opteron processors running at 2.6 GHz and 24 GBytes RAM.
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Simulation set-up

The coordinate system used in the simulation was similar to the one that de-

scribed the experimental set-up. The simulation box had the dimensions of

20 × 30 × 20 µm3. The mesh size was 0.1 µm in the x-direction and 0.05 µm

in the y- and z-direction, respectively. The region that was filled with particles

was restricted to a volume of 10 × 10 × 20 µm3 centered on the optical axis of

the pump pulse in order to save computational resources. The neutral particle

density was 1 · 1019 cm−3 if not stated otherwise. Each species was represented by

2 quasi-particles per cell. Outside the inner box, the density was set to zero. A

linear p-polarized pump pulse with a central wavelength of 800 nm propagated in

the positive z-direction, i.e. the electric field was oscillating in the ±y-direction.

To focus the pulse inside the simulation box, it was initialized with curved phase

fronts, i.e. the k-vectors pointed towards a geometrical center. The pulse was

focused under an angle of Θ = 9◦. As detailed in Appendix A, the focal diameter

of a Gaussian beam is determined by the angle of divergence and the wavelength.

In order to verify that the phase modulation imprinted on the pump pulse re-

produced an intensity profile as predicted by the equations of Gaussian beam

propagation, laser beam diffraction in vacuum was demonstrated. Particularly

a focus with a radius of w0 = 1.35 µm was obtained. The results are shown in

figure 6.17 and are in good agrement with the analytic predictions. Note that the

position of the beam waist of a focused Gaussian beam is shifted slightly towards

the (virtual) focusing element due to the diffraction limit. This shift by Δf is

usually negligible in real experiments. Nevertheless, here it gave a good test of

the set-up and was it also observed in the simulation. The duration of the pulse

was 10 fs (FWHM) and it was started in front of the simulation box. The focal

intensity (cycle-averaged) was I = 1.5 · 1016 W/cm2.

A Gaussian-shaped p-polarized probe beam with a wavelength of 400 nm

was propagating in the +y-direction and initialized with a diameter of 10 µm

(FWHM). The intensity of the probe beam was 0.05× that of the pump pulse in

order to keep the intensity below the ionization threshold of the target material.

The probe beam and the pump pulse were started simultaneously and both beams

crossed each other in the center of the simulation box. A continuous wave beam

was simulated in order to simplify timing purposes. To introduce a ”delay”

with respect to the pump pulse, an appropriate slice of the probe beam was

analyzed. For the Maxwell fields, periodic boundary conditions were chosen in

the x-direction as well as for the quasi-particles. Radiative boundary conditions

were chosen for the fields in the y- and z-direction so that the radiation could

escape freely while periodic boundary conditions were selected for the particles.



6.4. Numerical simulations 107

Figure 6.17: 3D-PIC simulation of laser beam diffraction in vacuum. Left: Pulse
profile in the focus. The square of the electric field is plotted after 2000 time steps in
a co-moving frame and compared with analytic expressions to check the set-up of the
temporal pulse shape. The envelope for the intensity, I(t), is given by equation (10)
in Appendix A. Right: Focusing the pulse under an angle of Θ = 9◦, a beam waist of
w0 = 1.35 µm is achieved.

Simulation of shadowgrams

As soon as the pump pulse entered the simulation box, ionization of the

background gas was observed. As an example, figure 6.18 shows the electron

density produced in helium for different time steps in the simulation. The map

represents a xz-cut along the optical axis of the pump pulse, i.e. at y = 6 µm.

The position of the pulse is indicated, too. The beam caustic due to focusing has

been well reproduced. A maximum average ionization state of about Z = 1.5

has been observed in the center of focus. Clearly the different ionization steps

can be separated from each other. While an average ionization state of Z = 1

has already been generated at the leading edge of the pulse, a higher intensity

is required to liberate the second electron. This happens close to the center of

the pulse. Particularly the distance between the onset of the first and the second

ionization state is less than 2 µm. Note the modulation in the electron density

at the position of the pulse front, which corresponds to the intensity of the pump

pulse over a cycle. From the simulation it is observed that the speed of the

ionization front is the speed of light.

In this run, the collisional module was switched off because collisions had no

impact on the electron density produced (collisional ionization was not included

in the model and plays a minor role at these densities). The simulation was

repeated for the other gases as well. Similar results have been obtained. In all

cases, the ionization front propagated with the speed of light.
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Figure 6.18: Electron density produced by 10 fs pump pulse for different times. The
pulse position is indicated below. In the center of the focus, an average ionization state
of about Z ≈ 1.5 has been observed.

The shadowgrams were simulated by analyzing the Poynting flux of the 400 nm

probe beam after the interaction with the electron density. Therefore a plane par-

allel to the one shown in figure 6.18 was chosen and shifted by Δy = +6.5 µm

along the k-vector of the probe with respect to the plasma axis. The Poynting

flux was averaged over 4 optical cycles of the probe. Without the field ionization

module running, an undisturbed Gaussian intensity profile has been observed.

With field ionization included, however, the intensity distribution was modified

as depicted in figure 6.19. Here the reference given by the intensity profile without

plasma was subtracted. In order to include the motion blur in the simulations,

the spatial resolution in z-direction was limited. Therefore a filter calculated the

”smearing” of the moving front over 8 fs or 2.7 µm in the images. The intensity

modulation observed in the simulated shadowgrams is caused by the deflection

of the rays on the electron gradients produced by the electron distribution. As

expected, the plasma acts as a negative lens due to the fact that the high electron

density on the channel axis leads to a reduced refracting index with respect to

outer parts of the channel. Hence the rays are bent outwards and a dark central

part is observed in the shadowgrams. On the upper and lower side of the channel,

a Fresnel pattern is evolving similar to that observed in the experiment. The ori-

gin is the abrupt rise of the electron density at the position of about x = ±2 µm

due to strong focusing. The electron density is increasing from zero to 1 × n0

on a scale length shorter than the wavelength of the probe pulse. Hence a steep

gradient in the optical refractive index is produced. This leads to a diffraction of

the pulse. A similar structure is seen in figure 6.16.



6.4. Numerical simulations 109

6

4

2

0

-2

-4

-6

0 2 4 6 8 10 12 14

 

6

4

2

0

-2

-4

-6

0 2 4 6 8 10 12 14

 

6

4

2

0

-2

-4

-6

0 2 4 6 8 10 12 14

  

 

x
 [

μm
]

96 fs

64 fs

6

4

2

0

-2

-4

-6

0 2 4 6 8 10 12 14

 

z [μm]z [μm]

74.7 fs

85.3 fs

z [μm]z [μm]

x
 [

μm
]

x
 [

μm
]

x
 [

μm
]

Figure 6.19: Shadowgrams gained from the 3D-PIC simulation for different times.

The intensity distribution given by the Poynting flux without the filter applied is

shown on the left side of figure 6.20. A modulation has also been observed in front

of the plasma channel. Here the diffraction of the probe on the instantaneous

electron density distribution is resolved. Note that the period of the modulation

is of the order of 400 nm and difficult to be resolved optically. On the right side of

figure 6.20, only the x- and z-components of the Poynting flux that are detected

in the plane of interest were plotted. Here it is clearly observed that the shadow

structure seen in the shadowgrams is due to the fact that most of the rays are

bent outwards, i.e. in positive and negative x-direction.
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Figure 6.20: Shadowgrams obtained by analysis of the Poynting flux of the probe
without 8 fs filter applied. Left: Total Poynting flux obtained in the simulation at
the plane of interest. At the front of the channel, a fine structure has been observed
(indicated by the arrow). The modulations on the left side are an artefact, caused by
deflection of the probe beam on the wall of the simulation box. Right: Here only the
x- and z-components of the Poynting flux are shown.

Moreover, at the front of the channel, a fine structure has evolved which is caused

by the small-scale gradients occurring during the ionization process in z-direction.

The comparison with the electron density distribution shown in figure 6.23 reveals

a clear analogy (note that the ionization observed in neon and argon is quite

similar. See also figure 6.18). This structure seen at the front of the channel,

however, is smeared out in the experiment due to the pulse duration of about

8 fs. Nevertheless, this clearly shows that even the inner-cycle dynamics of the

ionization front can be obtained from a shadowgram, in principle, if the spatial

and especially the temporal resolutions are appropriate.
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Simulation of ionization dynamics

The ionization front generated by the pump pulse depends strongly on the

ionization rates of the target material. Especially in the context of sub-10-fs pul-

ses, the pulse duration may have a direct influence on the average charge state

produced. So even though high ionization rates are observed, the interaction

period may be too short to cause depletion of an electronic level (compare equa-

tion (2.13)). Hence reduced average charge states are observed with respect to

longer pulses at the same intensity.

In order to study the ionization dynamics more in detail, the simulation was

performed in a simplified geometry (1D) and at increased resolution. Particularly

a resolution of 20 cells per micron in the z-direction and a time step of 0.1 fs

were used in order to guarantee that the ionization process over a cycle was

resolved. The collisional module was switched off. Figure 6.21 shows the average

ionization state, i.e. the average electron density divided by the background

gas density, of the target gas that is produced by a 10 fs pulse as a function of

pulse intensity. Helium, neon, argon and nitrogen (not shown) were the gases

used. The background gas density was 1 · 1019 cm−3. The vertical lines indicate

the ionization thresholds predicted by BSI-theory (equation (2.9)). As a few-

cycle pulse was used, a lower average ionization state has been observed than

predicted the BSI-thresholds. This is clearly an effect of the pulse duration,

as demonstrated in the bottom right picture of figure 6.21. Here the average

ionization state produced by a Gaussian pulse of 10 fs in duration and at an

intensity of I = 2 · 1016 W/cm2 is shown (curve a)). The pulse is propagating

from left to right through a homogeneous background of neon. For comparison

reasons, curve b) depicts the average ionization state produced by a temporal flat-

top pulse which has an identical leading edge as the 10 fs pulse. The pulse itself

is not drawn. In this run, the number of particles per cell was increased to 500

in order to achieve better statistics (reduced noise). An average ionization state

of Z = 3 has been found in the case of the flat-top pulse. This is in agreement

with the BSI-theory. In contrast, an average ionization state of about Z ≈ 2.4

was produced by the 10 fs pulse. A saturation of the average ionization state has

been observed after about 35 fs for the longer pulse. This result, however, shows

that the proper rate equations have to be considered to explain the total number

of electrons produced.
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Figure 6.21: Average ionization states produced by 10 fs pulse as function of laser
intensity for different gases. The BSI-intensities are indicated by vertical lines (compare
Appendix B). Due to the ultra-short pulse duration, the average ionization state of the
gas has been reduced. The underlying effect is illustrated bottom right and shows the
average ionization state produced by a pulse with a duration of ΔtI = 10 fs (FWHM)
and an intensity of 2 · 1016 W/cm2 (curve a)). Here Z ≈ 2.4 is found. For comparison,
curve b) has been produced by a pulse with a temporal top-hat profile with identical
rise time and intensity. Here the average ionization state is Z = 3.
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Simulation of the evolution of electron temperature

due to ATI-heating and collisions

The strength of the electric field that is present at the moment when a photo-

electron is produced determines the residual (ATI) energy the electron can gain

from the laser field. After the passing of the pulse, binary collisions will lead

to thermalization of the plasma electrons. In order to simulate this process, the

same simulation set-up was used as before, but this time the collision module

was turned on. The momenta of the electrons for the x-, y- and z-direction were

stored and the distribution function of the kinetic energy computed. Particu-

larly a slice of 10 µm in width was used within which the kinetic energy of the

electrons was averaged. This was done for each time step. The energy spectrum

obtained was fitted by an exponentially decreasing function to define a tempera-

ture. The result is depicted in figure 6.22. Here the electron temperature of the

y-component is shown, i.e. the one parallel to the direction of the polarization of

the laser field.

When a temperature was defined, i.e. the fit with an exponential function was

possible, an initial temperature of about 200 eV was discovered. At this time, a

part of the electrons was still oscillating in the trailing edge of the pulse and the

energies of the x- and z-component (not shown here) were about zero. After the

pulse had passed, however, the temperatures of the x- and z-component increased

and the temperature of the y-component decreased until all three relaxed at the

same value. This happened after about 250 fs in the case of helium and 450 fs in

the case of neon. As detailed above, the kinetic energy of the plasma electrons is

due to ATI. In order to compare the simulation with formula (3.3), the ATI energy

was calculated using the ADK tunneling ionization rates. Using furthermore

kBTATI = 2/3 EATI [94], similar temperatures as those observed in the simulation

were found. Note that e.g. the time scales observed here are of the same order

as those observed experimentally (compare figure 6.9, showing the increase in

electron density after the interaction of the gas with the pulse). Although this

effect was connected to collisional ionization, it indicates that electron energy,

which was distributed somehow within the plasma, was present. The simulation

as well as the experiment, however, have clearly shown that the pulse duration

is short compared to the time required for thermalization.
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Figure 6.22: Left: Evolution of temperature defined via the energy spectrum observed
for the y-component of motion of electrons produced by field ionization. Right: Cal-
culated collisional heating rate for different electron densities. The average ionization
state assumed is Z = 1. Note that the rate scales with νei ∝ Z ·ne (equation (3.6)).

So far, only the energy contribution due to dephasing (ATI) was considered.

To take into account the energy transfer from the quiver energy into random

kinetic motion due to collisions with ions during the pulse interaction, the heating

rate due to inverse bremsstrahlung was estimated. The right part of figure 6.22

depicts the heating rate calculated using equations (3.6) to (3.12), showing that

the collisional heating effect can be neglected in the context of sub-10-fs pulses

and at densities of the order as used during this experiment. This is a result of

the rather low collision rates between the electrons and the ions being influenced

by the ponderomotive potential of the laser. So, inverse bremsstrahlung is more

effective at longer pulse durations and higher densities (e.g. such as in solids).

The role of collisional ionization in helium at solid density was studied by PIC

simulations in [157, 158].

Simulation of ionization-induced blue-shift

During the experiment, a significant blue-shift in the optical spectrum of the

pump pulse after the interaction with the target gas has been observed. Blue-

shifting was ascribed to the temporal change of the refractive index due to the

increase in electron density over the pulse. So the relationship between the ion-

ization rate and the frequency shift gives information about the electron density

produced. The information obtained from the optical spectra were particularly

useful for the estimate of the electron density produced within the channel. Note

that due to the strong focusing of the laser pulse, the interaction length between
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the probe pulse and the electrons in the plasma channel was approximately of the

diameter of the focal spot, i.e. about 5 µm. As a result, in the focal position (2),

the resolution of the interferometer was limited. The interaction length of the

pump pulse, in contrast, was of the order of several Rayleigh lengths. The fre-

quency shift was accumulated over this propagation length. Thus, a clear signal

at gas densities of about 1019 cm−3 has been obtained.

The interaction of the pulse with the gas was in this case also simulated in

1D-geometry. Particularly the background gas density was varied and the electric

field distribution of the pump pulse was analyzed. On the left side of figure 6.23,

the electric field of the 10 fs laser pulse is depicted. Here the pulse propagated for

about 4 µm through a background of neon gas at a density of 1 · 1019 cm−3. The

gas was ionized and the evolution of the electron density, ne(t), over the pulse

was resolved (top). The ionization rate, dne/dt (bottom), has been achieved by

numerical derivation. The non-zero values at the positions where the oscillation

of the electric field passes through zero are an artefact of smoothing prior to the

deviation. However, a high ionization rate has been observed at the leading edge

of the pulse. So almost all electrons of the first ionization state (Eion = 21.6 eV)

have been ionized during a single cycle (at z ≈ 5.5 µm in the figure). Then the

ionization rate decreases due to depletion of the electronic reservoir. It increases

again as the intensity is appropriate to ionize the second electron (Eion = 41 eV).

This happens close to the center of the pulse (z ≈ 4.2 µm . . . 5.2 µm). It is also

here, that the rate decreases faster than the pulse intensity after a few cycles.

This again indicates a depletion of the level. At the trailing edge of the pulse,

almost no ionization has been seen. In average, a charge state of Z = 2 has been

obtained within about 5 fs.

The electric field distribution of the pulse after a propagation length of about

36 µm is shown on the right side of figure 6.23 for three different background

gas densities. In the case of low density (top), the pulse shape remains almost

unchanged. With increasing background density, the number of ionization events

increases. Here a change in the phase devolution has clearly been observed as

well as an elongation of the pulse width. High frequency components, in par-

ticular, have been produced at the positions of high ionization rates. This is in

agreement with the model presented in [164] (compare equation (6.17)). Self-

phase modulation at the position of steep electron density gradients along the

pulse has been observed. Note that the change in the pulse shape also leads to a

reduction in intensity (bottom). This shows, however, that even in the simplified

1D-geometry, self-phase modulation and hence ionization-induced blue-shift is a
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Figure 6.23: Left: Electric field of 10 fs laser pulse after entering the simulation
box. The pulse propagates from left to right. The electron density that is produced
during the interaction with neon and the ionization rate dne/dt are plotted. Here the
background gas density is 1 · 1019 cm−3. Right: Distribution of the field of the laser
pulse after a propagation of about 36 µm through neon. Here the background gas
density was varied. The strongest frequency shift as observed at the leading edge of
the pulse is indicated by an arrow.

highly dynamic process due to the feedback of the pulse shape on the ionization

rates. The strongest frequency shift has been found at the pulse front (indicated

by an arrow) where the ionization of the outermost electron occurs.

The spectrum of the pulse after propagation of about 36 µm through the

target gas was obtained by Fourier transformation of the electric field. The re-

sults are shown in figure 6.24 (solid lines). In order to compare the result with

the experimental data, some of the spectra already reported above have been

added (dotted line, compare figure 6.13). Note that the peak intensity in the

measured spectra is shifted from the central wavelength to shorter wavelengths

by about 50 nm. This is a result of self-phase modulation in the gas filled hol-

low fiber, due to which a non-symmetric spectrum is produced. The simulated

spectra have been plotted with an offset of 50 nm, so that a direct compari-

son of the simulated spectra with the experimental is possible. Nevertheless, a

good agreement between simulation and experiment with respect to the relative

blue-shift is observed. Particularly from the experiment, the data has proved

that the blue-shift increases with background gas density. This has also been

observed in the simulation. In order to obtain more quantitative data on the

electron density produced, however, the gas density used in the simulation has
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Figure 6.24: Simulated optical spectra of 10 fs pump pulse after interaction with target
gas at various background densities (I = 1 · 1016 W/cm2). To compare them with the
experimental results, the measured data were added in the background (crosses). The
result of the comparison is shown in in figure 6.25. Also in the simulation, the spectral
blue-shift increases with gas density. Particularly a good agreement between the form
of the spectra obtained in the simulation and the experiment has been achieved.

been compared with those of the experiment. The densities which correspond to

a similar blue-shift are depicted in figure 6.25. On the left side of the figure, the

frequency shift obtained in the experiment is repeated as a function of backing

pressure. Since the intensity was kept constant during the measurement, the in-

teraction length was constant as long as defocusing and clustering effects could

be neglected. This was up to a backing pressure of about 25 atmospheres. The

results obtained from the simulation are shown at the right side of the figure.

Particularly the density used in the simulation is plotted as a function of back-

ground density in the experiment for two overlapping curves. It is also here that

a linear relationship has been observed for pressures up to 25 atmospheres. In the

case of argon and nitrogen, the deviation from the linearity is analogous to that

observed experimentally. This was ascribed to the clustering of the molecules

(see above). In the simulation, the density required to produce a spectrum simi-
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Figure 6.25: Left: Blue-shift observed experimentally for several gases. Right: Simu-
lated background density correlated with the experiments for similar spectra.

lar to that of a given backing pressure is higher for helium than for neon. This,

however, can be explained by the simulated average ionization rates (compare

figure 6.21). In the case of helium, the average state increases from about Z = 1

to Z = 2 if the intensity increases from 1 · 1016 W/cm2 to 2 · 1016 W/cm2 and a

10 fs pulse is assumed. In the case of neon, the increase is from about Z = 1

to Z = 1.5. Hence, if the intensity was about 2 · 1016 W/cm2 in the experiment

instead of 1 · 1016 W/cm2, a stronger increase of the blue-shift for helium than

for neon can be expected. More important, however, is that for both a similar

background density is needed to produce a similar blue-shift as observed in the

experiment. Note that a background pressure of 50 atmospheres corresponds to

a local atomic density of about 3 · 1019 cm−3, as indicated. For argon and espe-

cially nitrogen, a higher density has been required in the simulation to produce

the same spectrum as observed experimentally. This is in agreement with the fo-

cal volume in which ionization is expected. Using particularly I = 1 · 1016 W/cm2

and M2 = 2.9, the lengths were calculated over which the laser ionizes the gas (by

setting I(z) ≤ IBSI, compare equation (44) in Appendix A). Here the thresholds,

IBSI, for single ionization have been used. For example, the distance over that

helium can be ionized is about 128 µm. The distances found for the other gases

follow the ratio 1 (He) : 1.4 (Ne) : 2.7 (Ar) : 3.2 (N2). This has been compared

with the slopes of the curves on the right side of figure 6.25. Here the slopes

follow the ratio 1 : 1.3 : 2.4 : 3.3. Note that in the simulation the interaction

length of the pulse with the gas was fixed to 36 µm and the background gas

density was varied. In contrast to the simulation, the density was fixed in the

experiment and the interaction length differed due to the focal geometry. Never-
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theless, in both cases the relative blue-shift, Δλ/λ, has been proportional to the

interaction length, L, and the background gas density, n0 (equation (6.16) and

(6.17)). Hence the relative blue-shift found in the simulation made it possible

to estimate the background gas density, n0, and with that the average ionization

state, Z, of the gas and the electron density, ne, respectively. Here the ADK

ionization rates were used for this purpose. Although the relative numbers given

by the ratios above are similar, the total numbers of electrons calculated are too

high namely by a factor of 4. For example, the interaction length within helium

that can be ionized is about 128 µm (equation (6.17)), compared to 36 µm in the

simulation. So, the interaction length might be overestimated in the experiment.

Therefore a rough estimation via the optical self-emission in figure 6.10 was also

done. The comparison yields a neutral gas density of 1.5 · 1019 cm−3. The density

is now underestimated by a factor of about 2 with respect to the interferometric

measurement reported in chapter 5. This discrepancy might be due to the fact

that the 1D-model cannot resolve spatial variation in the intensity profile or the

effect of ionization induced defocusing. Moreover, blue-shifting of the spectrum

is a highly-dynamic process since the part of the pulse that is undergoing a blue-

shift changes with the intensity due to focusing. The spectral shift of the pulse

on the optical axis is also different from that in the wings [166]. Nevertheless,

the simulation of the blue-shift allows one to validate the electron density within

a factor of 2 to 4. The relative blue-shift is in good agreement with the experi-

mental data and especially the slope of the spectrum is has been reproduced in

a good way.





121

7. Electron beam filamentation in over-dense plasmas

In the experiment described in this chapter, the propagation and filamentation

of a laser-produced electron beam through over-critical plasmas were studied.

Therefore a petawatt laser pulse was focused onto a thin solid target to accelerate

electrons to MeV energies. While the pulse is stopped at the critical density, the

electron beam can propagate through the over-critical plasma, carrying a part

of the laser energy. The understanding of the transport of high energy electrons

through dense plasma is of fundamental importance particularly for the Fast

Ignitor (FI) concept relevant to laser fusion as proposed by Tabak et. al. [31]. In

this scheme, an intense electron beam is used to initiate ignition in a high-density

fuel pellet. In the experiment conducted here, pre-ionized CH-foam targets of

various thicknesses and densities were used to investigate the spatial structure of

the electron beam during the propagation. In particular, high resolution images

of the optical radiation emitted by the MeV-electrons at the rear side of the target

have been taken. It has been observed that the beam has broken up into filaments.

The data clearly show that some of the inner filaments organize in a ring like

structure. The role of the Weibel instability in initiating the filamentation process

is inferred from 3D-PIC simulations and analytical considerations. By varying

the thicknesses of the targets, the divergence angle of the electron beam has been

obtained.

In the following, first key-features of the laser system used for this experiment

are presented and the targets are described. Details of the set-up of the exper-

iment and the optical diagnostic are explained in chapter 4. The experimental

data are presented and compared with the results of 3D-PIC simulation.
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7.1. The Vulcan Petawatt laser system

VULCAN is a 2.5 kJ high-versatile ”large scale” Nd:glass laser located at the

Central Laser Facility of the Rutherford Appleton Laboratory in Chilton, UK. In

2002 the system was successfully upgraded to deliver pulses containing 500 J of

laser energy compressed to 500 fs in duration, equivalent to petawatt (1015 W)

power. Focused to a spot of 5 µm in diameter (FWHM), an intensity on target

of 1 · 1021 W/cm2 is achieved, which is sufficient for the investigation of high rel-

ativistic laser-plasma interaction physics. In the following, the laser is described

and important parameters are summarized.

The original VULCAN laser is designed to fire simultaneously eight synchro-

nized high-energy pulses of which six are typically used as heater beams delivering

long pulses between 80 ps and 2 ns in duration. The set-up of the VULCAN

laser and the Petawatt upgrade are presented in figures 7.1 and 7.2. Using the

CPA mode of operation, one of the remaining beams delivers ultra-short pulses

with a peak power of 100 TW and sub-ps duration [167, 168]. In particular up to

∼ 70 J on target are available, equivalent to few 1019 W/cm2 intensity in focus

of an f/3 parabola with a ns-contrast of better than 107. The eighth beam is also

available in CPA configuration but at reduced intensity. It usually serves as an

optical probe pulse. Three different target areas are available which are called

”West” (TAW), ”East” (TAE) and ”Petawatt” (TAP). The distribution of the

beams among the areas is highly flexible as indicated in figure 7.1 (the vacuum

compressors located in TAW and TAP are not drawn here).

The heart of the system is a series of single- and double-pass, flashlamp-

pumped rod and disk amplifiers, consistent of neodymium-phosphate and neo-

dymium-silicate glass [169]. The central wavelength of operation is 1.053 nm

for TAW and TAE and 1.055 nm for TAP. Before fed into VULCAN main

amplification chain, the oscillator pulses are stretched to durations of several

hundreds of ps and pre-amplified using 9 mm rod amplifiers from nJ to sub-

100 µJ energy level [170]. The beam is then split and expanded in diameter

while the pulses are amplified by rod amplifiers with increasing aperture up to 45

mm in diameter. The beams are next split into four and the rod amplifiers are

followed by double pass 108 mm disk amplifiers. After a further splitting into 8

beams, the pulses are amplified by 108 and 150 mm single-pass disk amplifiers.

Vacuum spatial filters are used to expand and clean the beam between each

amplification stage. Finally, the pulses are distributed into the target areas. The

bandwidth that can be transported by the main amplification chain is 4 nm which
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Figure 7.1: Schematic of Vulcan Laser.
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is basically limited by gain narrowing during the amplification process. Note that

according to the pulse-bandwidth relation, this is equivalent to 500 fs minimum

pulse duration. Hence to achieve petawatt performance, both a further increase

in energy and an optimization of gain narrowing were required. Therefore a

separate OPCPA pre-amplifier was installed (see below).

Several front-end configurations are available to meet the requirements on

bandwidth and pulse duration in the different target areas [170, 171]. For the

production of 100 TW pulses in TAW, an oscillator with a saturable absorber

mirror (SAM) is used which delivers pulses of 170 fs in duration and 1 nJ energy

at a bandwidth of 5 nm (FWHM). TAE is usually operated with long pulses

of 600 ps to 2 ns in duration. For short pulse operation of TAE, however, a

Nd:YLF additive pulse mode-locked oscillator delivering 1.8 ps pulses is used

and the pulses are stretched to 80 ps. The seed pulses for TAW and TAP mode

of operation are produced by a Kerr-lens mode-locked Ti:Sa oscillator (120 fs,

stretched to 2.4 ns for TAW and 4.8 ns for TAP, respectively). Especially for

TAP mode of operation, an OPCPA pre-amplifier with high gain (108) and vir-

tually no reduction in spectral bandwidth is used to amplify the pulses to mJ

level. Using OPCPA, spectral narrowing in the amplifiers is optimized by a

reduction of the required gain from the Nd:Glass amplifiers [172]. Using the out-

put of the OPCPA pre-amplifier (> 13 nm) a bandwidth of larger than 5 nm

Figure 7.2: Final amplification stage of VULCAN Petawatt Upgrade.

after the Nd:Glass amplifiers was measured which is sufficient to achieve 400 fs

pulses [169, 173]. In petawatt mode, one of the CPA beams is guided through

another single-pass amplification chain consistent of three ex-NOVA laser 208

mm disk amplifiers. The final amplification stage is illustrated in figure 7.2. A

208 mm aperture Faraday rotator in combination with a single polarizer is used

to isolate it optically from the other amplifiers. Before the pulse is compressed by
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two gold-coated holographic gratings of 940 mm in diameter (1480 lpmm), it is

expanded to a diameter of 600 mm by passing a vacuum spatial filter operating at

f/25. To sustain optimum focusing quality, an adaptive optics is included in the

beam path [174]. A near diffraction limited focal spot of about 5 µm in diameter

(FWHM) is achieved [175, 176].
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7.2. Experimental set-up

A schematic of the experimental set-up is shown in figure 7.3. The petawatt

pulse was focused with an f/3.2 parabola onto the front side of a target which is

in detail described below. The pulse energy was 350 J at a central wavelength

of λ0 = 1053 nm. The spectral bandwidth of the pulse was about 2.2 nm (due

to technical reasons). This gave a limit for pulse compression of about 750 fs

(FWHM). The power of the laser during the campaign was hence limited to about

half of a petawatt. The angle of incidence with respect to the target normal was

45◦ in order to avoid back-reflections of pulse into the laser. A reproducible focal

spot of 6 µm in diameter was obtained that contained about 75% of the laser

energy. The rear side of the target was imaged onto two cameras loaded with

Ilford HP5 film using an f/2 lens system with a focal length of f = 100 mm. The

magnification was 40×. Details of the optical diagnostic are given in chapter 4.

In addition, the energies of the electrons emitted at the rear side of the target

were measured with a permanent-magnet electron spectrometer along the axis of

the laser beam. Details on the spectrometer can be found in [177]. The distance

from the target to the 5 mm in diameter collimator was 3.7 m, resulting in a

solid angle of 1.4 · 10−6 sr. The electron spectra were recorded on Fujifilm image

plates.

7.3. Description of multilayered laser target

For the experiment, coated foam targets (polypropylen, CHx) with a cell size of

1 µm and densities of 100 and 200 mg/cm3 were used. A small cell size is advan-

tageous for a rapid homogenization of the plasma density. The thicknesses were

250, 500 and 750 µm. The front side of the target was over-coated with a 75 nm

gold layer in order to generate X-rays for pre-ionization of the foam [178, 179].

The rear side of the target was over-coated with 200 nm of aluminium in order

to obtain a steep density gradient important for the optical transition radiation

technique [127, 180]. Also the direct propagation of the second harmonic of the

laser beam was effectively blocked by the over-dense plasma and the aluminium

coating at the rear side of the target. The coated foam was held by a small washer

of 1 mm in diameter which could be mounted on a special target holder.

In order to pre-ionize the foam to electron densities between 15 and 30 times

critical density (according to the foam density), the leading edge of the laser pulse

was used. Generally, a major contribution to the pre-pulse level is due to ampli-
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Figure 7.3: Schematic of experimental set-up and multi-layer target layout. Details
on the optical diagnostic indicated are given in chapter 4.

fied spontaneous emission (ASE) and parasitic parametric fluorescence or

super-fluorescence (in OPCPA mode) during the gain duration of the amplifiers,

respectively. For high-power CPA lasers, pre-pulses equivalent to a contrast ratio

of about 106 are typical on a picosecond timescale. Spectral clipping and imper-

fect recompression of the pulse can lead to a further decrease in pulse contrast.

In the context of peak powers of 1020 W/cm2, however, the target material is

hence ionized before the arrival of the main pulse. The pulse contrast on tar-

get can be improved by frequency-doubling. Recently, also plasma mirrors have

been used successfully [181, 182]. Here, however, pre-ionization and subsequent

plasma heating before the arrival of the main pulse was of interest.

The pre-pulse level on picosecond basis of the VULCAN Petawatt beam was

independently characterized using a third-order autocorrelation technique and by

measuring the threshold ionization of gas clusters using optical shadowgraphy.

Focal intensities of the order of 1012 − 1013 W/cm2 up to 700 ps, 1015 W/cm2

up to 60 ps and 1016W/cm2 at about 50 ps before the main pulse have been

reported [183, 184, 185].
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As a result of the pre-pulse, a pre-plasma is formed in the thin gold layer.

On high-Z targets, a significant part of the incident laser energy (up to 80%) is

absorbed due to inverse bremsstrahlung and causes the pre-plasma to heat up.

In high-Z materials such as gold, a very large number of atomic energy levels

exist, which can be excited and a large number of bound and spectral bands

can be generated [155, 186]. A strong flux of X-rays is produced by the layer

that can be used to pre-ionize the target. In order to estimate the temperature

of the radiation field, the Stefan-Boltzmann law is used, saying that the power

emitted by a black body into half space is proportional to the 4th power of its

temperature,

P = σAT 4, (7.1)

where σ = 5.67 · 10−4 Wm−2K−4, A the area of the emitter and T its tem-

perature in Kelvin (11.600 K =̂ 1 eV). For instance, a plasma temperature of

approximately 100 eV is equivalent to an energy flux density of 1013 W/cm2.

The radiation can propagate almost unhindered through the low-Z foam target

(CH). Detailed measurements of the propagation of a X-ray-induced ionization

front in low density foam targets using high-Z burn-through foils are reported

elsewhere [178, 187, 188, 189].

Simultaneously, as a result of the electron pressure, the pre-plasma generated

at the gold surface will undergo a hydrodynamic expansion which is assumed

to be spherical. To estimate the dimension of the pre-plasma generated at the

moment of the pulse peak, the ion sound speed of a plasma,

cs =

(
Te + Ti
mi

)1/2

, (7.2)

was used and Te ≈ Ti ≈ 100 eV were assumed. The ion mass of gold is mi = 197 u

(atomic weight units, 1 u = 1.66 · 10−27 kg). An expansion velocity of roughly

104 m/s is expected. At this temperature, the pre-plasma will expand by the

order of 10 µm within 700 ps. In addition, due to the relative small cell size of

the foam target (∼ 1 µm) and an atomic weight of mi = 12 u for C, the foam

plasma has enough time to homogenize prior the peak of the main pulse.
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7.4. Data obtained

Optical images obtained from target rear side

In the moment the main pulse hits the target, plasma electrons at the location

of the (relativistically corrected) critical density are accelerated to high energies.

In contrast to the laser radiation, these electrons can propagate through the

over-dense plasma and exit the target at the rear-side. The optical part of the

transition radiation produced during the plasma-vacuum transition was imaged

onto film. A typical optical image is shown in figure 7.4 a). The thickness of

the foam layer was 250 µm, the density of the foam was 100 mg/cm3. The data

were processed by overlying the two images obtained on the same shot. In the

raw data, an elliptical spot is observed with a horizontal elongation. This is an

indication that the electron beam observed has been accelerated in the direction

of the laser pulse. Note that in the set-up the optical axis of the diagnostic was

perpendicular to the target rear side (see figure 7.3). This is supported by the fact

that a symmetric focal spot has been reported by separate measurements [176],

which was incident on a spherically expanding pre-plasma. Simultaneously, due to

the high light pressure, hole-boring is expected to push the critical surface along

the beam direction. At the rear plasma-vacuum boundary, however, the angle

between the cone of exiting beamlets and the target surface causes an elongation

in width of the images. To take this into account, the horizontal direction has

been re-scaled as detailed below.

In the images, filaments with spot sizes of ∼ 10 µm in diameter (FWHM)

are observed that are clearly organized in a ring like structure. The filaments

are surrounded by a cloud of several smaller filaments, where the size of smallest

observable filaments is about 2 µm. This confirms a close to diffraction limited

resolving power of the optical diagnostic. Figure 7.4 b) depicts the re-processed

data obtained on the camera without bandpass filter. In order to illustrate the

dimensions, two concentric rings are drawn. The inner ring has a diameter of

∼ 40 µm and indicated the position of the larger inner filaments. The outer ring

indicates the size of the entire spot. It’s diameter is about 100 µm. On the left

side of figure 7.5, the data obtained using a 500 µm thick foam target is shown.

Also here, the filaments organize in a ring like structure.
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Figure 7.4: Data obtained using 250 µm foam target. a) Picture of optical emission.
The image shows the reprocessed data obtained from both cameras with different grey
filters by overlying in order to show the substructure of the inner circle as well as the
filaments in the outer region. b) Reprocessed data of the image without bandpass
filter. Two concentric rings with 100 µm (red) and 50 µm (yellow) in diameter are
drawn indicating the inner ring like organization of larger filaments and the divergence
of the cloud of outer filaments.

An analysis of the diameters of the inner ring and the outer structure is

presented on the right side of figure 7.5. The analysis of the divergence of the

filaments with increasing target thickness reveals a divergence angle of ∼ 10◦ for

the inner ring and ∼ 20◦ for the cloud of outer filaments.

In order to analyze the filamentary structure more in detail, a polar represen-

tation of the circular structure seen on the 250 µm foam target was calculated.

The result is presented in figure 7.6. Clearly five larger inner filaments can be

observed which are organized along a circle with a radius of about 20 µm. The

structure is almost periodic along the angular coordinate with a frequency of

∼ 1/50◦ as can be seen from the line-out (1). The filaments in the outer region

are significantly smaller as can be observed from the line-outs (2). Note that the

exposure is different. Since in the case of coherent transition radiation, the level

of emitted light is proportional to the square of the number of electrons that are

crossing the plasma-vacuum surface, the picture shows that most of the current

is located inside a disc with a radius of ∼ 30 − 40 µm.
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Optical spectra

For each shot, the optical spectrum of the emission was recorded. The spec-

trum obtained on 250 µm laser irradiated foam target is shown in figure 7.7. The

signal is peaked around the second harmonic of the laser frequency. This is also

supported by a comparison of the images with and without the bandpass filter.

In both the same structure has been observed. Following Baton et. al. [123] the

strong emission of 527 nm light can be explained by coherent transition radiation

due to hot electrons transiting the rear target-vacuum interface. Note that some

contributions from synchrotron radiation cannot be excluded a priori. A com-

parison of the bandwidth of the emission (Δλ = 4 nm, FWHM) and the laser

spectral bandwidth (ΔλL = 2.2 nm, FWHM) shows that the data is not affected

by second harmonic of the laser pulse. As in some shots aluminium foil targets

were used (15 µm in thickness) and interference pattern have been observed in

the optical images, the coherence of the emission was confirmed. These results

indicate that the electrons are accelerated in bunches twice per optical cycle

τ0 = 2π/ω0 of the petawatt laser pulse. This was also observed by other groups

[40, 44, 123]. In those investigations, electron bunching has been attributed to ei-

ther the laser ponderomotive force or resonance absorption. While the oscillating

component of the ponderomotive force accelerates bunches of electrons twice ev-

ery laser cycle, this happens only once per cycle in the resonance absorption case.

In addition, it was observed that the signal strength located around the second

harmonic was significantly decreasing with increasing target thickness. This was

attributed to a dephasing of the electron bunches with increasing propagation

length as a result of the energy spread of the electrons within the bunch [190].

The velocity spread leads spatially to a de-localization of the electrons with time

and hence to a decrease in contrast of the modulation itself. The decrease of

the coherent part of the radiation around the second harmonic is due to the fact

that the emission spectrum is related to the modulation function via a Fourier

transformation [127]. The optical spectrum and the decrease in signal with tar-

get thickness gives hence further evidence that the electron beam observed has

predominantly been generated by �j × �B acceleration mechanism.
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Figure 7.5: Left: Data obtained on 500 µm foam target. Also here, the filaments
organize in a ring structure. Note that the intensity of the signal is low compared
to that of the 250 µm target. Right: Diameter of the ring structure and the outer
filaments observed for different target thicknesses.

Figure 7.6: Left: Polar representation of data obtained in 250 µm foam shot. Five
filaments with a spot size of about 10 µm are clearly observed at a radius of about
20 µm around the center of the spot. Smaller filaments are found up to a radius of
about 60 µm. Right: film exposure analyzed along a circle of ∼ 20 µm (1) and ∼ 50 µm
(2) in diameter.
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Electron spectra

On the right side of figure 7.7 typical electron spectra obtained for different target

conditions are shown. As can be seen, the different density targets gave similar

results. A two temperature Boltzmann distribution was obtained with a ”hot”

temperature of around Th ≈ 9 MeV and a ”cold” temperature of Tc ≈ 3 MeV.

As detailed above (chapter 3), different absorption mechanisms are ascribed to

produce different electron temperatures in the hot tail of the spectrum. According

to the experimental geometry (p-polarization, 45◦ angle of incidence), resonance

absorption may occur as well as �j × �B acceleration. The electron temperatures

for the experimental parameters were calculated. According to the model given

by Wilks et. al. [105] the laser ponderomotive force will lead to an electron

temperature of

Tpm = 0.511 ·
[(

1 + I18λ
2
L/1.37

)1/2 − 1
]

MeV, (7.3)

while resonance absorption will contribute to a Boltzmann distribution with a

temperature given by [103]

Tres = 0.1 · (I17λ
2
L

)1/3
MeV, (7.4)

with λL as the wavelength of the accelerating laser pulse (in µm), I17 and I18

denote the intensity in terms of 1017 and 1018 W/cm2, respectively. Note that

equation (7.4) is valid for p-polarized radiation only. It is well known that elec-

trons accelerated by resonance absorption of the laser pulse will be directed per-

pendicular to the target surface (due to the direction of the density gradient),

while the laser ponderomotive force basically accelerates electrons along the laser

propagation axis [106, 103, 191]. The temperatures measured with those pre-

dicted according to equation (7.3) and (7.4) were compared. The intensity on

the different targets was between 3.5 and 5 · 1020 W/cm2, that leads to Th between

7.5 and 9.3 MeV and Tc ≈ 2 MeV. The values derived from the measured spectra

for the two temperatures are close to the estimated ones. The electron spectra

lead hence to the conclusion that the emission observed was due ponderomotively

accelerated electrons bunched at 2ω0. Note that in previous experiments in which

a petawatt pulse was focused on gold layered targets, a ponderomotive scaling of

the electron temperatures was observed. This was ascribed to the �j × �B acceler-

ation mechanism [192]. An additional electron temperature tail was found which

was ascribed by self modulated laser wakefield acceleration or direct laser ac-

celeration in large pre-plasma [193]. Here electrons undergo betatron-resonance

in a plasma-channel and are accelerated to energies according to a scaling of
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Figure 7.7: Left: Optical emission of the rear-side emission recorded using 250 µm
foam target. The emission shows a strong maximum around the second harmonic of
the laser frequency (reproduced with courtesy of J. Osterholz) [190]. Right: Electron
spectra measured for different foam target conditions. The electron spectrum obtained
from the simulation is also shown.

TDLA = 1.5 · (I/I18)
1/2 MeV. This mechanism would also produce bunched elec-

trons every optical half cycle of the pulse and thus lead to emission of coherent

transition radiation with a peak at 527 nm. In the shots during this campaign,

however, no electron population was observed which could be attributed to DLA

scaling. The energies for all shots taken during the one-week campaign are shown

in figure 7.8. Note that the energy expected for DLA-theory would be about

30 MeV.

Figure 7.8: Left: Electron temperatures obtained from foam shots by fitting the ”hot”
and ”cold” population observed in the electron spectra. The arrow indicates a shot
without gold coating in front of the foam target. Right: Electron temperatures obtained
on aluminium foil shots. In both the energy expected from resonance absorption and
�j × �B-acceleration are plotted.
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7.5. Interpretation of experimental data

The occurrence of the ring like structure of the larger inner filaments is one

of the key findings of this measurement. The reproducibility of the structure

was confirmed as the ring was also observed on other shots with different target

thicknesses (compare figure 7.5). The optical spectra of the emitted transition

radiation as well as the elipticity of the spots observed in the raw data sustain that

the acceleration mechanism has been ascribed to �j × �B ponderomotive heating.

This is also in agreement with the electron spectra recorded, particularly with the

scaling laws predicted for this acceleration mechanism. In the case that spatially

the electron density of the beam generated correlates with the focal intensity of

the petawatt pulse, a Gaussian density distribution will be generated (compare

also chapter 3). If such a beam is started at the front side of the foam target,

due to the pre-ionization, return currents can develop and hence support a high

current. The system of high-energetic electron beam and low-energetic return

current is sensitive to the Weibel instability. The Weibel instability is ascribed

to be driven by anisotropies in the distribution function of the beam, i.e. the

occurrence of (seed) magnetic fields. Thus an anisotropy is clearly given by the

beam shape. Hence a break-up is expected around regions of maximum magnetic

field, that is around the first derivative of the Gaussian. This leads to a ring like

structure.

In the experiment, the ring structure was seen as an ellipse and the width

was ascribed to the acceleration direction of the electrons parallel to the laser

direction. In order to strengthen the geometrical interpretation of the observa-

tion, the angle between the beam and the target normal was derived. Therefore

the model presented by Sheng et. al. [194] was used. The angle, Θ, under which

laser-accelerated electrons will leave the rear side of a solid target that is irradi-

ated by an intense laser pulse incident under an angle α, is determined by the

relativistic gamma-factor of the electrons. Quantitatively,

tan(Θ) =

[
2

γ − 1
+
γ + 1

γ − 1
· tan−2(α)

]−1/2

. (7.5)

Inserting the experimental conditions, i.e. γ ≈ 15 and α = 45◦, it follows that the

electrons leave the gold layer under an angle of Θ ≈ 42◦. That is approximately

the direction of the laser pulse.
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Figure 7.9: Top view of target geometry, laser pulse and electron beam. The elliptic
structure seen in the images is caused by the direction of the electron current with
respect to the target normal. Details are given in the text. The inset illustrates how
the scenario is seen by ”view 1”. The original data was inserted.

The angle of divergence of the beam was experimentally found to be of about

20◦. For simplicity assume that the beam has a conical shape. The aluminium

coated rear side of the target, where the optical transition radiation is produced,

appears under an angle of 48◦ with respect to the cone axis. Here the transition

radiation is produced. The angle of view of imaging diagnostic with respect to

the target rear side was about 90◦. Hence, when the electron beam transits the

metal-vacuum interface, an ellipse with an aspect ratio

sin(90◦ − Θ) =
y

x
≈ 0.75 (7.6)

is observed. Note that the images obtained by the optical diagnostic have been

re-scaled by this factor. The geometry is illustrated in figure 7.9. The images

were obtained under an angle indicated by ”view 1” in the figure. After re-scaling,

the electron beam is seen as indicated by ”view 2”. The inset shows the original

data as seen by the diagnostic.
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7.6. 3D-PIC simulations of current filamentation

Simulations were carried out for the experimental parameters with the 3D-PIC

code Virtual Laser Plasma Laboratory (VLPL) by A. Pukhov [195]. The sce-

nario was divided in two steps. First the laser acceleration of electrons was

modeled to identify the hot electron population that is responsible for the beam

observed. Therefore a laser pulse with the Gaussian profile a = a0 exp(−(t/T )2−
(r/R)2) cos[ω0(t−cz)], where a0 = 15, T = 314ω−1

0 and R = 63c/ω0, was normally

incident onto a plasma layer with a linear density ramp reaching the maximum

nmax = 20nc over the distance L = 300c/ω0, where nc = ω2
0m/4πe

2 is the critical

density (for a laser wavelength of 1.055 µm, nc = 1.1 · 1021 cm−3). The linear

density ramp was used to mimic the pre-plasma at the target surface. The spec-

trum of the total accelerated electrons is shown on the right side of figure 7.7.

The calculated spectrum consists of two Boltzmann-like energy distributions with

Teff ≈ 8 MeV and 3.5 MeV.

In a second step, the electron beam was injected into a plasma with ne =

30nc and its propagation was studied. The simulations were carried out for

the higher density target as the measured electron spectra were similar for the

100 and 200 mg/cm3 targets. The transverse electron beam temperature was

set to zero to keep the beam within the simulation box. Initially, the electron

beam had a smooth Gaussian transverse density profile with a radius of Rb =

10 µm and a peak density of nb = 0.1nc. This beam transports the power

Pb = γnbmc
3 ·πR2

b ≈ 14 TW and the current J = nbec ·πR2
b ≈ 7JA ≈ 1.8 MA.

The electron beam current is significantly above the Alfvén limit and the beam

quickly begins to filament. Figure 7.10 show transverse cuts of the electron

density and the x−component of the quasi-static magnetic field after the beam

has propagated 10, 20 and 100 µm through the foam plasma. The onset of the

filamentation is observed at a radius ∼ Rb after the beam has propagated about

10 µm (figure 7.10 (a) and (b)). This is in agreement with the general behaviour of

the Weibel instability to be most effective in the region of strongest anisotropies as

a direct result of strongest magnetic fields and the subsequent magnetic repulsion

of the counter-streaming beams. After a propagation distance of 20 µm, strong

magnetic fields are observed at a radius of r ≈ 7 µm and cause the inner part of

the beam to filament (figure 7.10 (c) and (d)). This leads to the occurrence of
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Figure 7.10: Simulation of electron density of hot electrons after 10 µm, 20 µm and
100 µm propagation ((a), (c) and (e)) and x−component of magnetic field surrounding
the filaments ((b), (d) and (f)).
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the inner current filaments observed. Then some of the filaments begin to merge

while the ring like geometry survives. The ring like structure is clearly revealed

in figure 7.10 (e) and (f). Here the beam has propagated over 100 µm. Note that

a similar ring structure has been observed in the experiment.

The growth rate of the Weibel instability is given by equation (3.21) (refer to

chapter 3). The relevant timescale on which filamentation occurs is the plasma

frequency of the relativistic electron beam, ωbe. The growth rate of the instability,

γW ≈ ωbe · (nb/(γne))
1/2 · v/c, scales with the root of the beam contrast nb/ne,

where ne is the density of the surrounding plasma [37, 196]. Using nb = 0.1nc,

ne = 30nc and v ∼ c, and estimating the growth rate of the Weibel instability, one

obtains γ−1
W ∼ 130 fs. This corresponds to a beam propagation distance of about

40 µm which is of the same order as observed in the simulation. As expected, each

small filament in figure 7.10 (e) carries a current smaller than the limiting Alfvén

current JA and is surrounded by a strong self-generated magnetic field. The

Bx−field reaches 30 MG (figure 7.10 (f)). In turn, both the occurrence of dense

current filaments surrounded by strong magnetic fields, allows the conclusion

that it is this magnetic field that leads to beam filamentation due to the Weibel

instability.

Note the density contrast scaling in the growth rate of the Weibel instability.

This was the motivation for recent experiments performed by Wei et al [197].

They report on the observation of filamented electron beams exiting the rear

of thin foils that undergo Weibel instability in low-density gas plasma. In this

configuration, the growth rate of the Weibel instability is increased because the

beam density is of the order of background density. The electron acceleration was

identified to be the �j × �B-mechanism. A similar angle of divergence as observed

in this study is reported and filaments of the order 80 µm are found.
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8. Summary and Outlook

In the first part of this thesis, the propagation of a laser-induced ionization front

through gaseous targets and the subsequent evolution of a plasma channel were

studied. Experimentally, an ultra-short, high-intensity laser pulse with a du-

ration of sub-10-fs was focused on the edge of a gas jet under high pressure.

Helium, neon, argon and nitrogen were used as target gases at densities up to

few 1020 cm−3. An intensity of few 1016 W/cm2 was obtained in a focal spot with

a diameter of about 5 µm. The laser wavelength was 800 nm. Due to the high

electric field of the laser, the outer electrons of the target gas are rapidly removed

from the ion. As the ponderomotive potential of the pulse (about 600 eV) is high

compared to the ionization potentials of outer electrons of the target gas (few

tens of eV), the dominant ionization process is tunneling ionization and the rates

given by ADK-tunneling theory can be applied. The plasma electrons cause a

change in the refractive index with respect to the neutral gas. This allowed to

study the front and the channel in a pump-probe experiment via shadowgraphy

and interferometry. Particularly a frequency-doubled probe pulse at variable time

delays was used for probing of the channel at 90◦. For the first time the front has

been resolved optically with a temporal resolution of sub-10-fs. This temporal

resolution has been confirmed by the motion blur seen in the images. Spatially,

a high resolution of about 1 µm has been achieved.

It has been found that the front propagates with the speed of light. This

has been confirmed for all four gases used. Behind the front, a plasma channel

with a diameter of the order of the focal spot is produced. By increasing the

delay of the probe pulse with respect to the pump pulse, the evolution of the

plasma channel was studied up to about 100 picoseconds. By a careful calibra-

tion of the distance of the plane that was imaged onto the detector with respect

to the plasma axis (a technique that is called ”focused shadowgraphy” [135]), it

was possible to obtain quantitative information from the shadowgrams. Partic-

ularly it has been observed that for some gases the electron density within the

channel is increasing on a timescale of several hundreds of femtoseconds after

the laser-matter-interaction. The increase was ascribed to collisional-ionization
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and the effect was also confirmed by interferometric measurements. A compar-

ison of the field ionization rates and the collisional ionization rates has shown

that collisional ionization is relevant on a timescale that is long compared to the

pulse duration. The same holds for plasma heating due to electron-ion collisions

(inverse bremsstrahlung). During the time the pulse interacts with the plasma,

almost none of the pulse energy is transferred into the plasma via collisions. The

kinetic energy of the electrons after the laser-gas interaction has been ascribed

to the phase-mismatch between the moment of ionization with respect to the

peak of the electric field (ATI energy). The initial electron temperature has been

estimated to be of the order of 60 eV in the case of helium and of the order of 80

eV in the case of neon. This is in agreement with absorption measurements and

PIC simulations.

The analysis of the shadowgrams has clearly shown that the channel diameter

remains constant when it was probed. Only in the case of helium, the onset of a

hydrodynamic expansion of the channel starts about 10 ps after the laser-matter

interaction. The onset of the expansion requires that a significant amount of

kinetic energy is transferred from the electrons to the ions. The efficiency of the

energy transfer via binary collisions depends on the mass ratio of the collision

partners. Since helium was the lightest element which was probed, the expansion

has been observed here first.

Both the shadowgrams as well as the interferograms confirm that no pre-

plasma was present. In order to validate that the plasma produced by a pre-pulse

containing about 10 percent of the pulse energy was measureable, the Dazzler

inside the laser was reprogrammed and controlled pre-pulses were produced. The

pre-plasma could be well resolved in the shadowgrams on femtosecond timescale.

The optical properties of the plasma channel are such that it acts as a de-

focusing lens for both the pump and the probe pulse. The effect of ionization

induced defocusing of the laser pulse is a well known process and usually limits

the focusability of the pulse. In order to maximize the intensity in focus and

to minimize ionization induced defocusing, in the experiment a tight focusing

equivalent to a f-number of about f/3 and a background gas density of the or-

der of 1019 cm−3 were chosen. Under these conditions, defocusing plays a minor

role and a narrow channel has been observed. Nevertheless, it has been shown

that ionization induced defocusing becomes important at high gas densities (few

1020 cm−3) and target gases with low ionization thresholds for the outer electrons

(argon and nitrogen). Here a divergent channel structure has been seen in the

images. An analytic estimate of the effect is consistent with the data obtained in

the interferograms and the structure of the optical self-emission of the plasma.
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On the side of the channel, however, i.e. parallel to the propagation direction

of the pump pulse, a Fresnel diffraction pattern was evolving. This could be

explained by the occurrence of steep gradients of the electron density (laterally)

that are produced as a result of strong focusing of the pump pulse. The obser-

vations are in agreement with the ADK tunneling rates and also confirm that

defocusing was minimized. The Fresnel pattern has been reproduced analytically

as well as by numerical simulations.

Caused by the change of the refractive index during the ionization, self-phase

modulation leads to an up-shift of the frequencies contained in the pulse spec-

trum. From this shift, quantitative information about the average ionization state

produced within the channel can be obtained. Therefore the optical spectrum of

the pulse was measured after the interaction with the target. The average ioniza-

tion rates observed are of the same order as predicted by ADK tunneling rates.

This was shown to be in agreement with separate absorption measurements.

The propagation of the ionization front through the gas was simulated using

a numerical 3D-PIC code. Particularly an intense 10 fs pulse was focused into a

simulation box filled with neutral target material. Field-ionization using the ADK

ionization rates was included in the code and the development of the electron

density over the pulse could be resolved. Dependent on the ionization potentials

of the material, subsequent liberation of outer electrons was observed at the

leading edge of the pulse. Here the simulation has clearly shown that a proper

integration of the rate equations over the cycles is of importance to obtain the

average ionization state produced by the pulse due to its short duration. Also in

the simulation, the ionization front propagates with the speed of light through the

gas. Furthermore, the spectral blue-shift of the pump pulse is in good agreement

with the experimental data.

As soon as an electron is liberated, its dynamics is governed by the laser elec-

tric field as a result of the high laser ponderomotive potential which the electron

is exposed to. The simulation as well as the calculation of single-electron trajec-

tories have confirmed that due to the short pulse duration, almost no acceleration

of the electrons is caused by the ponderomotive force of the laser. Hence almost

none of the ponderomotive potential can be transferred into kinetic energy of the

electrons. Immediately after the pulse, however, the velocity distribution of the

electrons is significantly non-Maxwellian. Particularly the energy gain due to the

laser field that is present at the moment an electron is ionized (ATI-energy) was

resolved.
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As binary collisions could be included into the calculation, the development of

an electron temperature after the laser interaction has been shown. The time

required by the electrons to thermalize has been found to be of the order of several

hundreds of femtoseconds. Here the temperature is of the order of 60 eV in the

case of helium and neon. This is in agreement with absorption measurements.

In order to compare the result with the shadowgrams, the optical probe pulse

was simulated as well. Its modulation in intensity caused by the optical prop-

erties of the electron density distribution inside the channel was studied. The

numerical data are in excellent agreement with the shape of the front as seen in

the shadowgrams. Also the Fresnel pattern was well reproduced.

The simulation confirms that during the time the pump pulse interacts with

the material, binary collisions play a minor role at the densities used. Hence

plasma heating due to collisions via inverse bremsstrahlung could be neglected.

Also non-collisional processes such as ponderomotive heating of the electrons by

the pulse are of no effect. The wakefield produced by the laser was too small to

be resolved optically or to have a measurable influence on the electron velocity

distribution after the pulse interaction. All these results show that the ionization

front, observed with high resolution, has been well separated from laser heating.

Note that the ATI energy is a direct result of the ionization process itself and

comes into play at the trailing edge of the pulse. The subsequent thermalization

between the electrons as well as between electrons and ions occurs on timescales

that are significantly longer than the pulse duration.

According to the theory of tunneling ionization, the rate equations are func-

tions of the instantaneous electric field strength an atom is exposed to. Hence

electrons are liberated on the time scale of the duration of a half-cycle of the laser

field. To resolve this sub-cycle ionization dynamics observed in the simulation

also experimentally, sub-fs probe pulses would be required. Using sub-10-fs probe

pulses at a wavelength of 400 nm, however, it was possible to obtain quantita-

tive information about the ionization process using optical shadowgraphy and

interferometry with high resolution. The uncertainty of the average ionization

state produced in the channel arises from the fact that the interaction volume

was rather small due to the tight focusing. Nevertheless, with the help of an

analysis of the beam caustic, the interaction volume has been obtained. Note

that in experiments using longer probe pulses (130 fs), a loss in fringe visibil-

ity was reported. This was ascribed to a pulse transit effect [16]. This has not

been observed here using a sub-10-fs probe pulse. In order to further reduce the

uncertainties in the measurement, in future works the interaction volume should
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be increased. Using an ultra-short laser pulse containing milli-Joule instead of

micro-Joule of optical energy, the interaction volume could in principle be in-

creased in such a way that the Rayleigh length is large compared to the gas jet

without reducing the intensity. This would allow to increase the resolution of the

optical interferometer and would also allow high-precision absorption measure-

ments. Here potentially recent developments in laser technology, in particular the

Optical parametric chirped pulse amplification technique (OPCPA),

are very promising.

In the experiment, an increase of the electron density inside the plasma chan-

nel has been observed. This has been ascribed to collisional ionization. Collisions,

however, require a kinetic treatment since the initial velocity distribution of the

electrons was shown to be non-Maxwellian. Hence in order to quantify the in-

crease also in the PIC simulation, collisional ionization is next to be included in

the PIC code. This, however, was beyond the scope of this experimental work.

Nevertheless, a simple estimate of the rate equations has allowed to confirm the

observations.

In the second part of this thesis, the propagation and filamentation of a laser-

produced electron beam propagation in dense plasmas were studied. The un-

derstanding of the transport of high energy electrons through ionized matter is

of fundamental importance, for example for the Fast Ignitor (FI) concept rel-

evant to laser fusion as well as astrophysics. In the FI concept, ignition of a

pre-compressed pellet containing the fusion fuel is initiated by laser produced

electrons with energies in the MeV range [31]. It is crucial for this scheme that a

part of the energy of an ignitor laser is converted into an intense electron beam

that can propagate through the high-density over-critical plasma to initiate the

thermonuclear burn in the pre-compressed core [26, 198].

In the experiment, a petawatt-class laser was focused onto a thin gold layer

in order to generate a strong current of relativistic electrons. In the focus, an

intensity of 5 · 1020 W/cm2 was achieved. While the laser pulse is stopped at the

critical density, the electron beam generated can propagate through the dense

plasma. In order to study the propagation over several hundreds of microns,

foam (CH) targets with various thicknesses of up to 1 mm were used. The foam

was pre-ionized using the X-ray flux of the gold converter foil in front of the

target. So electron densities of the order of 15 to 30 times critical were produced

in the foam using the laser pre-pulse prior the electrons were accelerated at the

front side. For a detection of the beam structure, the rear side of the foam
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target was over-coated with a thin layer of aluminium. The electrons, when they

transit the boundary from the target into vacuum, emit characteristic transition

radiation. The optical part of this radiation was imaged with high resolution

on film plates. So it has been observed that the electron beam breaks up into

filaments. A ring like inner group of larger filaments with a diameter of about

10 µm was observed. As a high-resolution optics was used, the smallest filaments

that could be resolved have been of a diameter of about 2 µm.

The temperature distribution of the electrons exiting the target and optical

spectra of the transition radiation have led to the finding that the electrons which

form the filaments observed have been accelerated by the �j × �B-mechanism.

This is particularly supported by the observation of a strong peak in the optical

spectrum around the second harmonic of the laser frequency, giving evidence that

the electrons were accelerated in bunches twice per laser cycle. Moreover, the

data show that the electron beam was propagating parallel the laser axis. Also

this is an indication that the electrons were accelerated by the ponderomotive

push of the laser. Resonance absorption, in contrast would preferably lead to

an acceleration of electrons parallel to the target normal, i.e. under an angle of

about 45◦ with respect to the laser k-vector.

In addition to the optical spectra of the light emitted, the energy distribution

of the electron beam was measured on each shot. A two-temperature distribution

was found. The distribution of the high energy tail observed in the spectrum had

a temperature between 7.5 and 9.3 MeV. The colder had a temperature of about

2 MeV. The temperatures are both in agreement with those predicted by scaling

laws for resonance absorption and the �j × �B acceleration mechanism if the laser

intensity obtained in focus is inserted [103, 105].

The filamentation of the current has been ascribed to the Weibel instability.

In order to analyze the generation of the electron beam and the subsequent

dynamic of the filamentation process, 3D-PIC simulations were performed by A.

Pukhov and S. Kiselev. The electron temperature and the structure seen in the

data have been well reproduced. The growth rate of the instability observed

in the simulation has been found to be in agreement with analytical estimates.

Particularly the ring of filaments has been well reproduced.

For the Fast Ignitor, it is essential that the relativistic electrons can reach

the dense fuel core in order to ignite it. As already noted by Alfvén in 1939,

although in principle arbitrary high currents can be transported if the beam is

neutralized by co-moving ions or a counter-streaming background current, small

perturbations in the magnetic field will rapidly grow and hence will cause a



147

limitation of the beam current (compare figure 3.3). This effect is also referred

to as current filamentation instability and associated with the work of Weibel.

As known from recent experiments and simulations, the Weibel instability is a

strong non-resonant process which will lead to rapid filamentation of the laser

produced electron beam [36, 38, 39, 47, 115, 199].

In praxis, it is however difficult to perfectly compensate Mega-Ampere cur-

rents by a return current in such a way that the instability is suppressed to grow.

This is especially the fact in a laser-plasma accelerator using solid targets as

particularly the beam will spatially depend on the intensity profile of the focus.

This can be compared to the non-relativistic ponderomotive force. Here it was the

anisotropy of the intensity distribution which led to the acceleration of electrons

out of focus. In a similar way, filamentation will occur as a direct result of the spa-

tial inhomogeneity of the beam. This has been seen in the data obtained in this

thesis. Note that the experimental configuration used here is close to the actual

discussed fast ignitor laser scenario - besides the energy and pulse length. The

intensity distribution in focus was nearly a diffraction limited Gaussian and may

be converted to more a top hat shape with the help of random phase plates. As a

direct consequence of the intensity distribution in focus, especially the boundary,

however, an anisotropy in the distribution function as discussed above is already

generated - and hence the seed of the fast growing unstable mode. Note that

this was confirmed by PIC simulations performed by Taguchi et. al. showing the

filamentation of a cylindrical high relativistic electron beam [36].

Consequently, filamentation of a super-strong current to individual Alfvén

limited beamlets will most likely in principle be unavoidable in this configura-

tion. This is supported by the fact that simulations clearly show a rapid growth

of the (Weibel) instability [36, 38, 47, 117, 200, 199]. Note that recent collisional

3D-PIC simulations of filamented transport observed a hollow-like structure of

the filaments as a result of a balancing between plasma pressure and magnetic

pressure. The current in such a filament exceeded the Alfvén limit. The fila-

mentation process and dynamics, however, was not affected and also merging

was observed [199]. This, however, must not be detrimental to the concept of

fast ignition, since in principle an arbitrary high current can be produced and

transported although the current is filamented. More relevant in this context is,

besides a general discussion about stopping power and energy deposition of the

beam into the dense fuel plasma, the divergence of the beam. In this experiment,

the inner ring of filaments expanded under an angle of about 10◦, the entire spot

under an angle of about 20◦. This behaviour was independently reported by other
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groups as well [197]. This angular spread is most likely a result of the interaction

geometry between laser and plasma in focus since it was not seen in the simu-

lation. The angular spread, however, and the distance from the relativistically

corrected critical density to the hot spot (of about 10 µm in diameter), even-

tually crucially limits the energy deposition. Hence a systematic investigation

of the divergence could be extremely valuable on the way to produce a stable,

filamented current beam with low divergence.
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Appendix i

Appendix A: Laser Pulse Propagation

In this paragraph, important physical properties of the laser pulse are summa-

rized. In particular, the analytic expressions for an optical lowest-order Gaussian

beam propagating in free space (i.e. vacuum) are reviewed. An analytic deriva-

tion of the formulas can be found in numerous books and articles covering the

physics of lasers and laser beams. The key results summarized here are taken

from [146, 144, 154].

One of the most important properties of a laser beam is the intensity that can

be obtained in the focus. Generally, the intensity, I, is defined by the amount of

optical energy, E , that is deposited during the time Δt into an area, A,

I =
E

Δt ·A . (1)

Following classical electrodynamics, it can be derived via the energy density flow

vector, �S = �E × �H (Poynting vector), of an electro-magnetic wave with the

electric and magnetic field components �E(t) and �H(t). Using the vacuum speed

of light, c = 1/
√
ε0µ0, where ε0 denotes the dielectric constant of vacuum and μ0

the magnetic permittivity, the Poynting vector is given by

�S = c2ε0 · �E × �B. (2)

Using furthermore the relation
∣∣∣ �B∣∣∣ = c−1

∣∣∣ �E∣∣∣ between the electric and the mag-

netic field strengths of the wave, at a time t the intensity is given by the amplitude

of the Poynting vector,

I =
∣∣∣�S∣∣∣ = c · ε0 ·E2, (3)

which in the case of linearly polarized light shows a fast oscillatory behaviour.

Note that in the case of circular polarized light, it is constant but reduced by a

factor of 2. Writing the electric component of the wave with a frequency ω0 and

(potentially time-dependent) phase ϕ(t) in the form

�E(t) = �EA(t) · cos(ω0t+ ϕ(t)), (4)

the pulse shape in the time domain can be defined by the envelope, EA(t). In

the slowly varying envelope approximation (SVEA), the change of the



ii Appendix

Figure 1: Left: Electric field of a linearly polarized laser pulse with a duration of
ΔtI = 40 fs (FWHMI) and a peak intensity of I0 = 1.0 · 1016 W/cm2. The wavelength
of the pulse is 800 nm. Right: Intensity in form of the amplitude of the Poynting

vector using the Slowly Variing Envelope Approximation.

envelope of the electric field in equation (4) is assumed to be slow compared to

the oscillation. Then the intensity can be defined by the time-averaged energy

flow density. Using 〈sin(ω0t)〉cycle = 0.5, the intensity, I(t), as used throughout

this work, is given by

I(t) =
c · ε0

2
·EA(t)2. (5)

The peak intensity, I0, is given by the maximum of the electric field EA(t) =∣∣∣ �EA(t)
∣∣∣ and is labeled E0. In practical units, equation (5) reads

E0 = 2.74 · 103

√
I0 [W/cm2]

V

m
. (6)

If the SVEA is invalid, one has to use the definition given by equation (3). Note

that in this case the peak value of the intensity, I0, is defined without the factor

1/2 (see also figure 1). The pulse is called a Gaussian pulse if its shape follows

EA(t) = E0 · e−
�

t−t0
wt

�2

(7)

with a Gaussian width wt = E0/e in the time domain. The Gaussian width is

connected to the full width at half maximum of the field strength (FWHME) by

ΔtE = 2 ·
√

ln 2 ·wt. (8)

Together with equation (7), the intensity of the laser pulse is given by

I(t) =
ε0 · c

2
E2

0 · e−8 · ln 2 ·� t−t0
ΔtE

�2

. (9)
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Using ΔtE/ΔtI =
√

2, whereas ΔtI denotes the full width at half maximum of

intensity (FWHMI), one obtains finally

I(t) =
ε0 · c

2
·E2

0 · e−4 · ln 2 ·� t−t0
ΔtI

�2

. (10)

The relationship between the amplitudes of the electric field, E(t), the envelope,

EA(t), the Poynting vector, S(t), and the intensity profile, I(t), of an ultra-short

laser pulse with a duration ΔtI (FWHMI) and ΔtE (FWHME), respectively, is

illustrated in figure 1. Due to the fact that detectors used for pulse measurements

are sensitive to the intensity rather than the electric field, the subscript ”I” is

usually dropped.

Spatially, the electric field of a Gaussian beam transverse to the optical axis

follows the profile

E(r) = E0 · e−( r
w)

2

, (11)

where r denotes the distance to the optical axis. In analogy to the definition of

a Gaussian pulse in the time domain, an important characteristic length in the

definition in the spatial domain is the Gaussian beam radius, w. It denotes

the position off the optical axis where the electric field strength drops to 1/e

of its maximum value, E0. Here the intensity decreases accordingly to I0/e
2.

Furthermore, the propagation of a Gaussian beam through free space is fully

characterized by its minimum beam radius at the beam waist, w0, plus the wave-

length, λ, of the radiation. Let z be the coordinate parallel to the optical axis

of the beam and z0 the position of the beam waist. The beam radius, w, at any

point z is given by

w(z) = w0 ·
[
1 +

(
λ(z − z0)

πw2
0

)2
] 1

2

. (12)

Let in the following be z0 = 0. As can be seen, the beam radius increases out of

the waist due to diffraction. The radii of the wave fronts follow

R(z) = z ·
[
1 +

(
πw2

0

λz

)2
]

, (13)

which means that at large distance from the beam waist, the divergence half-angle

is given by

Θ = lim
z→∞

(
w(z)

z

)
=

1

π
· λ
w0

. (14)
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In the near field, i.e. close to the beam waist, the Rayleigh length is defined

by the distance where the area covered by the beam (laterally) is twice that at

the position of the waist,

zR =
π ·w2

0

λ
. (15)

This length is of particular importance, because within ±zR diffraction effects of

optical components are minimized. E.g. if the pulse is focused onto matter, here

the plasma formation is expected to be most homogeneous. Moreover, within the

Rayleigh length the intensity of the beam is at least 80 % of its maximum [131].

At large distance from the beam waist, however, the 1/e spot size in the far

field is given by

w0 ·w(z) ≈ λ · z
π

. (16)

This leads to the important result that the spot size can be transformed by an

(ideal) focusing lens at the position zL in the beam via

w(zL + f) ≈ λ · f
π ·w(zL)

, (17)

where f is the focal length of a thin, ideal lens and Δz the distance between the

lens and the beam waist of an initially collimated Gaussian beam. Note that

as a result of the diffraction limit, the distance between the geometrical and the

diffraction limited focus is given by [146]

Δf = f − Δz ≈ z2
R

f
. (18)

This is illustrated in figure 2. The radius of curvature of the beam just beyond

the lens is then equal to the focal length. Using focusing optics with long focal

lengths (cm) compared to the Rayleigh length (µm), the focal shift towards the

focusing element is usually negligible.

If the diameter, D, of the focusing element is D = π ·w(z), then about 99%

of the incident energy is transferred and the effective diameter of the focal spot

is d = 2 ·w(z + f). The spot contains 86% of the focused energy of the beam.

At larger distance from the focus, the energy distribution can become extremely

complex due to diffraction effects of the optical components and can in most cases

only be computed numerically [130].

The free space propagation of an ideal Gaussian beam, however, and further

transformation by paraxial optical systems are fully characterized by its waist

spot size w0 and the waist location z0 with a far-field angular spread for w2(z)

given by λ/(πw0) [154].
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Δ

Figure 2: Shift in position between geometrical focus of a Gaussian beam and its beam
waist (after [146]).

Note that using real lasers, the quality of the output beam from the laser

oscillator will differ from a perfect Gaussian beam, i.e. it usually will have a

larger divergence in the far field and a larger focus in the near field. It has been

shown that for arbitrary real laser beams1 the usual rules for Gaussian beam

propagation correctly describe the evolution if a correction factor, M2 ≥ 1, is

introduced [154]. This Beam Quality Factor is given by the ratio of the

divergence of the real laser beam to the theoretical diffraction limited beam of

the same waist size

M2 =
Θreal beam

ΘGaussian beam

, (19)

saying that in the far field the angular size of the beam will be M2× larger than

calculated for a perfect Gaussian beam. The axial variation of the spot size for

arbitrary real beams in free space is given by

wM(z) = w0M ·
[
1 +

(
z − z0

zRM

)2
]1/2

, (20)

which is defined by the real beam spot size, denoted by w0M , and the size of the

beam waist given by the Rayleigh length,

zRM =
πw2

0M

M2λ
. (21)

The focusability of a real laser beam is characterized by the Beam Parameter

Product,

Θw0M = M2λ

π
, (22)

1also non-Gaussian, either fully coherent or partially incoherent, single-mode or multi-mode,
smooth or distorted real beams in free space!
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Figure 3: Effect of beam parameter M2: a) Gaussian beam with w0 = 2.12 µm and
M2 = 1, b) with M2 = 1.4, c) w0M = 2.97 µm and M2 = 1.4. The Rayleigh length is
17.68 µm, 12.63 µm and 17.68 µm, respectively.

which states that the focus diameter scales with the factor M2. Thus the beam

quality is often called ”M2 times diffraction limited”.

In general, the closer a beam is to an ideal Gaussian, the more tightly it

can be focused, the larger its Rayleigh length (field of view) and the smaller the

diameter of the optics needed to transmit it. In experimental praxis, however,

the minimum diameter of the focus that can be achieved is usually limited by

numerical apertures clipping the beam and thus raising the M2-factor due to

diffraction.

The (maximum) intensity on axis of a laser pulse with the peak power P0 is

obtained by integrating the spatial intensity profile over the full area of the beam,

P0 =

∫ ∞

0

I(r) · 2πr dr =

∫ ∞

0

c0ε0
2

·E2
0 · e−2( r

w)
2

· 2πr dr =
πI0w

2

2
(23)

This means that the on-axis intensity is given by

I0(z) =
2

π

P0

w(z)2
, (24)

where equation (12) can to be used to derive w(z). Physically, the maximum

intensity depends distinctly on the focusability of the beam, given by the beam

waist w(z)2.

Usually the pulse duration, ΔtI , is known (e.g. by separate autocorrelation

measurements), so it is more convenient to calculate the intensity as function of

calorimetric energy E measured for a typical shot.
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Assuming that the sensitive area, A, of a calorimeter is large enough, i.e. the

radius of a circular aperture is at least twice the beam radius at that position,

i.e. r > 2w, then 99.9% of the pulse energy is collected (and the integration to ∞
is justified). Furthermore assuming that the temporal intensity profile is given

by equation (10), one yields

E =

∫ +∞

−∞
P (t) dt =

πw2

2
· I0 ·

∫ +∞

−∞
e
−4 · ln 2 ·� t−t0

ΔtI

�2

dt. (25)

The relation between the peak intensity, I0, of a temporally and spatially Gaus-

sian pulse with a duration ΔtI and ΔxI (FWHMI of intensity) containing the

energy E and a spot size of a radius w = w(z), is given by

E = πw2 · I0 ·ΔtI ·
√
π

4 · √ln 2
, (26)

what is equivalent to

I0 = ln 2 · E
ΔtIπ

(
ΔxI

2

)2 . (27)

In practical terms this yields

I0 ≈ 1.88 · 1020 × E [J]

ΔtI [ps] · π · (w[µm])2
W/cm2. (28)

This is an important result since formulas (26) - (28) connect the peak intensity

of the pulse with standard laboratory measures, i.e. the energy, E , the duration,

ΔtI (FWHM of intensity), and the focal diameter, ΔxI and w, respectively.

The E0/e-radius, w, at focal position can experimentally be verified by imaging

the spatial intensity profile of the beam onto a detector such like a linear working

CCD. If the profile is Gaussian, an intensity profile according to

I(r) = I0 · e−2 · ( r
w)

2

(29)

is found, yielding the 1/e spot size of the pulse where the intensity drops to

13.5 % of the peak value. In turn, due to ΔxI/ΔxE =
√

2, the full width at half

maximum of intensity (FWHMI), ΔxI, is given by

ΔxI =
2 · √ln 2√

2
·w ≈ 2 · 0.589 ·w (30)

The beam quality factor, M2, can be estimated by the factor between the ideal

Gaussian spot size and the measured one, respectively. Alternatively, it can
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experimentally be determined by measuring the divergence half-angle Θ (equation

(14)) of the beam.

It is also convenient to specify an average intensity, Iav, instead of the peak

intensity, I0. Since any diagnostic trace of the pulse will give a detector response

in form of a spatial and temporal intensity profile, respectively, the full widths

at half maximum values can be used. Particularly averaging in the time domain

and in space has to be considered. Using the fact that 50% of the total power

(and energy, respectively) is deposited within a spot size of ΔxI in diameter, the

spatial integration yields

〈P 〉spot =

∫ 2π

ψ=0

∫ ΔxI/2

r=0

I0 · e−2 · ( r
w)

2

· r dr dψ = 0.5 ·P0 (31)

Averaging the intensity over the spot yields (compare equations (23)-(25))

〈I〉spot =
P0

π ·w2
=

ln 2

2
· P0

π · (ΔxI

2

)2 . (32)

On the other hand, the fraction of the energy that is deposited on a detector

during the time interval ΔtI is given by

〈E〉ΔtI =

∫ +
ΔtI
2

−ΔtI
2

P (t) dt = 0.761 · E . (33)

Defining the time-averaged power to

〈P 〉 =
〈E〉ΔtI
ΔtI

=
0.761 · E

ΔtI
, (34)

the average intensity, that is expected within a spot size ΔxI of a pulse with a

duration of ΔtI (both FWHMI of intensity) is given by

Iav = 0.761 · E
ΔtI ·π ·w2

= 0.381 · I0. (35)

In practical terms this reads (using equation (30))

Iav = 0.264 · E [J]

ΔtI [ps] ·π · (ΔxI

2
[µm]

)2 · 1020 W/cm2. (36)

Example: (Focal spot produced by Ti:Sa laser which was used in this thesis)

w0M = 3, 64 µm (37)

ΔtI = 10 fs (38)

E = 60 µJ (39)

Iav = 1.1 · 1016 W/cm2 (40)

I0 = 2.88 · 1016 W/cm2 (41)

I0 ·λ2 = 1.84 · 1016 W/cm2 ·µm2 (42)
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Figure 4: Left: Beam profile in front of the focusing parabola using the Ti:Sa laser
at full power. Right: ASE profile at focal position. The parameters of the fits are:
w0 = 12.04 mm on parabola and w0 = 3.64 µm at focal position. The insets show
images of the beam obtained with film and with the focus diagnostic (8 bit CCD
camera).

To define an effective f-number of the focusing optic, the beam size on the fo-

cusing element (parabola), w(f), and the 99%-criterion for the energy transferred

can be used, particularly

D = π ·w(f), (f/�)eff = f/D. (43)

In the experiment performed to study the propagation of an ionization front in

gaseous targets (chapter 6), an effective f-number of (f/�)eff = 3.15 was used.

The effective focal length of the parabola was f = 119 mm. A beam radius of

w(f) = 12.04 mm was measured on the parabola using film.

For a volumetric description of the focus, however, not only the lateral but

also the longitudinal dimension has to be considered. This is of fundamental

importance in the case of gas targets, since a plasma is produced at a distance

from the vacuum focus of several times of the Rayleigh length. Here the depth of

focus (determined by the Rayleigh length and the beam quality parameter, M2,

respectively) defines the interaction volume. To describe the spatial variation of

laser intensity in the region of the focus, first the axial intensity distribution is

needed, which is given by

I(z) = I0 ·
(

1 +

(
λzM2

πw2
0M

)2
)−1

. (44)

The transverse profile is given by equation (29). Note that the beam radius, w, is

also a function of z (equation (12) and (20), respectively). Together, the intensity
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is given by

I(r, z) = I0 ·
[
1 +

(
λzM2

πw2
0M

)2
]−1

· exp

⎡⎢⎢⎣ −2r2

w2
0M ·

(
1 +

(
λzM2

πw2
0M

)2
)
⎤⎥⎥⎦. (45)

The average ionization state of the target gas depends on the local laser

intensity. Spatially, higher ionization states occur closer to the center of the

beam waist. Hence different ionization states of the material will generally occur

in different focal volumes. A method to quantify these volumes is to relate the

iso-surfaces of intensity to the thresholds given by ionization theory such as BSI.

The volumes have a double-blackjack shape which are extended with respect to

the optical axis and symmetrically centered around the geometric focus (refer

for example to figure 2.2). To determine the volume, however, the 3-dimensional

intensity distribution given equation (45) with r =
√
x2 + y2 and Rayleigh length

(equation (21)) can be used. Assuming that z0 = 0, the focal volume where the

intensity I(r, z) is above a certain value Ii is given by [161]

V =

∫ ∣∣πr2
∣∣ dz =

∫
πw2

0M

[
1 +

(
z

zRM

)2
]
· ln

⎛⎝I0
Ii

[
1 +

(
z

zRM

)2
]−1

⎞⎠ dz

(46)

The integration limits are given by ±z(r = 0), or

z = zRM

√
I0
Ii

− 1 (I > II) (47)

Evaluating the integral yields

V =
πw2

0MzRM
M2

(
4

3
β +

2

9
β3 − 4

3
arctan β

)
, β =

√
I0 − Ii
Ii

. (48)

The result is particularly important in order to determine the fraction of energy

that is used for ionization. If the beam waist, w0M , the beam quality factor

M2 and the wavelength are known, e.g. by scanning the beam caustic in the

near field of the focus, the interaction volume can be obtained analytically using

equation (48) and (21).
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Appendix B: Table of ionization thresholds predicted by

BSI-theory

The following table shows ionization thresholds predicted by BSI-theory for the

gases used in the experiment (equation (2.9)).

Ionization process Ionisation potenzial [eV] Threshold [W/cm2]

H → H+ 13.6 1.4 · 1014

He→ He+ 24.6 1.5 · 1015

He+ → He2+ 54.4 8.8 · 1015

Ne → Ne+ 21.6 8.7 · 1014

Ne+ → Ne2+ 41.0 2.8 · 1015

Ne2+ → Ne3+ 63.5 7.2 · 1015

Ne3+ → Ne4+ 97.1 2.2 · 1016

Ne4+ → Ne5+ 126.2 4.1 · 1016

Ne5+ → Ne6+ 157.9 6.9 · 1016

Ar → Ar+ 15.8 2.5 · 1014

Ar+ → Ar2+ 27.6 5.8 · 1014

Ar2+ → Ar3+ 40.7 1.2 · 1015

Ar3+ → Ar4+ 59.8 3.2 · 1015

Ar4+ → Ar5+ 75.0 5.1 · 1015

Ar5+ → Ar6+ 91.0 7.6 · 1015

Ar6+ → Ar7+ 124.3 1.9 · 1016

Ar7+ → Ar8+ 143.5 2.6 · 1016

N → N+ 14.5 1.8 · 1014

N+ → N2+ 29.6 7.7 · 1014

N2+ → N3+ 47.4 2.3 · 1015

N3+ → N4+ 77.5 9.0 · 1015

N4+ → N5+ 97.9 1.5 · 1016

N5+ → N6+ 552.1 1.0 · 1019
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