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1 Introduction 
To understand the functions and underlying mechanisms of biological 

macromolecules, structural and dynamic information of the molecules is required. Nuclear 

magnetic resonance (NMR) and X-ray crystallography give excellent structural information, 

but need high amounts of material and give no or very poor dynamic information. Over the 

last decades, fluorescence-based techniques have become more and more popular for studying 

biological activities at the single-molecule level. Single-molecule experiments eliminate 

ensemble averaging and provide direct information on the heterogeneity and kinetics of the 

system [Kühnemuth and Seidel, 2001]. Distributions of different species in specific states in 

heterogeneous systems become directly accessible. (Fig.1-1). 

Since the first successful experiments on single-molecule detection by optical methods 

[Hirschfeld, 1976] [Moerner and Kador, 1989], experimental and analytical techniques have 

significantly improved and at present enable not only fundamental studies of dynamic and 

conformational properties of single biomolecules[Moerner and Fromm, 2003], but also offer 

the potential to establish molecular profiles of species present at very low concentrations or 

quantities.[Anazawa et al., 2002] [Herten et al., 2000] [Knemeyer et al., 2000] [Tinnefeld and 

Sauer, 2005]. 

Ensemble
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time freq.

time
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Figure 1-1. Separate detection of individual molecules avoids obscuring by ensemble averaging of 

unsyncronized state or species dependent properties [from [Kühnemuth and Seidel, 2001]]. 

Considering molecular systems, changes in fluorescence parameters of a single 

coupled fluorophore sometimes do not provide enough information for molecular 
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identification or for more detailed investigations of molecular interactions. Further 

information can be obtained on a single molecule level by having more than one fluorophore 

per particle involved, thereby increasing the possibilities to determine stoichiometries and 

interactions of individual particles from photon densities and coincidences[Schmidt et al., 

1996] [Weston et al., 2002] Moreover, the use of two fluorescing reporters also makes it 

possible to determine structural features of particles via fluorescence resonance energy 

transfer (FRET), quantitatively described by Förster [Förster, 1948]. In FRET energy is 

transferred from a donor to an acceptor dye. The efficiency of this process depends on the 

distance between the two dyes and therefore FRET provides a sensitive tool to yield inter and 

intramolecular distance information. In practice, FRET has frequently and successfully been 

used to investigate biomolecular structures and to follow dynamic processes, including motor 

proteins at work, protein and nucleic acid structure fluctuations, and molecular assembly and 

disassembly. The distances that are accessible with FRET are in the range of 20-100 Å. This 

distance range matches the dimensions of many biologically relevant molecules. Additionally, 

the molecules can be studied under physiological conditions, controlling temperature and 

environment. In general fluorescence techniques are very sensitive, thus FRET measurements 

need only small amounts of sample and artificial interactions between the molecules under 

investigation due to high concentrations are avoided. Molecules labelled with a donor or an 

acceptor only can lead to a wrong calculation of the FRET efficiencies in ensemble 

measurements. In contrast, single molecule measurements allow them to be distinguished 

from correctly double labelled ones and be analysed separately. And last but not least the 

devices needed to perform fluorescence measurements are cheap and easy to handle compared 

to X-ray or NMR-experiments.  

Fluorescence microscopy is a sensitive, specific and non-invasive method that allows 

one also to assess biochemical information in living cells [Wouters et al., 2001]. 

Multiparameter Fluorescence Imaging (chapter 4), the combination of confocal microscopy 

with multi channel, time resolved single-photon counting, makes it possible to gather the 

complete accessible spectroscopic information in each pixel of an image. The combination of 

imaging methods with spectroscopic analysis allows one to collect many parameters 

simultaneously and thus increases the information content per image, which often is crucial 

for a correct conclusion of functional information.  

This work presents an advanced multiparameter fluorescence detection (MFD) 

technique (experimental and analysis details are described in chapter 2).  MFD is now 
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established as a technique in single-molecule fluorescence spectroscopy that allows the 

simultaneous detection of multiple fluorescence parameters. The spectral properties of 

absorption and fluorescence, F(λA, λF), fluorescence brightness and quantum yield, ΦF, 

fluorescence lifetime, τ ,  [Bowen et al., 2004] [Edman et al., 1996] [Enderlein et al., 1997] 

[Enderlein and Sauer, 2001] [Maus et al., 2001] [Tellinghuisen et al., 1994] and fluorescence 

anisotropy, r, [Schaffer et al., 1999] are the five intrinsic properties of a fluorophore that are 

accessible in a MFD experiment (see Fig. 1.2). These "chromophore parameters" can be 

deduced from the time-resolved detection of the five observables of the chromophore, which 

now serves as a tool to report on its local environment. Moreover there are at least three 

system parameters such as fluorophore separation (FRET), time evolution of the system, and 

absolute intensity measuring fluorophore concentration.  

 

Figure 1.2 Multiple dimensions of fluorescence. Sketches for fluorescence properties at the front face of the 

cube (starting at the upper left corner with clockwise rotation): fundamental anisotropy, fluorescence lifetime, 

fluorescence intensity, time; back face: excitation spectrum, fluorescence spectrum, fluorescence quantum yield, 

and distance between fluorophores. 

 

In this work, MFD was successfully applied on the single molecule level to study 

freely diffusing molecules in solution (chapter 3) and was combined with an imaging 

technique to study living cells (chapter 4). It is shown that with MFD it is possible to identify 
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and separate 16 different compounds in a mixture of FRET-labelled oligonucleotides (Chapter 

3.1). Such multiplexed assays with single-molecule sensitivity may have a great impact on the 

screening of species and events that don’t lend themselves so easily to amplification, such as 

disease-specific proteins and their interactions [Sauer et al., 1997] [Scheffler et al., 2005]. 

MFD can also deliver detailed information on specific molecular dynamic processes. 

Investigation of the F0F1-ATP synthase subunit rotation during ATP hydrolysis and synthesis 

is presented in chapter 3.2 

Fast movements of fluorescently-labelled molecules can be studied via their resulting 

signal fluctuations in confocal measurements. Many different methods have been developed 

to derive information about the molecular dynamics from these fluctuations [Thompson et al., 

2002]. As well as the molecule’s mobility parameters, Fluorescence Correlation Spectroscopy 

(FCS) reveals molecular concentrations, and 2-color Fluorescence Cross Correlation 

Spectroscopy (FCCS) allows one to detect molecular interactions [Bacia and Schwille, 2003]. 

FCS can be applied to covalently-labelled molecules or to inherently fluorescent molecules, 

such as fluorescent proteins [Kohl and Schwille, 2005]. When applying the technique to cells, 

auto fluorescence background has to be taken into account to obtain correct concentrations 

[Brock et al., 1998]. It was shown that two-photon excitation (2PE) minimizes 

photobleaching in spatially restrictive cellular compartments and thereby preserves long-term 

signal acquisition [Schwille et al., 1999]. In cases where diffusion is restricted to small 

cytosolic compartments, this has to be considered in the calculation of mobility parameters. 

Different models have been developed to account for the effect [Gennerich and Schild, 2000]. 

Instead of analysing the intensity fluctuations at a fixed position, it is possible to scan 

the focus through the sample while detecting the fluctuating signal. The fluctuations now 

contain both temporal and spatial information about the sample. The analysis of the 

fluorescence signal from a circular moving detection volume by scanning the laser beam was 

used to determine the direction and speed of a flowing dye solution, and the position of 

immobilized particles [Skinner et al., 2005]. Scanning FCS was also applied to the analysis of 

surface bound molecules [Xiao et al., 2005] and membrane dynamics [Ruan et al., 2004], and 

can be used as a tool for testing the resolution and sensitivity of a confocal microscope [Balaji 

and Maiti, 2005]. 

Images obtained with a standard laser scanning microscope contain a time structure 

that can be exploited to measure dynamics of molecules in solution and in cells [Rocheleau et 

al., 2003]. Image correlation spectroscopy (ICS) analyses the temporal and spatial correlation 



 

 5

between neighbouring pixels or successive images and allows molecular diffusion constants 

on the microsecond to second timescale to be calculated [Digman et al., 2005b] [Digman et 

al., 2005a]. Due to the spatial information of the diffusion, the direction of molecular 

movements can also be determined. This was applied to GFP-labelled membrane proteins for 

protein velocity mapping [Hebert et al., 2005] [Kolin et al., 2006]. 

FCS has proven to be a powerful technique with single-molecule sensitivity. Recently, 

it has found a complement in the form of fluorescence intensity distribution analysis (FIDA), 

which has been very successful in biotechnology and bioanalytics [Fries et al., 1998] [Kask et 

al., 1999] [Kask et al., 2000] [Palo et al., 2000] [Palo et al., 2002]. There are several 

combinations of FIDA with other techniques, such as FILDA (time-correlated single photon 

counting) und FIMDA (FCS). FIDA is especially suitable for calculating precise brightness 

values of species, even in a complex mixture. 

The common technique for FCS recording is the ‘hardware correlator’. The device 

registers single photon events with a time-resolution in the nanosecond range and correlates 

the detection times in an internal signal processor. The standard technique for fluorescence 

lifetime and antibunching experiments is time-correlated single photon counting (TCSPC) 

[O'Connor and Phillips, 1984]. Both techniques can, of course, be used in combination to 

obtain independent FCS and lifetime data for the dye and protein under investigation.[Heikal 

et al., 2000] [Schwille et al., 2000] The drawback is that the lifetime data are not obtained 

from exactly the same molecules as the FCS data, and lifetime fluctuations cannot be 

correlated with the fluctuations in the FCS data. 

Fully parallel recording of FCS / FCCS and fluorescence lifetime information or antibunching 

requires a technique that records the fluorescence photons in several independent detection 

channels and covers a time range of many seconds with picosecond resolution. Furthermore, 

it must record photon rates up to several 105 /s virtually without counting loss.  

In this work an advanced TCSPC technique is presented. It was developed in recent 

years[Becker et al., 2001a] [Becker et al., 2001b] [Becker et al., 2002] [Felekyan et al., 2005] 

and has now been extended to the recording of FCS, FCCS, fluorescence lifetime and 

antibunching effects (chapters 2.1, 5). 
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2 Multiparameter Fluorescence Detection (MFD) 

2.1 Experimental setup 

2.1.1 Optical setup 

During this work four-channel  setup based on an Olympus IX70 inverted microscope 

was used (Fig. 2.1-1)  It is described in detail [Eggeling et al., 1998a] [Gaiduk, 2006] [König, 

2005]. Freely diffusing molecules can be excited with either argon-ion laser, or krypton ion 

laser (both provided by Sabre, Coherent). Continuous and pulsed light at different 

wavelengths is available. Pulsed excitation at a rate of 73.5 MHz with a 200 ps pulse time is 

obtained with an acoustooptic active modelocker (APE, Berlin). After reflection by a dual-

band dichroic mirror, the laser beam is focused by a microscope objective. The fluorescence 

is collected and then refocused by the same objective to the image plane, where a pinhole is 

placed.  

Pinhole
IF

Dichroic
Beamsplitter

X-Y-Z- piezo stage

Tubelense

Polarizing
BeamsplitterDB

Kr-Ionlaser

Ar-Ionlaser

4

3

2

1 

Router

Router

SPC-132
Computer

Sync

Trigger

Single Pulse Generator

 
Figure 2.1-1 Four-channel (detectors 1-4) confocal setup. Details are given in text. 
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After passage through the pinhole, the fluorescence is first separated by a polarizing beam 

spleatter into parallel and perpendicular components in respect with the laser beam and then 

divided by a dichroic beam splitter into green and red fractions. Subsequently, band-pass 

filters are used to discriminate the collected fluorescence of certain spectral range. Detectors 

(avalanche photodiodes (SPCM-AQR, Perkin-Elmer, USA)) are described in Chapter 2.1.4, 

the output pulses of which are processed by TCSPC technique (see Chapters 2.1.2-2.1.3). 

Scanning. For the generation of MFD images, the sample was moved in a step-wise 

manner relative to the confocal volume. For this purpose, the sample was mounted on a 

closed loop piezo-controlled x-y-scanner (Physik Instrumente, Germany) and moved 

perpendicularly to the optical axis. Accordingly, the pixel size is defined by the step size of 

the scanning. The resolution is restricted by diffraction and by incomplete illumination of the 

objective. The diameter of the detection volume is approximately 550 nm for the experiments 

presented. Back reflection of the laser light from the surface of the cover glass is used for z-

position adjustment. The confocal volume is manually positioned in the centre of the object. 

The scanning process is controlled via a Visual C++-based program. The program generates 

additional electronic pulses at the moment of pixel and row leaps, which are saved in two 

supplementary router channels of the SPC 132 board. These signals enable a reconstruction of 

the picture and the individual evaluation of the photons in each pixel. 

 

2.1.1.1 Optical setup settings for chapter 3.1 

Samples were excited by a pulsed, linearly polarized argon-ion laser emitting at 514 

nm (Innova Sabre, Coherent) with a repetition rate of 73,5 MHz and an excitation power of 

558 µW. After reflection by a dual-band dichroic mirror (DCLP510, AHF Analysentechnik) 

the laser beam is focused by a microscope objective (Olympus 60 x, NA 1.2, water 

immersion). The fluorescence is collected and then refocused by the same objective to the 

image plane, where a pinhole is placed (radius 100 µm). From a FCS diffusion time of freely 

diffusing Rhodamine 6G (Rh6G) dye of τD = 256 µs the detection volume can be estimated to 

be approximately 3 fl. After passage through the pinhole, the fluorescence is separated by a 

polarizing beam splitter into parallel and perpendicular components with respect to that of the 

laser beam. The fluorescence is then divided by a dichroic beam splitter (510DCLX, AHF 

Analysentechnik) into the fractions originating from the acceptor (Cyanine 5 (Cy5) or 
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BODIPY650 (BP 650/665)) and donor (Cyanine 3 (Cy3) or Rh6G) fluorophores. 

Subsequently, band-pass filters are used (HQ730/140 AHF Analysentechnik) for Cy5 and BP 

650/665 and (HQ575/70 AHF Analyzentechnik) for Cy3, Rh6G to discriminate the two 

fractions of the collected fluorescence. Each of the fractions of the fluorescence light is then 

detected by an avalanche photodiode (SPCM-AQR-14, Perkin Elmer, Canada), the output 

pulses of which are processed online by a TCSPC-card with a routing unit (SPC 432 

Becker&Hickl GmbH, Berlin, Germany).   

 

2.1.1.2 Optical setup settings for chapter 3.2 

The samples with Rh110 dye were excited with the 496,5 nm line of a linearly 

polarized, pulsed argon ion laser (Innova Sabre, Coherent), which was focused in an inverted 

microscope (IX 70, Olympus, Germany) using a 60x water immersion objective (NA=1.2). 

The emitted light was collected in the same objective and successively separated into its 

parallel and perpendicular polarisation (VISHT11, Gsänger, Germany) and into its green and 

red component (beam splitter 595DCLX, AHF, Germany). The detected spectra are limited 

by using bandpass filters, HQ 535/50 in the green and HQ 720/150 in the red spectral range, 

respectively (Chroma Technologies, USA). A confocal pinhole is 150 µm diameter, confocal 

detection volumes of 2.5 fl was used., The photons were detected by avalanche photodiodes 

(SPCM-AQR-14, Perkin Elmer, Canada) and counted with PC plug-in TCSPC card (SPC 

432, Becker&Hickl, Germany). 

 

 

2.1.1.3 Optical setup settings for chapter 4 

The samples were excited with the 476.5 nm line (yeast cells) or the 496nm line 

(glutathione-sepharose beads) of a linearly polarized, pulsed argon ion laser (Innova Sabre, 

Coherent), which was focused in an inverted microscope (IX 70, Olympus, Germany) using a 

60x water immersion objective (NA=1.2). The emitted light was collected in the same 

objective and successively separated into its parallel and perpendicular polarisation 

(VISHT11, Gsänger, Germany) and into its green and red component (beam splitter 

595DCLX, AHF, Germany). The detected spectra are limited by using bandpass filters, HQ 

533/46 in the green and HQ 730/140 in the red spectral range, respectively (Chroma 
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Technologies, USA). A confocal pinhole is 60 µm diameter The photons were detected by 

avalanche photodiodes (SPCM-AQR-14, Perkin Elmer, Canada) and counted with PC plug-in 

TCSPC cards (SPC132, Becker&Hickl, Germany). 

 

2.1.1.4 Optical setup settings for chapter 5 

The fluorescent molecules are excited by a linearly polarized argon-ion-laser (Innova 

Sabre, Coherent) at 496 nm, either active-mode-locked (73.5 MHz, 150 ps) or in cw mode. 

The HF-source for the mode-locker serves as the common time base for sync (TAC stop 

signal) and the macro time counter for both SPC-132 counting boards. The laser light is 

focused into the sample by a NA = 1.2 water-immersion objective lens (UPLAPO 60x, 

Olympus, Hamburg, Germany).  

The fluorescence is collected by the same lens and separated from the excitation by a 

polychroic beamsplitter (488/636 PC, AHF, Tübingen, Germany). A confocal pinhole of 100 

µm diameter and the slightly underfilled objective yield a detection volume element of 

approximately 1 µm diameter and 3 fl size. The collected fluorescence photons are divided 

first into its parallel and perpendicular components by a polarizing beamsplitter cube 

(VISHT11, Gsänger, Planegg, Germany), then by dichroic beamsplitters (Q 595 LPXR, AHF) 

into wavelength ranges below and above 595 nm. Fluorescence bandpass filters (HQ533/46, 

AHF) block residual laser light and reduce Raman scattering from the solvent. 

The detectors used were photomultiplier tubes with GaAsP photokathodes (H7422P-40, 

Hamamatsu, Germany) or single photon avalanche diodes (SPCM-AQR-14, Perkin Elmer, 

Canada).  
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2.1.2 Time-Correlated Single Photon Counting (TCSPC)  

Conventional time-correlated single photon counting technique is used for the registration 

of MFD data.  It is based on the measurement of the detection times of individual emitted 

photons with respect to the time of the excitation. Excitation is achieved with a periodical 

light source.[O'Connor and Phillips, 1984] This technique has a number of striking benefits: 

- The time resolution of TCSPC is limited by the transit time spread, not by the width of 

the output pulse of the detector. Even early TCSPC systems delivered an instrument 

response of less than 60 ps full width at half maximum (FWHM).  

- TCSPC has a near-perfect counting efficiency and therefore achieves optimum signal-

to noise ratio for a given number of detected photons.[Ballew and Demas, 1989] 

[Carlsson and Philip, 2002] [Köllner and Wolfrum, 1992] 

The TCSPC device used for this work is shown in Fig. 2.1-2. One or several light signals are 

detected simultaneously by a number of photomultiplier tubes (PMTs) or single-photon 

avalanche photodiodes (SPADs). The recording of the signals is based on the general 

presumption of TCSPC that the detection of several photons per signal period is unlikely. 

Under this condition simultaneous detection of several photons in different detectors can be 

considered unlikely as well. Therefore, the single-photon pulses of all detectors can be 

processed by a single TCSPC channel. A ‘router’ combines the single photon pulses in one 

common timing pulse line, and, simultaneously, delivers a digital ‘channel’ signal that 

indicates which detector delivered the current photon pulse [Becker et al., 2001b]. When the 

TCSPC device detects the photon pulse it writes the corresponding channel word into a 

channel register. Several additional bits can be read simultaneously with the channel word and 

be used to synchronize the recording with the experiment.  
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Figure 2.1-2. Block diagram of one TCSPC channel. D1 through Dn - detectors, CFD - constant fraction 

discriminator, TAC - time-to-amplitude converter, ADC - analog-to-digital converter . 

 

The single photon pulses from the detectors are used as start pulses for the time-measurement 

block. The time-measurement block employs the traditional architecture of TCSPC. The 

single-photon pulses and the timing-reference pulses are fed through constant-fraction 

discriminators, CFD, to remove the amplitude jitter from the timing information. The time 

between the single-photon pulses and the timing reference is converted into a voltage by a 

time-to amplitude converter, TAC. The voltage delivered by the TAC is converted into a 

digital data word by the analog-to-digital converter, ADC. The delivered data word defines 

the micro time, i.e. the arrival time of the detected photon relative to the reference pulse, by 

the specified number of micro time channels, NTAC. The width of a micro time channel is 

usually a few picoseconds. The high speed is obtained by a modified dithering technique. The 

technique adds an auxiliary signal to the ADC input, which is later subtracted from the output 

data word. Each photon signal is therefore converted at a different location on the ADC 

characteristic, resulting in a cancellation of the non-uniformity of the channel width [Becker 

et al., 1999] [Becker et al., 2001b]. Consequently, the accuracy requirements to the ADC are 

relaxed, and extremely fast ADC chips can be used. Together with a speed-optimized TAC a 

dead time down 100 ns is reached. 
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Figure 2.1-3 Data structure in FIFO mode. For each photon micro time (TAC channel NTAC), macro time (sync 

counter Nsync) and detection channel number are recorded. 

 

The laboratory time elapsed from the start of the experiment is obtained by combining the 

micro and macro time information of the measurement (Fig. 2.1-3). The macro time is 

measured by the number of periods of a clock oscillator, or, alternatively, the number of TAC 

stop periods from an external "experiment trigger" pulse, Nsync. 

The memory of the TCSPC device is configured as a first-in-first-out (FIFO) buffer. When a 

photon is detected the micro time, the macro time, and the data in the channel register are 

written into the FIFO. The output of the FIFO is written continuously, and the data are written 

into the memory or on the hard disc of the host computer. 

In many applications the counting efficiency of the recording system is an important 

parameter. There are several ways a TCSPC setup may lose photons. The most obvious one is 

the limited efficiency of the optical system and of the detector. The TCSPC device itself may 

lose photons by the classic pile-up effect, and by counting loss in the dead time after the 

recording of a previously detected photon.  

The dead time in typical TCSPC devices is ‘non paralyzing’, i.e. a photon lost in the dead 

time of a previous one does not cause new dead time. Moreover, for a TAC stop period 

shorter than the dead time the counting efficiency covers both the loss by the dead time and 

the loss by pile-up. For a continuous input signal the counting efficiency, E, is given by the 

ratio of the recorded count rate, rrec, and the detected count rate, rdet, and can be related to the 
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dead time td. [Datasheet Single Photon Counting Module, SPCM-AQR Series04] [Becker, 

2005]: 

d

rec

trr
rE

detdet 1
1

+
==  ,          (Eq. 2.1) 

The dead time of the TCSPC modules used for this work is 100 to 125 ns. In a single 

molecule experiment the burst count rates under reasonable excitation conditions usually don't 

exceed 5⋅105 s-1, the maximum count rates in the presented data were 3⋅105 s-1. The 

corresponding counting loss is 5 to 6% and does therefore not result in noticeable distortion of 

the results. 

Another non-ideal effect to be considered is the distortion of the photon distribution by pile-

up. Pile-up is caused by the detection of a second photon within one TAC stop period. For a 

single-exponential fluorescence decay, the pile-up adds virtual lifetime components of τ/2, 

τ/3...τ/n to the correct lifetime, τ. [Becker, 2005]. The resulting mean intensity-weighted 

lifetime is approximately 

 ( )4/1 pmeani −≈ττ    for p < 0.1,     (Eq. 2.2) 

with p being the average number of photons per TAC stop period. For the TAC stop period of 

13.6 ns used in the experiments described below the pile-up results in a lifetime error of less 

than 0.2 % up to the highest expected count rates in a burst of 5⋅105 s-1. 

 

2.1.3 Dual-Channel TCSPC Setup 

A single TCSPC channel of the architecture shown in fig. 2.2 is unable to correlate photons of 

different detectors within times shorter than the dead time. Correlation of shorter times can, in 

principle, be obtained by giving the signals different delays[Weston et al., 2002]. If the delay 

difference for the individual detectors is larger than the dead time of the board, then photons 

that are detected simultaneously can be recorded separately. However, the photons must be 

identified by their macro time differences, which is only possible if the count rate is low. 

However, continuous correlation from the time scale of antibunching to the time scale of 

diffusion effects is not obtained this way. 

To overcome these limitations two synchronized TCSPC boards (SPC-132, custom design, 

two modified boards of a four board SPC-134 system, Becker & Hickl, Berlin) were 

combined in one setup [Felekyan et al., 2005]. It is shown in Fig. 2.1-4. 
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Figure 2.1-4. Dual module setup with synchronized data acquisition. 

 

The events detected in the two detectors are processed in separate TCSPC boards. Both 

modules use the same timing reference signal at their TAC stop inputs. For experiments with 

pulsed excitation the timing reference signal is derived from the laser pulse sequence. For 

continuous excitation an artificial reference signal from a pulse generator was used.  

To obtain synchronized, i.e. comparable macro times in both channels the macro time 

clocks of both channels must be driven by the same clock source. Moreover, the recording 

must be started synchronously in both channels. TAC stop signal was used as a mother clock 

of the macro time and start both channels synchronously via their experiment trigger inputs. 

Thus, every photon is assigned to a defined TAC stop period. The events recorded in both 

modules are used to calculate a single cross correlation function on a continuous laboratory 

time scale from picoseconds to milliseconds or seconds, the length of the continuous single 

photon traces only being limited by the computer memory. This calculation is described in 

[Felekyan et al., 2005]. 
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2.1.4 Detectors 

In general, detectors for TCSPC should have a gain high enough to resolve single 

photon events, a short transit time spread, and high quantum efficiency. The detector gain and 

the intrinsic delay must be stable up to a count rate of several 106 photons per second. For 

fluorescence correlation, the quantum efficiency is even more essential. When the detection 

events are correlated the number of coincidences per time interval drops with the square of the 

photon number. Thus, the signal-to-noise ratio of the correlation spectrum depends linearly on 

the rate of photons - not on the square root as for a fluorescence decay curve. Another 

complication is afterpulsing. Almost any detector has an increased probability to deliver a 

background pulse for some time after the detection of a photon. Afterpulsing in PMTs is 

caused by ion feedback and probably dynode fluorescence and glass scintillation. In 

avalanche photodiodes afterpulses appear when trapped carriers from a previous avalanche 

are released. Typical afterpulsing time constants are of the order of a few hundred ns, which 

makes afterpulsing hard to distinguish from triplet effects. The dual detector configurations 

described above substantially reduces the effect of afterpulsing on the FCS results by 

applying cross-correlation analysis. 

Today there is no detector that is really suitable for correlation experiments down to 

the picosecond range. Single photon avalanche photodiodes, in principle, are able to yield a 

high quantum efficiency (exceeding 65% at 650 nm) [Datasheet Single Photon Counting 

Module, SPCM-AQR Series04] and a good time resolution [Cova et al., 1989] [Ekstrom, 

1981] [Yang et al., 2003]. Unfortunately, the commonly used Perkin Elmer SPCM-AQR 

modules have a poor timing performance. The width of the TCSPC instrument response was 

found to vary strongly from module to module (FWHM were measured between 190 ps and 

620 ps in about 12 different tested modules) and depends on the wavelength (not shown). For 

all tested modules a strong dependence of the position of the IRF on the count rate was 

measured (Fig. 2.1.5b), which makes experiments with fluctuating signals cumbersome or 

impossible to be analyzed quantitatively. Recently, a technical modification of the Perkin 

Elmer SPCM-AQR modules was shown to yield much better time responses than the ones 

tested [Cova et al., 2004]. The dead time of the SPCM-AQR can be estimated from the curves 

of the counting efficiency versus count rate given by the manufacturer [Datasheet Single 

Photon Counting Module, SPCM-AQR Series04]. The dead time is about 50 ns and thus of 

the same order as for the TCSCPC modules. 
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An alternative detector is the Hamamatsu H7422P-40 PMT [Datasheet Photosensor Modules, 

H7422 Series04]. Due to its GaAsP cathode it has a quantum efficiency approaching 40% 

around 450 nm, and a relatively short and stable TCSPC instrument response (Fig. 2.1.5a).  

 

 

 

Figure 2.1.5 TCSPC Instrument response functions, measured with Becker & Hickl SPC-132 or SPC-630 

TCSPC modules. 

(a) H7422P-40: 3.4 MHz, 1 MHz, 0.3 MHz, 0.05 MHz. Diode laser @ 650 nm (BHL-600, Becker & Hickl). 

(b) SPCM-AQR-14: count rates 0.05 MHz (right), 0.49 MHz (middle) and 0.89 MHz (left). Modelocked Ar-ion 

laser @ 496 nm (Coherent). 
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2.2 Data analysis 

 

By MFD TCSPC technique the following parameters are saved for each detected 

photon: (i) spectral range, λF, of the detected fluorescence (green or red), the polarization of 

the signal photon (parallel or perpendicular) with respect to the linear polarization of the 

excitation laser; (ii) the arrival time of the signal photon relative to the incident laser pulse; 

and (iii) the macroscopic time (number of laser pulses), ∆t, to the photon.  

Selection of the single molecule bursts is based on the analysis of the interphoton time, 

∆t. Between two consecutive detected background photons it is very large, whereas 

fluorescence photons emitted during a dye transit cause a photon burst and thus have a small 

interphoton time, ∆t. A signal with a drop of ∆t is classified as fluorescence burst if a certain 

number of consecutive photons are below a chosen threshold value. 

In imaging additional “pixel” and “line” SYNC signals, using two more router 

channels, are introduced by the instrument control software in order to define pixel 

coordinates in a photon stream.  

Arrival times of the photons in the selected burst or pixel are used to generate 

fluorescence decay histograms for each of the four detectors (green parallel, G||, green 

perpendicular, G⊥, red parallel, R||, red perpendicular, R⊥). With further analysis, the 

parameters: signal intensity, lifetime, τ, and anisotropy, r, for each spectral range are 

determined. 

The analysis of experimental data is realized in a LabView-based “Elke”, “Margarita”, 

“ViewMCS”, “View Burst Traces” programs (see Appendix A for details). 

 

 

2.2.1 Corrections applied to measured fluorescence signals 

The signal intensities, SG and SR, of the green and red detection channels are calculated 

by dividing the number of registered photons by the burst duration or pixel integration time in 

the case of imaging. To obtain the ratio of corrected donor and acceptor fluorescence FD/FA 

the fluorescence detected in the green FG and in the red FR spectral range has to be corrected 

for the detection efficiencies gG and gR respectively. 
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Thereby the experimental fluorescence signals FG and FR are calculated from the 

measured total signals SG and SR by subtracting the background signals BG and BR, 

respectively. Additionally the spectral crosstalk α of the donor dye into the red channel has to 

be taken into account. The spectral crosstalk α = (SR - BR)/(SG-BG) is calculated by the 

fluorescence ratio of molecules containing only the donor dye. The ratio of the detection 

efficiencies gG/gR for the specified spectral ranges is obtained by comparing the experimental 

fluorescence ratio FG/FR with the fluorescence ratio measured at a calibrated steady-state 

fluorescence spectrometer for a single dye. 

 

2.2.2 Fluorescence lifetime 

Fluorescence lifetimes were calculated using a maximum likelihood estimator as 

described in [Schaffer, 2000] which has been shown to be statistically most efficient  for the 

low number of events [Maus et al., 2001]. 

During the fit superposition of decays from previous pulses is taken into account 

[Schaffer, 2000]. Correction factors, l1 = 0.0308 and l2= 0.0368 were applied in order to take 

into account mixing of polarizations by the microscope objective lenses [Koshioka et al., 

1995]. g – factor compensates for slightly different detection efficiencies in the parallel and 

perpendicular detection channels.   

 The signal decay histogram registered in the green detection range was described by 

scattered background and fluorescence decay with a single component. The normalized model 

pattern, M ′ , of the total signal contains variable fractions, γ, of the scattered background (due 

to Raman and Rayleigh scattering) , B, and fluorescence F. 

iii BF)(),(M    )( 1 γτγγτ +−=′         (Eq. 2.2-2) 

where fluorescence, F, is given as a convolution of one-exponential decay with instrumental 

response function, s, taking into account limited arrival time, Ta, and the iterative excitation 

with the frequency , 1/ω. 
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One-dimensional minimisation of the fluorescence lifetime, τ,  is based on the “schachtelung” 

algorithm, where variable fraction of the scattered light, γs, is determined during every step by 

a linear regression.  

 

 

2.2.2.1 Lifetime fit with a constant background 

Fluorescence lifetime measurements are carried out at high laser repetition rate. The 

detector afterpulses (see Chapter 2.1.4) from many signal periods accumulate and cause an 

appreciable signal-dependent background. In the TAC histograms afterpulsing background 

has a constant profile and makes fitted by eq. 2.2-2 lifetime longer that expected value. 

Taking into account the fraction of the constant offset, u, the corrected model function 

of the lifetime fit, k)u,(M i ,,γτ′ , is given by eq. 2.2-4: 

)   )( 1)(1()),()(1(,, iiii BF)(u
k
uMu

k
uk)u,(M γτγγτγτ +−−+=−+=′ ;          (Eq. 2.2-4) 

where k is a total number of channels in fluorescence decay histogram. 

In order to determine the fraction of the constant offset, u, sub-ensemble analysis (see 

chapter 2.2.5) can be applied. All the photons that correspond to selected sub-ensemble are 

added to get a fluorescence decay of a good statistical quality, which allows for the precise 

determination of several fit parameters. 
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2.2.2.2 Global fit of the donor and acceptor decays 

In addition to the fluorescence decay of the donor, the acceptor fluorescence decay 

also delivers information for FRET studies and therefore can be used in the fitting procedure. 

Global fit of the donor and acceptor decays extracts value of the acceptor lifetime and gives a 

better estimation of the donor lifetime.  

2.2.2.2.1 Model of the time-resolved fluorescence 

The rate constants for the donor and acceptor decays of the scheme, shown in Fig. 

2.2.2.2-1, can be written as follows [van der Meer et al., 1994]: 

S0(D)

S1(D) kFRET

T1(D)kIC(D) kF(D)

kISC(D)

kP(D)

S0(A)

S1(A)

T1(A)

kIC(A) kF(A)

kISC(A)

kP(A)

 

 

Figure 2.2.2.2-1 Simplified energy–level diagram of resonance energy transfer (adopted from [van der Meer et 

al., 1994]). S1(D) , S0(D) , T1(D) refer to the singlet and triplet states of donor, and S1(A) , S0(A) , T1(A) , to the singlet 

and triplet states of acceptor; kIC(D), kISC(D), kP(D), kF(D), kIC(A), kISC(A), kP(A), kF(A),, and kFRET are rate constants:  kIC(D), 

kIC(A) for internal conversion of donor and acceptor, kISC(D), kISC(A) for intersystem-crossing of donor and acceptor,  

and kP(D), kP(A) for phosphorescence and intersystem-crossing from the triplet to singlet state, S0., kFRET – for 

energy transfer, and kF(D), kF(A) for fluorescence of donor and acceptor. 

 

DDICDDISCDDFDFRETD pkpkpkpkp
dt
d

⋅−⋅−⋅−⋅−= )()()( ;   (Eq. 2.2.2.2-1) 

AAICAAISCAAFDFRETA pkpkpkpkp
dt
d

⋅−⋅−⋅−⋅= )()()( ;    (Eq. 2.2.2.2-2) 

where Dp  = )(tpD , Ap  = )(tpA are the probabilities that the donor and acceptor, 

respectively, are excited at time t. 

The solution of the differential equation )()( xgyxfy
dx
d

=⋅+ is  
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3) 

Solving eqs. 2.2.2.2-1 and 2.2.2.2-2 for the case, when the system is excited with Dirac pulse, 

and acceptor is excited directly at time t=0 with probability DE
Ap 0 , the following equations are 

obtained: 
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DD
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)()()( ;                          (Eq. 2.2.2.2-4) 
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          (Eq. 2.2.2.2-5) 

In absence of saturation effects either acceptor or donor can be excited, therefore probability 

that donor is excited is given as 0Dp =(1- DE
Ap 0 ) 

Lifetime of the donor in the presence, )( ADτ , and absence of the acceptor , )0(Dτ , as well as 

lifetime of the acceptor )0(Aτ  are inversely proportional to the sum of corresponding rate 

constants: 

;1

)()()(
)(

FRETDICDISCDF
AD kkkk +++

=τ              (Eq. 2.2.2.2-6) 
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=τ              (Eq. 2.2.2.2-7) 
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=τ              (Eq. 2.2.2.2-8) 

After substituting eqs. (2.2.2.2-6)-(2.2.2.2-8) into eqs. 2.2.2.2-4 and eqs. 2.2.2.2-5 it follows: 
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Additionally the spectral crosstalk, α , of the donor dye into the red channel (see chapter 

2.2.1), different detection efficiencies of the green and red detectors, gG and gR, (see chapter 
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2.2.1) and fluorescence quantum yields, ΦF(D) and ΦF(A), have to be taken into account to 

calculate fluorescence patterns, Dm ′′  and Am ′′ : 

)()1)(1()1( 0)()(
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t
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AGDFDGDFD epgpgm ταα

−

−−⋅Φ=⋅−⋅⋅Φ=′′     (Eq. 2.2.2.2-11) 
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(Eq.2.2.2.2-12) 

In the case when acceptor triplet state is populated, effective fluorescence quantum yield, 

ΦF(A)eff, shall be used. 

A realistic model of the fluorescence signal can be obtained by convolution of the 

fluorescence patterns, Dm ′′  and Am ′′ , with the normalized green and red instrumental response 

functions, DG and DR , taking into account limited arrival time window, Ta, and the iterative 

excitation with the frequency , 1/ω. The model functions, RG mm ′′ , , contain variable fractions, 

γG and γR , of the scattered light (due to Raman and Rayleigh scattering) , DG  and DR (it is 

assumed that the scattered light is equal to the instrumental response function). A more 

advanced model with constant background correction described in previous chapter can be 

also applied. 
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(Eq.2.2.2.2-14) 

Since the data are accumulated in k arrival channels, the continuous time, t, in the signal 

patterns is replaced by a discrete channel time, ti ,
k
Tit a

i
⋅

= . The model function is given by 

eqs. 2.2.2.2-15 and 2.2.2.2-16: 
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For the fitting green and red experimental decays that have numbers RG CC ,  of registered 

photons so that cRG SCC =+  two different approaches for normalization of model functions 

are applied (see next chapter): 

1) Normalization by the total number of green and red photons, Sc: 
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where j is a running number of the detector j=[R;G] 

2) Normalization of the individual decays separately: 
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2.2.2.2.2 Fit quality parameter. 

For the fluorescence decay analysis with the low number of counts a maximum 

likelihood estimator (MLE) [Schaffer et al., 1999] [Schaffer, 2000] was shown to be 

statistically more efficient  then the more commonly used weighted least-squares method 

[Maus et al., 2001] because the underlying the assumption of a Gaussian instead of Poisson or 

multinomial distribution of errors is incorrect [Bajzer et al., 1991] [Baker and Cousins, 1984] 

[Hall and Selinger, 1981].  

The MLE method is based on the calculation of the likelihood function, which is given 

as [Brand, 1998] [Schaffer, 2000]: 
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))(|())(|( rr ,      (Eq. 2.2.2.2-19) 

where ))(|( xMCw ii
r

 represents the probability that Ci counts in the i-th channel of the 

experimental decay histogram C=(C1, C2, …, Ck) are detected. k is a total number of channels, 

))(),....,(),(()( 21 xMxMxMxM k
rrrr

= is a model function of the expectation values, which is 

defined by a set of parameters xr .  

 It is convenient to apply the logarithm and to normalize the likelihood function 

))(|( xMCL r′  with the likelihood of the absolutely exact fit )|( CCL′ . In this way the MLE fit 

quality parameter 2I* can be obtained [Schaffer et al., 1999]: 
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      (Eq. 2.2.2.2-20) 

During the FRET experiment fluorescence is detected in two (red and green) 

histograms, which correspond to acceptor and donor fluorescence, respectively. In this case 

the probability, ))(|( xMCw j
i

j
i

r , that i
jC  counts are detected in the detector j (green or red) 

and i-th channel of the experimental decay, has to be calculated.  

One has to consider two processes: (A) from total of Sc photons jC  photons will fall 

into detector j and (B) from these jC  photons ijC ,  photons will fall into channel i. According 

to [Bronstein 91] the joint probability, )( BAw ∩ ,of two (A and B) events in conjunction is 

given as 

)|()()( ABwAwABw ⋅=∩           (Eq. 2.2.2.2-21) 
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where conditional probability, )|( ABw , is the probability of event B, given the 

occurrence of event A. 

In the experimental setup (chapter 2.1.1) photons are spit into the red and green 

channels with a dichroic beamsplitter which can be described by a binomial distribution: 

jcj CS
j

C
j

jcj

ct
jcj pp

CSC
SMSCw −−⋅⋅

−⋅
= )1(

)!(!
!),|(    (Eq. 2.2.2.2-22) 

where p is the probability that photon is detected by detector j , which is defined by the 

model: 
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where Sc is a total number of photons in green and red channels, j is a running number of the 

detector j=[R;G], t
ijM ,  is given by eq. 2.2.2.2-17.  

The probability to collect the set of a { kjj CC ,1, ... } photons out of total jC  detected by 

the detector j, is given by the multinomial distribution[Brand, 1998] [Köllner, 1993]: 
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;       (Eq. 2.2.2.2-24) 

When a photon is already detected by one of detectors, it will fall into one of it’s TAC 

channels with probability 1:   
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s
ijjij MCCw ;            (Eq. 2.2.2.2-25) 

According to Eq. 2.2.2.2-19 the likelihood function for the signal can be written as 

∏ ∏
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,, ),|(),|()|(     (Eq. 2.2.2.2-26) 

Substituting eq. (2.2.2.2-22) — (2.2.2.2-24) into eq. 2.2.2.2-20 the 2I* parameter for the 

global fit of green and red decays is obtained: 
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normalized *2 rI  fit parameter is given by eq . 2.2.2.2-28 
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where ζ  is the number of fitted parameters. 

The first term in eq. 2.2.2.2-28, 
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corresponds to the contribution of the probability, ),|( t
j

j MNCw , that photon is detected by 

one of two (green and red) detectors and given by a binomial distribution.  

It can be shown, that eq. (Eq. 2.2.2.2-28) is equivalent to eq. (Eq. 2.2.2.2-30) 
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Calculation of the normalized model function, t
ijM , , can be difficult due to large 

number of parameters; Some of them ( )()(0 ,,,,, AFRDFG
DE
A ggp ΦΦα ) are not always determined 

easily. In this case a “simplified” global fit can be done by setting 0=bik  (eq. 2.2.2.2-31). 

Calculation of the model function t
ijM ,  is therefore no longer necessary. 
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A similar approach describing calculation of *2 rI  parameter for the system with two 

(parallel and perpendicular) detectors is presented in [Schaffer, 2000] (corresponding eq. 4.3-

14) and [Schaffer et al., 1999] (corresponding eq. 12): 
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Nomenclature in the equation of J. Schaffer is changed to be consistent with this thesis. 

Indexes of parallel and perpendicular detectors are replaced with the green and red detectors.  

Two mistakes are found in this equation: 

1) Normalization of the model function in the last two terms is wrong ( t
ijM , is 

used instead of s
ijM , ,. eq. 2.2.2.2-25 is then no longer true) 

2) The first term, ,bik  is multiplied with coefficient 2k. This is wrong, because 

the probability, ),|( t
jcj MSCw , that a photon is detected by one of two 

(green and red) detectors should appear only once in the formula of 

likelihood function, L.  
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2.2.2.2.3 Applications to simulated data 

Single-molecule FRET data were simulated to test the developed fitting procedure. 

Simulation algorithm uses experimentally obtained distribution of a photon number in a 

single-molecule burst and applies binomial distribution (see eq. 2.2.2.2-22) to generate photon 

numbers in the green and red detectors. The probability, pj that a photon is detected by 

detector j, is an input parameter for simulation software. After number of photons in a 

detector is obtained, lifetime histograms are generated based on the model functions, given by 

the eqs. (2.2.2.2-15) and (2.2.2.2-16) using Poisson distribution of photons in each TAC 

channel. The following input parameters are used: the donor lifetime in absence, τD(0), and in 

presence, τD(A), of the acceptor; the acceptor lifetime, τA(0); spectral crosstalk, α, the 

probability, DE
Ap 0 , that acceptor is excited directly, donor and acceptor quantum yields, ΦD,ΦA; 

green and red instrumental response functions, DG, DR. and number of TAC channels, k. 
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Figure 2.2.2.2-2. Double standard deviation, 2σ, of the donor lifetime in presence of acceptor, τD(A), plotted 

versus mean number of green photons,<CG>. Calculations were carried out for the simulated FRET sample 

(pR=0.4885; τD(0)=4.0 ns; τD(A)=1.954 ns; τA(0)=2.93 ns; α=0; DE
Ap 0 =0; ΦD=ΦA=1; k=256) using MLE fit of only 

the green decay (triangles) and “simplified” global MLE fit of green and red decays, using eq. 2.2.2.2-31 

(circles). Standard deviations were obtained by fitting the calculated lifetime distributions with the Gaussian 

curve: 2
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Fig. 2.2.2.2-2 shows the double standard deviation, 2σ, of the donor lifetime in 

presence of acceptor, τD(A), plotted versus mean number of green photons,<CG>. Calculations 

were carried out for the simulated FRET sample (pR=0.4885; τD(0)=4.0 ns; τD(A)=1.954 ns; 

τA(0)=2.93 ns; α=0; DE
Ap 0 =0; ΦD=ΦA=1; k=256) using two fitting procedures: 

1) MLE fit of the green decay only (described in detail by [Schaffer, 2000] ) 

2)  “Simplified” global MLE fit of green and red decays, which applies eq. 2.2.2.2-31. 

Second approach gives a better estimation of the donor lifetime than first one. 
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Figure 2.2.2.2-3. Fluorescence signal ratio, SG /SR , is plotted versus donor lifetime, τD(A) , for simulated FRET 

sample (pR=0.4885; τD(0)=4.0 ns; τD(A)=1.954 ns; τA(0)=1.3 ns; α=0; pA0
DE=0; ΦD=ΦA=1; k=512). Donor lifetimes, 

τD(A), were calculated by the fitting procedures applying: a) eq. 2.2.2.2-28 (standard global fit) and b) eq. 2.2.2.2-

31 (“simplified” global fit).  

Figure 2.2.2.2-3 shows a two-dimensional histogram, with the bursts of the simulated 

FRET sample (pR=0.4885; τD(0)=4.0 ns; τD(A)=1.954 ns; τA(0)=1.3 ns; α=0; DE
Ap 0 =0; ΦD=ΦA=1; 

k=512) sorted with respect to the fluorescence signal ratio, SG /SR , and the donor lifetime in 

presence of the acceptor, τD(A), calculated by the fitting procedures applying: a) eq. 2.2.2.2-28 

(standard global fit) and b) eq. 2.2.2.2-31 (“simplified” global fit). In both cases fitted value 

of the donor lifetime stays in a good correspondence with the simulation parameter: 

τD(A)=1.954 ns. Standard global fit produces more narrow distribution of the donor lifetime, 

than the “simplified” global fit. Correlation with the fluorescence signal ratio is observed in 

the case of standard global fit since the model function, t
ijM ,  (eq. 2.2.2.2-17), predicts exact 

values of green and red intensities. 
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Figure 2.2.2.2-4. Acceptor lifetime, τA(0), is plotted versus donor lifetime, τD(A) , for simulated FRET sample 

(pR=0.4885; τD(0)=4.0 ns; τD(A)=1.954 ns; τA(0)1=1.3 ns; τA(0)2=2.93 ns α=0; pA0
DE=0; ΦD=ΦA=1; k=256). Fitting 

procedure applying eq. 2.2.2.2-31 (“simplified” global fit) was used. 

The simulated FRET sample having two species differing in the acceptor lifetime 

(pR=0.4885; τD(0)=4.0 ns; τD(A)=1.954 ns; τA(0)1=1.3 ns; τA(0)2=2.93 ns; α=0; DE
Ap 0 =0; 

ΦD=ΦA=1; k=256) was analyzed. Figure 2.2.2.2-4 shows a two-dimensional histogram, with 

the bursts sorted with respect to the acceptor lifetime, τA(0), and the donor lifetime in presence 

of the acceptor, τD(A) calculated using eq. 2.2.2.2-31 (“simplified” global fit). 

Both acceptor lifetimes were recovered with good accuracy. Correlation of the 

acceptor and donor lifetimes is observed because the model function, s
ijM ,  (eq. 2.2.2.2-18) 

depends on both of these parameters. 

Analysis of simulated data shows that the MLE global fit of the donor and acceptor 

decays gives better estimation of the donor lifetime than MLE fit of only green decay and in 

addition extracts acceptor lifetime with good accuracy. 
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2.2.3 Fluorescence anisotropy 

The anisotropy was primarily analyzed in the green range. The steady-state anisotropy 

is formally given by  
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is the time-dependent anisotropy, and FG||(t)and FG⊥(t) are the fluorescence detected with a 

polarization parallel and perpendicular to that of the excitation light, respectively. FG(t)= 

FG||(t)+2FG⊥(t) is the total fluorescence intensity.  

 

In this study, the anisotropy of the fluorescence detected from a single molecule in the green 

channels was determined as by [Schaffer et al., 1999].  
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where FG|| and FG⊥ are the average fluorescence count rates detected with a polarization 

parallel and perpendicular to that of the excitation light, respectively.   
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2.2.4 Fluorescence correlation spectroscopy (FCS) 

 

Fluorescence correlation spectroscopy (FCS) exploits the correlation between the 

fluorescence intensities in different time intervals and delivers information about following 

processes: 

• Translational diffusion 

• Rotational diffusion 

• Photophysical processes (triplet formation, photobleaching ) 

• Photochemical processes (protonation kinetic, quenching kinetic) 

 

FCS is also able to estimate the average number of detected molecules in the focal volume. 

 FCS demonstrates huge potential in imaging applications (see Chapter 4). It can be 

combined with image correlation spectroscopy (ICS), that analyses the temporal and spatial 

correlation between neighbouring pixels or successive images and allows to calculate 

molecular diffusion constants in the microsecond to second timescale [Digman et al., 2005b] 

[Digman et al., 2005a]. 

The common technique for FCS recording is the ‘hardware correlator’. The device 

registers single photon events with a time-resolution in the ns range and correlates the 

detection times in an internal signal processor. It can be used in combination with the standard 

TCSPC technique [O'Connor and Phillips, 1984] to obtain independent FCS and lifetime data 

for the molecules under investigation [Heikal et al., 2000] [Schwille et al., 2000]. The 

drawback is that the lifetime data are not obtained from exactly the same molecules as the 

FCS data, and lifetime fluctuations cannot be correlated with the fluctuations in the FCS data. 

  This work was carried out with the advanced TCSPC technique (Chapters 2.1.2, 2.1.3) 

and correlation software, described in the next chapter, which is extended for the simultanious 

recording of FCS, FCCS, fluorescence lifetime and antibunching effects. 
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2.2.4.1 Software correlation 

 

In FCS, fluctuations, δF(t), of the fluorescence intensity, F(t), with time, t, around an 

equilibrium value, <F>, (δF(t)=F(t)-<F>) are statistically investigated by calculating the 

normalized second order autocorrelation function, G(2)(tc). In practice the fluorescence signal 

is often split and directed onto two separate detectors to overcome deadtime problems of the 

detectors and associated electronics. The resulting two signals are then cross-correlated to 

yield the correlation curve, with the correlation or lag time tc. 
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 (Eq. 2.2.4-1) 

A multi-tau software correlator was developed to correlate the data (see Appendix A, 

“Kristine” program). The algorithm uses the asynchronous single photon intensity 

information of the TCSPC data without requiring the construction of a multichannel scaler 

(MCS) trace, as needed for conventional intensity correlation algorithms. As shown 

previously, [Magatti and Ferri, 2003] [Wahl et al., 2003] [Wohland et al., 2001] this is the 

most efficient way to correlate single photon data at low or moderate count rates.  

 

2.2.4.1.1 Time-axis generation and TAC linearization 

Laboratory time: For the FCS/FCCS curve generation it is required to restore the exact 

laboratory time from start of the experiment with ps resolution for each photon from the saved 

data. For this purpose the macro- and micro- (TAC) time information was used for each event 

for the generation of a combined arrival time with TAC resolution (Fig. 2.1-3): 

     tlab = tsync · Nsync + tTAC · NTAC                               (Eq. 2.2.4-2) 

where tlab is the laboratory time since the start of the experiment, tsync is the time between the 

synchronization pulses, Nsync is the macro time counter (number of SYNC pulses since the 

start of the experiment), tTAC is the calibrated width of a TAC channel in ns and NTAC the 

number of TAC-channels between a photon and the previous sync pulse. The combination of 

the time axes is only possible when the master clock for the macro timer (tsync) and the stop 

signal for the TAC (tTAC) are the same, as achieved in dual channel TCSPC setup. 
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Nonlinearity: Any nonlinearity of the TAC characteristic will cause periodic distortions in the 

reconstructed time axis, as discussed before. These -reproducible- artefacts were corrected by 

applying a rebinning algorithm to yield equal time-bins, which makes use of a calibration 

table containing calibration factors for each channel of the two TACs.  

 

 

Figure 2.2.4-1: TAC-histograms. 

(a) Original histograms diplaying nonlinearities in both channels/boards. 

(b) Corresponding linearized histograms. 

 

The first step in the generation of this linearization table is the acquisition of TAC 

histograms consisting of at least 106 randomly distributed photons to record the characteristic 

for each TAC with sufficient accuracy. To preserve the original factory-set calibration of the 

TAC the approximately linear part of the histograms is used to calculate a mean number of 

counts per channel, nmean (i.e. from channels 550-3000 in Fig. 2.2.4-1a). Within the shot-noise 

limit the counts in every channel, n(k), of an ideal TAC should equal this number of photons. 

The deviations observed in practice for certain regions of the full range will be corrected for 

as follows:  

The TAC histogram is normalized with nmean. The obtained numbers, n(k)/nmean, represent the 

deviation from the mean of the width of the corresponding TAC channel. From these relative 

bin-widths a table of corrected times, )(iN fract
TAC , for each channel i is generated by defining:  

 ∑
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=
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k mean
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knfiN
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)()( ,       (Eq. 2.2.4-3) 
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where n(k)/nmean is the measured width of the nonlinear bins and f a stretching factor. The 

factor f was needed to avoid gaps in the time axis, i.e. to make the TAC scales of both 

modules identical and match the macro time spacing by correcting the slight and unavoidable 

variations in the individual calibrations. It corrects for inaccuracies in the TAC calibration 

which usually is performed by the manufacturer only for the linear part. As a result of this 

stretching/shrinking each TAC range yields the same number of channels required to fill the 

lag between two SYNC pulses with bins of the calibrated width (3343 bins of 4.069 ps (= 

tTAC) for a 13.6 ns (= tsync) time window). The corrected times for each TAC bin, )(iN fract
TAC , 

still refer to the units of the original time-bins but are rational numbers and no longer integers. 

Since efficient and fast correlation of the data requires equal time bins (see below) a rebinning 

of the photons has to be performed. 

Rebinning of photons: The next step of the linearization process is the redistribution of the 

photons on the time axis from the original nonlinear TAC bins, i, into corresponding bins of 

equal width, NTAC. A relative width n(k)/nmean > 1 suggests a division of that particular bin into 

smaller bins. A redistribution of single photons is performed one by one according to the 

calculated probability of the photon belonging to a certain corrected time-bin. To this end a 

random number, u, is assigned to the considered photon and, after beeing multiplied by the 

respective bin-width, added to the corrected time of the previous bin:  

+= offsetTAC NN ⎡ ( ))1()()1( −−+− iNiNuiN fract
TAC

fract
TAC

fract
TAC ⎤ offsetNi >with , (Eq. 2.2.4-4) 

where 10 <≤ u  is a random number generated by the standard LabVIEW random number 

generator, Noffset  the number of empty TAC channels (about 500 in Fig. 2.2.4-1a) and ⎡ ⎤  

increases the enclosed argument to the nearest higher integer. NTAC gives the new channel 

number for the considered photon.    

The result of the linearization is demonstrated in Fig. 2.2.4-1. Histograms of fluorescence of 

Rhodamine 110 solutions excited by polarized cw laserlight and detected in the two 

perpendicularly polarized channels are displayed before and after the linearization procedure 

(Fig. 2.2.4-1a and Fig. 2.2.4-1b, respectively).  

Synchronization of the board specific switching points of the macro time counter with the 

TAC time scale: Besides the TAC nonlinearity a second property of the analog circuitry 

potentially producing artefacts in the combined time axis is an offset between TAC ramp and 

macro timer. Despite the use of a single external clock signal to "simultaneously" advance the 

macro time counters and stop the TACs of both boards, internal delays in general cause a 
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switching of the macro timer not exactly at the end of a TAC ramp but rather during the ramp 

and different for both modules. As a result, an identical photon train simultaneously arriving 

at both boards, i.e. a single detector signal split by a powersplitter, would occasionally 

generate "photon pairs" stamped with identical TAC time but a macro time differing by one 

count. The corresponding ∆t histogram for short times (|∆t = tlab(det 1) - tlab(det 2)| < 100 ns) 

would peak at ∆t = 0 but also show satellites ∆t = ± tsync. Moving by software of the switching 

points of both modules to the same end of the TAC ramp vastly reduces these satellites. 

Allthough a complete correction was not possible due to a slight jitter of the counting 

electronics, the remaining uncertainty was less than five TAC channels of 4.069 ps width 

each. 

The TCSPC data allows recovery of the photon detection laboratory time with the 

accuracy of the TAC channel calibration time (4.069 ps). From tsync = tTAC · max
TACN   ( max

TACN  is 

the number of TAC channels within one macrotiming clock cycle tsync) and eq. (1) it follows 

that also the laboratory times tlab of the photon detection are integer multiples of the TAC 

channel calibration time tTAC. This "single photon MCS trace" differs from conventional MCS 

traces by containing only the time information of the registered photons instead of intensity 

information for equally spaced bins. In this way the same information is stored in a much 

more efficient way, equivalent to only saving the filled bins and not the much more frequent 

empty ones. Developed fast correlation algorithm makes use of this fact. 

Correlation of the data with full (ps) time resolution up to the milliseconds or seconds 

range would still require enormous computation time and at the same time gain little 

information. Therefore a reduction of the time resolution for larger correlation times tc was 

carried out using a multi tau scheme. Calculation of G(2)(tc) with pseudo-logarithmically 

spaced lag times was first proposed by Schätzel[Schätzel, 1985] [Schätzel and Peters, 1991] 

and then used in commercial hardware correlators. An equivalent procedure was adopted by 

this algorithm. Here a fixed number Nc of time bins with equal spacing (one cascade) is 

followed by consecutive cascades with bin-widths that, starting with the third cascade, double 

each time.   

The number of equal time-bins per cascade can be chosen arbitrarily in the algorithm. 

For the full correlation curves presented in this thesis the number of correlation times per 

cascade cN  = 8 was used in analogy with the standard design of commercial hardware-

correlators. This results in the following array of lag times in units of tTAC for the first four 
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cascades: {tc}={(1,2,...,7,8),(9,10,...,15,16),(18,20,...,30,32),(36,40,…,60,64),...}. The general 

analytical representation of this array of lag times tc(k) is: 
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      (Eq. 2.2.4-5) 

where ⎣ ⎦  returns the integer part of the enclosed expression, which for k > 2Nc is the cascade 

number K.  

Developed algorithm works directly on two arrays of laboratory times t1(i) and t2(j), which for 

the first two cascades correspond to single photon events. As a consequence of the time 

binning multiple events per bin for cascades K ≥ 2 are possible. To take that into account, in 

parallel to the two arrays of laboratory times t1(i) and t2(j) an additional pair of arrays F1(i) 

and F2(j) is generated which carries the photon number or intensity information. The initial 

values for the first two cascades are F1(i) = F2(j) =1. The algorithm runs in a cycle for each 

cascade to find the coincident photons for the corresponding range of lag times. For a given 

element i in array F1(i) the corresponding bin in F2(j) is found via its associated time in the 

range from ( ))(,, 12 itNKt c
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The number of cascades is defined by the maximum correlation time chosen by the user, 

which can be up to one fifth of the length of the data set.  

For the correlation an array P(tc) containing the sums of the products of the photon numbers 

for each lag time, i.e. the number of pairs, is generated. 

( ) ( )∑ += cc titFitFtP )()()( 1211        (Eq. 2.2.4-7) 

Starting with the first element of the first channel ( ))0(11 =itF , the algorithm searches an 

element in the second channel ( ))(22 jtF  in the range endstart tjtt 222 )( <≤ . It then generates the 

possible products ( ) ( )ctitFitF +)()( 1211  in that cascade and adds them to their corresponding 

bins P(tc), with ( )c
start

cc KNtjttitjtt +−=−= 2212 )()()( .  

After completing the first two cascades rebinning of the data has to be performed. For the 

following cascades the widths of the time-bins of both channels are doubled each time by 
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dividing the elements of the time arrays t1 and t2 by 2. Since these values are stored as 64 bit 

integers, the divison by 2 is performed by a right-shift. Elements of the intensity arrays 

( ))(11 itF  and ( ))(22 jtF , that as a result now belong to the same laboratory time bin, are 

grouped: 

( ) ( ) ( )
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KFKFKF
ii

i

iii
1
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11
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++ =
⎭
⎬
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=
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    (Eq. 2.2.4-8) 

The application of eq. 2.2.4-8 is schematically displayed in Fig. 2.2.4-2: 

 

 

Figure 2.2.4-2: Architecture of the rebinning algorithm. 

 

The values G(2)(tc) of the second order cross-correlation of the two intensity channels, F1 and 

F2, are obtained by normalizing P(tc): 
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N1 and N2 are the total numbers of photons in channel 1 and 2,  min( max
1t , ctt −max

2 ) = tcor 

returns the smaller number of max
1t  and ( ctt −max

2 ), and max
1t  and max

2t  are the time-bin numbers 

of the last photons in detection channel 1 and 2, respectively. Please note that for the different 

cascades tmax is expressed in different multiples of tTAC. Thus the normalization by tmax 

automatically compensates for the different numbers of possible pairs of bins in the different 

time binnings. Since in this work the focus is on short time correlations, symmetrical 

normalization as in eq. (2.2.4-9) was chosen to reduce computation time. As shown 

previously, noise reduction by in general more appropriate asymmetrical normalization 

becomes significant only at larger lag times.[Schätzel et al., 1988] 

More sophisticated techniques like time-gated correlation[Eggeling et al., 2001a] which 

selects photons according to their arrival time after pulsed laser excitation for correlation 

analysis, or selective correlation, (Chapter 2.2.5) i.e. selection of specific single-molecule 

events in a fluorescence time trace, are implemented in the software and can be applied as 

well. 

 

2.2.4.2 FCS modeling  

 

Every process leading to statistical fluctuations in the fluorescence signal (e.g., rotational or 

translational diffusion, triplet formation) will induce a characteristic decay or rise time in the 

correlation curve (see Fig 2.2.4-3). 
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Figure 2.2.4-3 Schematic representation of the fluorescence correlation curve. 

Continuous wave (cw) excitation: For the independent, i.e. uncorrelated processes their 

contribution is additive to the complete correlation curve. If translational diffusion, triplet 

formation and single molecule photon antibunching are the only noticeable processes causing 

fluorescence intensity fluctuations, the normalized correlation function, G(2)(tc), can be 

approximated by the sum of a diffusional term GD(tc), a characteristic triplet term GT(tc) and 

an antibunching term GA(tc), scaled with the mean reciprocal particle number (1/N) in the 

detection volume element and superimposed on the poissonian contribution G(∞) = 1[Mets, 

2001] [Widengren, 2001]. 
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(Eq. 2.2.4-10) 

This model assumes a 3-dimensional Gaussian shaped volume element with spatial 

distribution of the detection probabilities:  

( ) ( )( ) ( )w x y z x y z z, , exp exp= − + −2 22 2
0
2 2

0
2ω .             (Eq. 2.2.4-11) 
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The 1/e2 radii in x and y or in z direction are denoted by ω0 or z0, respectively. The 

characteristic diffusion time tD can be used to estimate the diffusion coefficient D: 

DtD 42
0ω= . From the equilibrium fraction of molecules in the triplet state, Teq, and the triplet 

correlation time, tT, the rate constants for intersystem crossing, kISC, and triplet decay, kT, can 

be derived. The characteristic rise time of the antibunching term tA is the reciprocal sum of the 

rate constants for excitation k01 and fluorescence decay k0: tA = 1/(k01 + k0). A variable m is 

included to take into account the possibility of multiple independent fluorophores per 

diffusing particle. A possible uncorrelated background due to darkcounts or scatter is not 

considered here but should be taken into account for quantitative interpretation of the 

amplitude 1/N [Koppel, 1974]. 

If the timescales of all the effects are at least an order of magnitude different, the 

correlation curve can be modelled by the product of their respective correlation functions. 

Translational diffusion, triplet formation, rotational diffusion and fluorescence antibunching 

effects are included in the correlation function equation as given by [Mets and Rigler, 1994]: 
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(Eq. 2.2.4-11a) 

where R is the rotational fraction of the correlation function amplitude, tR is a 

characteristic rotational diffusion time, A is the antibunching fraction of the correlation 

function amplitude, tA is the characteristic photon antibunching which reflects the quantum 

nature of light emission and is defined by the excitation and fluorescence decay rates. 

For freely diffusing molecules with a single fluorophore (m = 1, eq. 2.2.4-10), the 

amplitude of the correlation curve at time zero, G(0), is equal to 1 and independent on the 

number of molecules in the sample volume.  For m > 1, e.g. for multiply labelled molecules, 

complexes etc. this no longer holds. From eq. 2.2.4-10 follows: 

 ( ) ( ) ⎥⎦
⎤

⎢⎣
⎡ −+=

mN
G 111102  > 1.       (Eq. 2.2.4-12) 

This effect can be used to estimate the number of independent fluorophores per particle.  

Pulsed excitation and short-time correlation: For simultaneous lifetime and correlation 

measurements pulsed excitation is required. The nonclassical photonbunches of the laserlight 
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will result in a train of equally spaced correlation peaks superimposed on the correlation 

function, broadened by the fluorescence lifetime (τ  = (k0)-1) and the instrumental response 

function (IRF). Due to the pseudo-logarithmic time-binning used in the software correlation 

this modulation vanishes at higher times due to averaging of many excitation periods. In the 

constant time-binning regime and assuming single exponential decay of the detected 

fluorescence, a sum of shifted exponentials can be used to fit the data [Beveratos et al., 2002] 

[Felekyan et al., 2005]: 
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(Eq. 2.2.4-13) 

Ci are the amplitudes of the central/lateral peaks, t0 a possible offset between detection 

channels, tL the time between laser pulses and τd the signal decay time, which for negligible 

width of the IRF equals the fluorescence lifetime. The amplitudes Ci can be related to the 

normalized correlation amplitude values G(i·tL) that would be measured in a cw experiment at 

tc = i·tL by eq. 2.2.4-14. 

( )
L

d
iL t

CtiG
τ2

=⋅                (Eq. 2.2.4-14) 

At high repetition rates, i.e. with spacings between the laserpulses of the order of the 

fluorescence decay time, the peaks in the correlation curve partially overlap. In this case only 

fitting of a model function like eq. 2.2.4-3 allows one to approximately resolve coincident 

photon pairs originating from excitation pulses with defined spacing. By that means the 

undisturbed correlation amplitude at time zero, G(0), can be calculated which e.g. is necessary 

to determine the number of independent emitters with eq. 2.2.4-12.  

At reduced repetition rates, i.e. tL >> τd, correlation of the macro-times or building histograms 

of coincident photons [Weston et al., 2002] is sufficient to calculate G(0). A quantitative 

interpretation still requires knowledge of the complete correlation curve, e.g. the degree of 

triplet excitation T and other dark states and, for investigations of mobile emitters, the number 

of independently diffusing particles N. Reducing the repetition rate to avoid overlapping 

decays reduces the time resolution and, in case the observation time is limited, also the 

efficiency of the experiment. In these cases high repetition rate laser excitation followed by 

analysis of the correlation curves with eq. 2.2.4-13 and 2.2.4-14 might be an alternative. 
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Fitting of the above model functions to the data is performed by a Levenberg-Marquardt 

routine. Constant weighting was applied for correlation curves with equal time-binning, while 

for variable binning according to eq. 2.2.4-6 a modified procedure based on the work of 

Koppel was applied [Koppel, 1974]. 

 

2.2.4.2.1 Simplified modelling of the FCS parameters. 

 For the case of short-time measurements (for example in imaging, see Chapter 4) 

obtained correlation curves have high sort noise, therefore fitting procedure with the model 

functions described above does not give a reasonable outcome. In order to characterize main 

features of such a curves the following descriptive parameters can be calculated: 

The mean correlation amplitude, gm , of the correlation function, G2(tc), is defined for a 

certain range of correlation times, tc(cstart) to tc(cend), where the correlation amplitude reaches a 

saturation level (eq. 2.2.4-1)). 
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,                (Eq. 2.2.4-15) 

The correlation decay time, tm, is a descriptive parameter and is calculated using a geometric 

approximation to reduce shot noise. Taking into account that the correlations times tc have a 

pseudo-logarithmic time axis, where the values are ordered in a linear array of time channels 

ci, the mean channel number, cm, is calculated first. Then it is converted by linear 

interpolation to the corresponding correlation decay time tm (eq. 2.2.4-16). 
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2.2.4.3 FCS for the short measurement times  

The approach for calculating the FCS curves, described in chapter 2.2.4.1 is applicable 

for cases where the measurement time window is significantly bigger than the correlation 

time of interest. However, this is not the case in imaging, where the approached integration 

time per pixel T is of the order of the defined correlation time tc. 

 

Figure 2.2.4-4. Correlation curves, calculated for simulated time windows of 2, 5 and 20 ms and for complete 

continuous trace. Calculations were done according to eq. 2.2.4-17 (a) and eq. 2.2.4-18 (b) 
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The influence of different measurements times on the correlation function was tested 

in the following way. For data that were taken continuously at one spot of the yeast cell (see 

Chapter 4.2 for sample details) time windows (pixels) of 2, 5 and 20 ms were simulated by 

cutting the fluorescence trace in K time windows (pixels). Fig. 2.2.4-4a shows cumulative 

correlation curves which were obtained by averaging over all the time windows with defined 

duration according to eq. 2.2.4-17 (for details on selective analysis see next chapter). The 

correlation curve for the complete continuous measurement is shown as well. 
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where the un-normalized correlation function (number of pairs), Pk(tc), is calculated for each 

separate time window k by eq. 2.2.4-7, N1(k) and N2(k) are the total numbers of photons in 

channel 1 and 2,  max
1t (k) and max

2t (k) are the time-bin numbers of the last photons in detection 

channel 1 and 2, respectively, K is the total number of time windows. 

Figure 2.2.4-4a shows a decrease in the time window duration leads to a drop in the 

amplitude and produces a strong artifact at long correlation times. The durations of MCS 

traces,  )(max
1 kt , )(max

2 kt , are calculated for eq. 2.2.4-17 by the difference of the first and the 

last photon bin number in the corresponding channel and for low countrates can strongly 

differ from the original simulated duration of the time window. Therefore in this case a 

modified eq. 2.2.4-18, should be applied: 
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where T corresponds to the duration of the simulated time windows or to the integration time 

of the pixel. 

Correlation curves, calculated for a given integration time according to eq. 2.2.4-18 

are shown in Fig. 2.2.4-4b. They show the same correlation as the complete trace, i.e. even if 

the size of pixel integration time window is too small to get the full correlation curve, the data 

are still sufficient to obtain a correct shape and absolute amplitude. 

For cases where the measurement time window is comparable with the correlation 

time of interest not all intensity values of the time trace with bin width tbin must be used to 

calculate the mean intensities. For these cases, a corrected algorithm is applied for calculation 

of the mean intensity. The pixel integration time T and the correlation time tc can be expressed 

by the corresponding bin integer numbers NT and Nc. of a given time binning tbin: T = tbin NT 

and tc = tbin Nc. In this way the number of intensities used for calculation is given by NT-Nc.  
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2.2.5 Selective and sub-ensemble analysis 

 With the MFD technique it is possible to select a sub-ensemble in a heterogenic 

sample by characteristic fluorescence properties and separate it for further analysis. All 

photons that correspond to the selected sub-ensemble can be added together to reduce the shot 

noise for better determination of fluorescence parameters. 

This approach can be applied not only in the investigation of freely diffusing 

molecules in solution [Eggeling et al., 2001b] [Schaffer, 2000], but also in imaging 

[Kudryavtsev et al., 2006]. 
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Figure 2.2.4-5 Pixelwise and pixel-selective analysis: Fluorescence lifetime decay of a single pixel (a) and of a 

selected set of pixels (b). The red line corresponds to the fitted model function, the dashed line indicates the 

instrumental response function. Correspondingly, correlation curves are calculated for a single pixel (c) as well 

as for a selected set of pixels (d). 
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Fig. 2.2.4-5a displays fluorescence decay for a single pixel, which is characterized by a high 

noise level, so that only a single fluorescence lifetime of 3.9 ns can be estimated by a 

maximum likelihood estimator (chapter 2.2.2).  

If, however, a fluorescence arrival time histogram is accumulated for a sub-ensemble 

of selected pixels or single-molecule bursts, noise is reduced and a much higher level of 

accuracy can be reached (Fig. 2.2.4-5b), which allows one to detect more than a single 

fluorescent species. Besides 10 % scattered background the fitted model function has two 

fluorescent components with the lifetimes τlong= 4.5 ns (64%) and τshort= 0.6 ns (36%).  

Considering the fast scanning speed of confocal laser scanning microscopy, 

fluorescence lifetime imaging (FLIM) with a high accuracy can only be reached for the 

analysis of a pixel subensemble but not for a single pixel. MFD-imaging shows that the issues 

of speed or accuracy do not exclude each other but they can be combined in a single 

measurement with suitable data acquisition and analysis.  

Similar arguments can also be applied for FCS [Eggeling et al., 2001b]. All photons 

from a set of single molecule bursts or pixels that correspond to a given sub-ensemble can be 

used for calculating one cumulative correlation function, G(2)(tc), according to eq. 2.2.4-17. 

This equation should be applied if analysed subpopulation is homogeneous and the mean 

fluorescence signal is constant over time. If this is not a case, another kind of normalization 

should be used (eq. 2.2.4-20): 
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Fig 2.2.4-5c displays a FCS curve calculated from photons detected in a single pixel 

using an integration time of 20 ms. It is evident, that the curve has an amplitude > 1 and a 

bunching term in the range of 0.1 to 1 ms. The statistical significance of this observation is 

validated by the pixel sub-ensemble analysis shown in fig. 2.2.4-5d. This means that even if 

the noise of correlation curves of single pixels is high, it is still possible to derive statistically 

meaningful correlation functions by sub-ensemble averaging.  
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3 MFD of freely diffusing molecules in solution 
 

Following chapter presents applications of MFD in study of the freely diffusing 

molecules in solution on the single molecule level. It is shown, that with MFD it is possible to 

identify and separate 16 different compounds in the mixture of FRET-labelled 

oligonucleotides (Chapter 3.1). MFD can also deliver detailed information on specific 

molecular dynamic processes. In chapter 3.2 investigation of the F0F1-ATP synthase subunit 

rotation during ATP hydrolysis and synthesis is presented. 

3.1 Identification of multiple species by MFD 

A general strategy to identify and quantify single molecules in dilute solution 

employing MFD was developed and applied in this work. Here a dye labelling scheme of 

oligonucleotides is demonstrated, by which it is possible to identify and separate 16 different 

compounds in the mixture. Such multiplex assays with single-molecule sensitivity may have a 

great impact on the screening of species and events that don’t lend themselves so easily to 

amplification, such as disease-specific proteins and their interactions [Sauer et al., 1997] 

[Scheffler et al., 2005]. 

Experiment was carried out on a set-up, described in chapter 2.1, all the fluorescence 

parameters were calculated according to chapter 2.2. 

This investigation was done in cooperation with Prof. Dr. Jerker Widengren, Royal 

Institute of Technology, Stockholm and presented in [Widengren et al., 2006]. 

 

3.1.1 Sample 

For this studies, a deoxyoligonucleotide N1 containing 27 nucleobases in a random 

sequence was synthesized using the standard phosphoamidite-technology: 5’-d(TTG AAA 

ACG AGA GAG ACA TAA ACG ATC). The 5’-d of this deoxyoligonucleotide was labeled 

via a C6 amino link either with the N-hydroxysuccinimide (NHS)-ester of Cyanine 3 (Cy3) 

(Amersham Pharmacia Biotech) or Rhodamine 6G (Rh6G) (Molecular Probes, Eugene (OR)) 

as donor dyes. Using a postlabeling reaction the acceptor dyes (BP650/665) (Molecular 

Probes, Eugene (OR)) or Cyanine 5 (Cy5) (Amersham Pharmacia Biotech) were covalently 

attached to an 5’-C6-Amino-2’dT at a defined position (with 9, 13 or 17 base-pairs (bp) 
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between the linked dyes) on the complementary deoxyoligonucleotide N2: 5’-d(GAT CGT 

TTA TGT CTC TCT CGT TTT CAA). The oligonucleotides were double HPLC-purified and 

additionally PAGE-purified.  

Schematic representation of the oligonucleotide labelled with Rh6G donor and Cy5 

acceptor dyes is shown in Fig. 3.1-1. 

∆bp

Donor
(Rh6G)

Acceptor
(Cy5)

 

Figure 3.1-1. Schematic representation of the oligonucleotide labelled with Rh6G donor and Cy5 

acceptor dyes. 

 

All synthesis and purification was done by IBA GmbH (Göttingen, Germany). 

Hybridization was performed in a buffer containing 180 mM NaCl, 12 mM Na-citrate, and 25 

µM MgCl2 (pH 7.5). To obtain the FRET-active molecules, complementary donor and 

acceptor labeled strands (N1 and N2) were mixed in a 1:1 ratio and slowly cooled from 95 to 

20 °C. In all experiments, a sodium phosphate buffer with 180 mM NaCl, 10 mM 

NaH2PO4/Na2HPO4, and 400 µM Na-ascorbate (pH 7.5) was used. The following 16 

molecules were analyzed: Cy3-Cy5(9, 13 or 17 bp), Cy3-BP650/665(9, 13 or 17 bp), Cy3-

oligonucleotide, Rh6G-Cy5(9, 13 or 17 bp), Rh6G-BP650/665(9, 13 or 17 bp), Rh6G-

oligonucleotide and two fluorescent impurities of unknown structure I1 and I2. 

3.1.2 Spectrofluorimetric and TCSPC measurements. 

The labeled single-stranded oligonucleotides were investigated in a spectrofluorometer 

(Jobin-Yvon Fluorolog 3) with respect to the excitation and fluorescence spectra of the dyes 

attached to them. The fluorescence lifetimes were investigated by time-correlated-single-
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photon-counting (TCSPC), performed by the MFD instrumentation (Chapter 2.1) at 

concentrations of approximately 100 pM. In the TCSPC experiments, the donor (Rh6G and 

Cy3) and the acceptor (Cy5, BP650/665) dyes were excited by the argon-ion (514nm) and the 

krypton-ion (647nm) laser, respectively. The measured fluorescence lifetimes of the dyes and 

their maximum absorption and emission wavelengths are given in table 3.1-1 and the spectra 

in Fig. 3.1-2. 
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 Figure 3.1-2 Absorption (solid line) and emission (dashed line) spectra of Rh6G, Cy3, Cy5, BP650/665 dyes. 

Bars on the top indicate transmission range of the filters for single molecule spectroscopy. 
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Dye label at oligonucleotide  τ [ns] [a] λAbs / λF [nm] Spectral  

detection [nm] 

Rh6G 4.0 534 / 564 535 - 605 

Cy3 0.8 [b] 550 / 565 535 - 605 

BP650/665 4.3 663 / 678 665 - 800 

Cy5 1.0 649 / 665 665 - 800 

 

Table 3.1-1 

 [a]: The experimentally measured fluorescence lifetimes using the avalanche APDs of the Series "AQR" are 

increased due to a count rate dependent jitter by approx. 10 %. The listed τ values are corrected for this effect, 

but the τ-histograms shown in Fig 3.1.4 - 3.1-7 were not corrected for this effect.  

[b]: Surprisingly the Cy3 labeled DNA samples contain large amounts of a fluorescent species with a 

fluorescence lifetime of 1.5 ns. It is classified as an impurity because is not quenched by FRET as the species 

with τ = 0.8 ns. It is assumed that the species with τ = 1.5 ns are not attached to the oligonucleotide. 

 

3.1.3 Graphical MFD analysis 

 

The different oligonucleotides were measured and analysed burstwise with respect to 

all their fluorescence parameters on the single molecule level by MFD, as described in the 

chapter 2.2. For each type of the dye-labeled oligonucleotides, the detected molecules were 

measured and sorted into a multi-dimensional cumulative histogram, based on their 

determined fluorescence parameters. The fluorescence bursts from all the different 

oligonucleotides were then arranged into one joint histogram.  

In Figure 3.1.3, a two-dimensional projection of this histogram is shown, where the 

fluorescence bursts from all the measured compounds have been arranged with respect to their 

count rates in the green and red emission ranges, SG and SR.  
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Figure 3.1-3. Cumulative histogram of all compounds. Red signal, SR is plotted versus green signal SG. 

Frequency is coded by gray scale. To visualize also small subpopulations, a Z-magnified view is presented, 

where all frequencies above 0.2 of the maximum are displayed in yellow as a single level. Total number of 

molecules Atotal = 92694 

Even though recording takes place at the single molecule level, which should in 

principle provide the possibility to reveal subpopulations within an ensemble of molecules, it 

is clear that at least a characterization based on only SG and SR is in this case not sufficient to 

identify the different subpopulations. From this histogram, it is also not possible to extract 

from how many different compounds the data have been recorded. To demonstrate the full 

dynamic range of MFD figures 3.1.3 and 3.1-5 - 3.1-9 are present in Z-magnified views with 

the last level indicated in uniform yellow (see), that focuses the dynamic range of the gray 

scale to the border zones between the different populations.  

To better distinguish between the species, a procedure where the subpopulations are 

identified based on a set of parameters, and where a systematic selection of subpopulations 

within different ranges of the detected parameters will be performed in several steps(see 

Diagram 3.1-1). The general rationale for this multi-step selection procedure is that the 

different compounds differ distinctly from each other with respect to at least one measurable 

parameter, or that combinations of parameter values can be used to enhance differences 

between compounds that do not differ distinctly with respect to a single parameter.  
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Rh6G-Cy5 Rh6G-BP650/665 Cy3-BP 650/665

All molecules

Step 1: 
rG vs τG

Impurities

Step 2: 
SG/SR vsτ G

Rh6G family Cy3 family

Step 3: 
SG/SR vs τR

Step 3: 
SG/SR vs τR

Cy3-Cy5 
 

Diagram 3.1-1. General approach for species sorting. 

 

In this study, differences between the compounds in rotational mobilities 

(characterized by different anisotropies, rG, for free and labeled fluorophores), FRET 

efficiencies (different dye-to-dye distances reflected in SG, SR, τG, τR), and differences due to 

the identities of the donor and acceptor dye labels (SG, SR, τG, τR), or differences in 

combinations of the parameters are exploited within the frame of this general strategy for 

systematic selection. As shown in table 3.1.1, donor dyes (Rh6G and Cy3) and acceptor dyes 

(BP650/665 and Cy5) with a long and a short fluorescence lifetime, respectively, have been 

chosen for the green and the red spectral windows. Based on their characteristic fluorescence 

lifetimes, four distinct oligonucleotide families (Rh6G-BP650/665, Rh6G-Cy5, Cy3-

BP650/665 and Cy3-Cy5) with different DA distances have been studied. 

3.1.3.1 Step 1: selection in the rG vs τG parameter plane.  

As a first step, the multi-dimensional cumulative histogram was projected onto a two-

dimensional histogram, with the bursts sorted with respect to the measured fluorescence 

anisotropy, rG, and the fluorescence lifetimes, τG, of their donor fluorophores (rG - τG-

histogram). Given its formal expression (see methods section), it is clear that rG will increase 

with shorter fluorescence lifetimes. This is illustrated in the rG - τG histogram of Fig. 3.1-4. 
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For comparison, lines corresponding to mean rotational correlation times ρ of 0.2 ns, 2.0 ns 

and 7.0 ns are included, which are calculated from the Perrin equation, ( )ρτ+= 10rrG , 

using a fundamental anisotropy r0 = 0.375.  

In view of the broad range of fluorescence lifetimes covered, the observed anisotropy, 

broadened by shot noise, is also very wide. The anisotropies of the major subpopulations 

consisting of the donor dyes linked to the oligonucleotides are well described by a mean 

rotational correlation time of ρ = 2.0 ns. However, there are two subpopulations, marked as I1 

and I2, with fluorescence lifetimes τG = 1.8 and 4 ns, which have very small mean rotational 

correlation times of approx.0.2 ns (blue line). The small rotational correlation time is evidence 

for the existence of free impurities, which emit in the green spectral range and are not subject 

to FRET-mediated quenching of their fluorescence.  

Based on this, a limit was defined such that only labeled oligonucleotides with rG > 

0.107 (red line) were selected for further analysis. Thereby, the highly rotationally mobile 

fluorescent impurities I1 and I2 with rotational correlation times short enough not to be 

attributed to the rotation of donor-labeled oligonucleotides could be sorted out with high 

certainty but rather attributed to free dye. 
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Figure 3.1-4. Green lifetime, τG is plotted versus anisotropy, rG, together with an overlaid Perrin equation 

computed for 3 rotational correlation times (0.2, 2, 7 ns). Molecules under the red line were excluded from 

further analysis.  Total number of molecules Atotal = 92628. 

 

3.1.3.2 Generation of characteristic patterns.  

In the present qualitative analysis, the aim is to detect the presence of an individual 

subpopulation. For this generated characteristic patterns of different individual species of 



 

 56

donor-acceptor labeled oligonucleotides were generated. These characterisitic patterns guide 

the definition of the areas in various parameter planes as belonging to a particular species. 

Specific patterns were generated for all two-dimensional parameter planes by analyzing the 

individual subpopulations separately. In addition to free dye molecules, fractions of molecules 

which are not labeled at all or which are not completely labeled remain in practically all 

labeling procedures. In order to distinguish fully labeled molecules from incompletely labeled 

ones, one can refer back to the cumulative histograms of the individual oligonucleotide 

species from which free dye molecules have been sorted out by use of the criterion of step 1. 

Figures 3.1-5 A-C show three typical two-dimensional histograms, with oligonucleotides 

labeled with Rh6G (donor) and Cy5 (acceptor) with different distances between the labeling 

sites. The measurements can be evaluated by depicting the ratios of their signal intensities 

detected in the green (SG) divided by those in the red (SR) wavelength range, SG/SR, along the 

ordinate, and their donor fluorescence lifetimes, τG, along the abscissa. 

It can be seen from these SG/SR - τG histograms that the fractions of oligonucleotides that are 

not labeled with acceptor dyes can be clearly distinguished from those labeled with both dyes. 

Oligonucleotides that were labeled with both donor and acceptor dyes (DA-oligonucleotides) 

show FRET-mediated quenching of the donor fluorescence and a concomitant FRET-

sensitized fluorescence of the acceptor dye when the donor dye is excited by laser light at 514 

nm. With higher FRET efficiencies increasingly lower ratios of SG/SR and shorter τG appear. 

DA-oligonucleotides accumulate in distinct fractions with lower SG/SR and shorter τG, well 

separable from oligonucleotides, having just a donor fluorophore labeled to them (D-

oligonucleotides). Acceptor labeled oligonucleotides (A-oligonucleotides) are practically not 

excited at an excitation wavelength of 514 nm, and are thus not detectable in the current 

experiment. 

Further, for DA-oligonucleotides labeled with the same donor-acceptor dye pair, the 

positions of the population of DA-oligonucleotides in the histograms differ distinctly 

depending on the dye-to-dye distance (distances between the two dyes in Figures 3.1-5A, 3.1-

5B, and 3.1-5C of 17, 13 and 9 base-pairs, respectively). The differences of the individual 

histograms should thus provide patterns from which it is possible to separate D-

oligonucleotides from DA-oligonucleotides, and to distinguish between the DA-

oligonucleotides in the joint histograms via their specific FRET-efficiencies defined by the 

distances between the labeling sites of their donor and acceptor fluorophores.  

For this graphical analysis it is sufficient to approximate the characteristic patterns by 

variable ellipses with characteristic colors for the four families of DA oligonucleotides 



 

 57

[Rh6G-BP650/665 (magenta), Rh6G-Cy5 (yellow), Cy3-BP650/665 (orange) and Cy3-Cy5 

(olive)] and for the D-oligonucleotides of Rh6G and Cy3 (black). The size of these elliptic 

patterns in the contour plots is defined by the area in which the frequency is 20% of the 

maximum value or higher. For histogram containing a mixture of species, such elliptic 

patterns guide the definition of areas within which the different individual species are 

confined. 
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Figure 3.1-5 Fluorescence count rate ratio SG /SR is plotted versus green lifetime, τG for individual populations 

of oligos labeled with Rh6G (donor) and Cy5 (acceptor) with different distances between the labelling sites (17 

(A), 13 (B) and 9 base-pairs (C)). 

Black ellipses show patterns for donor-only labeled oligos, yellow ones – for oligos labeled with both donor and 

acceptor. Z-magnified view, where all frequencies above 0.4 of the maximum are displayed in yellow as a single 

level. Total number of molecules: (A) Atotal = 5856, (B) Atotal = 4768, (C) Atotal = 9804. 

 

3.1.3.3 Step 2: Selection in the SG/SR vs τG parameter plane.  

After separation of free dyes from the mixture in step 1 above, differences in the macroscopic 

fluorescence properties of the fluorophores (Table 3.1-1) were exploited in sequential steps to 

separate the subpopulations of the remaining oligonucleotides. First, the oligonucleotides 

were separated into two main groups based on the differences in the intrinsic fluorescence 

lifetimes of their donor fluorophores (Rh6G (4 ns) and Cy3 (0.8 ns)). This was performed by 

displaying the detected oligonucleotides in a SG/SR versus τG histogram. As mentioned above, 

higher efficiencies of FRET generates increasingly lower ratios of SG/SR and shorter τG. 

However, irrespective of the degree of quenching of the donor dye due to FRET, 

oligonucleotides labeled with Rh6G can be separated from those labeled with Cy3. This 

separation is possible by virtue of the distinct differences in the measured τG between the 

molecules, which follow from the prominent difference in the intrinsic lifetimes of the two 

donor fluorophores. The separation of Cy3-labeled oligonucleotides from their Rh6G labeled 

counterparts is indicated by a red line in Fig. 3.1-6. 
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Figure 3.1-6 Fluorescence signal ratio SG/SR  is plotted versus green lifetime, τG  , for all measured compounds. 
Red line shows separation between populations of oligos labeled with Rh6G and Cy3 dyes. Z-magnified view, 

where all frequencies above 0.2 of the maximum are displayed in yellow as a single level. Total number of 

molecules Atotal = 74758. 

3.1.3.4 Step 3: Selection in the SG/SR vs τR parameter plane.  

Following the separation of oligonucleotides based on the intrinsic donor fluorescence 

lifetimes (Fig. 3.1-6), oligonucleotides labeled with either Cy3 or Rh6G as donors were 

separated with respect to what acceptor dye was attached to them. This separation step is 

possible due to a large difference in the intrinsic lifetimes of the two acceptor dyes Cy5 (1.0 

ns) and BP650/665 (4.3 ns) (see Table 3.1-1). In Fig. 3.1-7A and 3.1-7B, the histograms 

selected based on the different intrinsic donor lifetimes of the Cy3- and Rh6G-labeled 

oligonucleotides according to step 2 are each projected in a plane defined by the ratio SG/SR 

and the measured decay time in the red detection channels, τR. Here, a clear distinction can be 

seen for those oligonucleotides labeled with BP650/665 (4.3 ns) as the acceptor dye from 

those with Cy5 (1.0 ns). Disregarding the effect of the duration of the laser excitation pulses 

(which is subject to deconvolution), the measured acceptor fluorescence intensity is a 

convolution product of the donor and acceptor fluorescence intensity decay following a Dirac 

pulse, i.e. ∫ ′′−−×′−∝
t

ADA tdttttF
0

)/)(exp()/exp()( ττ  for mono-exponential fluorescence 

decays, where τD and τA are the lifetimes of the donor and acceptor dye, respectively. In 

contrast to the determination of the donor fluorescence lifetime from the complete 
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fluorescence response curve it is at present sufficient that only decaying part of the complex 

fluorescence response of the acceptor is judged by a single exponential decay without 

deconvolution having a characteristic signal decay time, τR [Eggeling et al., 2001b]. Short D-

A distances generate short donor lifetimes, and thus also a shorter time over which excitation 

by energy transfer to the acceptor dye can take place. Consequently, for oligonucleotides with 

shorter D-A distances, typically a shorter time interval passes after the excitation pulse until 

the acceptor dye is excited and subsequently fluoresces, although the intrinsic fluorescence 

lifetime of the acceptor remains the same. This effect can most clearly be seen for those 

oligonucleotides having Rh6G as a donor dye (Fig. 3.1-7B), since the absolute changes in 

fluorescence lifetime upon FRET are larger with Rh6G than with Cy3, due to the shorter 

intrinsic fluorescence lifetime of Cy3. Likewise, with a relatively short intrinsic fluorescence 

lifetime of the acceptor dye, the relative effect of convolution by the donor fluorescence decay 

is more prominent and distinct as can be seen for the Rh6G-Cy5 labeled oligonucleotides in 

Fig. 3.1-7B. Considering the specific patterns, all DA combinations of the Rh6G family can 

easily be distinguished, which allows for the simultaneous detection of seven 

oligonucleotides: Rh6G-Cy5(9, 13 and 17 bp), Rh6G-BP650/665(9, 13 and 17 bp), and 

Rh6G-oligonucleotide (D-oligonucleotide). 
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Figure 3.1-7. Fluorescence signal ratio, SG /SR , is plotted versus red decay time, τR , for oligos, labeled with Cy3 

(A) and Rh6G (b) donor dyes. Green ellipses indicate patterns for Cy3-Cy5 populations, orange – Cy3-BP 

650/665 populations, yellow – Rh6G-Cy5 populations, pink – Rh6G-BP 650/665 populations, black – donor-

only labeled oligos. Red line shows separation between Cy3- BP 650/665  and Cy3- Cy5 populations. Z-

magnified view, where all frequencies above 0.075 of the maximum are displayed in yellow as a single level. 

Total number of molecules: (A) Atotal = 37275; (B) Atotal = 14398.  
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3.1.3.5 Step 4: Selection in the SR vs SG parameter plane.  

As indicated in Fig. 3.1-7A, a separation relying on D-A distances can be difficult when based 

solely on the SG/SR vs τR projection. Considering the Cy3 family, a substantial overlap of the 

oligonucleotides with different D-A distances can be noticed. For the case of overlap between 

populations of different species, additional projections can be used to increase the specificity 

of the separation of the different species from each other. In figures 3.1-8A and 3.1-8B the 

projections of the Cy3-Cy5 and Cy3-BP650/665 populations, both included in Figure 3.1-7A, 

are after separation (indicated by the red line in Figure 3.1-7A) plotted along SG and SR. In 

this case, this projection provides an additional criterion, enabling an improved separation of 

the oligonucleotides labeled with Cy3 as a donor, and either Cy5 (olive) or B650 (orange) as 

an acceptor, based on their D-A distances. In this way, the remaining seven oligonucleotides 

are identified: Cy3-Cy5(9, 13 and 17 bp), Cy3-BP650/665(9, 13 and 17 bp), Cy3-

oligonucleotide (D-oligonucleotide). 
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Figure 3.1-8. Red fluorescence signal SR is plotted versus green, SG,  for Cy3-Cy5 populations (A) and Cy3- BP 

650/665 populations (B). Green ellipses indicate patterns for Cy3-Cy5 populations, orange – Cy3-BP 650/665 

populations. Z-magnified view, where all frequencies above 0.06 of the maximum are displayed in yellow as a 

single level. Total number of molecules: (A) Atotal = 29035; (B) Atotal = 29306. 



 

 62

 

3.1.4 Quantitative identification of the detected molecules. 

  

The visual identification procedure, performed in sequential steps, as outlined above, 

forms the principal basis of an automated identification procedure which can determine the 

relative fractions of each species. The accuracy of such an approach would ideally be limited 

only by the ability to identify properly single molecule bursts for each species in the data. The 

following section presents, a procedure, which exploits the multi-dimensionality of the 

measured data, and which lends itself well for fast, stable, and reliable species identification 

of the detected species.  

3.1.4.1 Procedure.  

The core of the procedure is the estimation of the probability, Ψ(m|{υk exp}α). It states 

the probability that a detected molecule α, possessing a set of K independent experimentally 

determined fluorescence parameter values, {υ1 exp, . , , υK exp}, belongs to species m out of N 

different species with the index n = 1 to N. In the K-dimensional set {υk exp}α, each of the K 

values corresponds to a unique fluorescence parameter, e.g. lifetime, anisotropy, etc.  

As an intermediate step in determining Ψ, it is first necessary to determine a set of K 

× N probability distributions, {Pk,m(υk), k= 1 to K, n = 1 to N}, which describes the probability 

that a molecule known to be of species m has a value for the kth fluorescence parameter given 

by υk (or more precisely, has a value which falls into a bin centered around υk). In this report, 

the Pk,m(υk) distributions are generated from histograms obtained from the same MFD data 

used to determine the characteristic patterns above (for example, see 1D projections in Fig. 

3.1.5), whereby the DA-oligonucleotides were first separated from the D-oligonucleotides and 

impurity species. The relevant histograms are normalized such that for each species m and 

parameter k, ∑υ Pk,m(υk) = 1 (remembering that the values for υ are restricted to a finite set of 

bin centers). The probability Ψ(m|{υk exp}α) is calculated from the set of distributions {Pk,m(υk 

exp)} as follows: 
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      (Eq. 3.1-1) 



 

 63

This ratio expresses the probability of a molecule from species m displaying the 

particular set of parameters {υk exp} (calculated in the numerator) relative to the probability 

that the set {υk exp} will be displayed by any of the N species (denominator). In absence of 

conformational dynamics (which is here the case) shot noise limited distributions for the 

individual parameters are measured. For each individual molecule α, a set of N probabilities, 

{Ψ(1|{υk exp}α), . . . Ψ(N|{υk exp}α)}, is calculated by Eq. 3.1-1 using the set of experimentally 

determined fluorescence parameters for that molecule, {υ1 exp, . , , υK exp} α. Since a molecule 

must belong to one of the N species, ∑n Ψ(n|{υk exp}α) = 1 for each molecule α. The molecule 

is then classified as belonging to that species m for which Ψ(m|{υk exp}α) is the highest.  

For each of the nd = 1, · ,m , · , N DA- oligonucleotide data sets, a histogram was 

generated that counted how many molecules in that data set were assigned to each of the N 

species. The classification probability Ω(m|nd), stating the probability that a molecule of the 

dataset nd (i.e. originating from species n=m) is classified as species m, is obtained by 

normalizing the sum of each of these histograms to unity. By restricting analysis to a single 

dataset nd, the classification probability Ω(m|nd) can be defined as  ( )
∑ =

=Ω N

n n

m
d

a
anm

1

, 

where {an=1; ... aN} are the numbers of molecules from dataset nd assigned to species m.  

3.1.4.2 Classification of single molecules.  

The classification probabilities obtained for each of the N = 12 DA-oligonucleotide 

species are shown in Fig. 3.1-9 (for detailed values see Table 3.1-2). If Ω(n=nd|nd) = 1, then 

there is no errors in classification. However, not all of the molecules of an individual data set 

nd are indeed classified as belonging to species m, i.e. Ω(m=nd|nd) < 1. This error is due to 

overlap of the one-dimensional probability distributions, Pk,n,, between the different species. 

However, by increasing the number of dimensions, K, the classification confidence can be 

improved. The classification probabilities shown in Fig. 3.1-9 use four fluorescence 

dimensions: green lifetime, τG, green anisotropy, rG, red signal decay time, τR, and signal 

intensity ratio, SG/SR. Analysing Ω(m|nd) in Fig. 3.1-9, the likelihood that a molecule of 

dataset is properly assigned to a species (i.e. the correct classification, Ω(n=nd|nd) always 

dominates over the other classification probabilities Ω(n≠nd|nd), and exceeds 0.5 for all 

datasets with nd. 
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Figure 3.1-9. Classification probability, ( )dnnΩ , that an DA-oligonucleotide molecule of the data set nd is 

classified as a species n. Calculations were based on the procedure, described in the text, using 4 fluorescence 

dimensions: green lifetime, τG, green anisotropy, rG , red decay time, τR, and signal intensity ratio, SG/SR . (For 

detailed values see Table 3.1-2). 
 

Dataset\species 

Cy3_B650_9 Cy3_B650_13 Cy3_B650_17 Cy3_Cy5_9 Cy3_Cy5_13 Cy3_Cy5_17 Rh6G_B650_9 Rh6G_B650_13 Rh6G_B650_17 Rh6G_Cy5_9 Rh6G_Cy5_13 Rh6G_Cy5_17 

Cy3_B650_9 0.85521 0.05208 0 0.01458 0.03646 0.00312 0.0375 0 0 0.00104 0 0 

Cy3_B650_13 0.01917 0.70919 0.09055 0 0.00859 0.13549 0.03305 0.00066 0 0 0.0033 0 

Cy3_B650_17 0 0.08423 0.6413 0 0.00037 0.03066 0.00702 0.12819 0.00074 0.00776 0.0218 0.07795 

Cy3_Cy5_9 0.02912 0.00104 0 0.50052 0.21109 0.04541 0.00312 0 0 0.18198 0.02773 0 

Cy3_Cy5_13 0.03809 0.01632 0.0006 0.09976 0.57497 0.18561 0.00605 0 0 0.06227 0.01632 0 

Cy3_Cy5_17 0.00656 0.10394 0.17724 0.00821 0.04048 0.56565 0.01149 0.01094 0 0.01313 0.05963 0.00274 

Rh6G_B650_9 0.01461 0.00626 0 0 0 0.00209 0.9144 0.02505 0 0.00209 0.0334 0.00209 

Rh6G_B650_13 0 0 0 0 0 0 0.00945 0.7689 0.03179 0 0.01203 0.17784 

Rh6G_B650_17 0 0 0.00312 0 0 0 0 0.0281 0.92662 0 0 0.04215 

Rh6G_Cy5_9 0 0.00061 0 0.08634 0.0049 0.00612 0 0 0 0.80282 0.0992 0 

Rh6G_Cy5_13 0 0 0.00305 0.00076 0 0.01523 0.02361 0.01904 0 0.04037 0.86443 0.03351 

Rh6G_Cy5_17 0 0 0.00037 0 0 0 0.01563 0.16263 0.11574 0 0.0268 0.67882 

Table 3.1-2. Classification probability, ( )dnnΩ , that an DA-oligonucleotide molecule of the data set nd (rows) 
is classified as a species n (columns). Calculations were based on the procedure, described in the text, using 4 
fluorescence dimensions: green lifetime, τG, green anisotropy, rG , red decay time, τR, and signal intensity ratio, 
SG/SR . 
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3.1.4.3 Analysis of an ensemble of molecules.  

In general, having a definition for the classification probabilities Ω(n=1|nd) to Ω(n=N| 

nd) for a given data set nd with a separate species n allows us to generalize the definition for an 

to include all of the analyzed datasets. Thereby, the frequency histogram for the classification 

of corresponding single molecules can be predicted with the frequency of the assigned 

molecules described by a ={an=1; ... aN}, where the total number of detected molecules Atotal is 

given by ∑ =

N

n na
1

. Due to shot noise broadened fluorescence parameters, the patterns overlap 

which has the consequence that the recognition of single-molecules can not be not perfect 

(Fig. 3.1-9). Because of these statistical classification problems in the first step, which can be 

described by error probabilities, all molecules should be analyzed together in a second step to 

improve the classification on the basis of the knowledge of the mean classification error. In 

this way a much better result for the number of detected molecules of the ensemble cn is 

obtained than at the single molecule level. 

The actually calculated numbers for each species in this mixture c ={cn=1; ... cN} are 

obtained by solving the following system of linear equations with the classification 

probabilities Ω(n|nd) and the experimentally obtained numbers of assigned molecules a .  
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    (Eq. 3.1-2) 

In order to give an example for the substantial improvement by using Eq. 2 an independently 

measured test sample was analyzed. This sample contained a total number Atotal = 4143 

molecules from three of the 12 DA-oligonucleotides. For the discussion of the results the 

molecule numbers a  and c  were normalized by Atotal defining relative fractions of 

experimentally assigned molecules ra and relative species fractions calculated for the 

ensemble rc , respectively. The actual sample composition samplerc ={a3(Cy3-

BP650/665(17bp))=0.33; a4(Cy3-Cy5(9bp))=0,35; a12(Rh6G-Cy5(17bp))=0.32} is very well 

recovered by single-molecule counting analysis analysisrc ={a3=0.32; a4=0,35; a6=0.01; a8=-

0.01; a11=-0.01; a12=0.34}. The negative fractions of analysisrc  are solely result of the 

mathematical solution and have of course no chemical meaning. In contrast to analysisrc , please 
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note that the fractions obtained in the first step by the single molecule classification 

ra ={0.01; 0.03; 0.21; 0.17; 0.08; 0.03; 0.01; 0.09; 0.04; 0.06; 0.02; 025} (Eq. 3.1-1) indicate 

a level of misclassification of up to 10% which results in false positive and false negative 

classified molecules on the single-molecule level. This result is equivalent to the case of the 

overlap of ellipses for different species in the graphical analysis (e.g. Fig. 3.1-7). However, 

using Eq. 3.1-2 ra  is converted with high accuracy to analysisrc  in the second step of the single-

molecule counting analysis. The comparison of samplerc  with analysisrc  indicates a very low 

statistical noise level of only one to two percent. 

 

3.1.5 Conclusions and outlook 

The purpose of this study was to demonstrate the feasibility and huge dynamic range 

of single-molecule measurements for identifying a larger number of different species, based 

on multi-parameter detection and a multi-dimensional single-molecule counting analysis. By 

MFD, free dye molecules and incompletely labeled species could be excluded from the 

analysis, and all 16 different compounds (four families of DA-oligonucleotides, Cy3-Cy5, 

Cy3-BP650/665, Rh6G-Cy5, and Rh6G-BP650/665, each with 9, 13, 17 bp separation 

between the dyes, D-oligonucleotides labeled with Cy3 or Rh6G, impurities) were separated, 

based on the multidimensional information contained in the fluorescence of the analyzed 

molecules. 

Following arrangement of the detected molecules into a multi-dimensional cumulative 

histogram, identification of the different species was first demonstrated by use of sequential 

two-dimensional projections of the histogram in different parameter planes, employing 

different “border lines” between the populations projected in each plane. However, apart from 

this visual approach demonstrating the feasibility, a more quantitative identification procedure 

can be employed, based on an algorithm that offers fast and automated species identification 

with reasonable fidelity on a single molecule level. This approach can also regenerate 

concentration profiles of species in a mixed sample with very high accuracy, and there is still 

a clear potential for implementing additional criteria and procedures. Apart from the 

“traditional” “chromophore” fluorescence parameters providing the criteria for the species 

identification in this study, fluctuation analysis of the fluorescence intensity (such 

fluorescence correlation spectroscopy or some other parameter of the detected fluorescence) 

can yield additional independent parameters. To such characteristic fluctuation parameters, 
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within the category of parameters referred to as “environment/system parameters” above, 

belong triplet state transitions,[Widengren et al., 1995] trans-cis isomerization,[Widengren 

and Schwille, 2000] charge transfer[Widengren et al., 1997] or even transport 

properties.[Eggeling et al., 2001b] In a recent study, the determination of up to 14 different 

parameters from one individual molecule was claimed, including transition rates to and from 

the triplet state and spatial parameters.[Prummer et al., 2004]  

Finally it is important to mention that an analysis of a sample, where the analysed 

fluorescence bursts have been selected from fluorescence intensity time trace via an intensity 

threshold criterion, can give only an qualitative picture on the sample composition, because 

the chance of bright molecules to be selected and to be subsequently analysed is higher than 

that of less bright molecules. Thus the multi-dimensional single-molecule counting analysis 

performed here is very well suited to check for presence of even very small amounts of 

molecules yielding a qualitative sample survey. Moreover, Fries et al. [Fries et al., 1998] have 

shown that the analysis of the obtained burst size distributions allows one to identify 

fluorescent sample molecules also in a quantitative manner. Thus the introduced method of 

multi-dimensional single-molecule counting harbors the potential for a complete 

characterization and quantitative analysis of a highly diluted sample in homogenous assays.  
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3.2 Dynamics by MFD: Proton-powered subunit rotation in single 

membrane-bound F0F1 –ATP synthase 

 

In mitochondria, chloroplasts and bacteria, membrane-bound F0F1-ATP synthases 

catalyze the synthesis of ATP by coupling the chemical reaction with an exergonic proton 

translocation across the membrane. To analyze subunit rotation during ATP hydrolysis and 

synthesis, active F0F1-ATP from Escherichia coli was reconstituted into liposomes and the 

subunits γ and b of the enzyme were selectively labelled with a donor and acceptor dye to 

study FRET. Freely diffusing liposomes containing a single F0F1-ATP were measured with a 

confocal set-up for single-molecule detection (see chapter 2.1) and analyzed with MFD-

techniques according to chapter 2.2. During ATP synthesis, repeating sequences of three 

conformational states with distinct FRET efficiencies indicated rotation of the γ-subunit in 

120 degree steps. For the first time, it was shown that rotation occurs during ATP synthesis by 

opposite direction compared to hydrolysis.  

This work was carried out in cooperation with Prof. Gräber (Institut für Physikalische 

Chemie II, Albert-Ludwigs-Universität, Freiburg) and was already published [Diez et al., 

2004]. Experiments were mainly supported by Dr. Marcelle König and Dr. Suren Felekyan, 

Heinrich-Heine University, Düsseldorf. 

 

3.2.1 F0F1 –ATP synthase from Escherichia coli 

ATP (Adenosin-5’-Triphosphat) functions as a carrier of energy in all living 

organisms. It captures the chemical energy released by the combustion of nutrients and 

transfers it to reactions that require energy, e.g. the building up of cell components, 

transmission of nerve messages, muscle contraction, and many other functions. The central 

metabolic role of the F0F1-ATP synthase has initiated much experimental work to study its 

mechanism [Abrahams et al., 1994] [Boyer, 1998] [Junge et al., 1996] [Mitchell, 1961]. 

 F0F1-ATP synthase catalyzes the formation of ATP from Adenosin-5’-Diphosphat (ADP) and 

phosphate. The enzyme consists of two parts, F1 and F0, which have in E. coli the subunit 

composition α3β3γδε and ab2cn (Fig. 3.2-1a). ATP synthesis from ADP and phosphate takes 

place at the three β-subunits of the F1 part. According to the binding change theory, these β-

subunits sequentially adopt different conformations during catalysis [Boyer, 1998]. 
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Determined by the interaction of each β-subunit with the γ-subunit, three possible 

conformations exist called 'tight', 'loose' and 'open'. All three conformations have directly 

been observed in the X-ray structure of F1 [Abrahams et al., 1994]. A sequential conversion of 

the conformations of the catalytic sites is caused by rotation of the γ-subunit that is located in 

the center of the α3β3-complex. Rotation of the γ-subunit - together with ε - is thought to be 

coupled mechanically to proton translocation by a rotational movement of the c-ring of F0 

[Junge et al., 1996]. Therefore, the subunits are also defined as 'rotor' (γεc10-12; blue in Fig. 

3.2.1) and 'stator' (α3β3δab2, orange in Fig. 3.2-1). 

  

 

Figure 3.2-1. Model of F0F1-ATP synthase from E. coli. a, Side view. The FRET donor is bound to the γ-subunit 

(green circle), the FRET acceptor Cy5bis to the b-subunits (red circle). 'Rotor' subunits are blue, 'stator' subunits 

are orange. b, Cross section at the fluorophore level, viewed from the F0 part. Cy5bis (red) crosslinks the b-

subunits. Donor position 1 (green) of cysteine γ-T106C exhibits the largest distance to bQ64C. Rotation of the γ-

subunit by 120 degree results in two additional donor positions 2 and 3. [Borsch et al., 2002]. 

 

For ATP hydrolysis, the rotation taking place in F1 was demonstrated by the 

pioneering video-microscopic experiment using a fluorescent actin filament connected to the 

γ-subunit as a marker of its orientation in single immobilized F1 subcomplexes [Noji et al., 

1997] [Yasuda et al., 2001]. Hydrolysis of three ATP leads to a full rotation of the γ-subunit 

involving three 120 degree steps. Recently, substeps were revealed [Junge et al., 1996] 

[Yasuda et al., 2001]. The direction of rotation of the γ-subunit is counter-clockwise, when 

viewed from F0 to F1 (Fig. 3.2.1b). The actin filament method has been employed to show 



 

 70

rotation of the c-subunits using immobilized complexes [Sambongi et al., 1999]. However, 

the direction of the rotational coupling during ATP synthesis has still to be validated. 

 

3.2.2 Specific experimental details 

 

Single molecule fluorescence measurements under conditions of ATP hydrolysis (1mM 

ATP) and AMPPPNP binding (1mM AMPPNP) were performed in a buffer (pH8) containing 

20 mM succinic acid, 20 mM tricine, 2.5 mM MgCl2, 80 mM NaCl and 0.6 mM KCl. ATP 

synthesis was measured after preincubation of the liposomes in 20 mM succinic acid buffer 

(pH 4.7), containing 5 mM NaH2PO4, 0.6 mM KOH, 2.5 mM MgCl2, 100 µM ADP, 20 µM 

valinomycin. The transmembrane ∆pH was generated by mixing the acidic liposomes with the 

basic buffer containing 200 mM Tricine (pH 8.8), 5 mM NaH2PO4, 160 mM KOH, 2.5 mM 

MgCl2 and 100 µM ADP in a T-shaped flow chamber with two syringes. This generated an 

initial transmembrane pH difference ∆pH = 4.1 with an additional electric potential difference 

∆φ= 126 mV [Diez, 2003] [König, 2005]. All the samples of the double-labeled F0F1 were 

diluted to the concentration of ~ 90 pM. 

F1 of ATP-Synthase from E. coli carrying the cysteine mutation γ-T106C was prepared 

in Freiburg as described [Gogol et al., 1989] using the plasmid pRA144 [Aggeler and 

Capaldi, 1992] expressed in strain RA1 [Aggeler et al., 1997]. To exclude specific 

photophysical effects of the dyes, two alternative FRET donor fluorophores were used: 

Tetramethylrhodamine-maleimide (TMR, Molecular Probes) or Rhodamine110-maleimide 

(Rh110, Evotec) were bound to the γ-subunit at residue 106 (green circles in Fig 3.2-1a and 

3.2-1b). The FRET acceptor, the bifunctional Cyanine-5-bismaleimide (Cy5bis), crosslinked 

the two cysteines at position 64 in the b-subunit dimer of F0F1 avoiding the ambiguity in 

location of the dye [Borsch et al., 2002]. Gel electrophoresis revealed that more than 90 % of 

the b-subunits were crosslinked by Cy5bis. 

Labelling efficiencies were 54 % for TMR and 67 % for Rh110 at γ, and 64 % for Cy5bis at 

b2. Rates of ATP synthesis and ATP hydrolysis were measured at 23° C with an enzyme 

concentration of 0.15 nM (hydrolysis) and 0.2 nM (synthesis). 

To avoid any perturbations from surfaces, the labelled holoenzyme was investigated in 

freely diffusing liposomes which proved to be fully functional. The catalytic rates of these 
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double-labeled enzymes were RS=(23±3) s-1 for ATP synthesis and RH=(67±6) s-1 for ATP 

hydrolysis which is similar to those of the unlabelled F0F1-ATP synthase [Borsch et al., 

2002]. Upon addition of 40 µM of the inhibitor N,N'-dicyclohexylcarbodiimide (DCCD), 

ATP synthesis was reduced to RS=(4±3) s-1 and ATP hydrolysis to RH=(2±2) s-1, confirming 

that catalysis was coupled to proton transport.  

Background count rates (usually between 0.5 and 2 kHz) obtained in each experiment 

form measurements of solutions without labelled samples, were subtracted from the burst 

count rates. In addition crosstalk (photons from the donor in the detection channel of the 

acceptor), as well as differences in the detection efficiencies of the donor and acceptor 

channels of the instrument were corrected, resulted in corrected fluorescence intensities for 

donor (FD) and acceptor (FA). 
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3.2.3 Stepwise γ-subunit rotation during ATP-hydrolysis 

Rotary movements during ATP hydrolysis were analyzed in the presence of 1 mM ATP. 

Fig. 3.2-2a shows a long-lasting photon burst with large fluctuations of the fluorescence 

intensities of donor and acceptor, FD (green) and FA (red). To correlate these fluctuations with 

changes in the intramolecular FRET efficiency, i.e. with changes in distance, the ratio of 

corrected fluorescence intensities FD/FA was determined (orange lines in Fig. 3.2-2). This 

ratio is directly related to the distance RDA between donor and acceptor dye [Perlin et al., 

1983]. For the observed photon burst three different constant levels of FD/FA were found 

(level1, level2, level3) interchanging in sudden jumps between the levels which occur faster 

than the time resolution (binning time 1ms). The burst in Fig. 3.2-2a displays a sequence of 

four steps of the FD/FA levels. In addition, traces of the fluorescence lifetime of the donor in 

presence of the acceptor, τD(A), were simultaneously measured to exclude artefacts from 

photophysics of the donor dyes in FRET analysis (Fig. 3.2-2b).  
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Figure 3.2-2. Photon bursts from single liposomes with one double-labelled F0F1-ATP synthase during ATP 

hydrolysis in presence of 1 mM ATP. Fluorescence donor is TMR in trace a), Rh110 in trace b), Cy5bis is the 

fluorescence acceptor in all traces. Fluorescence intensity traces of the donor, FD, are shown in green, those of 

the acceptor, FA, in red. The corrected intensity ratios FD /FA are depicted in orange, showing the different levels 

of energy transfer, indicated as level 1, 2 or 3 at the top of the figure. Fluorescence lifetimes of Rh110 in double-

labelled F0F1 are shown in the bottom trace b). Data for the TMR traces are provided by Dr. M. Diez, Dr. M. 

Börsch, Albert-Ludwigs Universität, Freiburg 

High FRET efficiencies are characterized by low ratios FD/FA and a short τD(A). The 

coincident steps in the levels of FD/FA and τD(A) prove that the jumps are caused by changes in 
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FRET efficiencies and not by temporally photophysical effects [PERLIN et al., 1983] of the 

reporter dyes. FRET levels change within a single burst during ATP hydrolysis in the order 

1→3→2→1 (Fig. 3.3.2a) and 2→1→3 (Fig. 3.2-2b) respectively. By analyzing 222 traces of 

single F0F1-ATP synthases, the predominant sequence of the FRET level transitions is found 

to be 1→3→2→1→.. for more than 72 % of the bursts. The fact that not all bursts displayed 

the same sequence is due to the kinetics of ATP hydrolysis. In this analysis only levels with a 

duration of at least 5 ms are recognized as individual levels. The observed average ATP 

turnover time of 19 ms (see later) together with an exponential distribution of the FD/FA level 

durations, leads to a number of only 77 % of levels that last for more than 5 ms and thus are 

recognized as individual levels. Therefore, apparently 'wrong' sequences resulted from the 

fact that sometimes short FD/FA levels were missed. One can conclude, that during ATP 

hydrolysis the inter-conversion of well-defined FRET levels clearly indicates a stepwise 

rotary movement of the γ-subunit in membrane-integrated F0F1-ATP synthase. The actin 

filament method determined the rotation direction in F1 subcomplexes during ATP hydrolysis 

to be counter-clockwise when viewed from the F0-part. Therefore the sequence 

1→3→2→1→.., observed during ATP hydrolysis, was attributed to the counter-clockwise 

direction of rotation [Noji et al., 1997] of the γ-subunit.  
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3.2.4 Stepwise γ-subunit rotation during ATP-synthesis 

To observe subunit movements during ATP synthesis, a transmembrane pH difference 

(∆pH) and an electric potential difference (∆φ) was generated across the liposome membrane. 

The flow chamber was inserted into the confocal microscope and fluorescence intensity traces 

were recorded (see Fig. 3.2-3 a and b). Similar as during ATP hydrolysis, well defined 

constant levels of FD/FA are observed with stepwise changes between these levels. The burst 

shown in Fig. 3.2-3a with TMR/Cy5bis as donor/acceptor displays three distinct levels with 

the sequence 3→1→2→3. Fig. 3.2-3b shows a burst using Rh110/Cy5bis with the sequence, 

1→2→3→1 were in addition to the intensity ratio the fluorescence lifetime of Rh110 is 

depicted. Again each state is defined by a constant ratio of donor to acceptor intensity 

(duration > 5 ms) and the fluorescence lifetime of the donor. During ATP synthesis in more 

than 83 % of the 188 analysed bursts the sequence of level transitions was found 

1→2→3→1→…. For both donors TMR and Rh110 with Cy5bis as acceptor an identical 

behavior was found. 
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Figure 3.2-3. Photon bursts from single liposomes with one double-labelled F0F1-ATP synthase during ATP 

synthesis in the presence of ADP and phosphate at an initial transmembrane pH difference of ∆pH = 4.1. 

Fluorescence donor is TMR in trace a), Rh110 in trace b), Cy5bis is the fluorescence acceptor in all traces. 

Fluorescence intensity traces of the donor, FD, are shown in green, those of the acceptor, FA, in red. The 

corrected intensity ratios FD /FA are depicted in orange, showing the different levels of energy transfer, indicated 

as level 1, 2 or 3 at the top of the figure. Fluorescence lifetimes of Rh110 in double-labelled F0F1 are shown in 

the bottom trace b). Data for the TMR traces are provided by Dr. M. Diez, Dr. M. Börsch, Albert-Ludwigs 

Universität, Freiburg 
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This sequence of FRET levels is reversed compared to the sequence during ATP hydrolysis, 

what leads to the conclusion that the direction of rotation for ATP synthesis is opposite to 

ATP hydrolysis. 

3.2.5 Fluorophore distances and γ-subunit orientations 

Single-molecule FRET data revealed additional structural information. From the homology 

model of F0F1 (Fig. 3.2-1), the largest distance between the Cα atoms of the amino acids b-

Q64C and γ-T106C was estimated to be 73 Å. Rotation of the γ subunit by 120° and 240° 

resulted in two shorter distances in the range of 40–60 Å. According to the Förster theory of 

FRET, two effects can influence FD / FA levels, donor-acceptor distances and orientations in 

transition dipole moments (factor κ2) of the donor relative to the acceptor dye. Apparent 

donor-acceptor distances, R’ DA, were calculated from the measured fluorescence parameters. 

These apparent distances of 52, 65 and 80 Å, representing mean values during catalysis and 

AMPPNP binding for the three FRET states within the enzyme, agree with estimates obtained 

from the model. 

 

3.2.6 Discussion 

MFD technique based on the intramolecular single-molecule FRET approach was applied to 

show subunit rotation in the liposome-reconstituted holoenzyme F0F1-ATP synthase powered 

by proton flow. Here, one fluorophore was attached to the rotating γ subunit of F1 and the 

other to the static, nonrotating b-subunit dimer of F0. The FRET efficiency depends on the 

distance between the two fluorophores. Therefore, FRET efficiency changes between the two 

fluorophores at a single ATP synthase are expected to describe trajectories of the relative 

motion of the two labeled subunits during catalysis. Upon addition of AMPPNP as a 

nonhydrolyzable substrate for the enzyme, three well-defined and distinct FRET levels were 

found. They correspond to three distances of the labeled residue 106 at a protruding part (‘off-

axis position’) of the γ subunit with respect to the b subunits. The calculated ratio of corrected 

fluorescence intensities FD/ FA between FRET donor and acceptor in the photon bursts of a 

single ATP synthase is independent of intensity fluctuations of the double-labeled enzyme on 

its transit pathway through the confocal detection volume. In addition to this intensity ratio, 

each FRET level is defined by a specific FRET donor fluorescence lifetime τ(DA), and 
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therefore, other photophysical causes effecting the quantum yields of the FRET fluorophores 

are unlikely. These stable FRET levels during a photon burst indicate the trapping of the γ 

subunit by AMPPNP in one of three distinguishable orientations. The three intramolecular 

distances calculated from the FRET efficiencies of these levels are in good agreement with 

the distances derived from the model of F0F1-ATP synthase and the expected positions of the 

γ subunit. FRET-labeled ATP synthase in a freely diffusing liposome carries out proton 

transport-coupled ATP synthesis and hydrolysis almost undisturbed during real-time 

observation. Given this direct correlation between FRET level and γ-subunit orientation, γ-

subunit rotation in F0F1-ATP synthase occurs stepwise in both modes of catalysis and the 

direction of rotation during ATP synthesis is reversed compared with that during ATP 

hydrolysis. Using the actin-filament method, the rotation direction of the γ subunit in F1 

subcomplexes during ATP hydrolysis has been determined to be counterclockwise when 

viewed from F0 [Noji et al., 1997]. Therefore the FRET level sequence 1→3→2→1→... 

observed during ATP hydrolysis was attributed to the counterclockwise direction of rotation 

of the γ subunit (Fig. 3.3.1b). Stepwise rotation of the γ subunit during ATP hydrolysis has 

been discussed for F1-ATPase [Yasuda et al., 2001] and for F0F1-ATP synthase [Borsch et al., 

2002] earlier and is confirmed here. In the present work, proton-driven ATP synthesis is also 

accompanied by a three-step rotary movement of the γ subunit and not by a quasi-ontinuous 

rotation, which might have been expected from the stoichiometry of at least nine translocated 

protons per 360° revolution and from the multistep rotational motion of the c subunits of F0 

during ATP synthesis. These distinct distances between the FRET fluorophores remain 

constant throughout the dwell time of one γ-subunit orientation, before a consecutive 120° 

rotary movement of the γ subunit takes place, as has been shown unequivocally with 

immobilized F1 subcomplexes for the case of ATP hydrolysis at millimolar concentrations 

[Yasuda et al., 2001]. The mean stopping positions of the γ subunit upon ATP synthesis are 

similar to those observed in the AMPPNP-trapped states and those during ATP hydrolysis at 

millimolar ATP concentrations. As anticipated in molecular dynamics simulations and 

derived from theoretical considerations of microscopic reversibility, a reversed rotary motion 

of the γ subunit during ATP synthesis was predicted, and is now strongly supported by this 

work. The rotary subunit movement is indicated by repeating sequences of three FRET levels, 

which are induced by distance changes between the FRET pair. In most cases, a consecutive 

order of the three γ-subunit orientations was observed, and in an opposite direction during 

ATP synthesis from that during ATP hydrolysis. Thus, unidirectional rotary motion of the γ 

subunit during both modes of catalysis seems very improbable. Any two-state model, 



 

 77

including contracting-and-stretching modes of the γ subunit or back-and-forth swiveling 

modes between only two of the three catalytic sites, are not consistent with the repeating 

sequences of three FRET levels. Oscillations between two FRET states were rarely observed 

and can be attributed either to omitted levels or to an equilibrium state between a weak 

proton-motive force competing with the ATP hydrolysis backreaction. The significant 

broadening of the three FRET levels during ATP synthesis allows us to predict the occurrence 

of substeps comparable to those observed in F1 subcomplexes during ATP hydrolysis. As first 

hints and as rare events more than three FRET levels (substeps) in some photon bursts of F0F1 

were identified during ATP synthesis. The origin of these substeps remains to be clarified. In 

principle, a hypothetical ADP-(plus Pi)-waiting state of the enzyme at one angular position of 

the γ subunit and a conformational state associated with the catalytic reaction or product 

release at another angular position can be discriminated by the dependence of substrate 

concentration. Detecting one ATP synthase in freely diffusing liposomes, as has been shown 

in this work, limits the observation time to several hundred milliseconds. Therefore, 

concentration dependencies must be studied by a modified approach, for instance with 

surface-immobilized liposomes using a streptavidin-biotin multilayer. Monitoring single 

enzymes at work under kinetic control in both directions of catalysis will reveal insights into 

the mechanism of the ‘rotary nanomachine’ F0F1-ATP synthase.  
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4 MFD-Imaging. 
In single-molecule fluorescence spectroscopy photon bursts are analysed due to a 

transit of a molecule. The photon bursts can be defined as packages of photons, which are 

randomly distributed on the time axis. In imaging a pixel is now interpreted also as a photon 

package which is well defined by scanning track. All known single-molecule techniques can 

be applied to photon packages defined by pixels instead of burst coordinates.  

 

 

Figure 4.1 Sketched representation of the MFD-Imaging features. a) The intensity image of the cell shows a 

rather homogenous distribution of fluorescence inside the cell. b) The sorting of pixels into a histograms 

according to various calculated parameters allows one to better distinguish between different species (e.g. green 

and red). c) The two species can subsequently be allocated in the cell and give information about varying 

conditions. 

 

Fig. 4.1 shows the basic principles of MFD-Imaging (MFDi). For each pixel in Fig. 4.1a not 

only the signal intensity is known but also all other fluorescence parameters. However, it is 

quite difficult in parameter images to judge the statistical significance of the observed spread 

of the fluorescence parameter values for all pixels. Thus it is useful to generate fluorescence 
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parameters histograms for a given set of pixels (image). In MFDi it is possible to display pairs 

of parameters in two dimensional frequency histograms, where the number of pixels is 

displayed in a colour scheme, where black corresponds to the highest value. Moreover, the 

corresponding one-dimensional histograms are given as projection. Fig. 4.1b displays as an 

example a stack of the 2D histograms, which are important in FRET measurements [Rothwell 

et al., 2003]. Here the fluorescence lifetime of the donor dye τG is plotted versus the ratio of 

signals in the green and red channel SG/SR and the fluorescence anisotropy rG. In this way the 

heterogeneity of a set of pixels for a given image or a series of images is easily detected. By 

selecting a subpopulation of pixels (green and red circles, respectively) and displaying them 

in a joint image, more detailed spatial and fluorescence information of validated statistical 

significance is obtained for the image of the cell (Fig. 4.1c). 

The analysis of imaging data is realized in a LabView-based “Marcelle” and 

“Margarita” programs (see Appendix A for details). 

 

4.1  Imaging of the Rh110 dye located inside and outside a 

glutathione-sepharose bead. 

  To demonstrate the ability of the multiparameter fluorescence imaging (MFDi) 

technique, a test system that exhibits spatial variation of the molecular mobility was analysed. 

Therefore glutathione-sepharose beads pressed between two cover slides that allowed the 

fluorophore Rh110 to diffuse also inside the bead was used as a model system. Fig. 4.2 shows 

five images with different fluorescence parameters of the green detection channels: green 

signal SG (a), fluorescence lifetime τG (b), stationary anisotropy rG (c), mean correlation 

amplitude (d) and correlation decay time (e). All the parameters were calculated from a single 

MFD image scan as described in Chapter 2.2.  

 

 

 

 

 

 



 

 80

 
 

 

Green signal, SG,  [kHz]

86

150

214

10 µ m
 

a 

 

Green lifetime, τG, [ns]

4.0

4.3

4.5

10 µ m

 

b 

 

 

Green anisotropy

0.00

0.05

0.10

10 µ m

 

c 

 

 

Mean correlation amplitude

1.3

1.6

2.0

10 µ m

 

d 

 

Correlation decay time [ms]

0.3

1.3

2.2

10 µ m

 

e 

95

 

# 
of

 p
ix

el
s

30

1.4

1.6

1.8

 

# of pixels
1 2 3

1.4

1.6

1.8

M
ea

n 
co

rr
el

at
io

n 
am

pl
itu

de

Correlation decay time [ms] 

f 

Figure 4.2.  MFD-Imaging of the Rh110 dye located inside and outside a glutathione-sepharose bead. The bead 

is located at the right hand side of the pictures, singeled out by a round shape. The following MFD parameters 

have been calculated: a) Green signal, SG; b) Green lifetime, τG ; c) Green anisotropy, rG; d) mean correlation 

amplitude; e) Correlation decay time. f) A 2D histogram of the single pixel values from pictures d and e. The 

correlation amplitude is plotted versus the correlation decay time. The corresponding one-dimensional 

histograms are given as projections. The black box highlights the pixels inside the bead, the red one corresponds 

to the pixels outside the bead. The integration time per pixel is 300 ms. All the parameters are calculated as 

described in Chapter 2.2. 

 

The intensity image (Fig. 4.2a) shows that the bead is brighter than the surroundings, which 

indicates an accumulation of fluorescent dyes inside the bead.  Due to the interaction with the 

polymer network, their fluorescence (Fig. 4.2b) is quenched. The fluorescence lifetime is 

reduced from τout = 4.15 ns outside the bead to τin = 3.68 ns inside the bead. The anisotropy 

image (Fig. 4.2c) shows the higher r values inside the bead than outside. Calculating average 

anisotropies for the selected areas inside and outside the bead, anisotropy values of 0.02 and 

0.086 are found, respectively. Using a value of the fundamental anisotropy r0 = 0.375 in the 

Perrin equation (ρ = r τ /(r0-r)), mean rotational correlation times ρout = 0.23 ns and ρin = 1.1 
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ns are calculated. Thus the reduced rotational mobility directly proves the dye's interaction 

with the polymer network. 

For the anisotropy, intensity and the fluorescence lifetime, an increased influence of 

the polymer matrix is visible when going from the edge towards the centre of the bead. This 

may originate from the fact that the beads were clamped between two cover slides to fix them 

for stable imaging. This results in a compression of the polymer beads to approximately half 

of their thickness and thus increases the polymer density, mainly at the centre of the bead. 

Performing the pixel-wise fluorescence correlation analysis, information on the number of 

fluorescent particles in the confocal volume is obtained via the correlation amplitude in each 

pixel (chapter 2.2). The mean correlation amplitude image (Fig. 4.2d) shows the change in 

concentration between the surrounding and the inner of the bead. Since the correlation 

amplitude is given by the inverse number of molecules in the focal volume, the lower 

amplitude inside the bead shows the accumulation of fluorophores, which is consistent with 

the higher intensity inside the bead.  

Simultaneously, the image of the correlation decay time is also obtained. It reflects the 

diffusion coefficient of the fluorophore in the different surroundings (Fig. 4.2e). This image 

clearly proves a restricted translational diffusion indicated by longer correlation decay times 

within the bead, which is in accordance with the reduced rotational diffusion measured by the 

increase of the anisotropy.  

In the fluorescence parameter images it is quite difficult to analyse the statistical 

properties of the values at each pixel. In MFDi it is possible to display pairs of parameters in 

two dimensional frequency histograms, where the number of pixels is displayed in a colour 

scheme, where black corresponds to the highest value. Fig. 4.2f displays the 2D histogram of 

the correlation amplitude versus the correlation decay time together with the corresponding 

one-dimensional histogram given as projection. Here the two populations are clearly visible, 

whereby the population of free dyes (red box) has much smaller distribution of correlation 

decay times tm than those inside the bead (black box), which can be seen only in the 2D 

histogram. The very broad tm distribution of dyes inside the bead cannot be explained by 

statistical variations only and thus reflects nicely the heterogeneity of the microenvironments 

inside the bead.  
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4.1.1 Calculation of concentrations.  

There are two possibilities to calculate the concentration of fluorescent molecules. First, the 

average number of fluorescent particles NP that diffuse through the confocal volume can be 

calculated from the correlation amplitude of the FCS curve (chapter 2.2.4.2). Second, the 

number of emitting fluorophores NF can be deduced from the fluorescence intensity F by 

taking the brightness Q of the dye into account. These two methods have been applied for the 

analysis of the bead images (Fig. 4.2). The number NF(in) of fluorophores in the confocal 

volume inside the bead is calculated according to  

in

in

in

inin
inF Q

F
Q

BSN =
−

=)(          (eq. 4.1) 

where Sin = 183.7 kHz is the average fluorescence intensity inside the bead and Bin = 11.3 kHz 

is the average background intensity measured in a bead without Rh110. The brightness (i.e. 

signal counts per molecule) Qin inside the bead was estimated by extrapolation using the 

brightness outside the bead Qout as a reference value. The latter one has to be corrected in 

order to account for the fluorescence quenching observed within the bead. 

out

in
outin QQ

τ
τ

⋅=   (eq. 4.2) 

The correction factor τin /τout results from the linear relationship between the fluorescence 

quantum yield ΦF and the fluorescence lifetime τ, which is given by τ⋅=Φ Fk , where kF is 

the intrinsic rate constant of fluorescence. The average fluorescence lifetimes τin = 3.68 ns and 

τout = 4.15 ns were calculated by fitting all photon data of the respective selected pixels, 

taking also constant background into account, which could not be done in most of the cases 

for the single pixel lifetime analysis due to high shot noise.  

Using the average correlation amplitudes of the selected areas outside the bead, the 

number of diffusing particles was calculated NP(out) = 1.3. Moreover, the fluorescence intensity 

is proportional to the number of emitting fluorophores NF in the confocal volume. If the 

sample would consist of diffusing particles containing n fluorophores, the number of 

fluorophores NF estimated from the fluorescence intensity would be n times the number of 

particles calculated according to the correlation amplitude. Assuming that the fluorophores 

outside the bead do not aggregate, NF(out)=NP(out) = 1.3. With the average signal per pixel of Sout 

= 111.4 kHz, background Bout = 1.98 kHz and the number NF(out) of 1.3 fluorophores in the 

confocal volume derived from the FCS, the brightness of the Rh110 outside the bead amounts 
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to Qout = 81 kHz/molecule. The number of fluorophores in the focus thus is calculated to NF(in) 

= 2.40, which agrees well with the number of diffusing particles NP(in) = 2.5. This result 

indicates that the fluorophore do not aggregate.  

It is known, that the calculation of exact concentrations from a fluorescence 

correlation analysis is limited due to several uncertainties such as: (1) shape and size of the 

confocal detection volume, which can vary with the local index of refraction, (2) varying 

contributions of background. Nevertheless, the results show that the accuracy in FCS 

calculation is high enough to decide from the comparison of the intensity and correlation 

amplitude images whether particles contain only one or more than one fluorophore. This is of 

high relevance especially for studying the interaction of labelled proteins in cells.  
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4.2 Imaging the distribution and diffusion of GFP labelled Mal3 

proteins in yeast cells 

 MFD imaging technique was applied to single cells of fusion yeast 

Schizosaccharomyces pombe that express the GFP labelled Mal3 protein. Yeast cells undergo 

a very dynamic cycle of polymerizing and depolymerising microtubules, that grow from the 

cell center towards the cell ends [Busch and Brunner, 2004] [Kerres et al., 2004]. 

The Mal3 protein assembles along the microtubule, localizing in particles 

preferentially at their growing ends, promoting the  initiation of microtubule growth and 

preventing degradation catastrophes. At the cell ends, the microtubule tip-associated Mal3 

particles disappear, followed by rapid microtubule degradation. This process allows the cell to 

target the cell ends, helping to maintain the cellular bipolarity.  

MFDi was applied to this highly dynamic system to show its potentials in giving better 

insight in cellular systems compared to simple intensity images. Time series taken with the 

MFDi system (data not shown) showed the typical rapid microtubule polymerisation and 

successive degradation within minutes. The imaged cell shown in Fig. 4.3 is in a state shortly 

after cell division, exhibiting a septum in the centre part indicated by low fluorescence 

intensity.  
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Figure 4.3  MFD-Imaging of Mal3-pk-GFP proteins in Schizosaccharomyces pombe yeast cells. Intensity image 

of a) the green, SG and b) the red signal, SR; c) Green fluorescence lifetime, τG ; d) Correlation amplitude. The 

cells were excited at 1.7 µW. The integration time per pixel was 20 ms. All the parameters are calculated as 

described in Chapter 2.2. 

 

An image showing the microtubule in the polymerizing phase, exhibiting bright particles at 

the growing tips containing a high concentration of bound Mal3-pk-GFP was selected for 

detailed analysis. Beside these bright spots, also a weaker fluorescence in the rest of the cell is 

visible due to Mal3-pk-GFP that is not bound to the microtubule. Due to the high 

concentration of Mal3-pk-GFP and the low excitation intensity of 1.7 µW the contribution of 

the autofluorescence background in the green channel is not dominating (Fig. 4.3a) (see 

below). In the simultaneously detected signal of the red channel a significant contribution of 

red auto fluorescence resulting from green excitation is visible, which shows cellular 

structures. In the centre of the lower part of the cell, a vacuole structure is visible. 



 

 86

Because of the high rotational correlation time of GFP itself which is longer than its 

fluorescence lifetime [Striker et al., 1999], the anisotropy does not strongly increase due to a 

decreased rotational movement upon interaction of the Mal3-pk-GFP protein with other 

protein complexes. Accordingly, it was found the same anisotropy 0.26 value throughout the 

whole cell, which is slightly smaller than the steady-state anisotropy of 0.32 [Schaffer et al., 

1999] [Sekar and Periasamy, 2003]. Only variations at decreased fluorescence intensities were 

found at the border of the cell, where the calculated anisotropy values vary more strongly due 

to shot noise [Schaffer et al., 1999]. Interestingly, an anisotropy decrease due to possible 

homo fluorescence energy transfer is not visible, even not for the areas of highest Mal3-pk-

GFP concentration in the particles at the microtubule ends. This indicates that the different 

Mal3-pk-GFP proteins do neither interact directly within these particles nor do they form 

multimers (within a distance of approximately 8 nm) when not being bound to the 

microtubules.  
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Figure 4.4 MFD-Imaging of Mal3-pk-GFP proteins in Schizosaccharomyces pombe yeast cells. Selection of 

sub-species according to their MFD-parameters. a) Selection of a short-lifetime, τG, low green-to-red intensity 

ratio, SG/SR, species in a 2D-histogram (red box), corresponding to the high amount of autofluorescence. b) The 

species is represented in the green signal MFD-Image by a red colour scale, as compared to the remaining pixels 

in a green colour  scale. c) Another selection has been done by choosing a high-correlation amplitude species. d) 

Again, the selection is highlighted by a red colour  scale in the green signal MFD-Image. The cells were excited 

at 1.7 µW. The integration time per pixel was 20 ms. All the parameters are calculated as described in Chapter 

2.2. 
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Figure 4.4a shows a 2-D histogram where the ratio of green to red intensity SG/SR is displayed 

versus the fluorescence lifetime τG for all individual pixels. A typical lifetime of 2.6 ns is 

found for most of the pixels, which is also slightly smaller than the mean GFP fluorescence 

lifetime of approximately 3 ns. Moreover at intensity ratios SG/SR smaller than 10, an 

additional species becomes visible exhibiting lower lifetimes of approximately 2.2 ns. Please 

note that in the 1D-histogram of fluorescence lifetime this species would not have been 

detected. Selecting the corresponding pixels (red frame), they easily can be located in the 

intensity image of the yeast cell shown in Fig. 4.4b by assigning a red colour scale to the 

selected pixels only. Locally different fluorescence lifetimes might indicate a variation of the 

surroundings when using fluorophores sensitive to pH or other parameters. But in spite of 

GFP showing a pH sensitive transition between a bright and a dark state that affects its 

average brightness, this does not strongly affect its fluorescence lifetime.  

This shows that the simultaneous measurement of several parameters is crucial for 

detecting systematic errors in quantitative fluorescence imaging and a correct interpretation. 

Especially in the case of high noise due to low photon counts, the analysis of all pixel data in 

two dimensional histograms allows to reveal systematic trends. 

Fig. 4.3d shows the fluorescence correlation amplitudes calculated for each individual 

pixel. Due to the short measurement time of 20 ms per pixel and thus the relatively low 

number of photons per pixel of approximately 1500, the image shows a considerable noise. 

From the 2D histogram of correlation amplitude gm vs correlation decay time tm (fig. 4.3c) an 

average amplitude of 1.03 was obtained while the correlation decay times for the Mal3-pk-

GFP protein show a broad distribution in the range of several milliseconds. This is consistent 

with the diffusion time of free GFP in aqueous buffer of approximately 0.4 ms, which was 

calculated from reference experiments (data not shown). Due to the high concentration of 

proteins and cellular components, the mobility of Mal3-pk-GFP within the cell will be 

reduced.  

 The 2D histogram shows few pixels (9.5%) having amplitudes above 1.10. Due to the 

high noise, one has to be careful with interpreting single pixel amplitudes. However, fig 4.4d 

shows the location of the selected pixels displayed with a red colour scale in the intensity 

image. It is evident that the selected pixels are not randomly distributed in the cell. Two 

classes of pixels are detectable: (i) located at the bright ends of the microtubules, and (ii) 

location at the edge of the cell. While the high amplitudes at the edge of the cell may be due 

to fluctuations based on the low photon counts, this does not hold for the bright pixels in the 
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cell.  In this respect it is important to note that the correlation amplitude is strongly increased 

if the signal changes from the start to the end of the measurement time window of the pixel. 

At positions of high fluorescence intensity contrast such a change of the intensity within the 

measurement time window occurs due to the delayed approach of a new pixel in the closed 

loop operation mode of the piezo scanner. To avoid corruption of the calculated correlation 

parameters by this relative movement of the confocal detection volume one easily can exclude 

the photons taken in the first several ms from the data analysis. This on the other hand would 

lead to an increased noise due to lower photon counts or requires an increased time for image 

recording. However for most of the pixels within the cell where no high intensity contrast 

occurs, this interference with the calculated correlation amplitude was found being small 

compared to the noise due to low photon counts.  
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5 Full correlation 
An improved time-correlated single photon counting (TCSPC) technique for 

simultaneous fluorescence lifetime and correlation experiments was developed. It allows 

calculation of the full correlation curve from the same photons emitted from single or very 

few, molecules used in MFD analysis. 

The method offers two main advantages for experiments at low concentrations over 

conventional single molecule fluorescence detection: 

1)          The rotational correlation times of large macromolecules, which are much bigger 

than the fluorescence lifetimes are now accessible in a TCSPC experiment with high 

time resolution (many proteins exhibit rotational correlation times between 10 and 100 

ns.) Accessing the rotational diffusion via commercial hardware correlators is not 

possible at present, since they are limited to time resolutions of 5 ns or less. The 

presented technique bridges the gap between anisotropy decay analysis and currently 

available commercial correlators. 

2)        The number of independent fluorophores on a single molecule can be determined 

(e.g. the number of monomers in a complex) by measuring coincident photons 

simultaneously with all other fluorescence parameters. Alternatively, in suitable 

systems photophysical processes like singlet-singlet-annihilation or singlet-triplet-

annihilation can be studied with high precision. Besides applications in the 

investigation of multichromophoric entities, this technique, which is based on the 

quantum mechanical phenomenon of antibunching, might also be promising for 

applications in molecular biology. 

The technique is applicable to immobilized molecules as well as to solutions of 

fluorophores. In heterogeneous samples species selective correlation analysis (see chapter 

2.2.5) is possible after sorting single molecule events by software.  

This work was carried out in cooperation with Becker & Hickl GmbH, Berlin. 

Experiments and programming were mainly supported by Dr. Suren Felekyan, Heinrich-

Heine Universität, Düsseldorf. 
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5.1 Full correlation with a continuous wave (cw) excitation. 

Complete correlation curves generated from single photon data ranging from 

picoseconds up to 35 milliseconds are shown in Fig. 5-1. Here Rh110 solutions were excited 

by cw laser light and the fluorescence was detected with Hamamatsu H7422P-40 PMTs. 

 

Figure 5-1. Correlation curves G1,2 and G2,1 of Rhodamine 110 aqueous solutions. Excitation at 496 nm, 

measured with PMT detectors. Recording time 16 min. Fit to eq. 12 (N=3.5, z0/ω0=1.5, tD=0.3ms, Teq=0.29, 

tT=1.9µs, m=1.02, tA=3.5ns). 

A pseudo-logarithmic binning procedure was used starting with the highest time 

resolution at a correlation time tc = 4.069 ps. To demonstrate the symmetry of the setup both 

cross-correlations G1,2 and G2,1 are presented. For Rh110, a small molecule with a rotational 

correlation time that is short on the timescale of its excited state lifetime and as a consequence 

exhibiting a very small steady state anisotropy, no measurable differences between both 

cross-correlations are to be expected. The experimental curve is well reproduced by a 

weighted fit to the model function (eq. 2.2.4-10) which neglects rotational effects. Slight 

deviations of both correlation curves at longer times that can be seen in the residuals are 

expected and can be explained by partial singlet and triplet saturation as well as 

photobleaching caused by the relatively high mean excitation power (I0/2) [Eggeling et al., 
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1998b] of 90 kW/cm2. The detected countrate added from both channels was 526 kHz, which 

by normalizing to the mean number of Rh110 molecules in the detection volume element of N 

= 3.5 corresponds to 150 kHz per molecule. 

The high excitation power is also denoted by the observed mean triplet population of 29%. No 

artefacts around 13.6 ns are observed, confirming the accurate combination of the micro- and 

the macroscopic time information to a unified time axis. 

5.1.1  Short time regime: dual board data acquisition 

Many of the possible experimental artefacts will manifest in the short time regime of a 

correlation curve. This part of the correlation curve is dominated by photon antibunching 

from single Rh110 molecules. The normalized amplitude at zero delay, G(2)(tc=0), is expected 

to approach one for single emitters freely diffusing in solution. 

 

 Figure 5-2. Short-time correlation curves of Rhodamine 110 aqueous solutions measured with PMT 

(top) and APD detectors (bottom). Experimental conditions as in fig. 9. Recording time 16 min. Fit to eq. 12 

(black line): antibunching time tA = 3.6 ns (PMT) and tA = 3.4 ns (APD), m = 1.01 (PMT) and m = 1.10 (APD). 

A thorough investigation of the times between -20 ns < tc < 20 ns, covering the critical 

region around the junction of the micro- and the macro-time axis at 13.6 ns, recalculated from 

the data taken with H7422P-40 PMTs and shown in fig. 5-1, is presented in Fig. 5-2 (top). 

Besides the data acquisition electronics mainly detector performance affects the signal 
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quality. Data with Perkin Elmer SPCM AQR-14 avalanche photodiodes under otherwise 

comparable experimental conditions was recorded for a comparison (fig. 5-2, bottom). 

To generate the curves two settings in the correlation software had to be used that have 

not been described previously:  

(1) Correlation algorithm described in chapter 2.2.4.1 only uses positive correlation 

times ( 0≥ct ). To facilitate computation, channel 2 was given an artificial 

positive offset which was subtracted after correlation. This way the whole time 

intervall shown with positive and negative correlation times between -20 ns < tc 

< 20 ns could be calculated in one run.  

(2) The curves were calculated with the full (electronical) time resolution of 4.069 

ps by setting Nc to a number sufficiently large to have the desired time range fall 

inside the first two cascades, by that means avoiding time-binning. For the data 

in fig. 5-2a cascade size of Nc = 5000 and an offset for channel 2 of ∆t2 = 5000 

was used. 

The number of coincidences per channel in a correlation experiment, P(tc), is 

calculated from eq 2.2.4-7. The fit (black line) as well as the smoothed data (dark grey) 

confirm the inferior time resolution of the APDs as compared to the PMTs: the correlation of 

the APD data cannot reproduce the amplitude at tc = 0 of G(0) = 1, as would be expected for 

freely diffusing single fluorophores and is found with the PMTs. This cannot be attributed to 

the timing jitter of the detectors: The full width at half maximum (FWHM) of the 

instrumental response functions (IRF) was measured to be around 0.30 ns for the PMT 

detectors and 0.19 and 0.23 ns for the APDs used. Besides an increased afterpulsing 

probability for the APDs (not shown, afterpulsing does not significantly affect the shape of 

the cross-correlation curves), the main origin of the poorer performance of the APDs is their 

unstable IRF which drifts with countrate (Fig. 2.1.5). The time constant of the drift was found 

to be of the order of 0.1 s (not shown). 

In some experiments at low light levels APDs could still be the better choice. APDs 

can achieve much higher quantum efficiencies (QE) than PMTs over wide wavelength ranges. 

Based on the count rate per molecule (180 kHz vs. 150 kHz) a 20% higher sensitivity for the 

APDs was found compared to the PMTs in the wavelength range around 533 nm (see Fig. 5-2 

and 5-3); the manufacturers specifications for typical modules at 580 nm would predict a 

difference around 40% [Datasheet Single Photon Counting Module, SPCM-AQR Series04] 
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[Datasheet Photosensor Modules, H7422 Series04]. When the dominant source for 

uncertainty in the determination of the characteristic antibunching time is shot-noise the 

detectors with highest QE shout be preferred. 

 

5.1.2  Short time regime: single board data acquisition 

The common way to obtain inter-photon arrival time histograms for short delay times td, 

which are equivalent to the cross-correlation curves in Fig. 5-2 employs a Hanbury-Brown 

and Twiss (HBT) setup [Basché et al., 1992] [Hanbury-Brown and Twiss, 1956]. Here only a 

single TAC is used to directly record td, therefore not requiring the construction of 

synchronized macroscopic time-axes (Fig. 5-3).  

 

Figure 5-3. ∆t (TAC) histograms of Rhodamine 110 aqueous solutions measured with PMT (top) and APD 

detectors (bottom). Recording time 14 min. Fit to eq. 10 (black line): antibunching time tA=3.0 ns (PMT) and 

tA=3.7 ns (APD). 

Data was recorded in the histogram mode of the board, i.e. only the number of stop events per 

TAC channel Nc(td) but no macro time information was stored. Normalization to obtain the 

correlation amplitude was done by dividing Nc(td) by the average number of coincidences Nav 

that are expected for poissonian noise. Nav was calculated from the mean countrate by eq. 5-1: 
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with (F/t)av being the mean countrate per detection channels, tTAC the TAC channel width and 

texp the total data acquisition time. The mean number of fluorophores N in the detection 

volume element was determined to N = 4.0 by separate FCS preceding the HBT experiment. 

Having countrates per molecule comparable to the FCS experiment (Fig. 5-2), the higher 

number of coincidences per channel in the HBT experiment can be explained by the slightly 

higher concentration.  

Compared to the recording and correlation of high resolution photon time traces the 

comparably simple HBT arrangement has a number of drawbacks:  

(1) Depending on the length of the TAC ramp only a limited time range is accessible. 

The same TAC setting as in Fig. 5-2, i.e. a bin-width of 4.069 ps, was used in Fig. 

5-3.  

(2) In principle, as with the used electronics, macro time recording of the photons that 

stop the TAC is possible. Since this is only a small fraction of the total number of 

photons detected by both detectors, (long-time) correlation curves generated from 

these data would be correspondingly noisy. In the classical HBT experiment the 

macro time information is lost. Consequently the full correlation curve and 

therefore information about fluorophore concentrations is in general not available. 

(3)  Electronic interference between the two channels destorting the time axis can be 

seen on the smoothed curve (dark grey) and is harder to minimize in a single board 

setup than in a dual board experiment.  

The antibunching time tA from all four experiments (Figs. 5-2, 5-3) is in average 3.4 ns ± 

10%, the HBT-data having the bigger error due to the smaller time-window available for 

fitting. From tA = 1/(k01 + k0) and the excitation rate constant k01 = σ01 · I0/2 · λ/hc, with λ/hc 

being wavelength of the exciting light divided by Planck's constant and the speed of light, the 

known absorption cross section σ01 can now be used to predict tA [Mets et al., 1997]. For a 

fluorescence lifetime of (k0)-1 = 4.01 ns, an applied mean excitation intensity of I0/2 = 90 

kW/cm2 at a wavelength of λ = 496 nm and an absorption cross section for Rh110 in water of 

σ01 = 2.62·10-16 cm2 at that wavelength [Eggeling, 1999] tA = 3.24 ns is obtained. This is well 

within the experimental error of the measured value. The limited instrumental resolution was 

not taken into account in this consideration, its effect was estimated to be smaller than the 
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scattering of the experimental values for the antibunching relaxation times but would make 

the difference between prediction and mean experimental value even smaller. 

5.2 Full correlation with a pulsed excitation. 

Cw experiments can, via measuring of antibunching relaxation times, yield information about 

the fluorescence lifetimes but requires knowledge of the excitation rates. The more direct and, 

for a given number of detected photons statistically far more accurate way to determine 

lifetimes employs pulsed excitation. In the following  its effect on the correlation curves will 

be discussed.  

In fluorescence experiments with pulsed laser excitation the system is probed at the repetition 

rate of the light source as opposed to random excitation with a cw light source. Consequently, 

for time intervals of the order of or smaller than the pulse distance, correlation of the data 

results in significantly different FCS curves for the two excitation modes. As shown for 

Rhodamine 110 solutions (Fig. 5-4), the pulse train of the excitation pulses is reflected in the 

statistics of the emitted photons. The highly correlated fluorescence signal results in 

correlation curves exhibiting strong bunching/antibunching behaviour at timescales of the 

laser repetition rates. 
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Figure 5-4. MFD of Rhodamine 110 aqueous solutions with APD detectors, pulsed excitation at 496 nm, mean 
intensity 24 kW/cm2. Recording time 40s. tsync is the synchronisation signal for the macro time counter and is 
obtained from the modelocker of the pulsed laser 

a) Micro time tmic histogram showing fluorescence decay (black) with single exponential fit (red). Fit results: τ = 
4.01 ns, Foffs = 0.0206. 

b) Short-time correlation curves (green) with 50 point average (red) and fit to eq. 13 (black). Time channel width 
is 4.069 ps. Fit results: C0 = 1.48, C1 = 1.81, C2 = 1.80, tdel = 13.6 ns, τd = 4.14 ns. A linear offset was set to 0.113 
(see text). 

c) Full correlation curve (blue) with macro time correlation curve (red), short-time correlation amplitudes from 
eq. 14 (green dots) and simulation according to eq. 12 (black). Simulation parameters: N = 5.4, z0/ω0 = 2.0, tD = 
0.3 ms, Teq = 0.135, tT = 2.4 µs, m = 1.01, tA = 4.0 ns. The insert shows an enlarged part of the time regime around 
the intersection of micro and macro time axis. 



 

 98

Fluorescence was detected with APDs after excitation by pulsed laser light at 496 nm and a 

repetition rate of 73.5 MHz. The mean intensity was set to 24 kW/cm2, the mean number of 

Rh110 molecules in the confocal volume element was N = 5.4. 

5.2.1 Fluorescence decay:  

Histogramming the photon arrival times tmic (micro time TACTACmic Ntt ⋅= ) yields fluorescence 

decay curves Fpar and Fperp for the parallel and perpendicular detection channel, respectively. 

Assuming isotropic distribution of the molecules the total fluorescence signal decay Ftot(tmic) 

can be reconstructed by eq. 5-4. 

( ) ( ) ( ) ( ) ( )micperpmicparmictot tgFltFltF 12 3231 −+−=      (Eq. 5-2) 

The correction factors l1 = 0.0308, l2 = 0.0368 compensate for mixing of polarizations in the 

high N.A. objective, the g-factor (in this case g = 0.91) corrects intensities for slight 

anisotropies in the individual detection efficiencies of the different channels (see chapter 2.2). 

A total fluorescence decay Ftot(tmic) is shown in fig. 5-4a together with a fitted single 

exponential. The APD modules used in this experiment showed significant afterpulsing. 

Afterpulsing occurs on timescales larger than the detector deadtime and generates a flat offset 

in the TAC histogram. To account for that a constant offset ,u,  was used and in the fit added 

to the time-dependent fluorescence signal (Chapter 2.2.2.1). The offset in Fig. 5-4a amounts 

to 5.8% of the total signal. The fluorescence lifetime was found to be τ = 4.01 ns. 

5.2.2 Short-time correlation:  

The FCS for lag times between -100 ns < tc < 100 ns is shown in Fig. 5-4b (light grey) 

together with a fit to eq. 2.2.4-13 (black) and a smoothed curve of the data (dark grey). The 

amplitude at tc = 0, corresponding to the central peak, is smaller than at the lateral peaks as a 

result of single molecule photon antibunching, but does no longer represent the absolute 

minimum of the FCS as in the case of cw excitation. By setting an offset to 0.113, 

corresponding to the measured offset of 5.8% in the fluorescence decay (Fig. 5-4a) a decay 

time for the correlation peaks of td = 4.14 ns was found. td is expected to be slightly larger 

than τ derived from the fluorescence decay analysis since no deconvolution with the 

instrumental response function was performed and in the FCS two IRF (one per channel) 

enter to broaden the signal. 
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The contrast of the pulse pattern in this time regime is a function of the experimental 

conditions and will vanish, for a given fluorescence lifetime, at high repetition rates 

( dLt τ<< ) or at low instrumental resolution ( IRFL FWHMt << ).  

5.2.3 Full correlation:  

For pseudo logarithmic binning (multiple tau correlation) the long-time portion of  the full 

correlation resembles a cw experiment (Fig. 5-4c). Here the time-bins cover (and average) 

many excitation periods. A fit to eq. 2.2.4-10 for tc > 10-4 ms, extrapolated to shorter times 

with fixed parameters tA = 4.0 ns and m = 1 is shown as black overlay in the figure. 

Correlation of the macro-times yields a low-resolution curve starting at 13.6 ns (red). The first 

points of theat curve with spacings of 13.6 ns suffer from overlapping of the fluorescence 

decays originating from adjacent laser pulses. Here fitting of the the short-time correlation 

curve (Fig. 5-3b) and application of eq. 2.2.4-12  yields more accurate results by taking these 

artefacts into account (dots). The amplitude at time zero (tc=0) as it would be expected in a cw 

experiment is indicated at tc = 10-9 ms. In pulsed experients with high repetition rates this 

amplitude can only be derived in the described way and is not available by macro-time 

correlation. 

The three different ways to analyse the data from pulsed excitation can give information  

(1) via correlation, about molecular and photophysical dynamics with a time resolution of 

the pulse distance,  

(2) via decay analysis, about fluorescence lifetime and faster rotational correlation times 

and  

(3) at tc = 0, i.e. in the photon antibunching regime, about coincident photons and 

numbers of independent fluorophores. 
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6 SUMMARY 

 

This thesis presents the development and applications of novel experimental and 

analytical techniques for the quantitative investigation of single biological molecules in 

solution and living cells. In contrast to ensemble experiments, single molecule measurements 

eliminate averaging over a population of molecules and deliver direct structural and dynamic 

information. Multiparameter fluorescence detection (MFD) is now established as a technique 

in single-molecule fluorescence spectroscopy and allows for the simultaneous measurement 

of the full fluorescence information: the spectral properties, fluorescence brightness and 

quantum yield, fluorescence lifetime and fluorescence anisotropy.  

 

Identification of multiple species 

 

A general strategy to identify and quantify single molecules in dilute solution 

employing MFD was developed. Twelve identical oligonucleotides differing in the 

combination of the fluorescence reporters labeled to them (Rh6G-Cy5, Rh6G-BP 650/665, 

Cy3-Cy5, Cy3-BP 650/665) and in the distance between them (with 9, 13 or 17 base-pairs), 

were measured at the single molecule level.  Including free dye molecules and incompletely 

labeled oligonucleotides, 16 different compounds were identified and separated from the 

mixture, based on the multidimensional information contained in the fluorescence of the 

analyzed molecules. 

Identification of the different species was first demonstrated by use of sequential two-

dimensional projections of histograms in different fluorescence parameter planes, employing 

different “border lines” between the populations projected in each plane. However, in addition 

to this visual approach demonstrating the feasibility, a more quantitative identification 

procedure was employed, based on an algorithm that offers fast and automated species 

identification with reasonable fidelity on a single molecule level. This approach can also 

regenerate concentration profiles of species in a mixed sample with very high accuracy and 

there is still a clear potential for implementing additional criteria and procedures. 
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Such multiplexed assays with single-molecule sensitivity may have a great impact on 

the screening of species and events that don’t lend themselves so easily to amplification, such 

as disease-specific proteins and their interactions. 

 

Subunit rotation in single membrane-bound F0F1 –ATP synthase. 

 

MFD was shown to be a powerful tool for studies of dynamic and conformational 

properties of single biomolecules. γ-subunit rotation of F0F1-ATP synthase was studied during 

ATP synthesis and hydrolysis. F0F1-ATP synthases from Escherichia coli were labelled with 

fluorescence reporters and incorporated into liposomes. By analyzing the fluorescence 

information, it was found that the γ-subunit rotates stepwise during proton transport–powered 

ATP synthesis, showing three distinct distances to the b subunits in repeating sequences. The 

average durations of these steps correspond to catalytic turnover times upon ATP synthesis as 

well as ATP hydrolysis. The direction of rotation during ATP synthesis is opposite to that of 

ATP hydrolysis. 

 

MFD-Imaging (MFDi) 

A new general strategy based on MFD was introduced to register and quantitatively 

analyse fluorescence images. MFD delivers the complete accessible spectroscopic 

information in each pixel of an image and thus increases the information content per image, 

which often is crucial for a correct interpretation of functional information.  

By analyzing 2D histograms of the fluorescence parameters, specific pixels can be 

selected for subsequent sub-ensemble analysis to improve statistical accuracy of the estimated 

parameters.  MFDi avoids sequential measurements, because the registered data allows one to 

perform many analysis techniques such as fluorescence correlation spectroscopy (FCS) in an 

off-line mode.  

To demonstrate the ability of this technique, two systems were analyzed:  

 

1) interactions of the fluorescent dye Rhodamine 110 inside and outside of a 

glutathione-sepharose bead; 
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2) microtubule dynamics in live yeast cells of Schizosaccharomyces pombe using a 

fusion protein of Green Fluorescent Protein (GFP) with Minichromosome Altered 

Loss Protein 3 (Mal3), which is involved in the dynamic cycle of polymerizing 

and depolymerising microtubules.  

 

 

Full correlation 

 

MFD can be combined with fluorescence correlation spectroscopy (FCS), which 

reveals molecular concentrations as well as the molecule’s mobility parameters. 

An improved time-correlated single photon counting (TCSPC) technique for 

simultaneous fluorescence lifetime and correlation experiments was developed. It allows 

calculation of the full correlation curve from the same photons emitted from single or very 

few, molecules.  

A fast multi-tau software correlator was developed to correlate the data. The algorithm 

uses the asynchronous single photon intensity information of the TCSPC data without 

requiring the construction of a multichannel scaler (MCS) trace, as needed for conventional 

intensity correlation algorithms. 

The method offers two main advantages for experiments at low concentrations over 

conventional single molecule fluorescence detection: 

3)          Short (nanosecond time-scale) and long (ms time scale) correlation times are 

now simultaneously accessible in a TCSPC experiment with high resolution. The 

presented technique bridges the gap between anisotropy decay analysis and currently 

available commercial correlators. 

4)        The number of independent fluorophores on a single molecule can be determined 

(e.g. the number of monomers in a complex) by measuring coincident photons 

simultaneously with all other fluorescence parameters. 

 

The technique is applicable to immobilized molecules as well as to free fluorophores in 

solution.  
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8 APPENDIX A. Description of custom-written 

software 

8.1 ELKE 

“Elke” is the LabView based, custom-written program for primary MFD analysis (see 

Chapter 2.2). It reads SPC data, selects single molecule bursts, and calculates lifetime, 

anisotropy, and intensity for each separate burst. For all or selected single molecule bursts 

time window analyses with shifted intervals option can be applied. Programming by Dr. 

Cristian Eggeling, Dr. Jorg Schäffer, Dr. Elke Haustein, Dr. Suren Felekyan, Dr. Matthew 

Antonik, Volodymyr Kudryavtsev. 

 

Figure 8.1 Front panel of the “Elke” program. 
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8.2 Margatita 

 

“Margarita” is the LabView based, custom-written program, which reads the files 

produced by ELKE, and generates user specified 2D and 1D histograms. Burst coordinates 

(burst ID) for selected species can be exported for farther analyses. The third fluorescence 

parameter values can be used for species selection.  Programming by Dr. Matthew Antonik. 

 

 

Figure 8.2 Front panel of the “Margarita” program. 
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8.3 VIEW BURST TRACES 

 

“View burst traces” is the LabView based, custom-written program which reads files 

produced by ELKE. For analyses which have been performed on bursts divided into either 

time or photon windows, it allows the user to view the parameters as a function of time within 

each burst. Programming by Volodymyr Kudryavtsev. 

 

 

 

Figure 8.3. Front Panel of the “View burst traces” program. 
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8.4 View MCS  

“View MCS” computes an MCS trace using user specified MCS bin width and time 

gating from SPC files. Reads burst ID’s generated by “Margarita” and computes an MCS 

trace using user specified MCS bin width and time gating. Multiple burst filtering options are 

available. It histograms dwell times, SG/SR ratio frequencies from all bursts. Programming by 

Volodymyr Kudryavtsev, Dr. Matthew Antonik, Dr. Suren Felekyan.  

 

 

  Figure 8.4. Front Panel of the “View MCS” program. 
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8.5 KRISTINE 

“Kristine” is the Labview based software correlator and fitting routine. Full correlation 

from picoseconds to seconds for TCSPC data, TAC gated FCS ae possible. Countrate filter 

can be applied to SPC files. Species selective FCS (Burst ID correlation). Time-resolved FCS 

or component selective correlation (with Jörg Enderlein filters). More than 100 fitting 

functions with up to 32 parameters and 32 constants are implemented. Global fitting is 

possible. Programming by Dr. Suren Felekyan, Volodymyr Kudryavtsev.  

 

 

 

Figure 8.5. Front Panel of  “Kristine” program. 
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8.6 Marcelle 

“Marcelle” is a custom written Labview based program for MFD-Imaging (see Chapter 

4). It finds the proper photons for each pixel of 2D scan and recovers the image from SPC 

files, calculates correlation curve and TAC histogram for each pixel or for the selection of the 

pixels. For each pixel lifetime, anisotropy, intensity, correlation diffusion time, correlation 

amplitude can be calculated. Marcelle exports the calculated parameters for “Margarita”, pixel 

coordinates in format of burst ID. Most of above mentioned software can analyze the pixel 

photons like photons from bursts, so all fluorescence parameters can be calculated for each 

pixel and all types of fluorescence parameter images can be constructed. Generates movies 

from the series of frames, saving for each movie frame all the calculated parameters as well as 

raw data. Programming by Volodymyr Kudryavtsev, Dr. Suren Felekyan. 

  

 

Figure 8.6. Front Panel of  “Marcelle” program. 

 





A R T I C L E S

To clarify the central role of energy transduction and the rotary
mechanism of F0F1-ATP synthase, much experimental work has
focused on the mechanistic events in this molecular motor1–17. F0F1-
ATP synthase catalyzes the formation of ATP from ADP and phos-
phate in bacteria, mitochondria and chloroplasts, and this reaction is
driven by conversion of Gibbs free energy derived from a transmem-
brane electrochemical proton gradient1. The enzyme consists of two
parts, F1 and F0, which in E. coli have the subunit composition
α3β3γδε and ab2cn with an expected number n of c subunits between
10 and 12, respectively (Fig. 1a). ATP synthesis takes place at the
three β subunits of F1, which sequentially adopt different conforma-
tions during catalysis2. Due to different interactions of each β sub-
unit with the γ subunit, three possible conformations of the catalytic
binding sites are found in the X-ray structure3. A sequential conver-
sion of the conformations of the catalytic sites is caused by rotation
of the γ subunit, which is located in the center of the α3β3 complex.
Rotation of the γ subunit is assumed to be coupled mechanically to
proton translocation by a rotational movement of the c-ring4 of F0.
Therefore, the subunits are also defined as ‘rotor’ (γεcn, Fig. 1) and
‘stator’ (α3β3δab2, Fig. 1)5–8.

In single immobilized F1 subcomplexes, subunit rotation during
ATP hydrolysis has been demonstrated by video-microscopic exper-
iment using a fluorescent actin filament connected to the γ subunit
as a marker of its orientation9. Hydrolysis of ATP led to rotation of
the γ subunit in 120° steps. Recently, resolution of substeps10,11 has
shown that the binding event of ATP at a relative γ-subunit position
of 0° (or 120° and 240°, respectively) and the catalytic processes 
of ATP hydrolysis and product release at a relative γ-subunit posi-
tion between 80° and 90° are associated with different angular 

orientations of the γ subunit. The direction of rotation was counter-
clockwise when viewed from F0 to F1 (Fig. 1b). Actin-filament
attachment has also been used to show rotation of the c subunits of 
F0 using immobilized complexes12,13; and by a single-fluorophore
polarization experiment14. ‘Molecular dynamics’ simulations of the
direction of ATP synthesis showed induced conformational changes
within F1 when an external rotary force was applied to the 
γ subunit15,16.

However, up to now the rotation of the central γ subunit during
proton-powered ATP synthesis could only be demonstrated indi-
rectly17.  The following questions must be investigated: (i) can we
observe a rotation of the γ subunit coupled to proton translocation
during ATP synthesis, that is distinguishable from an oscillation
mode between only two positions for the γ subunit? (ii) Is the direc-
tion of rotation during ATP synthesis opposite or identical to that
during ATP hydrolysis; that is, is this enzyme a bidirectional or uni-
directional motor? (iii) Is the movement of the γ subunit during pro-
ton translocation continuous or stepwise? Because consecutive
conformational motions in protein machines are stochastic and thus
can hardly be synchronized, the subunit movements in F0F1-ATP
synthase must be studied at the single-molecule level. Here we pre-
sent the use of intramolecular single-molecule FRET to observe the
rotary movement of the γ subunit during proton-powered ATP syn-
thesis by single F0F1-ATP synthase. The FRET donor was attached at
the rotating γ subunit and the FRET acceptor crosslinked the non-
rotating b-subunit dimer. During catalysis, fluctuating FRET effi-
ciencies indicate the relative movement of the labels because their
distances sequentially interchange as a result of the rotation of the
γ subunit.
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Proton-powered subunit rotation in single 
membrane-bound F0F1-ATP synthase
Manuel Diez1, Boris Zimmermann1, Michael Börsch2, Marcelle König3, Enno Schweinberger3, Stefan Steigmiller1,
Rolf Reuter1, Suren Felekyan3, Volodymyr Kudryavtsev3, Claus A M Seidel3 & Peter Gräber1

Synthesis of ATP from ADP and phosphate, catalyzed by F0F1-ATP synthases, is the most abundant physiological reaction in
almost any cell. F0F1-ATP synthases are membrane-bound enzymes that use the energy derived from an electrochemical proton
gradient for ATP formation. We incorporated double-labeled F0F1-ATP synthases from Escherichia coli into liposomes and
measured single-molecule fluorescence resonance energy transfer (FRET) during ATP synthesis and hydrolysis. The � subunit
rotates stepwise during proton transport–powered ATP synthesis, showing three distinct distances to the b subunits in repeating
sequences. The average durations of these steps correspond to catalytic turnover times upon ATP synthesis as well as ATP
hydrolysis. The direction of rotation during ATP synthesis is opposite to that of ATP hydrolysis.
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A R T I C L E S

RESULTS
Reconstituted F0F1-ATP synthase with FRET labels
To study intersubunit rotation of the membrane-bound F0F1-ATP
synthase (referred to as F0F1 below) from E. coli under conditions of
ATP synthesis and hydrolysis, the following prerequisites must be
met: (i) preparation of the fully functional holoenzyme F0F1 in a
quasi-native environment without additional immobilization; 
(ii) generation of a proton gradient across the lipid membrane; 
(iii) attachment of reporters for rotation that are small enough to
allow undisturbed subunit movement during catalysis. We met these
requirements by incorporating F0F1 into a liposome and by specifi-
cally labeling the b-subunit dimer and the γ subunit with two 

different fluorophores suitable for single-molecule FRET. To exclude
specific photophysical effects of the dyes, we used two alternative
FRET donor fluorophores, either tetramethylrhodamine-maleimide
(TMR) or rhodamine110-maleimide (Rh110) bound to the γ sub-
unit at residue 106 (Fig. 1a,b). The FRET acceptor, the bifunctional
cyanine-5-bismaleimide (Cy5bis), crosslinked the two cysteines at
position 64 in the b-subunit dimer of F0F1, avoiding ambiguity in the
location of the dye18.

To avoid any perturbations from surfaces, the labeled holoenzyme
was investigated in freely diffusing liposomes that proved to be fully
functional. The catalytic rates of these double-labeled enzymes were 
vS = (23 ± 3) s–1 for ATP synthesis and vH = (67 ± 6) s–1 for ATP 
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Figure 1 Model of F0F1 from E. coli (see
Methods). (a) Side view. The FRET donor is
bound to the γ subunit (green circle), the FRET
acceptor Cy5bis to the b subunits (red circle).
‘Rotor’ subunits are blue, ‘stator’ subunits are
orange. (b) Cross-section at the fluorophore level,
viewed from F0. Cy5bis (red) crosslinks the b
subunits. Donor position 1 (green) of cysteine 
γ-T106C is farthest away from b-Q64C. Rotation
of the γ subunit by 120° and 240° results in
donor positions 2 and 3, respectively. (c) Photon
bursts are observed when a freely diffusing single
liposome with a single FRET-labeled F0F1
traverses the confocal detection volume
(yellowish) within the laser focus (green).

Figure 2  Photon bursts from single F0F1-ATP synthases in liposomes. (a,b) Photon bursts during ATP hydrolysis. (c,d) Photon bursts during ATP synthesis.
FRET donor is TMR in a and c, Rh110 in b and d; FRET acceptor is Cy5bis in all traces. Fluorescence intensity traces of the donor, FD, and acceptor, FA, are
green and red, respectively, in a and c (time window 1 ms). Corrected intensity ratios FD / FA are orange in all panels (time window 1 ms), and fluorescence
lifetimes of the donor Rh110 are green in b and d (total time window 5 ms, shifted by 2.5 ms per data point). Three distinct FRET levels are attributed (1, 2
or 3) at top of panels. Black horizontal lines indicate the mean FRET levels from the distributions in Figure 4 (additional traces are shown in Supplementary
Fig. 2 online).
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A R T I C L E S

hydrolysis, both of which are similar to those of the unlabeled F0F1-
ATP synthase19,20. Upon addition of 40 µM of the inhibitor N,N′-
dicyclohexylcarbodiimide (DCCD), ATP synthesis was reduced to 
vS = (4 ± 3) s–1 and ATP hydrolysis to vH = (2 ± 2) s–1, confirming 
that catalysis was coupled to proton transport21,22.

Stepwise �-subunit rotation during ATP hydrolysis
First, we analyzed rotary movements during ATP hydrolysis in the
presence of 1 mM ATP. Using intramolecular single-molecule
FRET18,23,24 and single-molecule multiparameter fluorescence detec-
tion25, we obtained quantitative fluorescence information (intensity,
lifetime and anisotropy in two spectral regions) from the attached
reporters at high time resolution. Single FRET-labeled enzymes
incorporated into liposomes were detected by their fluorescence pho-
ton bursts while traversing the confocal detection volume (Fig. 1c).
Figure 2a shows a long-lasting photon burst with large fluctuations of
the fluorescence intensities of donor, FD (green) and acceptor, FA
(red). The ratio of corrected fluorescence intensities FD / FA was cal-
culated (Fig. 2) to correlate these fluctuations with changes in the
intramolecular FRET efficiency; that is, with distance changes
between the two fluorophores. For the observed photon bursts, we
found three different constant levels of FD / FA (levels 1, 2 and 3) cor-
responding to three distinct distances between the labels at the γand b
subunits. These FRET states interchanged in sudden jumps among
the levels, with a transition time faster than the time resolution 
(binning time 1 ms). The burst in Figure 2a shows a sequence of four
steps of the FD / FA levels.

In addition, time traces of the fluorescence lifetime of the donor
in the presence of the acceptor, τD(A), were simultaneously measured
(Fig. 2b). Each FD / FA level corresponded to a well-defined τD(A):
high FRET efficiencies (level 3, short distance) were characterized
by a short τD(A), medium FRET efficiencies (level 2, medium 
distance) by a larger τD(A), and low FRET efficiencies (level 1, long
distance) by high ratios of FD / FA and a long τD(A). The coincident
steps in the levels of FD / FA and τD(A) proved that these jumps were
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Figure 3 Photon bursts from single liposomes with one double-labeled F0F1-
ATP synthase in the presence of 1 mM AMPPNP. Fluorescence intensity
traces of donor (TMR), FD, are green, those for the acceptor (Cy5bis), FA,
red. The corrected intensity ratios FD / FA are orange (top), showing a
constant level within one photon burst. (a–c) The enzyme is trapped in level
1 (a), level 2 (b) or level 3 (c).

caused by changes in FRET efficiencies and not by temporary pho-
tophysical effects25 of the reporter dyes. FRET levels changed within
a single photon burst during ATP hydrolysis in the order
1→3→2→1 (Fig. 2a) and 2→1→3 (Fig. 2b), respectively. By 
analyzing 222 traces of single F0F1-ATP synthases with two or more
FRET levels, the predominant sequence of level transitions was
found to be 1→3→2→1→... and so forth for >72% of the bursts.
We conclude that during ATP hydrolysis at high ATP concentrations
this interconversion of well-defined FRET levels clearly indicates a
three-step rotary movement of the γ subunit in membrane-
integrated F0F1-ATP synthase.

The fact that not all bursts exhibited the same sequence is due to
the fast kinetics of ATP hydrolysis. In our analysis, only levels with
duration of at least 5 ms were considered separate levels. From the
average ATP turnover time and assuming an exponential distribu-
tion of the FD / FA level durations, we calculated a probability of
77% for levels that last for 5 ms or longer and thus are recognized as
distinct levels during ATP hydrolysis. Therefore, apparently ‘wrong’
sequences were observed because short FD / FA levels were some-
times missed.

Stepwise �-subunit rotation during ATP synthesis
To monitor subunit movements during ATP synthesis, we generated
a transmembrane pH difference (∆pH) plus an additional electric
potential difference (∆φ) across the liposome membrane19,20 imme-
diately before fluorescence measurements. In Figure 2c,d, typical
photon bursts of TMR/Cy5bis- and Rh110/Cy5bis-labeled ATP syn-
thases are shown (for additional traces see Supplementary Fig. 2c,d
online). Three distinct FRET levels were identified within these
photon bursts, characterized by constant FD / FA and τD(A) levels,
which interchange in coincident jumps to the next level. After mix-
ing the two buffers in the microscopic flow chamber, ∆pH and ∆φ
with initial maximum values dissipated within 3–5 min, partly used
by F0F1- ATP synthase for ATP synthesis and parly lost in a distinct
process by proton leakage across the lipid membrane. Therefore,
fluctuating FRET efficiencies within the photon bursts of liposome-
embedded ATP synthase were observable only for the first few min-
utes. Several minutes after mixing, FRET states of F0F1 remained
constant within the bursts. Rarely, oscillations between two FRET
states were detected.
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A R T I C L E S

In contrast to ATP hydrolysis, the order of level transitions was
reversed for both pairs of FRET fluorophores. The observed sequences
are 3→1→2→3 (Fig. 2c) and 1→2→3→1 (Fig. 2d), respectively.
Repeating FD/FA and τD(A) sequences in the direction 1→2→3→1→...
were found for >83% of 188 analyzed bursts with two or more FRET
levels. As the sequence of FRET levels is reversed, we conclude that the
direction of γ rotation during ATP synthesis is opposite compared
with that during ATP hydrolysis.

Three AMPPNP-trapped �-subunit orientations
The existence of three distinct FRET levels was corroborated by an
independent experiment. Upon addition of nonhydrolyzable 
adenosine-5′-(β,γ-imido)triphosphate (AMPPNP) the enzyme was
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expected to be trapped in one of three different orientations of the γ
subunit with respect to the b subunits. In this case, the traces of single-
particle events showed FD / FA levels that remained constant through-
out each burst. The observation of three distinct FRET efficiencies
upon addition of AMPPNP supports the proper discrimination of the
anticipated γ-subunit orientations (Fig. 3a–c).

Level histograms of the three FRET states
The statistical significance of the individual traces of F0F1 was evalu-
ated by the analysis of the FRET level histograms of ATP synthases
during catalysis and AMPPNP binding (Fig. 4). We selected 48 photon
bursts from single F0F1 with three or more FRET levels during ATP
hydrolysis. In the histogram of FD / FA levels (Fig. 4a), three peaks are
clearly separated. In Figure 4b, the FD / FA level histogram in the 
presence of AMPPNP is shown. Three FD / FA levels are found also,
with the center of the distribution of each level similar to those
observed during ATP hydrolysis. At millimolar concentrations, ATP
binds rapidly to the free nucleotide-binding site and the rate-limiting
step is expected to be the release of ADP. The resting positions of the
enzyme should therefore be the same as those after binding of
AMPPNP, resulting in almost identical maxima of the FD / FA level 
histograms in the presence of ATP or AMPPNP.

The histogram of FD / FA levels, obtained from of 32 photon bursts
during ATP synthesis (Fig. 4c), shows again three subpopulations.
When FD / FA level distributions are fitted with three Gaussians, the
centers of the distributions are almost identical to those for ATP
hydrolysis and AMPPNP binding. In the case of ATP synthesis, the
maxima of the distribution were similar; however, the distributions
were significantly broadened.

Dwell times of the FRET states during catalysis
The durations of the different FD / FA levels during ATP hydrolysis and
ATP synthesis were considered as dwell times of conformational states.
A monoexponential fit to the level durations during ATP hydrolysis
resulted in an average dwell time of 19 ms (Fig. 5a). This value agrees
well with a turnover time of 15 ms for the hydrolysis of one ATP
obtained from bulk experiments. For ATP synthesis, a monoexponen-
tial fit to the level durations yielded an average dwell time of 51 ms
(Fig. 5b), in accordance with a turnover time of 43 ms for the synthesis
of one ATP calculated from the initial rates in bulk experiments. This
comparison indicates that the duration of the FRET states is directly
correlated with the catalytic event.

Fluorophore distances and �-subunit orientations
Single-molecule FRET data revealed additional structural informa-
tion. From the homology model of F0F1 (Fig. 1), the largest distance
between the Cα atoms of the amino acids b-Q64C and γ-T106C was
estimated to be 73 Å. Rotation of the γ subunit by 120° and 240°
resulted in two shorter distances in the range of 40–60 Å. According to
the Förster theory of FRET26,27, two effects can influence FD / FA levels,
donor-acceptor distances and orientations in transition dipole
moments (factor κ2) of the donor relative to the acceptor dye. We cal-
culated apparent donor-acceptor distances, R’DA, from the measured
fluorescence parameters. These apparent distances of 52, 65 and 80 Å
(Fig. 4), representing mean values during catalysis and AMPPNP
binding for the three FRET states within the enzyme, agree with esti-
mates obtained from the model.

DISCUSSION
We applied an intramolecular single-molecule FRET approach to show
subunit rotation in the liposome-reconstituted holoenzyme F0F1-ATP
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synthase powered by proton flow. Here, one fluorophore was attached
to the rotating γ subunit of F1 and the other to the static, nonrotating 
b-subunit dimer of F0. We achieved high-specificity labeling by sepa-
rately labeling cysteines in F1 and F0 and subsequently reassembling
and reconstituting the enzyme into liposomes. The FRET efficiency
depends on the distance between the two fluorophores. Therefore,
FRET efficiency changes between the two fluorophores at a single ATP
synthase are expected to describe trajectories of the relative motion of
the two labeled subunits during catalysis.

Upon addition of AMPPNP as a nonhydrolyzable substrate for the
enzyme, we find three well-defined and distinct FRET levels and con-
clude that these levels correspond to three distances of the labeled
residue 106 at a protruding part (‘off-axis position’) of the γ subunit
with respect to the b subunits. The calculated ratio of corrected fluo-
rescence intensities FD / FA between FRET donor and acceptor in the
photon bursts of a single ATP synthase is independent of intensity
fluctuations of the double-labeled enzyme on its transit pathway
through the confocal detection volume. In addition to this intensity
ratio, each FRET level is defined by a specific FRET donor fluores-
cence lifetime τ(DA), and therefore, other photophysical causes 
effecting the quantum yields of the FRET fluorophores are unlikely.
These stable FRET levels during a photon burst indicate the trapping
of the γ subunit by AMPPNP in one of three distinguishable orienta-
tions. The three intramolecular distances calculated from the FRET
efficiencies of these levels are in good agreement with the distances
derived from our model of F0F1-ATP synthase and the expected posi-
tions of the γ subunit.

FRET-labeled ATP synthase in a freely diffusing liposome carries
out proton transport-coupled ATP synthesis and hydrolysis almost
undisturbed during real-time observation. The dwell times of the
FRET levels correspond to the bulk rates of catalysis, during ATP
hydrolysis as well as ATP synthesis, thereby independently excluding
photophysical causes for interchanging FRET levels.

Given this direct correlation between FRET level and γ-subunit ori-
entation, γ-subunit rotation in F0F1-ATP synthase occurs stepwise in
both modes of catalysis and the direction of rotation during ATP syn-
thesis is reversed compared with that during ATP hydrolysis. Using the
actin-filament method, the rotation direction of the γ subunit in F1
subcomplexes during ATP hydrolysis has been determined to be coun-
terclockwise when viewed from F0 (ref. 9). Therefore we attribute the
FRET level sequence 1→3→2→1→... observed during ATP hydrolysis
to the counterclockwise direction of rotation of the γsubunit (Fig. 1b).
Stepwise rotation of the γ subunit during ATP hydrolysis has been dis-
cussed for F1-ATPase10,11,28 and for F0F1-ATP synthase18 earlier and is
confirmed here. In the present work, proton-driven ATP synthesis is
also accompanied by a three-step rotary movement of the γ subunit
and not by a quasi-continuous rotation, which might have been
expected from the stoichiometry of at least nine translocated protons
per 360° revolution and from the multistep rotational motion of the
c subunits of F0 during ATP synthesis. These distinct distances
between the FRET fluorophores remain constant throughout the dwell
time of one γ-subunit orientation, before a consecutive 120° rotary
movement of the γ subunit takes place, as has been shown unequivo-
cally with immobilized F1 subcomplexes for the case of ATP hydrolysis
at millimolar concentrations10. The mean stopping positions of the 
γ subunit upon ATP synthesis are similar to those observed in the
AMPPNP-trapped states and those during ATP hydrolysis at milli-
molar ATP concentrations.

As anticipated in molecular dynamics simulations15,16 and derived
from theoretical considerations of microscopic reversibility, a reversed
rotary motion of the γ subunit during ATP synthesis was predicted,

and is now strongly supported by our experiments. The rotary subunit
movement is indicated by repeating sequences of three FRET levels,
which are induced by distance changes between the FRET pair. In most
cases, a consecutive order of the three γ-subunit orientations was
observed, and in an opposite direction during ATP synthesis from that
during ATP hydrolysis. Thus, unidirectional rotary motion of the γ
subunit during both modes of catalysis seems very improbable. Any
two-state model, including contracting-and-stretching modes of the γ
subunit or back-and-forth swiveling modes between only two of the
three catalytic sites, are not consistent with the repeating sequences of
three FRET levels. Oscillations between two FRET states were rarely
observed and can be attributed either to omitted levels or to an equi-
librium state between a weak proton-motive force competing with the
ATP hydrolysis backreaction.

The significant broadening of the three FRET levels during ATP syn-
thesis allows us to predict the occurrence of substeps comparable to
those observed in F1 subcomplexes during ATP hydrolysis. As first
hints and as rare events we identified more than three FRET levels
(substeps) in some photon bursts of F0F1 during ATP synthesis. The
origin of these substeps remains to be clarified. In principle, a hypo-
thetical ADP-(plus Pi)-waiting state of the enzyme at one angular posi-
tion of the γ subunit and a conformational state associated with the
catalytic reaction or product release at another angular position can be
discriminated by the dependence of substrate concentration.
Detecting one ATP synthase in freely diffusing liposomes, as has been
shown in this work, limits the observation time to several hundred
milliseconds. Therefore, concentration dependencies must be studied
by a modified approach, for instance with surface-immobilized lipo-
somes using a streptavidin-biotin multilayer. Monitoring single
enzymes at work under kinetic control in both directions of catalysis
will reveal insights into the mechanism of the ‘rotary nanomachine’
F0F1-ATP synthase.

METHODS
FRET-labeled F0F1-ATP synthase from E. coli. F1 of ATP synthase of E. coli car-
rying the cysteine mutation γ-T106C was prepared as described29 using the
plasmid pRA144 (ref. 30) expressed in strain RA1 (ref. 31). Specific substoi-
chiometric labeling of the γ subunit was achieved with tetramethylrhodamine-
maleimide (TMR, Molecular Probes) or Rhodamine110-maleimide (Rh110,
Evotec) with labeling efficiencies between 50 and 60% (refs. 18,32). F1 with
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γ-T106C contains several buried cysteines33. However, at the given reaction
conditions only γ-T106C is labeled32,33, as checked by fluorograms after SDS-
PAGE. F0F1-ATP synthases of E. coli carrying the cysteine mutation b-Q64C
were prepared separately19 using the plasmid pRR76 (ref. 18) expressed in
strain RA1. The cysteines of the b subunits were crosslinked with the cyanine
dye Cy5-bis-C5-maleimide synthesized from (5-maleimidyl)-pentyl-1-amine
and Cy5-bis-N-hydroxysuccinimidylester (bisreactive Cy5 NHS-ester obtained
from Amersham Biosciences). Cy5-labeling efficiency of the b-subunit dimer
was 64% with a yield of crosslinking of ∼ 90%. The a and c subunits of F0 were
not labeled as checked by fluorograms after SDS-PAGE. Cy5-labeled F0F1 was
reconstituted into liposomes (diameter ∼ 100 nm), F1 was removed and Cy5-
labeled F0 was reassembled with TMR- or Rh110-labeled F1 to yield the FRET-
labeled F0F1-ATP synthase in liposomes, as described18. ATP synthesis rates
were measured19,20 at 23 °C, yielding vS = 59 ± 1 s–1 for the nonlabeled b-
mutant F0-b64-F1, vS = 48 ± 3 s–1 for the labeled F0-b64-Cy5–F1, vS = 24 ± 2 s–1

for the reassembled TMR-labeled F0-b64–F1-γ106-TMR and vS = 23 ± 3 s–1 for
the FRET-labeled F0-b64-Cy5–F1-γ106-TMR. ATP hydrolysis rates at 23 °C
were vH = 186 ± 12 s–1 for F0-b64–F1, vH = 108 ± 24 s–1 for F0-b64-Cy5–F1 and
vS = 67 ± 6 s–1 for the reassembled and FRET-labeled F0-b64-Cy5–F1-γ106-
TMR. Reassembly causes slower rates18,21. All hydrolysis rates were inhibited by
40 µM DCCD to remaining activities of 6 ± 4%.

Single-molecule FRET measurements. Single-molecule FRET measurements
were carried out as described18 using continuous wave-excitation at 532 nm
for TMR and pulsed excitation at 496 nm for Rh110. Confocal detection vol-
umes of 6.8 fl for TMR/Cy5bis and 2.5 fl for Rh110/Cy5bis were used. Mean
diffusion times through the confocal volume of 10–30 ms for the labeled F0F1

in liposomes were determined by fluorescence correlation spectroscopy.
Single-molecule fluorescence measurements under conditions of ATP hydro-
lysis (1 mM ATP) and AMPNP binding (1 mM AMPPNP) were carried out in
a buffer (pH 8) containing 20 mM succinic acid, 20 mM tricine, 2.5 mM
MgCl2, 80 mM NaCl and 0.6 mM KCl. ATP synthesis was measured after
preincubation of the liposomes in 20 mM succinic acid buffer, pH 4.7, con-
taining 5 mM NaH2PO4, 0.6 mM KOH, 2.5 mM MgCl2, 100 µM ADP, 20 µM
valinomycin. The transmembrane ∆pH was generated by mixing the acidic
liposomes with the basic buffer containing 200 mM tricine, pH 8.8, 5 mM
NaH2PO4, 160 mM KOH, 2.5 mM MgCl2 and 100 µM ADP in a T-shaped flow
chamber with two syringes. This generated an initial transmembrane pH 
difference ∆pH = 4.1 with an additional electric potential difference 
∆φ= 126 mV (refs. 19,20). All samples of the double-labeled F0F1 were diluted
to a final concentration of ∼ 90 pM.

F0F1 identification in photon bursts. Background count rates (usually between
0.5 and 2 kHz), obtained in each experiment from measurements of buffer
solutions without labeled enzymes, were subtracted from the burst count rates.
In addition, crosstalk (photons from the donor in the detection channel of the
acceptor) and differences in the detection efficiencies of the donor and acceptor
channels of the instrument were corrected, resulting in corrected fluorescence
intensities for donor (FD) and acceptor (FA). A photon burst was considered
‘significant’ when the sum of photon counts in the donor and acceptor channel
was >15 counts per ms. To eliminate events of remaining donor-labeled F1 that
were not bound to F0 in liposomes, we excluded photon bursts with a 
duration <45 ms and, when Rh110 was used, with a donor anisotropy <0.12 
(see Supplementary Fig. 1 online).

Calculation of intramolecular FRET distances. The reduced Förster radii25

R0r = 9,780 (J (λ) κ2 n–4)1/6 for the FRET pairs TMR/Cy5bis and Rh110/Cy5bis
were calculated using n = 1.33 for the index of refraction and κ2 = 2/3. The
spectral overlap (J) was determined from the respective donor emission and
acceptor absorption spectra resulting in R0r = 76 Å for TMR/Cy5bis and 55.5 Å
for Rh110/Cy5bis. Anisotropies of donor and acceptor were 0.2. Even in this
case, it is still sufficient to assume κ2 = 2/3, because our estimate for κ2 lies well
in the range of possible κ2 values assuming the case of linear and planar (due
to rotation) transition moments of donor and acceptor27. Based on these 
assumptions, it is appropriate to calculate apparent donor-acceptor distances,
R’DA from the measured fluorescence parameters using R’DA = R0r [φA

(FD / FA)]1/6.

The apparent distances between donor and acceptor dyes were calculated
from the maxima of the Gaussian distributions of FD / FA for the different lev-
els. The effective acceptor fluorescence quantum yield in single-molecule
experiments was φA = 0.32 for Cy5bis25. These distances are compared with
geometrically estimated values from a model of F0F1. Therefore, homology
alignment34 of structures of the (α3β3γ) subcomplex from the mitochondrial
enzyme, δ, ε plus γ and c subunits from X-ray3,35 and NMR36,37 analyses were
combined with postulated structures of the c10-ring8 and a and b subunits38 for
an overview of intramolecular distances within F0F1-ATP synthase.

Note: Supplementary information is available on the Nature Structural & Molecular
Biology website.
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(c, d). FRET donor is TMR, FRET acceptor is Cy5bis in all traces. Corrected

fluorescence intensity traces of the donor, FD, and acceptor, FA, are shown in

green and red, respectively, corrected intensity ratios FD/FA are depicted in orange

with a time window of 1 ms. Three distinct FRET levels are attributed (1, 2 or 3)

at the top of the figures. Black horizontal lines indicate the mean FRET levels

taken from the histrogram, vertical lines mark beginning and end of a level. In

trace (b), the enzyme exhibits short dwell times for a FRET level, i.e. fast ATP

turnover is depicted. In trace (d), photophysical fluorophore blinking after 340 ms

interrupts the detection of FRET states for approximately 100 ms before ongoing

ATP synthesis is demonstrated by interchanging FRET levels.
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Abstract A new general strategy based on the use of
multiparameter fluorescence detection (MFD) to register
and quantitatively analyse fluorescence images is intro-
duced. Multiparameter fluorescence imaging (MFDi) uses
pulsed excitation, time-correlated single-photon counting
and a special pixel clock to simultaneously monitor the
changes in the eight-dimensional fluorescence information
(fundamental anisotropy, fluorescence lifetime, fluores-
cence intensity, time, excitation spectrum, fluorescence
spectrum, fluorescence quantum yield, distance between
fluorophores) in real time. The three spatial coordinates are
also stored. The most statistically efficient techniques
known from single-molecule spectroscopy are used to
estimate fluorescence parameters of interest for all pixels,
not just for the regions of interest. Their statistical
significance is judged from a stack of two-dimensional
histograms. In this way, specific pixels can be selected for
subsequent pixel-based subensemble analysis in order to
improve the statistical accuracy of the parameters estimat-
ed. MFDi avoids the need for sequential measurements,
because the registered data allow one to perform many
analysis techniques, such as fluorescence-intensity distribu-
tion analysis (FIDA) and fluorescence correlation spectros-
copy (FCS), in an off-line mode. The limitations of FCS for
counting molecules and monitoring dynamics are dis-
cussed. To demonstrate the ability of our technique, we
analysed two systems: (i) interactions of the fluorescent dye
Rhodamine 110 inside and outside of a glutathione

sepharose bead, and (ii) microtubule dynamics in live
yeast cells of Schizosaccharomyces pombe using a fusion
protein of Green Fluorescent Protein (GFP) with Mini-
chromosome Altered Loss Protein 3 (Mal3), which is
involved in the dynamic cycle of polymerising and
depolymerising microtubules.

Keywords Multiparameter fluorescence imaging .

Fluorescence correlation spectroscopy . FCS .

Confocal microscopy . Lifetime imaging .Microtubules

Introduction

To understand the processes that occur in cells in detail,
there is a need for methodologies that reveal molecular
organisation at high temporal and spatial resolutions. One
would like to know molecular concentrations and the
dynamics of molecular diffusion or transport, as well as
spatially resolved molecular interactions with specific
partners, the aggregation state and the stoichiometries of
the aggregates. Optical microscopy and labelling techniques
have developed rapidly in the last few years and are now
approaching the ability to provide such data [1, 2]. In
particular, fluorescence microscopy is a sensitive, specific
and noninvasive method that allows one to assess biochem-
ical information associated with living cells [3]. The
increase in sensitivity achieved over the last few years
and the use of fluorescent proteins have made fluorescence
microscopy an extremely powerful tool. Multiparameter
fluorescence imaging, the combination of confocal micros-
copy with multichannel, time-resolved single-photon count-
ing, has made it possible to gather all of the spectroscopic
information accessible for each pixel of an image. The
combination of imaging methods with spectroscopic anal-
ysis can allow data to be collected on many parameters
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simultaneously, increasing the information content per
image, which often is crucial to the accurate assessment
of function.

Fluorescence microscopy techniques reveal biochemical
information

The primary characteristics exhibited by a fluorophore are
its intensity, fluorescence lifetime and anisotropy. Polar-
isation-dependent lifetime imaging (rFLIM) allows rota-
tional correlation times to be derived from local
anisotropies. These rotational correlation times provide
information about the volumes and shapes of the molecular
complexes [4].

The spectroscopic properties of the fluorophores provide
information on the local molecular environment and so they
also tell us about direct molecular interactions. Fluores-
cence resonance energy transfer (FRET) between two
proteins in close proximity that are labelled with a donor
and an acceptor fluorophore, respectively, leads to a
decrease in donor emission and the sensitized emission of
the acceptor. A major advantage of FRET is that it allows
interactions to be detected in real time and changes to be
observed down to the millisecond regime [5–7]. For
quantitative FRET measurements, which are a prerequisite
for the calculation of intermolecular distances, the fraction
of labelled molecules that form a FRET complex has to be
determined. For intensity-based FRET measurements, this
has been achieved through the independent excitation of
donor and acceptor fluorophores and by comparing the
fluorescence signals that result from direct excitation and
from excitation via FRET [8]. Since FRET also results in
donor fluorescence lifetime quenching, the transfer effi-
ciency can be estimated directly from lifetime images. This
technique has the advantage that the concentrations of free
and complexed molecules can be estimated directly from a
biexponential lifetime decay model [9]. Also several other
methods have been developed to estimate the efficiency of
the energy transfer and thus detect molecular interactions
and distances between the labelled donor and acceptor
molecules [10].

Beside complexation and supramolecular structures,
knowledge of the intracellular mobility of molecules is
also crucial. Different tracking methods have been devel-
oped for directly observing the translational movements of
single particles. Fast circular scanning of a laser focus gives
time-resolved information about the position of a single
particle, which can then be used to track its motion in 3-D
[11]. Another method uses fast CCD imaging to localize
individual particles like viruses [12] or even proteins
labelled with single fluorophores [13, 14].

Faster movements of fluorescently labelled molecules
can be studied via the resulting signal fluctuations in

confocal measurements. Many different methods have been
developed to derive information about the molecular
dynamics from these fluctuations [15]. Fluorescence corre-
lation spectroscopy (FCS) allows molecular concentrations
and mobility parameters to be measured, and two-color
fluorescence cross-correlation spectroscopy (FCCS) allows
molecular interactions to be detected [16]. The dependence
of the signal-to-noise ratio on different measurement
conditions has been studied extensively [17]. FCS can be
applied to covalently labelled molecules and to fluorescent
proteins [18]. The autofluorescence background must be
taken into account when applying the technique to cells in
order to obtain accurate concentrations [19]. It was shown
that two-photon excitation (2PE) minimizes photobleaching
in spatially restrictive cellular compartments and thereby
preserves long-term signal acquisition [20]. When diffusion
is restricted to small cytosolic compartments, this must be
considered when calculating mobility parameters. Different
models have been developed to account for this effect [21].

Instead of analysing the intensity fluctuations at a fixed
position, it is possible to scan the focus through the sample
while detecting the fluctuating signal. The fluctuations
contain both temporal and spatial information about the
sample. The analysis of the fluorescence signal obtained
from a detection volume by scanning a laser beam with a
circular scan trajectory across a flowing dye solution
allowed the direction and speed of the solution and the
positions of immobilized particles to be determined [22].
Scanning FCS was also applied to the analysis of surface-
bound molecules [23] and membrane dynamics [24], and it
can be used as a tool for testing the resolution and
sensitivity of a confocal microscope [25].

Images obtained with a standard laser-scanning micro-
scope contain a time structure that can be exploited to
measure the dynamics of molecules in solution and in cells
[26]. Image correlation spectroscopy (ICS) analyses the
temporal and spatial correlation between neighbouring
pixels or successive images and allows molecular diffusion
constants to be calculated in the microsecond to second
regime [27, 28]. The direction of molecular movements can
be determined due to the spatial information associated
with the diffusion. This was applied to GFP-labelled
membrane proteins for protein velocity mapping [29, 30].

FCS has proven to be a powerful technique with single-
molecule sensitivity. Recently, it has found a complemen-
tary technique in the form of fluorescence intensity
distribution analysis (FIDA), which has been used very
successfully in biotechnology and bioanalytics [31–35].
There are several combinations of FIDA with other
techniques, such as FILDA (time-correlated single-photon
counting) and FIMDA (FCS). FIDA is especially suited to
calculating precise brightness values of species, even in a
complex mixture.
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To conclude, a variety of distinct and complementary
fluorescent techniques can be used in confocal microscopy
to study bimolecular interactions [36]. Therefore, it is a
logical extension to develop a measurement technique
which allows for the simultaneous acquisition of the full
fluorescence data for each pixel of an image. In this way, a
series of measurements, which can be especially difficult to
obtain for live cells or tissue, can be replaced by a single
measurement.

Principles of multiparameter fluorescence imaging (MFDi)

Multiparameter fluorescence detection (MFD) is a tech-
nique that has been applied in single-molecule fluorescence
spectroscopy. It allows for the simultaneous measurement
of the full fluorescence information. Using a pulsed linear
polarized laser, Widengren et al. have distinguished 16
differently labelled molecules in a single data set [37]. The
absorption and fluorescence, F(λA, λF), fluorescence
brightness and quantum yield, ΦF, fluorescence lifetime, τ
[38–43], and anisotropy, r [44], are the five intrinsic
properties of a fluorophore that are accessible in a
multiparameter fluorescence detection (MFD) experiment
(see Fig. 1). These “chromophore parameters” can be
deduced from the time-resolved detection of the five
observables of the chromophore, which serves as a tool
that reports on its local environment. Moreover, there are at
least three system parameters, such as the fluorophore
separation (FRET and probability distribution analysis,

PDA), the time evolution of the system (e.g. FCS), and
the absolute intensity (which reflects the fluorophore
concentration).

Due to the low number of photons detected, efficient
algorithms for estimating fluorescence parameters [37, 45]
close to their statistical shot noise limit were established.
Moreover, multidimensional analysis offers the advantage
of increased sensitivity when detecting distinct species in a
heterogeneous ensemble. These methods have been applied
to freely diffusing molecules [37, 46, 47] and to imaging
[48].

In single-molecule fluorescence spectroscopy, we have
analysed photon bursts due to the transit of a molecule. The
photon bursts can be defined as packages of photons which
are randomly distributed along the time axis. When
imaging, a pixel is interpreted as a photon package that is
well-defined by the scanning track. All known single-
molecule techniques can be applied to photon packages
defined by pixels instead of burst coordinates.

Figure 2 shows the basic principles of MFDi. For each
pixel in Fig. 2a, all fluorescence parameters including the
signal intensity are known. However, it is quite difficult to
judge the statistical significance of the observed spread in
fluorescence parameter values for all pixels in parameter
images. Thus, it is useful to generate fluorescence param-
eter histograms for a given set of pixels (image). In MFDi,
it is possible to display pairs of parameters in two-

Fig. 1 The multiple dimensions of fluorescence data. Fluorescence
properties at the front side of the cube (starting at the upper left corner,
with clockwise rotation): fundamental anisotropy, fluorescence life-
time, fluorescence intensity, time; for the back side of the cube:
excitation spectrum, fluorescence spectrum, fluorescence quantum
yield, and distance between fluorophores

Fig. 2 a–c Representation of the features of MFD imaging. a The
intensity image of the cell shows a rather homogeneous distribution
of fluorescence inside the cell. b The sorting of pixels into a
histograms according to various calculated parameters allows one to
better distinguish between different species (e.g. green and red). c
The two species in the cell can subsequently be distinguished and
information about variations in the conditions in the cell can be
obtained
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dimensional frequency histograms where the number of
pixels is displayed in a colour scheme (black corresponds to
the highest value). Moreover, the corresponding one-
dimensional histograms are given as projections. Figure 2b
displays as an example a stack of 2-D histograms, which
are important in FRET measurements [47]. Here the
fluorescence lifetime of the donor dye τG is plotted against
the ratio of signals in the green and red channels SG/SR and
the fluorescence anisotropy rG. In this way, the heteroge-
neity of a set of pixels for a given image or a series of
images is easily monitored. By selecting a subpopulation of
pixels (green and red circles, respectively) and displaying
them in a joint image, more detailed spatial and fluores-
cence information of validated statistical significance is
obtained for the image of the cell (Fig. 2c).

To further reduce the noise when determining fluores-
cence parameters, it is useful to perform a subensemble
analysis, as shown in Fig. 3. Figure 3a displays the
fluorescence decay for a single pixel, which is characterised
by a high noise level, so that only a single fluorescence
lifetime of 3.9 ns can be estimated using a maximum
likelihood estimator [49]. If, however, a fluorescence arrival
time histogram is accumulated for a subensemble of
selected pixels, the noise is reduced and a much higher
level of accuracy can be reached (Fig. 3b), which allows
one to detect more than a single fluorescent species.
Besides a scattered background (10%), the fitted model
function has two fluorescent components with lifetimes of

τlong=4.5 ns (64%) and τshort=0.6 ns (36%). Considering
the fast scanning speed of confocal laser scanning micros-
copy, high accuracy FLIM can only be attained for the
analysis of a pixel subensemble, not for a single pixel.
MFDi shows that speed and accuracy are not mutually
exclusive, but that they can be combined in a single
measurement when suitable data acquisition and analysis is
used. Similar arguments can be also applied to FCS [50],
where FCS has been successfully applied to single-particle
analysis. However, in commercial instruments, FCS mea-
surements are often only available for regions of interest
and cannot be obtained simultaneously for all pixels during
scanning. Figure 3c displays a FCS curve calculated from
photons detected in a single pixel using an integration time
of 20 ms. It is evident that the curve has an amplitude >1
and a bunching term in the range of 0.1–1 ms. The
statistical significance of this observation is validated by the
pixel subensemble analysis shown in Fig. 3d.

To conclude, even if the noise is high for correlation
curves of single pixels, it is still possible to derive
statistically meaningful correlation functions by subensem-
ble averaging. We also tested the influence of different
pixel integration times on the correlation function in the
following way. We analysed data that were taken continu-
ously at one spot and simulated different pixel integration
time windows by cutting the fluorescence traces into many
small pieces and calculating individual correlation curves
for all windows. If the mean fluorescence signal is constant

Fig. 3 a–d Pixelwise and pixel-
selective analysis. Fluorescence
lifetime decay of a single pixel
(a) and of a selected set of
pixels (b). The solid line corre-
sponds to the fitted model func-
tion, while the dashed line
indicates the instrumental re-
sponse function. Correspond-
ingly, correlation curves are
calculated for a single pixel (c)
as well as for a selected set of
pixels (d)
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over time (no photobleaching), the average of all curves for
a given integration time shows the same correlation as the
complete trace, i.e. even if the size of the pixel integration
time window is too small to measure the full decay of the
correlation curve, the data are still sufficient to obtain the
correct shape and absolute amplitude. If data from single
pixel are too noisy, diffusion times and amplitudes can be
calculated via subensemble analysis by averaging the
correlation curves from several pixels.

As discussed above, it is obvious that images obtained with
standard laser-scanning microscopes contain a time structure
that can be exploited to measure the dynamics of molecules in
solution and in cells [26]. Image correlation spectroscopy
(ICS) analyses the temporal and spatial correlation between
neighbouring pixels or successive images and allows
molecular diffusion constants to be calculated in the
microsecond to second timescale [27, 28]. The simulation
shown in Fig. 4 illustrates that the data structure of MFDi is
also suitable for fast scanning if no long term drifts occur.
The part of the correlation curve at short correlation times
(blue) is limited by the pixel integration time. The part of the
correlation curve at long correlation times (red) is defined by
the time that the laser takes to return to a given pixel. In our
case, the gap in the correlation curve is equivalent to the time
needed to take one image. Thus, a series of repeated scans
(resulting in a series of images) is necessary to calculate the
shown correlation curve.

Fast resonance scanners have become commercially
available recently, and these have pixel integration times as
short as several hundreds of nanoseconds. Here, the complete

signal from one pixel is obtained by integrating several cycles.
In this way, the time gap is shifted from milliseconds or
seconds to microseconds, and the translational diffusion term
in the correlation function will not be disturbed.

Finally, it is important to mention that the above
methods will be also applicable for cases with slow cellular
dynamics (not shown in Fig. 4). However, the slow drift
will be reflected in an additional bunching term, which
occurs on longer timescales.

Experimental

Set-up

All of the measurements were conducted with a homemade
confocal fluorescence microscope. We excited the samples
with the 476.5 nm line (yeast cells) or the 496 nm line
(glutathione sepharose beads) of a linearly polarized,
pulsed argon ion laser (Coherent, Inc., Santa Clara, CA,
USA), which was focused in an inverted microscope (IX
70, Olympus, Hamburg, Germany) using a 60× water
immersion objective (NA=1.2). The light emitted was
collected in the same objective and successively separated
into its parallel- and perpendicularly polarised components
(VISHT11, Gsänger, Planegg, Germany) and into its green
and red components (620DCLX beam splitter, AHF,
Tübingen, Germany). The detected spectra are limited
using bandpass filters: HQ 533/46, AHF in the green and
HQ 730/140, AHF in the red spectral ranges, respectively

Fig. 4 Schematic representation
of the full correlation curve: The
blue curve is calculated from a
large set of TCSPC data and
corresponds to a full-range FCS;
the red curve represents image
correlation
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(Chroma Technologies, Rockingham, VT, USA). The
photons were detected by avalanche photodiodes (SPCM-
AQR, Perkin-Elmer, Wellesley, MA, USA) and counted
with PC plug-in cards (SPC132, Becker & Hickl, Berlin,
Germany). A detailed description of the MFD set-up can be
found in [37, 47, 48, 51].

Scanning To generate MFD images, the sample was
moved in a stepwise manner relative to the confocal
volume. For this purpose, the sample was mounted on a
closed-loop piezo-controlled x,y-scanner (Physik Instru-
mente, Karlsruhe, Germany) and moved perpendicularly to
the optical axis. The pixel size is therefore defined by the
step size of the scan. The resolution is restricted by
diffraction, and in our case incomplete illumination of the
objective. The diameter of the detection volume was
approximately 500 nm for the experiments presented here,
which corresponds to an FCS diffusion time for rhodamine
110 (Rh110) of 60 μs. Before the actual scanning, the
sample is wide-field-illuminated to adjust the z-position.
The confocal volume is manually positioned in the centre
of the object. The scanning process is controlled via
software written in Visual C++. The program generates
additional electronic pulses during pixel and row leaps,
which are saved in two supplementary router channels of
the SPC 132 board. These signals enable the picture to be
reconstructed and the individual photons in each pixel to
be evaluated.

Sample preparation

Preparation of gel beads for imaging To image Rh110
inside and outside of the polymeric beads (glutathione
sepharose beads, Pharmacia, Peapack, NJ, USA), the dye and
the beads were mixed and incubated for five minutes to allow
the fluorophores to diffuse into the beads. In order to prevent
movement of the beads during the scan, they were (locally)
fixed by clamping the sample between two cover slides.

Preparation of yeast cells for imaging For life cell analysis,
Schizosaccharomyces pombe yeast cells that express the
Mal3-pk-GFP fusion protein were prepared as described in
[52]. They were kindly provided by the group of Ursula
Fleig at the University of Düsseldorf. The yeast cells were
grown in Edinburgh minimal medium (EMM) to exponen-
tial phase. To fix the yeast cells on cover slips, Griffonia
simplicifolia lectine was allowed to adsorb onto standard
glass from a solution of 0.02 mg/ml for ten minutes. The
glass was then gently rinsed with EMM and yeast cells
were allowed to adsorb on the surface for approximately
15 min. This resulted in the firm attachment of the cells; no

lateral movement could be detected over the course of the
optical imaging.

Data analysis

The data registration and processing of MFD has been
described in detail [37, 46, 48, 51]. In brief, four storage
parameters are saved for each detected photon: (i) the
spectral range, λF, of the detected fluorescence (green or
red); (ii) the polarization of the signal photon (parallel or
perpendicular) with respect to the linear polarization of the
excitation laser; (iii) the arrival time of the signal photon
relative to the incident laser pulse; and (iv) the time
between photons, Δt.

During the imaging, additional “pixel” and “line” SYNC
signals are introduced using two more router channels by
the instrument control software in order to define pixel
coordinates in a photon signal stream. Once a pixel is
identified, the average green and red count rates, SG and SR,
are calculated by dividing the number of registered photons
by the pixel integration time. The arrival times of the
photons in the pixel are used to generate fluorescence decay
histograms for each of the four detection channels (green
parallel, G‖, green perpendicular, G⊥, red parallel, R‖, red
perpendicular, R⊥. The fluorescence lifetime, τ, and
anisotropy, r, are determined for further analysis (as well
as correlation curves), as given below.

Single-pixel fluorescence lifetime The signal decay histo-
gram registered in the green detection range was described
by scattered light and fluorescence decay with a single
component. The normalized model pattern, M, of the total
signal was computed, which contains variable fractions, γ,
of scattered background, B, and fluorescence, F.

Mi t; g; sð Þ ¼ 1� gð ÞFi þ gBi ð1Þ
Fluorescence lifetimes were calculated using a maximum

likelihood estimator, as described in [44], which has been
shown to be the most statistically efficient.

Fluorescence anisotropy The anisotropy was primarily
analysed in the green range. The steady-state anisotropy is
formally given by rG ¼ R1

0
rG tð ÞFG tð Þdt

�R1
0
FG tð Þdt, where

rG tð Þ ¼ FGk tð Þ�FG? tð Þ
FGk tð Þþ2�FG? tð Þ is the time-dependent anisotropy, and

FG‖(t) and FG⊥(t) are the fluorescence detected with
polarizations parallel and perpendicular to that of the
excitation light, respectively. FG tð Þ ¼ FGk tð Þ þ 2FG? tð Þ is
the total fluorescence intensity.

In this study, the anisotropy of the fluorescence
detected from a single molecule in the green channels
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was determined as described by Schaffer et al. [44].
After determining the fraction of background signal γ, the
background-corrected anisotropy is calculated via
rG ¼ gFGk�FG?

1�3l2ð ÞgFGkþ 2�3l1ð ÞFG?
, where FG⊥ and FG‖ are the

average fluorescence count rates detected within a pixel
with polarizations parallel and perpendicular to that of the
excitation light, respectively. Correction factors (l1=

0.0308 and l2=0.0368) were applied in order to take into
account the polarization mixing due to the objective lenses
of the microscope [53]. g=1.05 compensates for the
slightly different detection efficiencies of the two detec-
tion channels.

Correlation analysis The value of the correlation function
G(tc) for the correlation time tc for each pixel is calculated
based on the algorithm described by Felekyan at al. [54],
using the time-dependent fluorescence intensities in two
detection channels, F1(t) and F2(t),

G tcð Þ ¼ F1 tð ÞF2 t þ tcð Þh i
F1 tð Þh i � F2 tð Þh i

¼

P
i

F1 tið ÞF2 tiþtcð Þ

min tmax
1 ;tmax

2 �tcð Þ

 !
P
i

F1 tið Þ
tmax
1

 !
�
P
j

F2 tjð Þ
tmax
2

 ! ð2Þ

Therefore min tmax
1 ; tmax

2 � tc
� �

returns the smaller num-
ber of tmax

1 and tmax
2 � tc, and tmax

1 and tmax
2 are the time-bin

numbers of the last photons in detection channels 1 and 2,
respectively. Equation 2 is applicable for cases where the
measurement time window is significantly bigger than the
correlation time of interest. However, this is not the case for
imaging, where the integration time of approached pixel T
is on the order of the correlation time tc used. Therefore,
intensity values for the time trace with bin width tbin must
be used to calculate the mean intensities. For these cases, a
corrected algorithm is applied to calculate the mean
intensity. The pixel integration time T and the correlation
time tc can be expressed by the corresponding bin integer
numbers NT and Nc for a given time bin tbin: T= tbinNT and
tc= tbinNc. In this way, the number of intensities used in the
calculation is given by NT−Nc.

G tcð Þ ¼
1

NT�Ncð Þ
PNT�Nc

i¼1
F1 tið Þ � F2 ti þ tcð Þ

1
NT�Nc

PNT�Nc

i¼1
F1 tið Þ � 1

NT�Nc

PNT

i¼Nc

F2 ti þ tcð Þ
ð3Þ

For each correlation curve, the following characteristic
parameters were determined:

The mean correlation amplitude, gm, of the correlation
function, G(tc), is defined for a certain range of correlation

times, tc(cstart) to tc(cend), where the correlation amplitude
reached saturation (Eq. 4).

gm ¼

Pcend
cstart

G cið Þ
cend � cstart

ð4Þ

The correlation decay time, tm, is a descriptive parameter
and is calculated using a geometric approximation to reduce
shot noise. Considering that the correlation times tc have a
pseudo-logarithmic time axis, where the values are ordered
in a linear array of time channels ci, we first calculate the
mean channel number cm, which is then converted by linear
interpolation to the corresponding correlation decay time tm
(Eq. 5).

cm ¼
P
i

G cið Þ � 1ð Þ
gm � 1

ð5Þ

Calculation of concentrations There are two ways to
calculate the concentration of fluorescent molecules. First,
the average number of fluorescent particles NP that diffuse
through the confocal volume can be calculated from the
correlation amplitude of the FCS [54]. Second, the number
of emitting fluorophores NF can be deduced from the
fluorescence intensity F by taking the brightness Q of the
dye into account. These two methods have been applied to
the analysis of the bead images (Fig. 5). The number NF(in)

of fluorophores in the confocal volume inside the bead is
calculated according to

NF inð Þ ¼ Sin � Bin

Qin
¼ Fin

Qin
ð6Þ

where Sin=183.7 kHz is the average fluorescence intensity
inside the bead and Bin=11.3 kHz is the average back-
ground intensity measured in a bead without Rh110.

The brightness (i.e. signal counts per molecule) Qin inside
the bead is estimated by extrapolation, using the brightness
outside the bead Qout as a reference value. The latter must
be corrected in order to account for the fluorescence
quenching observed within the bead.

Qin ¼ Qout � t intout
ð7Þ

The correction factor τin/τout results from the linear
relationship between the fluorescence quantum yield ΦF

and the fluorescence lifetime τ, which is given by 6 ¼ kFτ,
where kF is the intrinsic rate constant for fluorescence. The
average fluorescence lifetimes (τin=3.68 ns and τout=4.15
ns) were calculated by fitting all photon data for the
respective selected pixels. Constant background is also
taken into account, which could not be done for the single
pixel lifetime analysis.
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With an average signal per pixel of Sout=111.4 kHz, a
background Bout=1.98 kHz and t NP(out)=1.3 fluorophores in
the confocal volume, as derived from the FCS, the brightness
of the Rh110 outside the bead amounts to Qout=81 kHz/
molecule. The number of fluorophores in the focus is thus
calculated to be NF(in)=2.40 assuming the fluorophores do
not aggregate outside the bead.

Results

MFDi

Mobility of fluorophores in different environments To
demonstrate the ability of our multiparameter fluorescence
imaging (MFDi) technique, we analysed a test system that
exhibits spatial variation of molecular mobility. We used a
model system of glutathione sepharose beads pressed
between two cover slides, which allowed the fluorophore
Rh110 to diffuse inside the bead too. Figure 5 shows five

images for the different fluorescence parameters of the green
detection channels: the green signal SG (a), the fluorescence
lifetime τG (b), the steady-state anisotropy rG (c), the mean
correlation amplitude (d) and the correlation decay time (e),
all calculated from a single MFD image scan.

The intensity image (Fig. 5a) shows that the bead is
brighter than the surroundings, which indicates an accumu-
lation of fluorescent dyes inside the bead.

Due to the interaction with the polymer network, their
fluorescence (Fig. 5b) is quenched. The fluorescence lifetime is
reduced from τout=4.15 ns outside the bead to τin=3.68 ns inside
the bead. The anisotropy image (Fig. 5c) shows higher r values
inside the bead than outside. The average anisotropies for the
selected areas inside and outside the bead are found to be 0.02
and 0.086, respectively. Using a value for the fundamental
anisotropy r0=0.375 in the Perrin equation r ¼ r t= r0 � rð Þð Þ
yields mean rotational correlation times of ρout=0.23 ns and
ρin=1.1 ns. Thus, the reduced rotational mobility proves directly
that the dye interacts with the polymer network.

For the anisotropy, intensity and fluorescence lifetime,
an increased influence of the polymer matrix is visible

Fig. 5 a–f MFD imaging of the Rh110 dye located inside and outside
a glutathione sepharose bead. The bead is located to the right-hand
side of the pictures (the round shape). The following MFD parameters
have been calculated: a green signal, SG; b green lifetime, τG; c green
anisotropy, rG; d mean correlation amplitude; e correlation decay time.
f A 2-D histogram of the single pixel values from pictures d and e.

The correlation amplitude is plotted against the correlation decay time.
The corresponding one-dimensional histograms are given as projec-
tions. The black box highlights the pixels inside the bead, the red one
corresponds to the pixels outside the bead. The integration time per
pixel is 300 ms
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when moving from the edge towards the centre of the bead.
This may originate from the fact that the beads were
clamped between two cover slides to fix them for stable
imaging. This results in a compression of the polymer
beads to approximately half of their thickness, which
increases the polymer density, mainly at the centre of the
bead. Performing the pixel-wise fluorescence correlation
analysis, we obtain information about the number of
fluorescent particles in the confocal volume via the
correlation amplitude in each pixel. The mean correlation
amplitude image (Fig. 5d) shows the change in concentra-
tion between the surroundings and the inside of the bead.
Since the correlation amplitude is given by the inverse of
the number of molecules in the focal volume, the lower
amplitude inside the bead demonstrates the accumulation of
fluorophores, which is consistent with the higher intensity
inside the bead.

Simultaneously, we also obtain the image for the
correlation decay time, which reflects the diffusion coeffi-
cient of the fluorophore in the different surroundings
(Fig. 5e). This image clearly proves that translational
diffusion is restricted, as indicated by longer correlation
decay times within the bead, which is in accordance with
the reduced rotational diffusion measured by the increase in
the anisotropy.

In the fluorescence parameter images, it is quite
difficult to analyse the statistical properties of the values
at each pixel. In MFDi, it is possible to display pairs of
parameters in two-dimensional frequency histograms,
where the number of pixels is displayed in a colour
scheme, and black corresponds to the highest value.
Figure 5f displays the 2-D histogram for the correlation
amplitude versus the correlation decay time, and the
corresponding one-dimensional histogram is given as a
projection. The two populations are clearly visible here; the
population of free dye (red box) has a much smaller
distribution of correlation decay times tm compared to those
inside the bead (black box), and this can only be seen in the
2-D histogram. The very broad tm distribution of dyes
inside the bead cannot be explained by statistical variations
alone, and thus nicely reflects the heterogeneity of the
microenvironments inside the bead.

Using the average correlation amplitudes of the selected
areas outside the bead, the number of diffusing particles NP

(out)=1.3 in the confocal volume can be calculated [54].
Moreover, the fluorescence intensity is proportional to the
number of fluorophores NF emitting in the confocal
volume. If the sample consisted of diffusing particles
containing n fluorophores, the number of fluorophores NF

estimated from the fluorescence intensity would be n times
the number of particles calculated according to the
correlation amplitude. From the fluorescence intensity
inside the bead, we calculate the number of fluorophores

in the confocal volume to be NF(in)=2.4 (see the “Data
analysis” section), which agrees well with the number of
diffusing particles NP(in)=2.5. This result indicates that the
fluorophores do not aggregate.

It is known that the calculation of exact concentrations
from a fluorescence correlation analysis is limited by
several uncertainties, such as: (1) the shape and size of
the confocal detection volume, which can vary with the
local index of refraction; (2) variations in the contribution
from the background. Nevertheless, our results show that
the accuracy obtained from the FCS calculation is high
enough to decide, based on a comparison between the
intensity and correlation amplitude images, whether par-
ticles contain one or more than one fluorophore. This is
highly relevant, especially when studying the interactions
of labelled proteins in cells.

Imaging the distribution and diffusion of GFP-labelled
Mal3 proteins in yeast cells

We applied the multiparameter fluorescence imaging tech-
nique to single cells of fusion yeast Schizosaccharomyces
pombe that express the GFP-labelled Mal3 protein. Yeast
cells undergo a very dynamic cycle involving the polymer-
isation and depolymerisation of microtubules, which grow
from the center of the cell towards its edges [55, 56].

The Mal3 protein assembles along microtubule, prefer-
entially localizing at the growing ends of particles,
promoting the initiation of microtubule growth and pre-
venting degradation catastrophes. At the cell ends, the
microtubule tip-associated Mal3 particles disappear, and
this is followed by rapid microtubule degradation. This
process allows the cell to target the cell ends, helping to
maintain cellular bipolarity.

We applied MFDi to this highly dynamic system to show
its ability to provide enhanced insight into cellular systems
compared to simple intensity images. Time series taken
with the MFDi system (data not shown) showed the typical
rapid microtubule polymerisation and subsequent degrada-
tion, which took place within minutes. The imaged cell
shown in Fig. 6 is in a state that occurs shortly after cell
division, and it exhibits a septum in the centre, as indicated
by the low fluorescence intensity.

We selected one image for detailed analysis. This shows
the microtubule in the polymerising phase, where bright
particles can be seen at the growing tips, which contain a
high concentration of bound Mal3-pk-GFP. Besides these
bright spots, a weaker fluorescence is visible in the rest of
the cell due to the presence of Mal3-pk-GFP that not bound
to the microtubule. Due to the high concentration of Mal3-
pk-GFP and the low excitation intensity of 1.7 μW, the
contribution from the autofluorescence background in the
green channel does not dominate (Fig. 6a) (see below). In
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the simultaneously detected signal for the red channel, a
significant contribution from red autofluorescence is visible
(resulting from green excitation), which shows cellular
structures. In the centre of the lower part of the cell, a
vacuole structure is visible.

Because of the high rotational correlation time of GFP
itself, which is longer than its fluorescence lifetime [57], the
anisotropy does not increase strongly due to a decreased
rotational movement upon interaction of the Mal3-pk-GFP
protein with other protein complexes. Accordingly, we found
the same anisotropy value, 0.26, throughout the whole cell,
which is slightly smaller than the steady-state anisotropy of
0.32 [6, 44]. We only found variations at decreased
fluorescence intensities at the border of the cell, where the
calculated anisotropy values vary more strongly due to shot
noise [44]. Interestingly, a decrease in anisotropy due to
possible homo fluorescence energy transfer is not visible, not
even for the areas of highest Mal3-pk-GFP concentration in
the particles at the microtubule ends. This indicates that the
different Mal3-pk-GFP proteins do not interact directly
within these particles and they also do not form multimers
(within a distance of approximately 8 nm) when they are not
bound to the microtubules.

Figure 7a shows a 2-D histogram where the ratio of
green to red intensity (SG/SR) is displayed versus the
fluorescence lifetime τG for all individual pixels. A typical
lifetime of 2.6 ns was found for most of the pixels, which is
also slightly smaller than the mean GFP fluorescence
lifetime of approximately 3 ns. Moreover, at intensity ratio
smaller than 10, an additional species becomes visible that
exhibits a shorter lifetime of approximately 2.2 ns. Note
that this species would not have been detected from the 1-D
histogram of fluorescence lifetime. They can easily be
picked out in the intensity image for the yeast cell shown in
Fig. 7b by assigning a red colour scale to the selected pixels
only. Locally different fluorescence lifetimes might indicate
variations in the surroundings when using fluorophores
sensitive to pH or other parameters. However, while the
GFP shows a pH-sensitive transition between a bright and a
dark state that affects its average brightness, this does not
strongly affect its fluorescence lifetime.

This shows that the simultaneous measurement of
several parameters is crucial to the detection of systematic
errors in quantitative fluorescence imaging and the correct
interpretation of the images. The analysis of all pixel data
in two-dimensional histograms highlights systematic

Fig. 6 MFD imaging of Mal3-
pk-GFP proteins in Schizosac-
charomyces pombe yeast cells.
Intensity image of a the green
signal, SG and b the red signal,
SR; c green fluorescence life-
time, τG; d correlation ampli-
tude. The cells were excited at
1.7 μW. The integration time per
pixel was 20 ms
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trends, especially in the case of high noise due to low
photon counts.

Figure 6d shows the fluorescence correlation amplitudes
calculated for each individual pixel. Due to the short
measurement time of 20 ms per pixel, and thus the
relatively low number of photons per pixel of approximate-
ly 1500, the image shows considerable noise. We obtain an
average amplitude of 1.03 from the 2-D histogram of
correlation amplitude gm vs. correlation decay time tm
(Fig. 7c), while the correlation decay times for the Mal3-
pk-GFP protein show a broad distribution in the range of
several milliseconds. This is consistent with the diffusion
time of free GFP in aqueous buffer (approximately 0.4 ms),
which was calculated from reference experiments (data not
shown). Due to the high concentration of proteins and
cellular components, the mobility of Mal3-pk-GFP within
the cell will be reduced.

The 2-D histogram shows few pixels (9.5%) with
amplitudes above 1.10. Due to the high noise, one must
be careful when interpreting single pixel amplitudes.
However, Fig. 7d shows the locations of the selected pixels

displayed with a red colour scale in the intensity image. It is
evident that the selected pixels are not randomly distributed
in the cell. Two classes of pixels are detectable: (i) those
located at the bright ends of the microtubules, and (ii) those
located at the edge of the cell. While the high amplitudes at
the edge of the cell may be due to fluctuations resulting
from low photon counts, this notion does not hold for the
bright pixels inside the cell.

In this respect, it is important to note that the correlation
amplitude is strongly increased if the signal changes during
the measurement time window of the pixel. Such a change
in intensity within the measurement time window occurs at
positions of high fluorescence intensity contrast due to the
delayed approach of a new pixel in the closed-loop
operation mode of the piezo scanner. To avoid the
corruption of the calculated correlation parameters that
would result from this relative movement of the confocal
detection volume, one can easily exclude the photons taken
in the first several ms from the data analysis. On the other
hand, this would lead to increased noise due to lower
photon counts, or it would require that the image recording

Fig. 7 a–d MFD imaging of
Mal3-pk-GFP proteins in Schiz-
osaccharomyces pombe yeast
cells. Selection of subspecies
according to their MFD param-
eters. a Selection of a short-
lifetime, τG, low green-to-red
intensity ratio, SG/SR, species in
a 2-D histogram (red box),
corresponding to a high amount
of autofluorescence. b The spe-
cies is highlighted by using a
red colour scale in the green
signal MFD image. c Another
selection was made by choosing
a high correlation amplitude
species. d Again, the selection is
highlighted by using a red col-
our scale in the green signal
MFD image. The cells were
excited at 1.7 μW. The integra-
tion time per pixel was 20 ms
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time be increased. However, for most of the pixels within
the cell, where the intensity contrast is not high, we found
that this interference with the calculated correlation ampli-
tude was small compared to the noise resulting from low
photon counts.
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Single-Molecule Detection and Identification of
Multiple Species by Multiparameter Fluorescence
Detection
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Two general strategies are introduced to identify and
quantify single molecules in dilute solutions by employing
a spectroscopic method for data registration and specific
burst analysis, denoted multiparameter fluorescence de-
tection (MFD). MFD uses pulsed excitation and time-
correlated single-photon counting to simultaneously moni-
tor the evolution of the eight-dimensional fluorescence
information (fundamental anisotropy, fluorescence life-
time, fluorescence intensity, time, excitation spectrum,
fluorescence spectrum, fluorescence quantum yield, dis-
tance between fluorophores) in real time and allows for
selection of specific events for subsequent analysis. Using
the multiple fluorescence dimensions, we demonstrate a
dye labeling scheme of oligonucleotides, by which it is
possible to identify and separate 16 different compounds
in the mixture via their characteristic pattern by MFD.
Such identification procedures and multiplex assays with
single-molecule sensitivity may have a great impact on
screening of species and events that do not lend them-
selves so easily to amplification, such as disease-specific
proteins and their interactions.

Assays enabling detection and identification of minute amounts
of biomolecules have attracted a strong interest in the last years.
In the biomedical field, the ability to detect and identify disease-
specific proteins in low numbers, specific for an incipient cancer-
ous disease or a bacterial or viral infection, can provide detailed
early-stage diagnoses. Likewise, technologies for sensitive, precise,
and accurate detection of the genetic bases underlying onset of
diseases and variations in drug responses (pharmacogenetics) and
exposure to toxic agents (toxicogenetics) are likely to have a
dramatic impact on future diagnostics and (individualized) phar-
macological treatments.1

Such pharmacogenetical and toxicogenetical differences can
often be attributed to single base-pair variations in the genome,
so-called single-nucleotide polymorphisms, which are of particular
interest to detect and identify.2 Over the past decade, fluorescence-
based techniques for molecular studies have shown remarkable
progress. Fluorescence-based platforms have been developed for
sensitive and high-throughput detection and identification of
nucleic acids, proteins, and other biomolecules.3 These platforms
often take advantage of the specificity of naturally occurring
enzymes and recognition molecules, such as in Taqman geno-
typing. By using molecular beacons, aptamers, and monoclonal
antibodies, the molecules searched for can be presented to arrays
of target molecules in a highly parallelized manner.4

The exquisite sensitivity of fluorescence detection has made
detection, identification, and characterization of single molecules
possible. This not only enables fundamental scientific studies of
dynamic and conformational properties of single biomolecules,5

it also provides a potential to establish molecular profiles, with
an ultimate level of sensitivity, of species present at very low
concentrations or quantities.6-9

For nucleic acid analysis, single-molecule techniques make it
possible to circumvent amplification steps, thereby avoiding
quantification difficulties due to small differences in efficiencies
of amplifications from sample to sample and from one thermal
cycle to another, as experienced, for example, for PCR-based
assays. Several fluorescence-based approaches have also been
reported for single-molecule DNA sequencing.9-16 However,
single-molecule sensitivity may have an even greater impact on
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the screening of species and events that do not lend themselves
so easily to amplification, such as disease-specific proteins and
their interactions.11,17

In recent years, the characterization of molecules in single-
molecule fluorescence detection measurements has step by step
been established for the different fluorescence parameters.
Spectral properties of absorption and fluorescence, F(λA, λF),18

fluorescence brightness and quantum yield, ΦF,19 fluorescence
lifetime, τ,20-26 and anisotropy, r,27,28 are the five intrinsic properties
of a fluorophore that are accessible in a multiparameter fluores-
cence detection (MFD) experiment (see Figure 1). These “chro-
mophore parameters” can be deduced from the time-resolved
detection of the five observables of the chromophore, which now
serves as a tool to report on its local environment.

Considering molecular systems, changes in fluorescence
parameters of a single coupled fluorophore sometimes do not
provide enough information for molecular identification or for
more detailed investigations of molecular interactions. Further
information can be obtained on a single-molecule level by having
more than one fluorophore per particle involved, thereby increas-
ing the possibilities to determine stoichiometries and interactions
of individual particles from photon densities and coincidences.29,30

Moreover, the use of two fluorescing reporters also makes it
possible to determine structural features of particles via Förster
fluorescence resonance energy transfer (FRET).

In FRET, the energy from an excited donor fluorophore, D, is
nonradiatively transferred to an acceptor fluorophore, A, by a
strongly distance-dependent dipole-dipole coupling. Via the
measured FRET efficiency, long-range molecular distance infor-
mation can be provided, in a range of 20-100 Å, which is not
covered by virtually any other solution technique.31-33 FRET is

taken advantage of in a number of screening procedures, providing
information about changes in inter- and intramolecular distances
that take place as an effect of the specific molecular interaction
that is screened for.34 When performed at the single-molecule
level, FRET studies can yield information about heterogeneities
in terms of conformations and conformational dynamics that are
unavailable from ensemble measurements.35 With a donor-
acceptor distance approaching or exceeding 100 Å, the FRET
efficiency typically is so small that the fluorescence from the
acceptor can be determined only by additional direct excitation
such as two-photon36 or two-color excitation in a cw or alternating
mode (ALEX).37 Then the simultaneous presence of the two dyes,
significant for an interaction or binding event, can be determined
by cross-correlation,36 colocalization,38 or two-dimensional fluo-
rescence intensity distribution analysis.39

Following the ideas of Förster, it is obvious that the fluores-
cence has multiple characteristic parameters that can be exploited
to yield specific identification by a multiplex analysis.40-43 In view
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Figure 1. Multiple dimensions of the fluorescence. Sketches for
fluorescence properties at the front side of the cube (starting at the
upper left corner with clockwise rotation): fundamental anisotropy,
fluorescence lifetime, fluorescence intensity, time; backside: excitation
spectrum, fluorescence spectrum, fluorescence quantum yield, and
distance between fluorophores.
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of the additional information that can be extracted from a molecule
having two or more fluorophores coupled to it, it is reasonable to
add additional fluorescence dimensions to the five “chromophore
parameters” stated above. With reference to Figure 1, we argue
that the fluorescence parameter space can under appropriate
conditions be considered to be at least eight-dimensional, adding
three “system/environmental parameters” [(fluorophore) stoichi-
ometry, (fluorophore) coupling, and time (at time scales other
than that of excitation and emission to and from the excited singlet
state)] to the above five “chromophore” parameters. It is note-
worthy, that the two dyes can interfere with the fluorescence of
one another by time-dependent intrinsic (e.g., transitions to and
from photophysical states other than the singlet ground and
excited states) or extrinsic (e.g., quenching or other chemical
reactions influencing the fluorescence) processes.

Given that the FRET efficiency is reflected in several of the
fluorescence parameters of the donor and acceptor fluorophores,
a multidimensional and simultaneous registration of the fluores-
cence parameters from both the fluorophores can therefore
increase both precision and accuracy. Moreover, since local effects
also influence the fluorescence properties of the fluorophores, a
multidimensional registration of the fluorescence can increase the
certainty with which differences in the measured parameters due
to true changes in the FRET efficiency and the interdye distances
can be distinguished from differences due to local effects.44,45 MFD
has recently been successfully applied at the single-molecule level
to study heterogeneities in conformations and conformational
dynamics of HIV-1 reverse transcriptase:primer/template com-
plexes46 as well as to reveal a dynamic equilibrium between closed
and open forms of the SNARE protein syntaxin-1, with possible
implications for the regulation of membrane fusion of synaptic
vesicles.47

The aim of this study is not to deliver a detailed analysis of
specific molecular dynamic processes. Rather, it presents an
investigation to what extent FRET-active compounds can be
identified on the single-molecule level utilizing MFD and the
differences in the detected fluorescence parameters of the
molecules. It has previously been shown that single fluorescently
labeled mononucleotides, with a specific fluorophore labeled to
each of four different types of mononucleotides, can be detected
and identified using spectrally resolved time-correlated single-
photon counting.48

Here, we combine single-molecule identification based on
fluorophore label identity with identification based on differences
in intramolecular distances (donor-to-acceptor distances). Single
molecules are analyzed, as they are freely diffusing in to and out
of a confocal detection volume in a homogeneous sample. This
approach offers both advantages and disadvantages, compared to
the detection of surface-immobilized molecules. On one hand, the

investigated molecules undertake different trajectories through
the detection volume, which leads to a distribution of both the
experienced excitation intensities and the interrogation times. This
generates a variation of the brightness and duration of the
fluorescence bursts, and many fluorescence bursts are too small
to unequivocally be identified as a single-molecule event. MFD,
including burst detection and subsequent offline data analysis, is
useful in obtaining a sample survey, based only on those single-
molecule events that have a long pathway through the detection
volume.49 The information content, in terms of the number of
fluorescence photons detected per molecule, is limited by the
dwell times, which typically cannot be extended maximally, until
the fluorophore marker(s) eventually is (are) bleached. The great
advantage of this homogeneous assay format is very good statistics
on the investigated sample with several thousands of analyzed
molecules, which is easily obtained. Moreover, for surface-
immobilized molecules, evidently no information on the diffusion
properties of the investigated molecules can be obtained. In
addition, in an inhomogeneous assay, molecular and fluorescence
marker properties can be significantly influenced by the im-
mobilization itself. Immobilization also does not fulfill the demand
for single-molecule detection and identification of molecules
without the need for prior separation or manipulation steps.
However, the MFD approach presented here is also fully employ-
able and useful for a wide range of molecules, regardless whether
immobilization is used or not.

In this study, 12 identical oligonucleotides, differing in the
combination of dyes labeled to them, but also in the distance
between the two dyes, were measured separately at the single-
molecule level. To simulate a mixture measurement, the results
of the burstwise analysis, which contain the fluorescence param-
eters for each molecule of all 12 species, were combined into a
single data set. This postmeasurement mixing is possible because,
in single-molecule measurements, the burst events are indepen-
dent of each other, and the order of the events plays no role in
the analysis. We introduce two different approaches for how
individual molecules among samples of 12 differently labeled
oligonucleotides can be identified. They both rely on sequential
separations in different two-dimensional parameter space projec-
tions, or along several one-dimensional parameter axes.

In the first approach, a graphical analysis is performed to
display the MFD features visually. The starting point is to arrange
all detected molecules into a series of multidimensional histo-
grams, based on the measured fluorescence parameters from each
individual molecule. Within the total collection of detected
molecules, and from the differences in the fluorescence param-
eters detected among the molecules, we show how it is possible
to separate and identify the different types of oligonucleotides.
Also shown is the possibility to discriminate against impurities,
free dyes, and oligonucleotides labeled only with a single donor
dye, yielding all in all 16 different compounds that are identified.

In the second approach, a mathematical procedure is applied
that converts the above stepwise graphical analysis into a one-
step computer algorithm. We introduce an identification algorithm
that compares the measured fluorescence parameters for each
detected molecule with the probability distributions for the
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corresponding parameters for all different possible species. The
comparison is performed for several independent parameters or
parameter combinations. The approach can be shown to offer fast,
stable, and reliable species identification and to determine
concentration profiles of molecular species with high fidelity.

Based on these results, we suggest confocal single-molecule
spectroscopy using MFD as a useful tool for qualitative analysis
revealing the presence of multiple distinct molecules in a sample.
This study demonstrates the precision and accuracy with which
single molecules can be detected, identified, and analyzed and
with which concentration profiles of multiple molecular species
can be determined, with possible implications for diagnostics of
profiles of different molecules, their presence and interactions.9-11

METHODS AND MATERIALS
Setup. The confocal microscopy arrangement used in this

study is depicted in Figure 2. The setup has basic features similar
to those previously presented for applications of ultrasensitive
fluorescence spectroscopy.50,51 Freely diffusing molecules are
excited by a pulsed, linearly polarized argon ion laser emitting at
514 nm (Sabre, Coherent, Palo Alto, CA) with a repetition rate of
73 MHz and an excitation power of 558 µW. In addition, there is
the option to use a linear polarized krypton ion laser emitting at
647 nm (Sabre, Coherent) for two-color excitation experiments.
The two lasers are not yet synchronized. After reflection by a dual-
band dichroic mirror (DCLP510, AHF Analysentechnik), the laser
beam is focused by a microscope objective (Olympus 60×, NA

1.2, water immersion). The fluorescence is collected and then
refocused by the same objective to the image plane, where a
pinhole is placed (radius 100 µm). From a FCS diffusion time of
free rhodamine 6G (Rh6G) dye of τD ) 256 µs, the detection
volume can be estimated to be ∼1 fL. After passage through the
pinhole, the fluorescence is separated by a polarizing beam splitter,
based on its direction of polarization with respect to that of the
laser beam. The fluorescence is then divided by a dichroic beam
splitter (510DCLX, AHF Analyzentechnik) into the fractions
originating from the acceptor [cyanine 5 (Cy5) or BODIPY650
(BP650/665)] and donor (cyanine 3 (Cy3) or Rh6G fluorophores).
Subsequently, band-pass filters are used (HQ730/140 by AHF
Analyzentechnik for Cy5 and BP650/665; HQ575/70 by AHF
Analyzentechnik for Cy3, Rh6G) to discriminate the two fractions
of the collected fluorescence from scattered laser light. Each of
the fractions of the fluorescence light is then detected by an
avalanche photodiode (SPCM AQ-141, EG&G Vaudreuil, Quebec,
Canada), the output pulses of which are processed online by a
PC-BIFL-card with a routing unit (SPC 432 Becker&Hickl GmbH,
Berlin, Germany) in the MFD mode.

MFD. The data registration and processing of MFD has been
described in detail.44 In brief, using the setup depicted in Figure
2, each detected photon can be characterized by four param-
eters: (i) spectral range, λF, of the detected fluorescence (green
or red); (ii) the polarization of the signal photon (parallel or
perpendicular) with respect to the linear polarization of the
excitation laser; (iii) the arrival time of the signal photon relative
to the incident laser pulse; and (iv) the interphoton time, ∆t, to
the preceding signal photon.

(50) Rigler, R.; Mets, Ü.; Widengren, J.; Kask, P. Eur. Biophys. J. 1993, 22, 169-
75.

(51) Eggeling, C.; Fries, J. R.; Brand, L.; Günther, R.; Seidel, C. A. M. Proc. Natl.
Acad. Sci. U.S.A. 1998, 95, 1556-61.

Figure 2. Four-channel confocal setup for simultaneous detection of spectral range, λF fluorescence intensity S, lifetime τ, anisotropy r.
Abbreviations: IF, interference filter; DB, dichroic beam splitter.
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A single molecule diffusing through the laser focus generates
a burst of fluorescence photons. Thus, a single-molecule event
(burst) can be separated from background via small interphoton
times. In addition to a criterion based on a maximum interphoton
time of 0.0493 ms, bursts also had to contain a minimum total
number of detected photons, here set to 120, to be registered as
a molecular event. Once a single-molecule event is identified,
average green and red count rates of the burst, SG and SR, are
calculated by dividing the number of registered photons by the
individual burst duration times. Arrival times of the photons in
the selected burst are used to generate fluorescence decay
histograms for each of the four detectors (green parallel, G|, green
perpendicular, G⊥, red parallel, R|, red perpendicular, R⊥). With
further analysis, the parameters lifetime, τ, and anisotropy, r, for
each spectral range are determined.28 The anisotropy was pri-
marily analyzed in the green range. The steady-state anisotropy
is formally given by

where

is the time-dependent anisotropy, and where FG|(t) and FG⊥(t) are
the donor fluorescence detected with a polarization parallel and
perpendicular to that of the excitation light, respectively. FG(t) )
FG|(t) + 2FG⊥(t) is the total detected donor fluorescence intensity.
In this study, the anisotropy of the fluorescence detected from a
single molecule in the green channels was determined as by
Schaffer et al.,28 from

where SG| and SG⊥ are the average donor fluorescence count rates
detected within a burst, with a polarization parallel and perpen-
dicular to that of the excitation light, respectively. Correction
factors, l1 ) 0.0308 and l2 ) 0.0368 were applied in order to take
into account mixing of polarizations by the microscope objective
lenses.52 G ) 0.964 compensates for slightly different detection
efficiencies in the two detection channels.

The signal registered in the green detection range was
described by scattered light and fluorescence decay with a single
component. Thereby the fluorescence lifetimes were calculated
using a maximum likelihood estimator as described in refs 28 and
53, which has been shown to be statistically most efficient. The
standard deviations of the obtained fluorescence lifetimes of (15%
are equivalent to the expected shot noise limit, if the registered
photon numbers and the fractions of scattered light were consid-
ered.

The results of the MFD measurements were presented by
plotting the frequency of occurrence of certain pairs of parameter
values in two-dimensional histograms, where increasing frequency
is coded by the gray-scale level. To use the full dynamic range of
MFD and to show also minor populations of molecules, we present
Z-magnified views with a single peak level above a specified level
indicated in yellow (the specific level is given in the captions of
Figures 4-9). Raw data from several measurement sessions were
combined into a single complete measurement set for further
analysis.

Sample. For our studies, a deoxyoligonucleotide N1 contain-
ing 27 nucleobases in a random sequence was synthesized using
the standard phosphoamidite technology: 5′-d(TTG AAA ACG
AGA GAG ACA TAA ACG ATC). The 5′-d of this deoxyoligo-
nucleotide was labeled via a C6 amino link either with the
N-hydroxysuccinimide ester of Cy3 (Amersham Pharmacia Bio-
tech) or Rh6G (Molecular Probes, Eugene, OR) as donor dye.
Using a postlabeling reaction, the acceptor dyes BP650/665
(Molecular Probes) or Cy5 (Amersham Pharmacia Biotech) were
covalently attached to an 5′-C6-amino-2′dT at a defined position
(with 9, 13, or 17 base pairs (bp) between the linked dyes) on
the complementary deoxyoligonucleotide N2: 5′-d(GAT CGT TTA
TGT CTC TCT CGT TTT CAA). The oligonucleotides were double
HPLC-purified and additionally PAGE-purified. All synthesis and
purification was done by IBA GmbH (Göttingen, Germany).
Hybridization was performed in a buffer containing 180 mM NaCl,
12 mM sodium citrate, and 25 µM MgCl2 (pH 7.5). To obtain the
FRET-active molecules, complementary donor- and acceptor-
labeled strands (N1 and N2) were mixed in a 1:1 ratio and slowly
cooled from 95 to 20 °C. In all experiments, we used a sodium
phosphate buffer with 180 mM NaCl, 10 mM NaH2PO4/Na2HPO4,
and 400 µM sodium ascorbate (pH 7.5). The following 16
molecules were analyzed: Cy3-Cy5 (9, 13, or 17 bp), Cy3-
BP650/665 (9, 13, or 17 bp), Cy3-oligonucleotide, Rh6G-Cy5
(9, 13, or 17 bp), Rh6G-BP650/665 (9, 13, or 17 bp), Rh6G-
oligonucleotide, and two fluorescent impurities of unknown
structures I1 and I2.

RESULTS AND DISCUSSION
Spectrofluorometric and Time-Correlated Single-Photon-

Counting (TCSPC) Measurements. The labeled single-stranded
oligonucleotides were investigated in a spectrofluorometer (Jobin-
Yvon Fluorolog 3) with respect to the excitation and fluorescence
spectra of the dyes attached to them. The fluorescence lifetimes
were investigated by TCSPC, performed by the MFD instrumenta-
tion (Figure 2) at concentrations of ∼100 pM. In the TCSPC
experiments, the donor (Rh6G, Cy3) and the acceptor (Cy5,
BP650/665) dyes were excited by the argon ion (514 nm) and
the krypton ion (647 nm) laser, respectively. The measured
fluorescence lifetimes of the dyes and their maximum absorption
and emission wavelengths are given in Table 1 and the spectra in
Figure 3.

MFD Measurements and Strategy for Systematic Selection
of Species. The different oligonucleotides were measured and
analyzed burstwise with respect to all their fluorescence param-
eters on the single-molecule level by MFD, as described in
Methods and Materials. For each type of dye-labeled oligonucle-
otide, the detected molecules were measured and sorted into a
multidimensional cumulative histogram, based on the determined

(52) Koshioka, M.; Saski, K.; Masuhara, H. Appl. Spectrosc. 1995, 49, 224-8.
(53) Brand, L.; Eggeling, C.; Zander, C.; Drexhage, K. H.; Seidel, C. A. M. J.

Phys. Chem. A 1997, 101, 4313-21.

rG ) ∫0

∞
rG(t)FG(t) dt/∫0

∞
FG(t) dt

rG(t) )
FG|(t) - FG⊥ (t)

FG|(t) + 2FG⊥ (t)

rG )
GSG| - SG⊥

(1 - 3l2)GSG| + (2 - 3l1)SG⊥
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fluorescence parameters. The fluorescence bursts from all the
different oligonucleotides were then arranged into one joint
histogram.

In Figure 4, a two-dimensional projection of this histogram is
shown, where the fluorescence bursts from all the measured
compounds have been arranged with respect to their count rates
in the green and red emission ranges, SG and SR.

Even though recording takes place at the single-molecule level,
which should in principle provide the possibility to reveal sub-

populations within an ensemble of molecules, it is clear that at
least a characterization based on only SG and SR is in this case
not sufficient to identify the different subpopulations. From this
histogram, it is also not possible to extract from how many
different compounds the data have been recorded. To demonstrate
the full dynamic range of MFD, we present Z-magnified views
with the last level indicated in uniform yellow (see Figures

4 and 6-9), which focuses the dynamic range of the gray scale
to the border zones between the different populations.

To better distinguish between the species, we follow a
procedure where the subpopulations are identified based on a set
of parameters and where a systematic selection of subpopulations
within different ranges of the detected parameters will be
performed in subsequent steps. The general rationale for this
multistep selection procedure is that the different compounds
differ distinctly from each other with respect to at least one
measurable parameter or that combinations of parameter values
can be used to enhance differences between compounds that do
not differ distinctly with respect to a single parameter. In this
study, differences between the compounds in rotational mobilities
(characterized by different anisotropies, rG, for free and labeled
fluorophores), FRET efficiencies (different dye-to-dye distances
reflected in SG, SR, τG, and τR), and differences due to the identities
of the donor and acceptor dye labels (SG, SR, τG, τR), or differences
in combinations of the parameters are exploited within the frame
of this general strategy for systematic selection. As shown in Table
1, donor dyes (Rh6G, Cy3) and acceptor dyes (BP650/665, Cy5)
with long and short fluorescence lifetimes, respectively, have been
chosen for the green and the red spectral windows. Based on their
characteristic fluorescence lifetimes, four distinct oligonucleotide
families (Rh6G-BP650/665, Rh6G-Cy5, Cy3-BP650/665, Cy3-
Cy5) with different DA distances have been studied.

Graphical MFD Analysis. Step 1: Selection in the rG

versus τG Parameter Plane. As a first step, the multidimensional
cumulative histogram was projected onto a two-dimensional
histogram, with the bursts sorted with respect to the measured
fluorescence anisotropy, rG, and the fluorescence lifetimes, τG, of
their donor fluorophores (rG-τG histogram). Given its formal
expression (see Methods and Materials), it is clear that rG will
increase with shorter fluorescence lifetimes. This is illustrated in
the rG-τG histogram of Figure 5. For comparison, lines corre-
sponding to mean rotational correlation times F of 0.2, 2.0, and
7.0 ns are included, which are calculated from the Perrin equation,
rG ) r0/(1 + τ/F), using a fundamental anisotropy r0 ) 0.375.

In view of the broad range of fluorescence lifetimes covered,
the observed anisotropy, broadened by shot noise, is also very

Figure 3. Absorption (solid line) and emission (dashed line) spectra of Rh6G, Cy3, Cy5, and BP650/665 dyes. Bars on the top indicate
transmission range of the filters for single-molecule spectroscopy.

Table 1. Lifetimes and Abs/Flu Wavelengths

dye label at
oligonucleotide τ (ns)a

λAbs/λF
(nm)

spectral
detection (nm)

Rh6G 4.0 534/564 535-605
Cy3 0.8b 550/565 535-605
BP650/665 4.3 663/678 665-800
Cy5 1.0 649/665 665-800

a Fluorescence parameters of the free dyes are given. b The experi-
mentally measured fluorescence lifetimes using the latest avalanche
photodiodes (APDs) of the Series “AQR” are increased due to a count
rate-dependent jitter by ∼10%. The listed τ values are corrected for
this effect, but the τ-histograms shown in Figures 4-9 were not
corrected for this effect. c Surprisingly the Cy3-labeled DNA samples
contain large amounts of a fluorescent species with a fluorescence
lifetime of 1.5 ns. It is classified as an impurity because it is not
quenched by FRET as the species with τ ) 0.8 ns. It is assumed that
the species with τ ) 1.5 ns are not attached to the oligonucleotide.

Figure 4. Cumulative histogram of all compounds. Green signal,
SG, is plotted versus red signal, SR. Frequency is coded by gray scale.
To visualize small subpopulations, a Z-magnified view is presented,
where all frequencies above 0.2 of the maximum are displayed in
yellow as a single level. Total number of molecules Atotal ) 92 694.
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wide. The anisotropies of the major subpopulations consisting of
the donor dyes linked to the oligonucleotides are well described
by a mean rotational correlation time of F ) 2.0 ns. However, there
are two subpopulations, marked as I1 and I2, with fluorescence
lifetimes τG ) 1.8 and 4 ns, which have very small mean rotational
correlation times of ∼0.2 ns (blue line). The small rotational
correlation time is evidence for the existence of free impurities,
which emit in the green spectral range and are not subject to
FRET-mediated quenching of their fluorescence.

Based on this, a limit was defined such that only labeled
oligonucleotides with rG > 0.107 (red line) were selected for
further analysis. The highly rotationally mobile fluorescent impuri-
ties I1 and I2 could thus be sorted out with high certainty. Their
rotational correlation times were short enough not to be attributed
to the rotation of donor-labeled oligonucleotides, but rather to free
dyes.

Generation of Characteristic Patterns. In the present
qualitative analysis, we aim at detection of the presence of an
individual subpopulation. For this, we generated characteristic
patterns of different individual species of donor-acceptor-labeled
oligonucleotides. These characteristic patterns guide the definition
of the areas in various parameter planes as belonging to a
particular species. We generated specific patterns for all two-
dimensional parameter planes by analyzing the individual sub-
populations separately. In addition to free dye molecules, fractions
of molecules that are not labeled at all or that are not completely
labeled remain in practically all labeling procedures. To show the
features distinguishing fully labeled molecules from incompletely
labeled ones, we refer to the cumulative histograms of the
individual oligonucleotide species from which free dye molecules
have been sorted out by use of the criterion of step 1. Panels A-C
in Figure 6 show three typical two-dimensional histograms, with
oligonucleotides labeled with Rh6G (donor) and Cy5 (acceptor)
with different distances between the labeling sites. The measure-
ments can be evaluated by depicting the ratios of their signal
intensities detected in the green (SG) divided by those in the red
(SR) wavelength range, SG/SR, along the ordinate, and their donor
fluorescence lifetimes, τG, along the abscissa.

It can be seen from these SG/SR-τG histograms that the
fractions of oligonucleotides that are not labeled with acceptor
dyes can be clearly distinguished from those labeled with both
dyes. For oligonucleotides that were labeled with both donor and
acceptor dyes (DA-oligonucleotides), FRET-mediated quenching
of the donor fluorescence and a concomitant FRET-sensitized
fluorescence of the acceptor dye will occur when the donor dye
is excited by laser light at 514 nm. With higher FRET efficiencies,
increasingly lower ratios of SG/SR and shorter τG appear. DA-
oligonucleotides accumulate in distinct fractions with lower SG/
SR and shorter τG, well separable from oligonucleotides, having
just a donor fluorophore labeled to them (D-oligonucleotides).
Acceptor-labeled oligonucleotides (A-oligonucleotides) are practi-
cally not excited at an excitation wavelength of 514 nm and are
thus not detectable in the current experiment.

Further, for DA-oligonucleotides labeled with the same donor-
acceptor dye pair, the positions of the population of DA-oligo-

Figure 5. Green lifetime, τG, plotted versus anisotropy, rG, together
with an overlaid Perrin equation computed for three rotational
correlation times (0.2, 2, 7 ns). Molecules under the red line were
excluded from further analysis. Total number of molecules Atotal )
92 628.

Figure 6. Green lifetime, τG, plotted versus fluorescence count rate ratio, SG/SR, for individual populations of oligos labeled with Rh6G (donor)
and Cy5 (acceptor) with different distances between the labeling sites [17 (A), 13 (B), and 9 base pairs (C)]. Black ellipses show patterns for
donor-only-labeled oligos, yellow ellipses for oligos labeled with both donor and acceptor. Z-Magnified view, where all frequencies above 0.4 of
the maximum are displayed in yellow as a single level. Total number of molecules: (A) Atotal ) 5856, (B) Atotal ) 4768, and (C) Atotal ) 9804.
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nucleotides in the histograms differ distinctly depending on the
dye-to-dye distance (distances between the two dyes in Figure
6A, B, and C of 17, 13, and 9 base pairs, respectively). The
differences of the individual histograms should thus provide
patterns from which it is possible to separate D-oligonucleotides
from DA-oligonucleotides and to distinguish between the DA-
oligonucleotides in the joint histograms via their specific FRET
efficiencies defined by the distances between the labeling sites
of their donor and acceptor fluorophores.

For this graphical analysis, it is sufficient to approximate the
characteristic patterns by variable ellipses with characteristic
colors for the four families of DA oligonucleotides [Rh6G-BP650/
665 (magenta), Rh6G-Cy5 (yellow), Cy3-BP650/665 (orange),
Cy3-Cy5 (olive)] and for the D-oligonucleotides of Rh6G and Cy3
(black). The size of these elliptic patterns in the contour plots is
defined by the area in which the frequency is 20% of the maximum
value or higher. For histograms containing a mixture of species,
such elliptic patterns guide the definition of areas within which
the different individual species are confined.

Step 2: Selection in the SG/SR versus τG Parameter Plane.
After separation of free dyes from the mixture in step 1 above,
differences in the macroscopic fluorescence properties of the
fluorophores (Table 1) were exploited in sequential steps to
separate the subpopulations of the remaining oligonucleotides.
First, the oligonucleotides were separated into two main groups
based on the differences in the intrinsic fluorescence lifetimes of
their donor fluorophores [Rh6G (4 ns) and Cy3 (0.8 ns)]. This
was performed by displaying the detected oligonucleotides in a
SG/SR versus τG histogram. As mentioned above, higher efficien-
cies of FRET generate increasingly lower ratios of SG/SR and
shorter τG. However, irrespective of the degree of quenching of
the donor dye due to FRET, oligonucleotides labeled with Rh6G
can be separated from those labeled with Cy3. This separation is
possible by virtue of the distinct differences in the measured τG

between the molecules,, which follows from the prominent
difference in the intrinsic lifetimes of the two donor fluorophores.
The separation of Cy3-labeled oligonucleotides from their Rh6G-
labeled counterparts is indicated by a red line in Figure 7.

Step 3: Selection in the SG/SR versus τR Parameter Plane.
Following the separation of oligonucleotides based on the intrinsic
donor fluorescence lifetimes (Figure 7), oligonucleotides labeled
with either Cy3 or Rh6G as donors were separated with respect
to what acceptor dye was attached to them. This separation step
is possible due to a large difference in the intrinsic lifetimes of
the two acceptor dyes Cy5 (1.0 ns) and BP650/665 (4.3 ns) (see
Table 1). In Figure 8A and B, the histograms selected based on
the different intrinsic donor lifetimes of the Cy3- and Rh6G-labeled
oligonucleotides according to step 2 are each projected in a plane
defined by the ratio SG/SR and the measured decay time in the
red detection channels, τR. Here, a clear distinction can be seen
for those oligonucleotides labeled with BP650/665 (4.3 ns) as the
acceptor dye from those with Cy5 (1.0 ns). Disregarding the effect
of the duration of the laser excitation pulses (which is subject to
deconvolution), the measured acceptor fluorescence intensity is
a convolution product of the donor and acceptor fluorescence
intensity decay following a Dirac pulse, i.e.,

for monoexponential fluorescence decays, where τD and τA are
the lifetimes of the donor and acceptor dyes, respectively. In
contrast to the determination of the donor fluorescence lifetime
from the complete fluorescence response curve, it is at present
sufficient that only the decaying part of the complex fluorescence
response of the acceptor is judged by a single-exponential decay
without deconvolution having a characteristic signal decay time,
τR.54 Short D-A distances generate short donor lifetimes and, thus,
also a shorter time over which excitation by energy transfer to
the acceptor dye can take place. Consequently, for oligonucle-

(54) Eggeling, C.; Schaffer, J.; Seidel, C. A. M.; Korte, J.; Brehm, G.; Schneider,
S.; Schrof, W. J. Phys. Chem. A 2001, 105, 3673-9.

Figure 7. Green lifetime, τG, plotted versus fluorescence signal ratio,
SG/SR, for all measured compounds. Red line shows separation
between populations of oligos labeled with Rh6G and Cy3 dyes.
Z-Magnified view, where all frequencies above 0.2 of the maximum
are displayed in yellow as a single level. Total number of molecules
Atotal ) 74 758.

Figure 8. Red decay time, τR, plotted versus fluorescence signal
ratio, SG/SR, for oligos, labeled with Cy3 (A) and Rh6G (B) donor
dyes. Green ellipses indicate patterns for Cy3-Cy5 populations;
orange, Cy3-BP650/665 populations; yellow, Rh6G-Cy5 popula-
tions; pink, Rh6G-BP650/665 populations; black, donor-only-labeled
oligos. Red line shows separation between Cy3-BP650/665 and
Cy3-Cy5 populations. Z-Magnified view, where all frequencies above
0.075 of the maximum are displayed in yellow as a single level. Total
number of molecules: (A) Atotal ) 37 275; (B) Atotal ) 14 398.

FA(t) ∝ ∫0

t
exp(-t′/τD) exp(- (t - t′)/τA) dt′
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otides with shorter D-A distances, typically a shorter time interval
passes after the excitation pulse until the acceptor dye is excited
and subsequently fluoresces, although the intrinsic fluorescence
lifetime of the acceptor remains the same. This effect can most
clearly be seen for those oligonucleotides having Rh6G as a donor
dye (Figure 8B), since the absolute changes in fluorescence
lifetime upon FRET are larger with Rh6G than with Cy3, due to
the shorter intrinsic fluorescence lifetime of Cy3. Likewise, with
a relatively short intrinsic fluorescence lifetime of the acceptor
dye, the relative effect of convolution by the donor fluorescence
decay is more prominent and distinct, as can be seen for the
Rh6G-Cy5-labeled oligonucleotides in Figure 8B. Considering the
specific patterns, all DA combinations of the Rh6G family can
easily be distinguished, which allows for the simultaneous detec-
tion of seven oligonucleotides: Rh6G-Cy5 (9, 13, and 17 bp),
Rh6G-BP650/665 (9, 13, and 17 bp), and Rh6G-oligonucleotide
(D-oligonucleotide).

Step 4: Selection in the SR versus SG Parameter Plane.
As indicated in Figure 8A, a separation relying on D-A distances
can be difficult when based solely on the SG/SR versus τR

projection. Considering the Cy3 family, a substantial overlap of
the oligonucleotides with different D-A distances can be noticed.
For the case of overlap between populations of different species,
additional projections can be used to increase the specificity of
the separation of the different species from each other. In Figure
9A and B, the projections of the Cy3-Cy5 and Cy3-BP650/665
populations, both included in Figure 8A, are after separation
(indicated by the red line in Figure 7A) plotted along SG and SR.
In this case, this projection provides an additional criterion,
enabling an improved separation of the oligonucleotides labeled
with Cy3 as a donor and either Cy5 (olive) or B650 (orange) as
an acceptor, based on their D-A distances. In this way, the
remaining seven oligonucleotides are identified: Cy3-Cy5 (9, 13,
and 17 bp), Cy3-BP650/665 (9, 13, and 17 bp), and Cy3-
oligonucleotide (D-oligonucleotide).

Quantitative Identification of the Detected Molecules
Using a Pattern Recognition Algorithm of Fluorescence Par-
ameter Sets. The visual identification procedure, performed in
sequential steps, as outlined above, forms the principal basis of

an automated identification procedure that can determine the rel-
ative fractions of each species. The accuracy of such an approach
would ideally be limited only by the ability to identify properly
single-molecule bursts for each species in the data. In the following
section, we present a procedure, which exploits the multidimen-
sionality of the measured data and which lends itself well for fast,
stable, and reliable species identification of the detected species.

Procedure. The core of the procedure is the estimation of
the probability, Ψ(m|{υk exp}R). It states the probability that
a detected molecule R, possessing a set of K independent
experimentally determined fluorescence parameter values,
{υ1 exp... υK exp}, belongs to species m out of N different species
with the index n ) 1 to N. In the K-dimensional set {υk exp}R, each
of the K values corresponds to a unique fluorescence parameter,
e.g., lifetime, anisotropy, etc.

As an intermediate step in determining Ψ, it is first necessary
to determine a set of K × N probability distributions, {Pk,m(υk), k
) 1 to K, n ) 1 to N}, which describes the probability that a
molecule known to be of species m has a value for the kth
fluorescence parameter given by υk (or more precisely, has a value
that falls into a bin centered around υk). In this report, the
Pk,m(υk) distributions are generated from histograms obtained from
the same MFD data used to determine the characteristic patterns
above (for example, see 1D projections in Figure 6), whereby the
DA-oligonucleotides were first separated from the D-oligonucle-
otides and impurity species. The relevant histograms are normal-
ized such, that for each species m and parameter k, ∑υ Pk,m(υk) )
1 (remembering that the values for υ are restricted to a finite set
of bin centers). The probability Ψ(m|{υk exp}R) is calculated from
the set of distributions {Pk,m(υk exp)} as follows:

This ratio expresses the probability of a molecule from species
m displaying the particular set of parameters {υk exp} (calculated
in the numerator) relative to the probability that the set {υk exp}
will be displayed by any of the N species (denominator). In the
absence of conformational dynamics (which is here the case), shot
noise limited distributions for the individual parameters are
measured. For each individual molecule R, a set of N probabilities,
{Ψ(1|{υk exp}R)... Ψ(N|{υk exp}R)}, is calculated by eq 1 using the
set of experimentally determined fluorescence parameters for that
molecule, {υ1 exp... υK exp} R. Since a molecule must belong to one
of the N species, ∑n Ψ(n|{υk exp}R) ) 1 for each molecule R. The
molecule is then classified as belonging to that species m for which
Ψ(m|{υk exp}R) is the highest.

For each of the nd ) 1, ‚, m, ‚, N DA-oligonucleotide data sets,
a histogram was generated that counted how many molecules in
that data set were assigned to each of the N species. By
normalizing the sum of each of these histograms to unity, we
obtain the classification probability Ω(m|nd) stating the probability
that a molecule of the data set nd (i.e., originating from species n
) m) is classified as species m. By restricting analysis to a single
data set nd, the classification probability Ω(m|nd) can be defined

Figure 9. Green fluorescence signal, SG, plotted versus red signal,
SR, for Cy3-Cy5 populations (A) and Cy3-BP650/665 populations
(B). Green ellipses indicate patterns for Cy3-Cy5 populations and
orange, Cy3-BP650/665 populations. Z-Magnified view, where all
frequencies above 0.06 of the maximum are displayed in yellow as a
single level. Total number of molecules: (A) Atotal ) 29 035; (B) Atotal

) 29 306.
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as Ω(m|nd) ) am/∑n)1
N an, where {an)1; ... aN} are the numbers of

molecules from data set nd assigned to species m.
Classification of Single Molecules. In Figure 10, the clas-

sification probabilities obtained for each of the N ) 12 DA-
oligonucleotide species are shown. If Ω(n)nd|nd) ) 1, then we
have no errors in classification. However, not all of the molecules
of an individual data set nd are indeed classified as belonging to
species m, i.e., Ω(m)nd|nd) < 1. This error is due to overlap of
the one-dimensional probability distributions, Pk,n, between the
different species. However, by increasing the number of dimen-
sions, K, the classification confidence can be improved. The
classification probabilities shown in Figure 10 use four fluores-
cence dimensions: green lifetime, τG, green anisotropy, rG, red
signal decay time, τR, and signal intensity ratio, SG/SR. Analyzing
Ω(m|nd) in Figure 10, the likelihood that a molecule of data set is
properly assigned to a species (i.e., the correct classification,
Ω(n)nd|nd) always dominates over the other classification prob-
abilities Ω(n*nd|nd) and exceeds 0.5 for all data sets with nd.

Analysis of an Ensemble of Molecules. In general, having
a definition for the classification probabilities Ω(n)1|nd) to
Ω(n)N|nd) for a given data set nd with a separate species n allows
us to generalize the definition for an to include all of the analyzed

data sets. The frequency histogram for the classification of corres-
ponding single molecules can be predicted with the frequency of
the assigned molecules described by ab){an)1; ... aN}, where the
total number of detected molecules Atotal is given by ∑n)1

N an. Due
to shot noise broadened fluorescence parameters, the patterns
overlap, which has the consequence that the recognition of single
molecules cannot be perfect (Figure 10). Because of these
statistical classification problems in the first step, which can be
described by error probabilities, we now analyze all molecules
together in a second step and improve the classification on the
basis of the knowledge of the mean classification error. In this
way, a much better result for the number of detected molecules
of the ensemble cn is obtained than at the single-molecule level.

The actually calculated numbers for each species in this
mixture cb ) {cn)1; ... cN} are obtained by solving the following
system of linear equations with the classification probabilities
Ω(n|nd) and the experimentally obtained numbers of assigned
molecules ab.

Figure 10. Classification probability, Ω(n|nd), that an DA-oligonucleotide molecule of the data set nd is classified as a species n. Calculations
were based on the procedure, described in the text, using four fluorescence dimensions: green lifetime, τG, green anisotropy, rG, red decay
time, τR, and signal intensity ratio, SG/SR. (For detailed values see Supporting Information, Table 1).

[Ω(n)1|nd)1) ... Ω(n)1|nd)N)
... ... ...

Ω(n)N|nd)1) ... Ω(n)N|nd)N) ][cn)1

...
cN

]) [an)1

...
aN

] (2)

2048 Analytical Chemistry, Vol. 78, No. 6, March 15, 2006



Finally, we want to give an example for the substantial improve-
ment by using eq 2 to reliably calculate ensemble numbers of
the analyzed molecules. Therefore, we analyzed an independently
measured test sample with a total number Atotal ) 4143 molecules,
which contained three of the 12 DA-oligonucleotides. For the
discussion of the results we normalize the molecule numbers ab
and cbby Atotal defining relative fractions of experimentally assigned
molecules abr and relative species fractions calculated for the
ensemble cbr, respectively. The actual sample composition cbrsample

) [a3(Cy3-BP650/665 (17 bp)) ) 0.33; a4(Cy3-Cy5 (9bp)) )
0.35; a12(Rh6G-Cy5 (17bp)) ) 0.32} is very well recovered by
our single-molecule counting analysis cbranalysis ) {a3 ) 0.32; a4 )
0,35; a6 ) 0.01; a8 ) -0.01; a11 ) -0.01; a12 ) 0.34}. Please note
that in the following analysis we list only coefficients for the
relative species fractions, which are not equal to zero. The negative
fractions of cbranalysis are solely the result of the mathematical
solution and have of course no chemical meaning. In contrast to
cbranalysis, please note that the fractions obtained in the first step by
the single-molecule classification abr ) {0.01; 0.03; 0.21, 0.17;
0.08; 0.03; 0.01; 0.09; 0.04; 0.06; 0.02; 025} (eq 1) indicate a level
of misclassification of up to 10%, which results in false positive
and false negative classified molecules on the single-molecule
level. This result is equivalent to the case of the overlap of ellipses
for different species in the graphical analysis (e.g., Figure 8).
However, using eq 2, abr is converted with high accuracy to cbranalysis

in the second step of the single-molecule counting analysis. The
comparison of cbrsample with cbranalysis indicates a very low statistical
noise level of only 1-2%.

CONCLUSIONS AND OUTLOOK
The purpose of this study was to demonstrate the feasibility

and huge dynamic range of single-molecule measurements for
identifying a larger number of different species, based on multi-
parameter detection and a multidimensional single-molecule
counting analysis. By MFD, free dye molecules and incompletely
labeled species could be excluded from the analysis, and in all 16
different compounds (four families of DA-oligonucleotides, Cy3-
Cy5, Cy3-BP650/665, Rh6G-Cy5, and Rh6G-BP650/665, each
with 9-, 13-, and 17-bp separation between the dyes, D-oligonucle-
otides labeled with Cy3 or Rh6G, impurities) were separated,
based on the multidimensional information contained in the
fluorescence of the analyzed molecules.

Following arrangement of the detected molecules into a
multidimensional cumulative histogram, identification of the
different species was first demonstrated by use of sequential two-
dimensional projections of the histogram in different parameter
planes, employing different “borderlines” between the populations
projected in each plane. However, apart from this visual approach
demonstrating the feasibility, we also show that a more quantita-
tive identification procedure can be employed, based on an
algorithm that offers fast and automated species identification with
reasonable fidelity on a single-molecule level. This approach can
also regenerate concentration profiles of species in a mixed sample
with very high accuracy, and there is still a clear potential for
implementing additional criteria and procedures. Apart from the
“traditional” “chromophore” fluorescence parameters providing
the criteria for the species identification in this study, fluctuation
analysis of the fluorescence intensity (such as fluorescence
correlation spectroscopy) or some other parameter of the detected

fluorescence) can yield additional independent parameters. To
such characteristic fluctuation parameters, within the category of
parameters referred to as “environment/system parameters”
above, belong triplet-state transitions,55 trans-cis isomerization,56

charge transfer,57 or even transport properties.54 In a recent study,
the determination of up to 14 different parameters from one
individual molecule was claimed, including transition rates to and
from the triplet state and spatial parameters.58 In MFD, fluctuation
analysis of the detected fluorescence within selected bursts is
possible. The use of MFD and additional parameters extracted
from fluctuation analysis to identify different individual molecules
will be reported elsewhere. Recently, Bowen et al. implemented
neural networks for classifying fluorescence from individual
molecules in a mixture. A neural network was constructed and
trained to identify molecules based on fluorescence lifetime data
and was shown to perform better than (nonideal more complex
data) or equal to (ideal data) a maximum likelihood estimator
(MLE) approach.23 Here “ideal” means, that the data could be
well described by the MLE by assuming, for example, a single-
exponential decay. By use of identification procedures of this kind,
applied in the multiparameter space, it is reasonable to believe
that the number of species that can be separated from each other,
and the specificity with which this can be done, can be increased
even further. Apart from extensions in the extraction and process-
ing of information from the emitted fluorescence, further opera-
tions can also be added on the excitation side, extending the
degrees of freedom with respect to which single molecules can
be analyzed. Recently, Kapanidis et al. reported the use of
alternating direct laser excitation of both donor and acceptor
fluorophores on single diffusing molecules. This enables both an
interdye distance-dependent and distance-independent intensity
ratio of the analyzed molecules, the latter based on labeling
stoichiometry.59 MFD lends itself well for the introduction of an
alternating excitation scheme, with two or several laser lines. In
general, given the flexible concept of MFD, in terms of possible
schemes of excitation, the emission characterization, and the data
processing steps, the potential for further improvements is large,
and the modifications can be tailored to the specific species to be
identified. The presented study thus only indicates a fundamental
level at which single-molecule detection and identification can be
performed using the MFD approach.

Finally, it is important to mention that an analysis of a sample,
where the analyzed fluorescence bursts have been selected from
the fluorescence intensity time trace via an intensity threshold
criterion, can give only a qualitative picture on the sample
composition, because the chance of bright molecules to be
selected and to be subsequently analyzed is higher than that of
less bright molecules. However, the multidimensional single-
molecule counting analysis performed here is very well suited to
check for the presence of even very small amounts of analyte
molecules yielding a qualitative sample survey. Moreover, Fries
et al.49 have shown that the analysis of the obtained burst size
distributions allows one to identify fluorescent sample molecules

(55) Widengren, J.; Mets, Ü.; Rigler, R. J. Phys. Chem. 1995, 99, 13368-79.
(56) Widengren, J.; Schwille, P. J. Phys. Chem. A 2000, 104, 6416-28.
(57) Widengren, J.; Dapprich, J.; Rigler, R. Chem. Phys. 1997, 216, 417-26.
(58) Prummer, M.; Sick, B.; Renn, A.; Wild, U. P. Anal. Chem. 2004, 76, 1633-

40.
(59) Kapanidis, A. N.; Lee, N. K.; Laurence, T. A.; Doose, S.; Margeat, E.; Weiss,

S. Proc. Natl. Acad. Sci. U.S.A. 2004, 101, 8936-41.
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also in a quantitative manner. Thus, the introduced method of
multidimensional single-molecule counting harbors the potential
for a complete characterization and quantitative analysis of a highly
diluted sample in homogeneous assays.
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Single molecule detection and identification of multiple species by multiparameter fluorescence 

detection. 
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Table 1 presents the classification probability, ( )dnnΩ , that a DA-oligonucleotide molecule of the 

data set nd (shown as rows in Table 1) is classified as species n (columns). Based on the values of the Table 

1, Figure 10 of the manuscript text is plotted as follows: the X-axis of the plot corresponds to the assigned 

species, n, and the colored texture above the plot corresponds to the originating datasets, nd. A vertical 

colored texture bar corresponding to each nd appears in each of the 12 areas of Figure 10, and represents the 

fraction of molecules from nd which is classified as belonging to species n. Therefore, the sum of all 

identical color texture bars in Figure 10 (representing a single row in Table 1) is unity, whereas the sum of 

all bars in a particular region (columns in Table 1) need not be unity. 

 
 
Dataset\species 

Cy3_B650_9 Cy3_B650_13 Cy3_B650_17 Cy3_Cy5_9 Cy3_Cy5_13 Cy3_Cy5_17 Rh6G_B650_9 Rh6G_B650_13 Rh6G_B650_17 Rh6G_Cy5_9 Rh6G_Cy5_13 Rh6G_Cy5_17 

Cy3_B650_9 0.85521 0.05208 0 0.01458 0.03646 0.00312 0.0375 0 0 0.00104 0 0 

Cy3_B650_13 0.01917 0.70919 0.09055 0 0.00859 0.13549 0.03305 0.00066 0 0 0.0033 0 

Cy3_B650_17 0 0.08423 0.6413 0 0.00037 0.03066 0.00702 0.12819 0.00074 0.00776 0.0218 0.07795 

Cy3_Cy5_9 0.02912 0.00104 0 0.50052 0.21109 0.04541 0.00312 0 0 0.18198 0.02773 0 

Cy3_Cy5_13 0.03809 0.01632 0.0006 0.09976 0.57497 0.18561 0.00605 0 0 0.06227 0.01632 0 

Cy3_Cy5_17 0.00656 0.10394 0.17724 0.00821 0.04048 0.56565 0.01149 0.01094 0 0.01313 0.05963 0.00274 

Rh6G_B650_9 0.01461 0.00626 0 0 0 0.00209 0.9144 0.02505 0 0.00209 0.0334 0.00209 

Rh6G_B650_13 0 0 0 0 0 0 0.00945 0.7689 0.03179 0 0.01203 0.17784 

Rh6G_B650_17 0 0 0.00312 0 0 0 0 0.0281 0.92662 0 0 0.04215 

Rh6G_Cy5_9 0 0.00061 0 0.08634 0.0049 0.00612 0 0 0 0.80282 0.0992 0 

Rh6G_Cy5_13 0 0 0.00305 0.00076 0 0.01523 0.02361 0.01904 0 0.04037 0.86443 0.03351 

Rh6G_Cy5_17 0 0 0.00037 0 0 0 0.01563 0.16263 0.11574 0 0.0268 0.67882 

 
Table 1. Classification probability, ( )dnnΩ , that an DA-oligonucleotide molecule of the data set nd (rows) is 

classified as a species n (columns). Calculations were based on the procedure, described in the text, using 4 

fluorescence dimensions: green lifetime, τG, green anisotropy, rG , red decay time, τR, and signal intensity 

ratio, SG/SR . 
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We present an advanced time-correlated single photon counting �TCSPC� technique that delivers
traditional fluorescence correlation �FCS� or cross correlation �FCCS� and fluorescence lifetime data
simultaneously. Newly developed electronics allow for detection and registration of single photon
events over time periods of hours with picoseconds accuracy. Subsequent software-correlation
yields correlation curves covering more than 12 orders of magnitude in time. At the same time, the
original data, containing all information accessible by single photon counting techniques, can be
analyzed conventionally according to common single molecule fluorescence techniques. Potential

applications of the new technique using pulsed or cw laser excitation are discussed. © 2005
American Institute of Physics. �DOI: 10.1063/1.1946088�
I. INTRODUCTION

If photons are emitted by thermal sources or by fluores-
cence of a large number of molecules the emission events are
independent. The photons appear randomly, and the distribu-
tion of the time distance between subsequent photons drops
exponentially with increasing time distance.

For light generated by nonlinear effects, by quantum
dots,1–3 or by the fluorescence of single molecules4–8 this is
not necessarily the case. When a single molecule has ab-
sorbed a photon it cannot absorb and emit a second photon
until it has not returned to the electronic ground state. Thus,
the photons exhibit an antibunching phenomenon with a time
constant defined by the fluorescence lifetime and excitation
rate. Investigation of these effects requires the detection and
correlation of single photons on the ps and ns scale.

Fluorescence correlation spectroscopy �FCS� exploits
the autocorrelation between the fluorescence intensities in
different time intervals.9–12 A confocal or two-photon setup is
used to achieve a sample volume of the order of 0.1–1 fl. At
a concentration of 10−9–10−11 mol/ l only a few molecules
are in the focus. Processes like diffusion, conformational
changes or intersystem crossing cause a fluctuation of the
number of fluorescing molecules in the sample volume and
therefore a fluctuation in the fluorescence intensity.

FCS can be combined with simultaneous detection
in different wavelength intervals and for different
polarization.13–15 Cross-correlation of the fluorescence sig-
nals of different fluorophores �FCCS� in biological systems
a�Author to whom correspondence should be addressed; electronic mail:
Ralf.Kuehnemuth@uni-duesseldorf.de
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Downloaded 08 Aug 2005 to 134.99.2.169. Redistribution subject to 
then delivers direct information about the colocalization of
the fluorophore molecules, about conformational dynamics
in FRET active molecules, and via rotational correlation
times about the size and shape of labelled proteins and ag-
gregates and about the mobility in membrane structures.16

A large number of fluorescence markers are available
that bind to specific protein and lipid structures. In particular,
cells can be transfected with green fluorescent protein �GFP�
mutants resulting in a well-defined localisation of fluoro-
phores in defined subunits of the cells.17,18 Even quantum
dots have been shown to bind covalently to cellular proteins
and antibodies.19–22 If different protein structures are marked
with different fluorophores FCCS shows whether the struc-
tures are linked or diffuse independently. Typical FCS and
FCCS effects happen on a time scale from several nanosec-
onds to milliseconds.

Clusters of proteins and dyes can change their conforma-
tion, which, in turn, induces changes in the fluorescence
quantum efficiency, i.e., fluorescence intensity and fluores-
cence lifetime, and the fluorescence anisotropy.13–15 Fluctua-
tions of the quantum efficiency can be due to changes in the
quenching efficiency, or, if two dyes with overlapping emis-
sion and absorption spectra are used, by fluorescence reso-
nance energy transfer �FRET�.23–25 Fluctuations of the quan-
tum efficiency cause a similar FCS signature as the
fluctuation of the number of molecules in the excited sample
volume. The effects can, however, be distinguished even in
the case of similar time constants if the fluorescence lifetime
or the characteristic antibunching time is recorded simulta-
neously with the FCS. Fluorescence lifetime in conjunction

with spectral information can also be used to distinguish be-
tween different dyes and dye-protein clusters.26–29

© 2005 American Institute of Physics4-1

AIP license or copyright, see http://rsi.aip.org/rsi/copyright.jsp

http://dx.doi.org/10.1063/1.1946088


083104-2 Felekyan et al. Rev. Sci. Instrum. 76, 083104 �2005�
The common technique for FCS recording is the “hard-
ware correlator.” The device registers single photon events
with a time-resolution in the ns range and correlates the de-
tection times in an internal signal processor. The standard
technique for fluorescence lifetime and antibunching experi-
ments is time-correlated single photon counting �TCSPC�.30

Both techniques can, of course, be used in combination to
obtain independent FCS and lifetime data for the dye and
protein under investigation.11,12 The drawback is that the life-
time data are not obtained from exactly the same molecules
as the FCS data, and lifetime fluctuations cannot be corre-
lated with the fluctuations in the FCS data.

Fully parallel recording of FCS/FCCS and fluorescence
lifetime information or antibunching requires a technique
that records the fluorescence photons in several independent
detection channels and covers a time range of many seconds
with picosecond resolution. Furthermore, it must record pho-
ton rates up to several 105 /s virtually without counting loss.
We will show that advanced TCSPC techniques developed in
the last few years31–33 can be extended to the recording of
FCS, FCCS, fluorescence lifetime, and antibunching effects.

II. EXPERIMENT

A. Hardware

1. Time-correlated single photon counting „TCSPC…

Conventional time-correlated single photon counting is
based on the measurement of the detection times of indi-
vidual emitted photons with respect to the time of the exci-
tation. Excitation is achieved with a periodical light source.30

The method makes use of the fact that for low level, high
repetition rate signals the detection rate is much lower than
the excitation pulse rate. Therefore, the detection of several
photons per excitation pulse can be neglected. By building
up a histogram of the photon detection times the waveform
of the detected signal is obtained. Although this principle
looks complicated at first glance, it has a number of striking
benefits:

�a� The time resolution of TCSPC is limited by the transit
time spread, not by the width of the output pulse of the
detector. Even early TCSPC systems delivered an in-
strument response of less than 60 ps FWHM.34,35 With
modern microchannel plate photomultipliers �MCP-
PMTs� an instrument response width of less than 30 ps
is achieved.33

�b� TCSPC has a near-perfect counting efficiency and
therefore achieves optimum signal-to-noise ratio for a
given number of detected photons.36–38

A severe drawback of classic TCSPC instruments was
their slow signal processing electronics. The dead time after
the detection of a photon was of the order of 10 �s, which
resulted in a maximum useful count rate of the order of 50
�103 s−1. Another limitation was the low repetition rate of
the light sources used in early TCSPC experiments. The low
repetition rate resulted in severe pile-up, i.e., detection of
several photons per signal period, and limited the applicable

30
count rates to even lower values. These limitations can be
considered a feature of the nuclear instrumentation module
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�NIM� electronics and the light sources used in early TCSPC
experiments. A more general problem of the classic TCSPC
technique is, however, that it is intrinsically one-
dimensional. Only one waveform of one light signal at one
spot of a sample is recorded at a time.

Advanced TCSPC techniques use new time-conversion
principles that have resulted in a decrease of the dead time
by a factor of about 100.29,33 Moreover, advanced TCSPC is
based on a multidimensional recording process, i.e., records
the photon density not only as a function of the time in the
signal period, but also over other parameters, such as the
wavelength, polarization, location within a scanning area,
and the time from the start of the experiment.13,15,27,39,40 A
variant of the multidimensional TCSPC technique does not
build up photon distributions but stores the full information
about each individual photon. The mode is called time-tag or
FIFO mode. The device used for this work can be configured
to deliver either multidimensional histograms of the photon
density or time-tag data. The architecture of the device in the
time-tag mode is shown in Fig. 1.

One or several light signals are detected simultaneously
by a number of photomultiplier tubes �PMTs� or single-
photon avalanche photodiodes �SPADs�. The recording of
the signals is based on the general presumption of TCSPC
that the detection of several photons per signal period is un-
likely. Under this condition simultaneous detection of several
photons in different detectors can be considered unlikely as
well. Therefore, the single-photon pulses of all detectors can
be processed by a single TCSPC channel. A “router” com-
bines the single photon pulses in one common timing pulse
line, and, simultaneously, delivers a digital “channel” signal
that indicates which detector delivered the current photon
pulse.33 When the TCSPC device detects the photon pulse it
writes the corresponding channel word into a channel regis-
ter. Several additional bits can be read simultaneously with
the channel word and be used to synchronize the recording
with the experiment.

The single photon pulses from the detectors are used as
start pulses for the time-measurement block. The time-
measurement block employs the traditional architecture of
TCSPC. The single-photon pulses and the timing-reference
pulses are fed through constant-fraction discriminators

FIG. 1. Block diagram of one TCSPC channel. D1 through Dn, detectors;
CFD, constant fraction discriminator; TAC, time-to-amplitude converter;
ADC, analog-to-digital converter.
�CFD�, to remove the amplitude jitter from the timing infor-
mation. The time between the single-photon pulses and the
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timing reference is converted into a voltage by a time-to
amplitude converter �TAC�. The voltage delivered by the
TAC is converted into a digital data word by the analog-to-
digital converter �ADC�. The delivered data word defines the
micro time, i.e., the arrival time of the detected photon rela-
tive to the reference pulse, by the specified number of micro
time channels, NTAC. The width of a micro time channel is
usually a few picoseconds. Compared to traditional NIM de-
vices the ADC is more than 100 times faster. The high speed
is obtained by a modified dithering technique. The technique
adds an auxiliary signal to the ADC input, which is later
subtracted from the output data word. Each photon signal is
therefore converted at a different location on the ADC char-
acteristic, resulting in a cancellation of the nonuniformity of
the channel width.29,33 Consequently, the accuracy require-
ments to the ADC are relaxed, and extremely fast ADC chips
can be used. Together with a speed-optimized TAC a dead
time as low as 100 ns is reached.

The laboratory time elapsed from the start of the experi-
ment is obtained by combining the micro and macro time
information of the measurement �Fig. 2�. The macro time is
measured by the number of periods of a clock oscillator, or,
alternatively, the number of TAC stop periods from an exter-
nal “experiment trigger” pulse, Nsync.

The memory of the TCSPC device is configured as a
first-in-first-out �FIFO� buffer. When a photon is detected the
micro time, the macro time, and the data in the channel reg-
ister are written into the FIFO. The output of the FIFO is
written continuously, and the data are written into the
memory or on the hard disk of the host computer.

The time-tag mode is particularly useful for single mol-
ecule spectroscopy to combine analyses which use the micro
and macro time information.15 Fluorescence correlation
curves �FCS� are obtained by correlating the macro times of
one, fluorescence cross-correlation curves by correlating the
macro times of different detectors. The fluorescence lifetime
can be included in the analysis by building up histograms of
the micro time. Fluorescence intensity distribution analysis
�FIDA� �Ref. 41� is possible by analyzing the frequency of
the counts in consecutive macro time intervals. FIDA can
be combined with analyzing of the average micro times
�fluorescence intensity and lifetime distribution analysis,

42

FIG. 2. �Color online� Data structure in the FIFO mode. For each photon
micro time �TAC channel NTAC�, macro time �sync counter Nsync�, and de-
tection channel number are recorded.
FILDA�. Burst-integrated fluorescence lifetime �BIFL�
analyzes the lifetime and the count numbers in the individual
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burst delivered by single molecules.14,27,43 Antibunching re-
sults are obtained by using the usual Hanbury-Brown and
Twiss setup7,44 and connecting one detector to the start, the
other to the stop input of the TCSPC device �Fig. 3�.

In all these applications the counting efficiency of the
recording system is an important parameter. The standard
deviation of the results of FIDA and BIFL depends on the
square root of the number of photons detected within the
sampling time interval or the burst time. For FCS and anti-
bunching the signal-to-noise ratio even depends linearly on
the number of recorded photons. More important, correct
results of FCS, FIDA, and BIFL experiments are only ob-
tained if the counting efficiency is constant within the ex-
pected range of burst count rates. There are several ways a
TCSPC setup may lose photons. The most obvious one is the
limited efficiency of the optical system and of the detector
�see below, Experimental Setup and Detectors�. The TCSPC
device itself may lose photons by the classic pile-up effect,
and by counting loss in the dead time after the recording of a
previously detected photon.

The dead time in typical TCSPC devices is “nonparalyz-
ing,” i.e., a photon lost in the dead time of a previous one
does not cause new dead time. Moreover, for a TAC stop
period shorter than the dead time the counting efficiency
covers both the loss by the dead time and the loss by pile-up.
For a continuous input signal the counting efficiency, E, is
given by the ratio of the recorded count rate, rrec, and the
detected count rate, rdet, and can be related to the dead time
td,40,45

E =
rrec

rdet
=

1

1 + rdettd
. �1�

The dead time of the TCSPC modules used for this work is
100–125 ns. In a single molecule experiment the burst count
rates under reasonable excitation conditions usually do not
exceed 5�105 s−1, the maximum count rates in the pre-
sented data were 3�105 s−1. The corresponding counting
loss is 5%–6% and does therefore not result in noticeable
distortion of the results.

Another nonideal effect to be considered is the distortion
of the photon distribution by pile-up. Pile-up is caused by the
detection of a second photon within one TAC stop period.
For a single-exponential fluorescence decay, the pile-up adds
virtual lifetime components of � /2, � /3 . . .� /n to the correct

40

FIG. 3. �Color online� Hanbury-Brown and Twiss setup �Ref. 43� with a
single TCSPC module. A single TAC is started and stopped by two detec-
tors.
lifetime, �. The resulting mean intensity-weighted lifetime
is approximately
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�meani � ��1 − p/4� for p � 0.1, �2�

with p being the average number of photons per TAC stop
period. For the TAC stop period of 13.6 ns used in the ex-
periments described below the pile-up results in a lifetime
error of less than 0.2% up to the highest expected count rates
in a burst of 5�105 s−1.

2. Dual-channel TCSPC setup
A single TCSPC channel of the architecture shown in

Fig. 1 is unable to correlate photons of different detectors
within times shorter than the dead time. Correlation of
shorter times can, in principle, be obtained by giving the
signals different delays.46 If the delay difference for the in-
dividual detectors is larger than the dead time of the board,
then photons that are detected simultaneously can be re-
corded separately. However, the photons must be identified
by their macro time differences which is only possible if the
count rate is low. Another way of fast correlation is the an-
tibunching experiment �Fig. 3�. The photon pulses of one or
several start detectors are correlated against the pulses of one
stop detector. The setup easily yields correlation down to the
IRF width of the detectors. The time scale of the correlation
is, however, limited by the TAC range. The recording can, in
principle, be combined with a FCS recording obtained con-
secutively in the same TCSPC channel or simultaneously in
a second one. However, continuous correlation from the time
scale of antibunching to the time scale of diffusion effects is
not obtained this way.

To overcome these limitations we used two synchronized
TCSPC boards �SPC-132, custom design, two modified
boards of a four board SPC-134 system, Becker & Hickl,
Berlin�. The general setup is shown in Fig. 4.

The events detected in the two detectors are processed in
separate TCSPC boards. Both modules use the same timing
reference signal at their TAC stop inputs. For experiments
with pulsed excitation the timing reference signal is derived
from the laser pulse sequence. For continuous excitation an
artificial reference signal from a pulse generator was used.

To obtain synchronized, i.e., comparable macro times in
both channels the macro time clocks of both channels must
be driven by the same clock source. Moreover, the recording

FIG. 4. �Color online� Dual module setup with synchronized data acquisi-
tion.
must be started synchronously in both channels. We use the
TAC stop signal as a mother clock of the macro time and
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start both channels synchronously via their experiment trig-
ger inputs. Thus, every photon is assigned to a defined TAC
stop period. The events recorded in both modules are used to
calculate a single cross correlation function on a continuous
laboratory time scale from picoseconds to milliseconds or
seconds, the length of the continuous single photon traces
only being limited by the computer memory.

This calculation is described in Sec. II B. For the calcu-
lation the following problems needed to be solved: �1� The
time measurement in the TACs is independent of the macro
time measurement. This results in independent time scales,
and different relations of “time zero” of the TACs referred to
the macro time transitions. �2� The time scales of both TACs
may be different by about 1% and the start and stop delays
may be different by a few 100 ps. �3� Due to the finite band-
width of the TAC circuitry the first few ns of the TAC char-
acteristic are nonlinear. In the majority of TCSPC applica-
tions the nonlinear region can easily be avoided by using an
appropriate TAC offset and the corresponding signal delay.
This is not possible when a continuous macroscopic time
axis needs to be constructed, i.e., when the photons falling in
the nonlinear part cannot be discarded. In the correlation
measurements presented here the nonlinearity leads to peri-
odic distortion of the effective time axis. A reduction of these
distortions by software is described in Sec. II B 1.

3. Detectors
In general, detectors for TCSPC should have a gain high

enough to resolve single photon events, a short transit time
spread, and high quantum efficiency. The detector gain and
the intrinsic delay must be stable up to a count rate of several
106 photons per second.

For fluorescence correlation, the quantum efficiency is
even more essential. When the detection events are corre-
lated the number of coincidences per time interval drops with
the square of the photon number. Thus, the signal-to-noise
ratio of the correlation spectrum depends linearly on the rate
of photons—not on the square root as for a fluorescence
decay curve. Another complication is afterpulsing. Almost
any detector has an increased probability to deliver a back-
ground pulse for some time after the detection of a photon.
Afterpulsing in PMTs is caused by ion feedback and prob-
ably dynode fluorescence and glass scintillation. In ava-
lanche photodiodes afterpulses appear when trapped carriers
from a previous avalanche are released. Typical afterpulsing
time constants are of the order of a few hundred ns, which
makes afterpulsing hard to distinguish from triplet effects.
The dual detector configurations described above substan-
tially reduce the effect of afterpulsing on the FCS results by
applying cross-correlation analysis.

To date there is no detector that is really suitable for
correlation experiments down to the picosecond range.
Single photon avalanche photodiodes, in principle, are able
to yield a high quantum efficiency �exceeding 65% at
650 nm� �Ref. 45� and a good time resolution.47–49 Unfortu-
nately, the commonly used Perkin Elmer SPCM-AQR mod-
ules have a poor timing performance. The width of the

TCSPC instrument response was found to vary strongly from
module to module �we have measured FWHM between
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190 ps and 620 ps in about 12 different tested modules� and
depends on the wavelength �not shown�. For all tested mod-
ules we measured a strong dependence of the postion of the
IRF on the count rate �Fig. 5�b��, which makes experiments
with fluctuating signals cumbersome or impossible to be ana-
lyzed quantitatively. Recently, a technical modification of the
Perkin Elmer SPCM-AQR modules was shown to yield
much better time responses than the ones tested.50 The dead
time of the SPCM-AQR can be estimated from the curves of
the counting efficiency versus count rate given by the
manufacturer.45 The dead time is about 50 ns and thus of the
same order as for the TCSCPC modules.

An alternative detector is the Hamamatsu H7422P-40
PMT.51 Due to its GaAsP cathode it has a quantum efficiency
approaching 40% around 450 nm, and a relatively short and
stable TCSPC instrument response �Fig. 5�a��.

4. Experimental setup
The experiments are carried out with a confocal epi-

illuminated setup based on an Olympus IX70 inverted micro-
scope �Fig. 6�.

The fluorescent molecules are excited by a linearly po-
larized argon-ion-laser �Innova Sabre, Coherent� at 496 nm,
either active-mode-locked �73.5 MHz, 150 ps� or in cw

FIG. 5. �Color online� TCSPC Instrument response functions, measured
with Becker and Hickl SPC-132 or SPC-630 TCSPC modules. �a� H7422P-
40: 3.4 MHz, 1 MHz, 0.3 MHz, 0.05 MHz. Diode laser @ 650 nm �BHL-
600, Becker and Hickl�. �b� SPCM-AQR-14: count rates 0.05 MHz �right�,
0.49 MHz �middle�, and 0.89 MHz �left�. Modelocked Ar-ion laser
at 496 nm �Coherent�.
mode. The HF-source for the mode-locker serves as the com-
mon time base for sync �TAC stop signal� and the macro
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time counter for both SPC-132 counting boards. The laser is
focused into the sample by a NA=1.2 water-immersion ob-
jective lens �UPLAPO 60�, Olympus, Hamburg, Germany�.

The fluorescence is collected by the same lens and sepa-
rated from the excitation by a polychroic beamsplitter �488/
636 PC, AHF, Tübingen, Germany�. A confocal pinhole of
100 �m diameter and the slightly underfilled objective yield
a detection volume element of approximately 1 �m diameter
and 2 fl size, as determined by fluorescence correlation
spectroscopy.13 The collected fluorescence photons are di-
vided first into its parallel and perpendicular components by
a polarizing beamsplitter cube �VISHT11, Gsänger, Planegg,
Germany�, then by dichroic beamsplitters �Q 595 LPXR,
AHF� into wavelength ranges below and above 595 nm.
Fluorescence bandpass filters �HQ533/46, AHF� block re-
sidual laser light and reduce Raman scattering from the
solvent.

The detectors used were photomultiplier tubes with
GaAsP photocathodes �H7422P-40, Hamamatsu, Germany�
or single photon avalanche diodes �SPCM-AQR-14, Perkin
Elmer, Germany�. Only detectors in postion 2 and 4 were
used for the experiments presented here. Detectors in posi-
tion 1 and 3 are available for optional two color coincidence
or fluorescence resonance energy transfer �FRET� experi-
ments with doubly dye-labelled samples.

5. Samples and sample preparation
All measurements were made on freely diffusing

FIG. 6. �Color online� Four-channel �detectors 1–4� setup for simultaneous
detection of fluorescence intensity F, lifetime �, anisotropy r, and spectral
range �.
Rhodamine 110 molecules �Radiant Dyes, Wermelskirchen,
Germany� in aqueous solution. The dye was diluted in dou-
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bly distilled deionized water to nanomolar concentrations.
The pure solvent did not contain any detectable fluorescent
impurities. All samples were air-saturated and have been in-
vestigated at room temperature �295 K�.

B. Software

All software was written in LabVIEW �version 7.0, Na-
tional Instruments� containing C�� subroutines.

1. Time-axis generation and TAC linearization
Laboratory time. For the FCS/FCCS curve generation it

is required to restore the exact laboratory time from start of
the experiment with ps resolution for each photon from the
saved data. For this purpose we used the macro- and micro-
�TAC� time information of each event for the generation of a
combined arrival time with TAC resolution �see Fig. 2�:

tlab = tsync · Nsync + tTAC · NTAC, �3�

where tlab is the laboratory time since the start of the experi-
ment, tsync is the time between the synchronization pulses,
Nsync is the macro time counter �number of SYNC pulses
since the start of the experiment�, tTAC is the calibrated width
of a TAC channel in ns, and NTAC the number of TAC-
channels between a photon and the previous sync pulse. The
combination of the time axes is only possible when the mas-
ter clock for the macro timer �tsync� and the stop signal for
the TAC �tTAC� are the same, as achieved in our dual channel
TCSPC setup.

Nonlinearity. Any nonlinearity of the TAC characteristic
will cause periodic distortions in the reconstructed time axis,
as dicussed before. We correct for these—reproducible—
artefacts by applying a rebinning algorithm to yield equal
time-bins, which makes use of a calibration table containing
calibration factors for each channel of the two TACs.

The first step in the generation of this linearization table
is the acquisition of TAC histograms consisting of at least
106 randomly distributed photons to record the characteristic
for each TAC with sufficient accuracy. To preserve the origi-
nal factory-set calibration of the TAC the approximately lin-
ear part of the histograms is used to calculate a mean number

FIG. 7. �Color online� TAC-histograms. �a� Original histograms diplaying
nonlinearities in both channels/boards. �b� Corresponding linearized histo-
grams.
of counts per channel, nmean �i.e., from channels 550–3000 in
Fig. 7�a��. Within the shot-noise limit the counts in every
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channel, n�k�, of an ideal TAC should equal this number of
photons. The deviations observed in practice for certain re-
gions of the full range will be corrected for as follows:

The TAC histogram is normalized with nmean. The ob-
tained numbers, n�k� /nmean, represent the deviation from the
mean of the width of the corresponding TAC channel. From
these relative bin-widths a table of corrected times, NTAC

fract �i�,
for each channel i is generated by defining

NTAC
fract �i� = f�

k=0

i
n�k�
nmean

, �4�

where n�k� /nmean is the measured width of the nonlinear bins
and f a stretching factor. The factor f was needed to avoid
gaps in the time axis, i.e., to make the TAC scales of both
modules identical and match the macro time spacing by cor-
recting the slight and unavoidable variations in the individual
calibrations. It corrects for inaccuracies in the TAC calibra-
tion which usually is performed by the manufacturer only for
the linear part. As a result of this stretching/shrinking each
TAC range yields the same number of channels required to
fill the lag between two SYNC pulses with bins of the cali-
brated width �in our case 3343 bins of 4.069 ps �=tTAC� for a
13.6 ns �=tsync� time window�. The corrected times for each
TAC bin, NTAC

fract �i�, still refer to the units of the original time-
bins but are rational numbers and no longer integers. Since
efficient and fast correlation of the data requires equal time
bins �see below� a rebinning of the photons has to be per-
formed.

Rebinning of photons. The next step of the linearization
process is the redistribution of the photons on the time axis
from the original nonlinear TAC bins, i, into corresponding
bins of equal width, NTAC. A relative width n�k� /nmean�1
suggests a division of that particular bin into smaller bins. A
redistribution of single photons is performed one by one ac-
cording to the calculated probability of the photon belonging
to a certain corrected time-bin. To this end a random number,
u, is assigned to the considered photon and, after beeing
multiplied by the respective bin-width, added to the cor-
rected time of the previous bin,

NTAC = Noffset + �NTAC
fract �i − 1� + u�NTAC

fract �i�

− NTAC
fract �i − 1��� with i � Noffset, �4��

where 0�u�1 is a random number generated by the stan-
dard LabVIEW random number generator, Noffset the number
of empty TAC channels �about 500 in Fig. 5�a�� and � � in-
creases the enclosed argument to the nearest higher integer.
NTAC gives the new channel number for the considered
photon.

The result of the linearization is demonstrated in Fig. 7.
Histograms of fluorescence of Rhodamine 110 solutions ex-
cited by polarized cw laser light and detected in the two
perpendicularly polarized channels are displayed before and
after the linearization procedure �Figs. 7�a� and 7�b�, respec-
tively�.

Synchronization of the board specific switching points of
the macro time counter with the TAC time scale. Besides the

TAC nonlinearity a second property of the analog circuitry
potentially producing artefacts in the combined time axis is
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an offset between TAC ramp and macro timer. Despite the
use of a single external clock signal to “simultaneously” ad-
vance the macro time counters and stop the TACs of both
boards, internal delays in general cause a switching of the
macro timer not exactly at the end of a TAC ramp but rather
during the ramp and different for both modules. As a result,
an identical photon train simultaneously arriving at both
boards, i.e., a single detector signal split by a powersplitter,
would occasionally generate “photon pairs” stamped with
identical TAC time but a macro time differing by one count.
The corresponding 	t histogram for short times ��	t
= tlab�det 1�− tlab�det 2���100 ns� would peak at 	t=0 but
also show satellites 	t= ± tsync. Moving by software of the
switching points of both modules to the same end of the TAC
ramp vastly reduces these satellites. Allthough a complete
correction was not possible due to a slight jitter of the count-
ing electronics, the remaining uncertainty was less than five
TAC channels of 4.069 ps width each.

2. Software correlation
In FCS, fluctuations, 
F�t�, of the fluorescence intensity,

F�t�, with time, t, around an equilibrium value, �F	, �
F�t�
=F�t�− �F	� are statistically investigated by calculating the
normalized second order autocorrelation function, G�2��tc�. In

FIG. 8. �Color online� Archit
practice the fluorescence signal is often split and directed
onto two separate detectors to overcome deadtime problems
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of the detectors and associated electronics. The resulting two
signals are then cross-correlated to yield the correlation
curve, with the correlation or lag time tc,

G�2��tc� =
�F1�t�F2�t + tc�	

�F1	�F2	
= 1 +

�
F1�t�
F2�t + tc�	
�F1	�F2	

. �5�

A multi-tau software correlator was developed to correlate
the data. The algorithm uses the asynchronous single photon
intensity information of the TCSPC data without requiring
the construction of a multichannel scaler �MCS� trace, as
needed for conventional intensity correlation algorithms. As
shown previously,52–54 this is the most efficient way to cor-
relate single photon data at low or moderate count rates.

The TCSPC data allows recovery of the photon detection
laboratory time with the accuracy of the TAC channel cali-
bration time �4.069 ps in our experiments�. From tsync

= tTAC·NTAC
max �NTAC

max is the number of TAC channels within
one macrotiming clock cycle tsync� and Eq. �3� it follows that
also the laboratory times tlab of the photon detection are in-
teger multiples of the TAC channel calibration time tTAC.
This “single photon MCS trace” differs from conventional
MCS traces by containing only the time information of the
registered photons instead of intensity information for

e of the rebinning algorithm.
equally spaced bins. In this way the same information is
stored in a much more efficient way, equivalent to only sav-

AIP license or copyright, see http://rsi.aip.org/rsi/copyright.jsp



083104-8 Felekyan et al. Rev. Sci. Instrum. 76, 083104 �2005�
ing the filled bins and not the much more frequent empty
ones. Our fast correlation algorithm makes use of this fact.

Correlation of the data with full �ps� time resolution up
to the milliseconds or seconds range would still require enor-
mous computation time and at the same time gain little in-
formation. Therefore a reduction of the time resolution for
larger correlation times tc was carried out using a multi tau
scheme. Calculation of G�2��tc� with pseudologarithmically
spaced lag times was first proposed by Schätzel55,56 and then
used in commercial hardware correlators. An equivalent pro-
cedure was adopted by our algorithm. Here a fixed number
Nc of time bins with equal spacing �one cascade� is followed
by consecutive cascades with bin-widths that, starting with
the third cascade, double each time.

The number of equal time-bins per cascade can be cho-
sen arbitrarily in the algorithm. For the full correlation
curves presented in this paper we used the number of corre-
lation times per cascade Nc=8, in analogy with the standard
design of commercial hardware-correlators. This results in
the following array of lag times in units of tTAC for the
first four cascades: 
tc�= 
�1,2 , . . . ,7 ,8� , �9,10, . . . ,15,16� ,

�18,20, . . . ,30,32� , �36,40, . . . ,60,64� . . . �. The general ana-

arrays F1�t1�i�� and F2�t2�j��, that as a result now belong to
the same laboratory time bin, are grouped:
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tc�k� = �1 if k = 0

tc�k − 1� + 1 if 0 � k � 2Nc

tc�k − 1� + 2��k/Nc�−1� if k � 2Nc
 �6�

where � � returns the integer part of the enclosed expression,
which for k�2Nc is K−1, with K being the cascade number.

Our algorithm works directly on two arrays of laboratory
times t1�i� and t2�j�, which for the first two cascades corre-
spond to single photon events. As a consequence of the time
binning multiple events per bin for cascades K�2 are pos-
sible. To take that into account, in parallel to the two arrays
of laboratory times t1�i� and t2�j� an additional pair of arrays
F1�i� and F2�j� is generated which carries the photon number
or intensity information. The initial values for the first two
cascades are F1�i�=F2�j�=1. The algorithm runs in a cycle
for each cascade to find the coincident photons for the
corresponding range of lag times. For a given element i in
array F1�i� the corresponding bin in F2�j� is found via its

start
associated time in the range from t2 �K ,Nc , t1�i�� to

lytical representation of this array of lag times tc�k� is t2

end�K ,Nc , t1�i��:

t2
start =

tc�k = KNc�
b

+ t1�i�

t2
end = t2

start + Nc

with the binning factor b = � 1 if K = 0

2K−1 if K � 0.
� �7�
The number of cascades is defined by the maximum correla-
tion time chosen by the user, which can be up to one-fifth of
the length of the data set.

For the correlation an array P�tc� containing the sums of
the products of the photon numbers for each lag time, i.e.,
the number of pairs, is generated,

P�tc� = � F1�t1�i��F2�t1�i� + tc� . �8�

Starting with the first element of the first channel F1�t1�i
=0��, the algorithm searches an element in the second chan-
nel F2�t2�j�� in the range t2

start� t2�j�� t2
end. It then generates

the possible products F1�t1�i��F2�t1�i�+ tc� in that cascade
and adds them to their corresponding bins P�tc�, with tc

= t2�j�− t1�i�= tc�t2�j�− t2
start+KNc�.

After completing the first two cascades rebinning of the
data has to be performed. For the following cascades the
widths of the time-bins of both channels are doubled each
time by dividing the elements of the time arrays t1 and t2 by
2. Since these values are stored as 64 bit integers, the divison
by 2 is performed by a right-shift. Elements of the intensity
�Fi+1�K� = Fi�K − 1� + Fi+1�K − 1�
Fi�K� = 0

� for ti�K� = ti+1�K� .

�9�

The application of Eq. �9� is schematically displayed in
Fig. 8.

The values G�2��tc� of the second order cross-correlation
of the two intensity channels, F1 and F2, are obtained by
normalizing P�tc�:

G�2��tc� =
�F1�t�F2�t + tc�	
�F1�t�	 · �F2�t�	

=

��i
F1�ti�F2�ti + tc�

min�t1
max,t2

max − tc�
�

��i
F1�ti�

t1
max

� · �� j
F2�tj�

t2
max

� =
�P�tc�

tcor
�

� N1

t1
max�� N2

t2
max� .

�10�

N1 and N2 are the total numbers of photons in channel 1 and
2, min�t1

max, t2
max− tc�= tcor returns the smaller number of t1

max

and �t2
max− tc�, and t1

max and t2
max are the time-bin numbers of

the last photons in detection channels 1 and 2, respectively.

Please note that for the different cascades tmax is expressed in
different multiples of tTAC. Thus the normalization by tmax
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automatically compensates for the different numbers of pos-
sible pairs of bins in the different time binnings. Since in this
paper we focus on short time correlations, symmetrical nor-
malization as in Eq. �10� was chosen to reduce computation
time. As shown previously, noise reduction by in general
more appropriate asymmetrical normalization becomes sig-
nificant only at larger lag times.57

More sophisticated techniques like time-gated
correlation14 which selects photons according to their arrival
time after pulsed laser excitation for correlation analysis, or
selective correlation,15 i.e., selection of specific single-
molecule events in a fluorescence time trace, are imple-
mented in the software and can be applied as well.

3. FCS modelling
Continuous wave (cw) excitation. Every process leading

to statistical fluctuations in the fluorescence signal �e.g.,
quenching kinetics, triplet formation, diffusion� will induce a
characteristic decay or rise time in the correlation curve. For
independent, i.e. uncorrelated processes their contribution is
additive to the complete correlation curve. If translational
diffusion, triplet formation and single molecule photon anti-
bunching are the only noticeable processes causing fluores-
cence intensity fluctuations, the normalized correlation func-
tion, G�2��tc�, can be approximated by the sum of a
diffusional term GD�tc�, a characteristic triplet term GT�tc�
and an antibunching term GA�tc�, scaled with the mean recip-
rocal particle number �1/N� in the detection volume element
and superimposed on the poissonian contribution
G���=1,58,59

G�2��tc� = 1 +
1

N
�GD�tc� + GT�tc� + GA�tc��

= 1 +
1

N�� 1

1 + �tc/tD��� 1

1 + �0

z0
�2

�tc/tD��
1/2

+
T

m�1 − T�
exp�− tc/tT� −

1

m�1 − T�

�exp�− tc/tA�� . �11�

This model assumes a three-dimensional Gaussian shaped
volume element with spatial distribution of the detection
probabilities: w�x ,y ,z�=exp�−2�x2+y2� /0

2�exp�−2z2 /z0
2�.

The 1/e2 radii in x and y or in z direction are denoted by 0

or z0, respectively. The characteristic diffusion time tD can be
used to estimate the diffusion coefficient D: tD=0

2 /4D.
From the equilibrium fraction of molecules in the triplet
state, Teq, and the triplet correlation time, tT, the rate con-
stants for intersystem crossing, kISC, and triplet decay, kT, can
be derived. The characteristic rise time of the antibunching
term tA is the reciprocal sum of the rate constants for excita-
tion k01 and fluorescence decay k0: tA=1/ �k01+k0�. A vari-
able m is included to take into account the possibility of

multiple independent fluorophores per diffusing particle. A
possible uncorrelated background due to darkcounts or scat-
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ter is not considered here but should be taken into account
for quantitative interpretation of the amplitude 1/N.60

For freely diffusing molecules with a single fluorophore
�m=1�, the amplitude of the correlation curve at time zero,
G�0�, is equal to 1 and independent on the number of mol-
ecules in the sample volume. For m�1, e.g., for multiply
labelled molecules, complexes, etc. this no longer holds.
From Eq. �11� it follows:

G�2��0� = 1 +
1

N
�1 −

1

m
� � 1. �12�

This effect can be used to estimate the number of indepen-
dent fluorophores per particle.

Pulsed excitation and short-time correlation. For simul-
taneous lifetime and correlation measurements pulsed exci-
tation is required. The nonclassical photonbunches of the la-
ser light will result in a train of equally spaced correlation
peaks superimposed on the correlation function, broadened
by the fluorescence lifetime ��= �k0�−1� and the instrumental
response function �IRF�. Due to the pseudologarithmic time-
binning used in the software correlation this modulation van-
ishes at higher times due to averaging of many excitation
periods.

In the constant time-binning regime and assuming single
exponential decay of the detected fluorescence, a sum of
shifted exponentials can be used to fit the data,61

G�2��tc� = Ci=0 exp�−
�tc − t0�

�d
�

+ �
i=1

n

Ci�exp�−
�tc − t0 + itL�

�d
�

+ exp�−
�tc − t0 − itL�

�d
�� . �13�

Ci are the amplitudes of the central/lateral peaks, t0 a pos-
sible offset between detection channels, tL the time between
laser pulses, and �d the signal decay time, which for negli-
gible width of the IRF equals the fluorescence lifetime. The
amplitudes Ci can be related to the normalized correlation
amplitude values G�i · tL� that would be measured in a cw
experiment at tc= i · tL by Eq. �14�,

G�i · tL� = Ci
2�d

tL
. �14�

At high repetition rates, i.e., with spacings between the
laser pulses of the order of the fluorescence decay time, the
peaks in the correlation curve partially overlap. In this case
only fitting of a model function like Eq. �13� allows one to
approximately resolve coincident photon pairs originating
from excitation pulses with defined spacing. By that means
the undisturbed correlation amplitude at time zero, G�0�, can

be calculated which, e.g., is necessary to determine the num-
ber of independent emitters with Eq. �12�.

AIP license or copyright, see http://rsi.aip.org/rsi/copyright.jsp



083104-10 Felekyan et al. Rev. Sci. Instrum. 76, 083104 �2005�
At reduced repetition rates, i.e., tL��d, correlation of the
macro-times or building histograms of coincident photons46

is sufficient to calculate G�0�. A quantitative interpretation
still requires knowledge of the complete correlation curve,
e.g., the degree of triplet excitation T and other dark states
and, for investigations of mobile emitters, the number of
independently diffusing particles N. Reducing the repetition
rate to avoid overlapping decays reduces the time resolution
and, in case the observation time is limited, also the effi-
ciency of the experiment. In these cases high repetition rate
laser excitation followed by analysis of the correlation
curves with Eqs. �13� and �14� might be an alternative.

Fitting of the above model functions to the data is per-
formed by a Levenberg-Marquardt routine. Constant weight-
ing was applied for correlation curves with equal time-
binning, while for variable binning according to Eq. �7� a
modified procedure based on the work of Koppel was
applied.60

III. RESULTS

A. Continuous wave „cw… excitation

1. Full correlation

Complete correlation curves generated from single pho-
ton data ranging from picoseconds up to 35 ms are shown in
Fig. 9. Here Rh110 solutions were excited by cw laser light
and the fluorescence was detected with Hamamatsu
H7422P-40 photomultipliers. A pseudologarithmic binning
procedure was used starting with the highest time resolution
at a correlation time tc=4.069 ps. To demonstrate the sym-
metry of the setup both cross-correlations G1,2 and G2,1 are
presented. For Rh110, a small molecule with a rotational
correlation time that is short on the time scale of its excited
state lifetime and as a consequence exhibiting a very small
steady state anisotropy, no measurable differences between
both cross-correlations are to be expected. The experimental
curve is well reproduced by a weighted fit to the model func-
tion �Eq. �11�� which neglects rotational effects. Slight de-

FIG. 9. �Color online� Correlation curves G1,2 and G2,1 of Rhodamine 110
aqueous solutions. Excitation at 496 nm, measured with PMT detectors.
Recording time 16 min. Fit to Eq. �11� �N=3.5, z0 /0=1.5, tD=0.3 ms, T
=0.29, tT=1.9 �s, m=1.02, tA=3.5 ns�.
viations of both correlation curves at longer times that can be
seen in the residuals are expected and can be explained by
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partial singlet and triplet saturation as well as photobleaching
caused by the relatively high mean excitation power �I0 /2�
�Ref. 62� of 90 kW/cm2. The detected count rate added from
both channels was 526 kHz, which by normalizing to the
mean number of Rh110 molecules in the detection volume
element of N=3.5 corresponds to 150 kHz per molecule.

The high excitation power is also denoted by the ob-
served mean triplet population of 29%. No artefacts around
13.6 ns are observed, confirming the accurate combination of
the micro- and the macroscopic time information to a unified
time axis.

2. Short time regime: Dual board data acquisition
Many of the possible experimental artefacts discussed

above will manifest in the short time regime of a correlation
curve. This part of the correlation curve is dominated by
photon antibunching from single Rh110 molecules. The nor-
malized amplitude at zero delay, G�2��tc=0�, is expected to
approach one for single emitters freely diffusing in solution.
A thorough investigation of the times between −20 ns� tc

�20 ns, covering the critical region around the junction of
the micro- and the macro-time axis at 13.6 ns, recalculated
from the data taken with H7422P-40 PMTs and shown in
Fig. 9, is presented in Fig. 10 �top�. Besides the data acqui-
sition electronics mainly detector performance affects the
signal quality. For a comparison we recorded data with Per-
kin Elmer SPCM AQR-14 avalanche photodiodes under
otherwise comparable experimental conditions �Fig. 10,

FIG. 10. �Color online� Short-time correlation curves of Rhodamine 110
aqueous solutions measured with PMT �top� and APD detectors �bottom�.
Experimental conditions as in Fig. 9. Recording time is 16 min. Fit to Eq.
�11� �black line�: antibunching time tA=3.6 ns �PMT� and tA=3.4 ns �APD�,
m=1.01 �PMT� and m=1.10 �APD�.
bottom�.
To generate the curves two settings in the correlation
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software had to be used that have not been described previ-
ously: �1� Our correlation algorithm only uses positiv corre-
lation times �tc�0�. To facilitate computation, channel 2 was
given an artificial positive offset which was subtracted after
correlation. This way the whole time intervall shown with
positive and negative correlation times between −20 ns� tc

�20 ns could be calculated in one run. �2� The curves were
calculated with the full �electronical� time resolution of
4.069 ps by setting Nc to a number sufficiently large to have
the desired time range fall inside the first two cascades, by
that means avoiding time-binning. For the data in Fig. 10 a
cascade size of Nc=5000 and an offset for channel 2 of
	t2=5000 was used.

The number of coincidences per channel in a correlation
experiment, P�tc�, is calculated from Eq. 8. The fit �black
line� as well as the smoothed data �dark grey� confirm the
inferior time resolution of the APDs as compared to the
PMTs: the correlation of the APD data cannot reproduce the
amplitude at tc=0 of G�0�=1, as would be expected for
freely diffusing single fluorophores and is found with the
PMTs. This cannot be attributed to the timing jitter of the
detectors: The full width at half maximum �FWHM� of the
instrumental response functions �IRF� was measured to be
around 0.30 ns for the PMT detectors and 0.19 and 0.23 ns
for the APDs used �Fig. 5�. Besides an increased afterpulsing
probability for the APDs �not shown, afterpulsing does not
significantly affect the shape of the cross-correlation curves�,
the main origin of the poorer performance of the APDs is
their unstable IRF which drifts with count rate �Fig. 5�b�.
The time constant of the drift was found to be of the order of
0.1 s �not shown�.

In some experiments at low light levels APDs could still
be the better choice. APDs can achieve much higher quan-
tum efficiencies �QE� than PMTs over wide wavelength
ranges. Based on the count rate per molecule �180 kHz vs
150 kHz in our experiment� we find a 20% higher sensitivity
for our APDs compared to the PMTs in the wavelength range
around 533 nm �see Figs. 10 and 11; the manufacturers
specifications for typical modules at 580 nm would predict a
difference around 40%45,51�. When the dominant source for
uncertainty in the determination of the characteristic anti-
bunching time is shot-noise the detectors with the highest QE
should be preferred.

3. Short time regime: Single board data acquisition
The common way to obtain interphoton arrival time his-

tograms for short delay times td, which are equivalent to the
cross-correlation curves in Fig. 10 employs a Hanbury-
Brown and Twiss �HBT� setup as shown in Fig. 3. Here only
a single TAC is used to directly record td, therefore not re-
quiring the construction of synchronized macroscopic time-
axes �Fig. 11�.

Data were recorded in the histogram mode of the board,
i.e., only the number of stop events per TAC channel Nc�td�
but no macro time information was stored. Normalization to
obtain the correlation amplitude was done by dividing Nc�td�
by the average number of coincidences Nav that are expected
for poissonian noise. N was calculated from the mean
av

countrate by Eq. �15�,
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Nav = �F

t
�

av

2

tTACtexp, �15�

with �F / t�av being the mean count rate per detection channel,
tTAC the TAC channel width, and texp the total data acquisi-
tion time. The mean number of fluorophores N in the detec-
tion volume element was determined to N=4.0 by separate
FCS preceding the HBT experiment. Having countrates per
molecule comparable to the FCS experiment �Fig. 10�, the
higher number of coincidences per channel in the HBT ex-
periment can be explained by the slightly higher concentra-
tion.

Compared to the recording and correlation of high reso-
lution photon time traces the comparably simple HBT ar-
rangement has a number of drawbacks: �1� Depending on the
length of the TAC ramp only a limited time range is acces-
sible. The same TAC setting as in Fig. 10, i.e., a bin-width of
4.069 ps, was used in Fig. 11. �2� In principle, as with the
used electronics, macro time recording of the photons that
stop the TAC is possible. Since this is only a small fraction
of the total number of photons detected by both detectors,
�long-time� correlation curves generated from these data
would be correspondingly noisy. In the classical HBT experi-
ment the macro time information is lost. Consequently the
full correlation curve and therefore information about fluo-
rophore concentrations is in general not available. �3� Elec-
tronic interference between the two channels destorting the
time axis can be seen on the smoothed curve �dark grey� and
is harder to minimize in a single board setup than in a dual
board experiment.

FIG. 11. �Color online� 	t �TAC� histograms of Rhodamine 110 aqueous
solutions measured with PMT �top� and APD detectors �bottom�. Recording
time in 14 min. Fit to Eq. �11� �black line�: antibunching time tA=3.0 ns
�PMT� and tA=3.7 ns �APD�.
The antibunching time tA from all four experiments
�Figs. 10 and 11� is in average 3.4 ns±10%, the HBT-data
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having the bigger error due to the smaller time-window
available for fitting. From tA=1/ �k01+k0� and the excitation
rate constant k01=�01· I0 /2 · � /hc, with � /hc being the
wavelength of the exciting light divided by Planck’s constant
and the speed of light, the known absorption cross section
�01 can now be used to predict tA.63 For a fluorescence life-
time of �k0�−1=4.01 ns, an applied mean excitation intensity
of I0 /2=90 kW/cm2 at a wavelength of �=496 nm and an
absorption cross section for Rh110 in water of �01=2.62
�10−16 cm2 at that wavelength64 we obtain tA=3.24 ns. This
is well within the experimental error of our measured value.
The limited instrumental resolution was not taken into ac-
count in this consideration; its effect was estimated to be
smaller than the scattering of the experimental values for the
antibunching relaxation times but would make the difference
between prediction and mean experimental value even
smaller.

B. Pulsed excitation

cw experiments can, via measuring of antibunching re-
laxation times, yield information about the fluorescence life-
times but requires knowledge of the excitation rates. The
more direct and, for a given number of detected photons
statistically far more accurate way to determine lifetimes em-
ploys pulsed excitation. In the following we will discuss its
effect on the correlation curves.

In fluorescence experiments with pulsed laser excitation
the system is probed at the repetition rate of the light source
as opposed to random excitation with a cw light source. Con-
sequently, for time intervals of the order of or smaller than
the pulse distance, correlation of the data results in signifi-
cantly different FCS curves for the two excitation modes. As
shown for Rhodamine 110 solutions �Fig. 12�, the pulse train
of the excitation pulses is reflected in the statistics of the
emitted photons. The highly correlated fluorescence signal
results in correlation curves exhibiting strong bunching/
antibunching behavior at time scales of the laser repetition
rates.

Fluorescence was detected with APDs after excitation by
pulsed laser light at 496 nm and a repetition rate of
73.5 MHz. The mean intensity was set to 24 kW/cm2, the
mean number of Rh110 molecules in the confocal volume
element was N=5.4.

1. Fluorescence decay
Histogramming the photon arrival times tmic �micro time

tmic= tTAC·NTAC� yields fluorescence decay curves Fpar and
Fperp for the parallel and perpendicular detection channel,
respectively. Assuming isotropic distribution of the mol-
ecules the total fluorescence signal decay Ftot�tmic� can be
reconstructed by Eq. �16�,.

Ftot�tmic� = �1 − 3l2�Fpar�tmic� + �2 − 3l1�gFperp�tmic� . �16�

The correction factors l1=0.0308, l2=0.0368 compensate for
mixing of polarizations in the high N.A. objective.13,65 The
g-factor �in our case g=0.91 � corrects intensities for slight
anisotropies in the individual detection efficiencies of the

different channels and was experimentally determined by tail
fitting of the decay curves Fpar�tmic� and Fperp�tmic�. A total
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fluorescence decay Ftot�tmic� is shown in Fig. 12�a� together
with a fitted single exponential, taking into account superpo-
sition of decays from previous pulses.66 The APD modules
used in this experiment showed significant afterpulsing. Af-
terpulsing occurs on timescales larger than the detector dead-
time and generates a flat offset in the TAC histogram. To
account for that a constant offset Foffs was used and in the fit
added to the time-dependent fluorescence signal Fflu�tmic�
�Ftot�tmic�=Foffs+Fflu�tmic��. The offset in Fig. 12�a� amounts

FIG. 12. �Color online� MFD of Rhodamine 110 aqueous solutions with
APD detectors, pulsed excitation at 496 nm, mean intensity is 24 kW/cm2.
Recording time is 40 s. tsync is the synchronisation signal for the macro time
counter and is obtained from the modelocker of the pulsed laser. �a� Micro
time tmic histogram showing fluorescence decay �black� with single expo-
nential fit �red�. Fit results: �=4.01 ns, Foffs=0.0206. �b� Short-time corre-
lation curves �green� with 50 point average �red� and fit to Eq. �13� �black�.
Time channel width is 4.069 ps. Fit results: C0=1.48, C1=1.81, C2=1.80,
tdel=13.6 ns, �d=4.14 ns. A linear offset was set to 0.113 �see text�. �c� Full
correlation curve �blue� with macro time correlation curve �red�, short-time
correlation amplitudes from Eq. �14� �green dots�, and simulation according
to Eq. �11� �black�. Simulation parameters: N=5.4, z0 /0=2.0, tD=0.3 ms,
Teq=0.135, tT=2.4 �s, m=1.01, tA=4.0 ns. The insert shows an enlarged
part of the time regime around the intersection of micro and macro time
axes.
to 5.8% of the total signal. The fluorescence lifetime was
found to be �=4.01 ns.
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2. Short-time correlation
The FCS for lag times between −100 ns� tc�100 ns is

shown in Fig. 12�b� �light grey� together with a fit to Eq. �13�
�black� and a smoothed curve of the data �dark grey�. The
amplitude at tc=0, corresponding to the central peak, is
smaller than at the lateral peaks as a result of single molecule
photon antibunching, but does no longer represent the abso-
lute minimum of the FCS as in the case of cw excitation. By
setting an offset to 0.113, corresponding to the measured
offset of 5.8% in the fluorescence decay �Fig. 12�a�� a decay
time for the correlation peaks of td=4.14 ns was found. td is
expected to be slightly larger than � derived from the fluo-
rescence decay analysis since no deconvolution with the in-
strumental response function was performed and in the FCS
two IRF �one per channel� enter to broaden the signal.

The contrast of the pulse pattern in this time regime is a
function of the experimental conditions and will vanish, for a
given fluorescence lifetime, at high repetition rates �tL��d�
or at low instrumental resolution �tL�FWHMIRF�.

3. Full correlation
For pseudologarithmic binning �multiple tau correlation�

the long-time portion of the full correlation resembles a cw
experiment �Fig. 12�c��. Here the time-bins cover �and aver-
age� many excitation periods. A fit to Eq. �11� for tc

�10−4 ms, extrapolated to shorter times with fixed param-
eters tA=4.0 ns and m=1 is shown as a black overlay in the
figure. Correlation of the macro-times yields a low-
resolution curve starting at 13.6 ns �red�. The first points of
this curve with spacings of 13.6 ns suffer from overlapping
of the fluorescence decays originating from adjacent laser
pulses. Here fitting of the the short-time correlation curve
�Fig. 12�b�� and application of Eq. �14� yields more accurate
results by taking these artefacts into account �dots�. The am-
plitude at time zero �tc=0� as it would be expected in a cw
experiment is indicated at tc=10−9 ms. In pulsed experients
with high repetition rates this amplitude can only be derived
in the described way and is not available by macro-time cor-
relation.

The three different ways to analyse the data from pulsed
excitation can give information �1� via correlation, about mo-
lecular and photophysical dynamics with a time resolution of
the pulse distance, �2� via decay analysis, about fluorescence
lifetime and faster rotational correlation times, and �3� at tc

=0, i.e., in the photon antibunching regime, about coincident
photons and numbers of independent fluorophores.

IV. POTENTIAL APPLICATIONS

We have developed an improved time-correlated single
photon counting �TCSPC� technique for simultaneous fluo-
rescence lifetime and correlation experiments that allows cal-
culation of the full correlation curve from the same photons
emitted from single, or very few, molecules. The method
offers two main advantages for experiments at low concen-
trations over conventional single molecule fluorescence
detection:
�1� The rotational correlation times of large macromol-
ecules, which are much bigger than the fluorescence life-
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times are now accessible in a TCSPC experiment with
high time resolution. Many Proteins exhibit rotational
correlation times between 10 and 100 ns. In comparison,
the fluorophores commonly used �like Rhodamine 110�
have fluorescence lifetimes around 4 ns. Accessing the
rotational diffusion via commercial hardware correlators
on the other hand is at present limited to time resolutions
of 5 ns or worse. The presented technique is bridging
the gap between anisotropy decay analysis and currently
available commercial correlators.

�2� The number of independent fluorophores on a single
molecule can be determined �e.g., the number of mono-
mers in a complex� by measuring coincident photons
simultaneously with all other fluorescence parameters.
Alternatively, in suitable systems photophysical pro-
cesses like singlet-singlet-annihilation or singlet-
triplet-annihilation67 can be studied with high precision.
Besides applications in the investigation of multichro-
mophoric entities, this technique, which is based on the
quantum mechanical phenomenon of antibunching,
might also be promising for applications in molecular
biology.

The technique is applicable to immobilized molecules as
well as to solutions of fluorophores. In heterogeneous
samples species selective correlation analysis is possible af-
ter sorting single molecule events by software.
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